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A bstract

An investigation of subinertial dynamics involving oceanic fronts is presented in 

the context of layered models, which allow for vanishing thickness in the frontal layer 

and continuous stratification in the ambient fluid. The focus of the study is the baro­

clinic destabilization and subsequent evolution of surface-trapped, bottom-trapped 

and intermediate-depth currents, as well as their interaction with topography. Two 

new theories are derived that include the effect of ambient stratification, and a pre­

vious theory is generalized. Reduction of all three models to simpler governing equa­

tions in the limit of no stratification is demonstrated and basic analytical results are 

established with respect to boundary conditions, flow invariants and linear stability 

criteria.

The linear stability problems for an abyssal current and a surface current in the 

presence of sloping topography are solved for physically-relevant configurations. It 

is shown that growth rates increase and dominant lengthscales decrease with the 

relative current thickness or ambient stratification. Predicted instability character­

istics and results of fully nonlinear numerical simulations are compared with several 

oceanographic phenomena of interest, in particular the Denmark Strait Overflow. It 

is argued that the models presented provide a superior description of baroclinic dy­

namics than traditional quasigeostrophic theory, in that the assumed lengthscales are 

larger than the Rossby radius and variations in the frontal layer thickness scale with 

the layer thickness itself. The resulting balances still allow reasonably straightfor-
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ward interpretation of the physical mechanisms involved but are appropriate in many 

situations where quasigeostrophic models are not.
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Chapter 1

Introduction

1.1 M otivation

Density-driven currents occur throughout the world’s oceans, and are characterized by 

a balance between the pressure force due to sloping isopycnals and the Coriolis force. 

They are often associated with sharp horizontal and vertical density gradients that 

separate water masses with different physical, chemical and biological properties. Dis­

tinct, relatively fast-flowing currents may be found at all depths in the ocean. Surface 

currents typically develop due to buoyancy inputs and wind stress. They generally fall 

into two categories, western boundary currents and eastern coastal currents. Dense, 

bottom waters form through atmospheric cooling and brine rejection from sea ice, and 

subsequent open-ocean convection or descent along sloping topography. They tend 

to migrate equatorward as concentrated currents, flowing along continental shelves 

and oceanic ridges.

Outflows from marginal seas often equilibrate at intermediate depths, the most 

prominent example being the Mediterranean salt tongue, which extends far into the 

interior of the North Atlantic. Dynamically, the effects of these flows, and the as­

sociated mesoscale phenomena, are crucial for the general circulation of the global 

ocean. Via the thermohaline circulation, the oceans play an important role in natural

1
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climate vaxiability, and account for approximately 10%-20% of the total meridional 

heat transport (Trenberth and Caron 2001).

Many fronts intersect the sea surface or the bottom topography. In order to de­

scribe these flows correctly using the multi-layer approach, it is necessary to allow 

the thickness of the frontal layer(s) to vanish. This is in contrast to quasigeostrophic 

layered models, which only permit small deformations of the interface(s). In quasi­

geostrophic theory the leading order mass conservation equation reduces to the state­

ment that the velocity is divergence-free. In frontal models, on the other hand, the 

frontal layer is governed by a fully nonlinear mass conservation equation, allowing for 

0(1) thickness variation.

The governing equations in such models are still geostrophic to leading order 

however, reflecting that most oceanic currents are roughly in geostrophic balance. 

A small Rossby number, e, results not from the requirement of small velocities, as 

in quasigeostrophic theory, but from the condition that the dynamic lengthscale L 

is much larger than the internal deformation radius R. Since e =  (R /L )2, we only 

require that L2 R 2, not L R. Consequently, (adopting the notion that a factor 

of 10 corresponds to an “order of magnitude”) flows for which L >  \ / l0  R  may already 

fall in this regime (Cushman-Roisin 1986). These are the flows on which we will focus 

in this study.

Reduced models are often advantageous in that they demonstrate more clearly 

than primitive equation models the physical processes and dynamical balances op­

erative in particular phenomena. This is certainly true of QG theory, however the 

models we present here offer a more accurate representation of frontal dynamics (e.g. 

Cushman-Roisin and Tang 1989). Furthermore, by introducing appropriate scalings 

and approximations (e.g. subinertial scalings) it is possible to filter out processes 

(such as inertia-gravity waves) which are unlikely to affect the overall flow evolution. 

This allows larger timesteps in numerical integrations and eliminates potential sources 

of error.

• 2
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A practical motivation for developing simplified theories is that general circula­

tion models (GCMs) are presently unable to resolve mesoscale phenomena associ­

ated with boundary currents, bottom  water spreading and topographic interactions 

(Griffies et al. 2000). This leads to significant inaccuracies in overall heat and salin­

ity transports as well as mixing rates. Process studies can suggest ways of improving 

parameterizations within GCMs, and simple models could be nested, in principle, 

within GCMs at particularly under-resolved locations.

1.2 M odel Classification

Layer models derived and discussed in this thesis are classified as follows. Each layer 

is designated by one of four two-letter codes, such that the order of codes in a model 

name starts with the uppermost layer and continues with deeper layers. Each code is 

based on the dynamical property that most clearly differentiates a given layer from the 

other layers. The codes FG and PG refer to the Frontal Geostrophic and Planetary 

Geostrophic scalings (see below), respectively. Layers designated by these codes are 

always homogeneous, and governed by a reduced form of shallow water theory.

Layers which are not FG or PG are governed by quasigeostrophic dynamics. 

The codes SW and CS differentiate between the Shallow-Water and Continuously- 

Stratified versions of the quasigeostrophic formalism, respectively. Table 1.1 lists the 

six models we discuss, and references most of the relevant contributions to the de­

velopment of each model. As the table suggests, the present work may be viewed 

as a continuation and extension of the general theory of baroclinic dynamics in the 

context of oceanic fronts, with a special focus on the model of Poulin and Swaters 

(1999a).

The goal in developing reduced theories, rather than dealing with the primitive 

equations themselves, is to arrive at an optimal description of a given phenomenon. 

It is hoped that the physical mechanisms retained are the ones that determine the

3
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model derivation linear analysis numerical simulations

SW-PG SF, S91 S91 KST, S98, chapter 2

CS-PG PSa PSa, chapter 2 chapters 2, 3

FG-SW S93 R97, RS99a RS99a, RS99b, chapter 4

FG-CS chapter 4 chapter 4 chapter 4

SW-FG-SW appendix A future chapter 5

CS-FG-CS chapter 5 future future

Table 1.1: Models discussed in this thesis, and previous relevant work. The dy­
namical limits SW (Shallow-Water), CS (Continuously-Stratified), PG (Planetary 
Geostrophic) and FG (Frontal Geostrophic) are discussed in the text. For an expla­
nation of reference acronyms, see table 1.2.

qualitative (and to some degree, quantitative) properties of the process. In the oceano­

graphic context, the multi-layer approximation can often illuminate the physics with 

just two or three layers (Pedlosky 1996). All the models we describe have two or three 

layers, where the frontal layer is homogeneous. The latter assumption is reasonable in 

situations where the density variations are relatively small outside the frontal region, 

and are not likely to influence significantly the evolution of the front.

The water mass associated with the current may be more homogenous than the 

ambient ocean for the following reasons. Surface waters are typically subject to wind 

action, which tends to aid mixing. Also, before geostrophic adjustment, intrusions 

at depth often form from dense water cascades across steep topography, a process 

which, again, induces mixing. The ambient layer in our models, as is often the 

case in the real ocean, comprises most of the fluid column, and is allowed to be 

continuously-stratified. The stratification is assumed to be relatively weak, as we want 

to focus on the baroclinic dynamics associated with the deforming layer interface. As 

it turns out, in oceanographic applications of interest here, this assumption is not 

unreasonable. Nevertheless, we find that even modest stratification has a significant

4
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effect on observed instability characteristics.

The CS-PG model is an extension of a two-layer model tha t was introduced, in 

the context of abyssal currents, in Swaters (1991). It includes stratification in the up­

per layer, but uses similar scalings as Swaters and Flierl (1991) and Swaters (1991). 

In particular, the lower layer velocity is scaled such that the only contribution to 

the final balance from the momentum equations is the geostrophic relation. How­

ever, time derivative and nonlinear advective terms in the continuity equation for the 

abyssal current are retained at leading order. This approximation is termed plane­

tary geostrophic (PG). An important aspect of the CS-PG scaling is that the abyssal 

current is buoyancy-driven and topographically-steered.

Upper layer dynamics is governed by quasigeostrophic theory, and upper layer ve­

locities are driven by deformations of the interface through vortex stretching, in the 

presence of a topographically-induced potential vorticity gradient. While geostrophic 

flow is purely along sloping topography, ageostrophic effects permit down-slope mo­

tion, which results in release of gravitational potential energy. Our derivation of 

CS-PG is slightly more general than in Poulin and Swaters (1999a), as we have intro­

duced source/sink terms, the beta effect and a simple bottom drag parameterization.

We present a new theory for surface-intensified currents, here called FG-CS. The 

governing equations are a generalization of the model presented in Swaters (1993) (see 

also Cushman-Roisin, Sutyrin, and Tang 1992). We have introduced stratification in 

the lower layer, as well as source/sink terms and the beta effect. As pointed out in 

Swaters (1993), the dynamics of buoyancy-driven currents is fundamentally different 

from that of abyssal currents in that potential energy can be released only by spread­

ing outward. In this model the scaling for the frontal layer velocities is such that 

the advective terms from the momentum equation enter the first nontrivial balance. 

As with CS-PG, the mass conservation equation for the current is fully nonlinear. 

This dynamic regime is traditionally called frontal geostrophic (FG). Previous linear, 

weakly-nonlinear and numerical studies demonstrated that the Swaters (1993) equa-

5
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tions exhibit explosive growth in some parameter regimes, leading to development of 

prominent warm core and cold core eddies (Reszka and Swaters 1999a; Karsten and 

Swaters 2000b). Here we investigate the effect of a stratified lower layer. An assump­

tion of the FG-CS and FG-SW models is that the surface current is buoyancy-driven 

and is influenced by topography only through interaction with the lower layer.

A three layer model, CS-FG-CS, is derived in which the middle layer is FG, 

while the outer layers are continuously-stratified and quasigeostrophic. The analogous 

model with three homogeneous layers, SW-FG-SW, is obtained as a limiting case 

and also derived from the primitive equations. These two models are expected to 

prove useful in studying aspects of the Mediterranean outflow and Meddy dynamics 

(see section 1.3). Destabilization of intermediate-depth boundary currents has been 

studied, so far, mainly in the laboratory. Analytical theories that elucidate baroclinic 

dynamics at mid-depth are lacking in the literature. While the FG-CS, SW-FG-SW 

and CS-FG-CS governing equations are based on the scaling in Swaters (1993), to our 

knowledge they have not been derived before. We have not analyzed the three-layer 

models in detail, however a preliminary simulation is presented.

It must be remembered that we have made a number of simplifying assumptions 

and have neglected various physical processes, which may or may not play a role in 

the dynamics. Our derivations assume Cartesian coordinates, with a Coriolis param­

eter that varies only linearly in the meridional direction (the /3-plane). The latter 

assumption is justified for domains of a few hundred kilometers, however Karsten 

and Swaters (1999) demonstrated that metric terms associated with approximating a 

spherical geometry by rectangular coordinates may be important, especially at high 

latitudes. These metric terms are neglected in our study, to allow more straightfor­

ward comparison with previous investigations. A very general derivation and analy­

sis of two-layer reduced models can be found in Karsten and Swaters (1999, 2000a, 

2000b). This series of papers includes a discussion of the SW-PG and FG-SW dy­

namical limits. A linear analysis and numerical simulations of axisymmetric currents

6
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in the context of the SW-PG model appeared in Choboter and Swaters (2000). Other 

investigations will be introduced as needed.

acronym explanation

CL Cenedese and Linden (2002)

DSO Denmark Strait Overflow

IDBC Intermediate-Depth Boundary Current

KS99, KSOOa, KSOOb Karsten and Swaters (1999, 2000a, 2000b)

KST Karsten, Swaters, and Thomson (1995)

PSa,b Poulin and Swaters (1999a, 1999b)

R97 Reszka (1997)

RS99a,b Reszka and Swaters (1999a, 1999b)

RS01 Reszka and Swaters (2001)

RSS Reszka, Swaters, and Sutherland (2002)

S91, S93 Swaters (1991, 1993)

SOG Strait of Georgia

Table 1.2: Some acronyms used throughout this thesis.

The thesis is organized as follows. The rest of this chapter is devoted to a descrip­

tion of specific situations where our models will be applied. In chapter 2 we derive 

the CS-PG model, develop the linear instability analysis, present numerical simula­

tions applicable to the SOG and also a simulation that corroborates the linear theory 

results. In chapter 3 the linear theory is applied to the Denmark Strait Overflow, 

and numerical simulations of dense plumes are discussed. Chapter 4 consists of a 

derivation of the FG-CS model, and the corresponding linear instability calculation. 

Simulations of unstable axisymmetric currents are also presented.

In chapter 5 we derive the CS-FG-CS model and briefly discuss numerical sim­

ulations of a mid-depth lens. Appendix A contains a derivation of the SW-FG-SW 

model, while details of our numerical scheme are given in Appendix B. Much of the

• 7
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work described herein has been published already. In particular, chapters 1, 2 and 3 

contain text and figures that appear in Reszka and Swaters (2001) and Reszka et al. 

(2002). We will also refer to a number of other papers, which are highly relevant to 

this study. For greater readability, acronyms will be used for references and proper 

names that appear frequently in the text. An alphabetized list of these acronyms is 

provided in Table 1.2.

1.3 Case studies discussed in this thesis

1.3.1 Strait o f Georgia deep water replacem ent

The evolution of deep water is important in the local dynamics of marginal seas, 

estuaries and other coastal areas (Price and Baringer 1994). Episodic intrusions of 

bottom water off the coast of British Columbia, Canada are often characterized by 

considerable spatial and temporal fluctuations (LeBlond, Ma, Doherty, and Pond 

1991). In particular, the dynamics of deep water replacement in the Strait of Georgia 

(henceforth SOG) received a great deal of attention when it became apparent that 

the deep current variability is associated with the development of small, bottom- 

intensified vortical anomalies.

The SOG is a long, narrow channel between Vancouver Island and mainland 

British Columbia, with dimensions of roughly 40 km by 280 km. Typical depths 

for the central part of the strait are 300-400 m, although there are shallow sills at the 

northern end, which inhibit free exchange with continental shelf waters. Estuarine 

circulation is primarily driven by freshwater discharge from the Fraser River. Tidal 

currents, formation of fronts, and deep water renewal are all known to occur in the 

SOG (LeBlond et al. 1991, and references therein).

A detailed as well as intriguing data set was obtained by Stacey, Pond, LeBlond, 

Freeland, and Farmer (1987) regarding the low-frequency dynamics of a dense, bottom- 

trapped current in the SOG. This survey employed a high-resolution array of cy-
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closonde and current-meter moorings which gathered data from June, 1984 to Jan­

uary, 1985 in one region of the strait. The moorings were placed close enough together 

that small scale features on the order of a few kilometers could be resolved. Subse­

quent analyses (Stacey, Pond, and LeBlond 1988, 1991) revealed highly-nonlinear 

flowfields with relatively short time scales. There was clear evidence of bottom- 

intensified cyclonic and anticyclonic eddies, with length scales on the order of 10 km. 

It was suggested that the high degree of spatial and temporal variability within the 

strait was, at least sometimes, the result of baroclinic instability.

1.3.2 Denmark Strait Overflow

Considerable interest has been generated in the past few years by observations of 

deep current fluctuations and intense vortices south of the Denmark Strait Overflow 

(henceforth DSO). Located between Greenland and Iceland, Denmark Strait is ap­

proximately 480 km long and 290 km wide. This relatively shallow strait (500 m 

depth) opens up into the much deeper Irminger Basin (maximum depth 4000 m). 

Observations show a vein of dense water flowing south through the Denmark Strait 

and along the western slope of the Irminger Basin. The dense fluid often appears as 

discrete plumes, or boluses (Cooper 1955), and exhibits a high degree of time vari­

ability with a dominant period of 2-3 days (Dickson and Brown 1994). Concurrently, 

strong eddies roughly 30 km in diameter are generated in the ambient ocean, which 

travel along isobaths at an average of 27 cm /s, with a small but detectable velocity 

component away from the shore (Bruce 1995).

Since the period of these eddies could not be correlated with atmospheric or tidal 

forcing, it is likely that they owe their existence to the intrinsic dynamics of the deep 

and/or intermediate flow. While the sense of rotation associated with the observed 

vortices is predominantly cyclonic (Bruce 1995), recent hydrographic surveys. also 

indicate the presence of anticyclones. Fig. 1.1 (reproduced from Krauss and Kase 

1998) is a plot of dynamic topography southwest of Denmark Strait, based on a

9
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Figure 1.1: Plot of the dynamic topography southwest of the Denmark Strait, based 
on hydrographic data from the 1996 survey of R /V  Poseidon. Closed contours indicate 
vortical motion, where local maxima and minima correspond to anticyclonic and 
cyclonic flow, respectively. Anticyclones are found closer to shore than cyclones. Plot 
reproduced from fig. 1 in Krauss and Kase (1998).

1996 hydrographic survey. Subtracting the mean (about 0.47), the contours mark 

positive and negative anomalies, which indicate anticyclonic and cyclonic motion, 

respectively1. The presence of anticyclones and their relative location (closer to shore 

than cyclones) will be an important aspect of our discussion in chapter 3.

The numerical investigation of Jiang and Garwood Jr. (1996) showed that the 

descent of a dense plume over linearly sloping topography results in the formation 

of subplumes through baroclinic instability, with an accompanying eddy field in the

:We point out that the interpretation of Fig. 1.1 is not entirely straightforward, since the plot is 

based on near-bottom velocity measurements relative to those at 1000 m depth, where eddy kinetic 

energies are known to be significant (Spall and Price 1998).

10
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ambient ocean. Employing a 3-layer shallow water model, Spall and Price (1998) 

proposed that the development of strong cyclones is mainly caused by vortex stretch­

ing of the intermediate outflow layer, which is drawn offshore due to the thermal 

wind relation. In their theory, the thermal wind arises from a drag-induced descent 

of dense water, without the need for instability in the overflow layer. The recent 

numerical study of Jungclaus, Hauser, and Kase (2001) indicates that the above two 

mechanisms are not mutually exclusive, and that the instability regime depends on 

the local value of the Rossby number.

In their computational study of DSO dynamics, Jungclaus et al. (2001) considered 

a bottom-trapped flow in a periodic channel domain. After geostrophic adjustment, 

the current was found to deform through baroclinic instability, with accompanying 

cyclonic and anticyclonic eddies in the overlying fluid. The authors argued that 

subsequent intensification of the cyclones was the result of nonlinear vorticity advec- 

tion. Other relevant computational efforts include Jiang and Garwood Jr. (1995), 

Gawarkiewicz and Chapman (1995) and Shi, Rped, and Hackett (2001). The effect 

of steep topography on offshore transport was numerically investigated by Kikuchi, 

Wakatsuchi, and Ikeda (1999), Gawarkiewicz (2000) and Tanaka and Akitomo (2001).

1.3.3 Instability in the California Current

The California Current, flowing along the west coast of North America as far north 

as British Columbia, Canada, is a good example of an upwelling front, and has been 

studied both observationally and theoretically. Isopycnals tend to slope downward in 

the offshore direction, and geostrophic balance induces an equatorward flow through­

out most of the year (Ikeda and Emery 1984). Cold, nutrient-rich water upwells near 

the coast, with beneficial effects on the ecosystem. Meanders, long filaments and ed­

dies have all been observed in association with the surface-intensified current (Ikeda 

and Emery 1984; Ikeda, Emery, and Mysak 1984). Filaments and cyclonic eddies are 

of particular significance ecologically, as they transport the upwelled water toward
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the interior of the ocean (Haidvogel, Beckmann, and Hedstrom 1991).

Observed meanders typically have wavelengths on the order of 100 km and phase 

speeds close to 10 cm /s. The instability responsible for deforming the front is believed 

to be baroclinic, or mixed, baroclinic-barotropic (Shi and Rped 1999). Barth (1989b) 

solved the linear problem in a two-layer shallow water model, and found that the 

unstable wave motions were dominant in the upper layer and frontally trapped. The 

propagation speed was in the direction of the mean flow. Topography that sloped in 

the same sense as the front served to decrease growth rates. As noted by Ikeda et al. 

(1984) however, deep stratification, even if it is weak, supports a surface intensified 

mode that should not be neglected in modelling studies of the California Current. 

Barth (1994) conducted a similar study as Barth (1989b), but using the Boussinesq 

equations. He found the conventional baroclinic mode that was surface intensified but 

present throughout the fluid column, as well as a short-wave frontal mode trapped 

near the surface.

1.3.4 Axisym m etric surface currents

Among the many recent investigations of frontal instabilities at the shelf break is 

the laboratory study of Cenedese and Linden (2002, henceforth, CL). They con­

ducted experiments on buoyant axisymmetric currents in a rotating frame, in order 

to assess the role of different topographic configurations. A ring source at the inner 

wall of an annular tank provided a constant supply of buoyant fluid, which formed 

a geostrophically-balanced azimuthal current. The interface between the buoyant 

current and the ambient fluid sloped upward in the radial direction, forming an out­

cropping front. In addition to flat topography, three configurations were employed 

for the tank bottom, whose radial profiles were: a step, a linear slope, and a step ad­

jacent to a slope. The variable topographies all became deeper in the radial direction 

so that, in analogy with a coastal shelf, the inner annulus boundary played the role 

of a coastline. Roughly speaking, then, the front always sloped in the opposite sense

12

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



to the topography.

After the width of the current reached several Rossby radii, a wavelike instability 

was always observed at the outcropping. The instability was believed to be largely 

baroclinic in nature. The dominant wavelength was inversely related to the Froude 

number, and was several times the Rossby radius. Typically, growth of these waves 

lead to the development of anticyclonic eddies, which sometimes pinched off, while 

at other times they remained attached to the main body of the current. Often the 

vortices were reabsorbed establishing a new axisymmetric front, which outcropped 

farther from the center than the original one. The new, wider current was subject 

to the same kind of instability as before. It was found that step topography inhibits 

the spreading of buoyant fluid, thus temporarily trapping it near the coast. Linearly 

sloping topography trapped the fluid on the shelf to a lesser degree, but was also 

found to significantly impede the instability process. The latter result, while not 

inconsistent with the usual QG stability criteria, does seem counterintuitive in the 

QG context (see section 4.4.7).

1.3.5 M editerranean outflow and M eddies

Intermediate water masses can be found at a number of locations in the world ocean, 

and contribute significantly to inter-basin exchange. They often form boundary cur­

rents and isolated lenses. Such intermediate depth eddies have been associated with, 

for example, Levantine Intermediate Water (Leddies) and the Mediterranean outflow 

(Meddies) (Baey, Renouard, and D’Hieres 1995). Warm, salty Mediterranean water 

spills over the sill of the Strait of Gibraltar, cascades down the continental slope, and 

finds its equilibrium at depths of 500-1500 m (Richardson, Bower, and Zenk 2000). 

Following the coast of the Iberian Peninsula, it flows westward and then northward 

as the Mediterranean Undercurrent (Price and Baringer 1994).

Large portions of this current separate and form anticyclonic lenses, called Med­

dies, which then migrate into the interior of the North Atlantic. The processes of
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Meddy detachment are not well understood at this point, although baroclinic insta­

bility and interaction with the Cape of St. Vincent are likely to play a role. Interme­

diate Depth Boundary Currents were studied numerically by Jungclaus (1999), and in 

the laboratory setting by Davies, Fernando, Besley, and Simpson (1991), Baey et al. 

(1995), Sadoux, Baey, Fincham, and Renouard (2000), Folkard and Davies (2001) 

and others.

The term Meddy was coined by McDowell and Rossby (1978), who observed a 

subsurface eddy composed of warm, salty water north of Hispanola. Their conclusion 

that the eddy contained Mediterranean water, and must have therefore traversed at 

least 6000 km, initiated a wave of intense investigation within the observational and 

theoretical oceanography communities. Surprisingly, Prater and Rossby (1999) argue 

that the eddy observed in the Bahamas was not a Meddy, but in fact originated near 

Newfoundland, and was advected southward by Gulf Stream recirculations. Nev­

ertheless, Meddies are ubiquitous in the North Atlantic and are important in the 

transport of heat and salinity. They range in diameter from 40 to 150 km, and their 

cores are typically found at depths of 800-1400 m (Richardson et al. 2000). Az­

imuthal velocities of 30 cm/s are not uncommon, and are often measured over the 

entire water column. Approximately 17 Meddies are produced every year, and their 

average lifespan is about 1.5 years. Mesoscale lenses almost invariably exhibit a grad­

ual southwestward drift, a topic that was investigated analytically and numerically 

by, among others, Killworth (1983), Flierl (1984) and Cushman-Roisin, Chassignet, 

and Tang (1990).
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Chapter 2 

CS-PG  M odel

2.1 M odel Equations

The original derivation of the CS-PG model on an /-plane may be found in PSa. Here 

we derive a somewhat more general set of equations, which includes the beta effect, 

as well as a mass source and simple bottom drag. The model employs a two-layer 

configuration, in which the interface is allowed to intersect the topography and upper- 

layer motions are driven by vortex tube stretching associated with deformations of the 

interface, in the presence of a topographically-induced background vorticity gradient. 

An important aspect of the theory is the scaling for the abyssal current velocity, which 

we discuss presently.

2.1.1 The N o f velocity

In geostrophic equilibrium, a bottom-trapped mass of dense fluid tends to follow 

topographic contours, with little or no cross-slope motion. Consider topography 

z =  s*y, such that x  points along the slope and y points across the slope. Neglecting 

processes such as instability, interaction with the ambient ocean and Ekman draining,
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Figure 2.1: Simple diagram showing the force balance for a point mass in geostrophic 
equilibrium, situated on linearly sloping topography. Here the x  coordinate points 
out of the page.

the steady along-slope velocity of an isolated patch of dense fluid is then given by

U N o f ^ ^ . o ) ,  ( 2 . 1 . 1 )

where g' is the reduced gravity and /  is the local Coriolis parameter (Nof 1983). While 

the original derivation of the Nof velocity (2.1.1) referred explicitly to an isolated 

dome of fluid in the context of one-layer shallow water theory, a simple force balance 

shows that (2.1.1) holds for each fluid parcel individually. Fig. 2.1 shows a unit point 

mass situated on a frictionless incline with slope s* =  tan(a), acted on by gravity 

and the Coriolis force. Here we denote the along-slope (perpendicular to the page) 

component of velocity by u. If there is no cross-slope motion, then the projections of 

the gravitational and Coriolis forces onto the incline must be equal in magnitude and

opposite in direction, i.e. f u  cos (a) =  —gsin(a). Solving for u, we obtain

u = — j  tan(a) =  — (2.1.2)
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in agreement with (2.1.1). In this coordinate system, if /  and s* are both positive, 

then u < 0 (i.e. the flow is into the page).

This force balance is also applicable, in an average sense, to bottom-trapped cur­

rents. Given a homogeneous current with height h(y), the average geostrophic along- 

slope speed is simply

““ ■« =  - / { S' + 6 ^ ) dV’ (2-‘ -3) 

if the cross-slope extent of the current is given by a < y < b. Simplifying,

“ » s  =  - y ( Ji* + (2-1. 4)

we see that whenever h(a) = h(h) the contribution from the current height vanishes, 

and we are left with the Nof speed. Many geostrophic bottom-dwelling flows are iso­

lated in the cross-slope coordinate, such that h(a) — h(h) = 0 (Meacham and Stephens 

2001). Because the dense plumes south of Denmark Strait also seem to exhibit this 

property, we feel that the Nof velocity is highly relevant to that case. The above 

argument may be extended to include bottom friction, which results in a reduced 

along-slope component of the Nof velocity and a non-zero cross-slope component in 

the down-hill direction.

Given conditions favorable to instability, such a water mass will gradually give 

up its gravitational potential energy as it slowly descends down the incline. This 

mechanism is somewhat different from potential energy release due to the flattening 

of isopycnals, since an isolated patch of lower-layer fluid can, at least conceptually, 

migrate into deeper water without any flattening of the interface. This process cannot 

be described by traditional quasigeostrophic (QG) theory, and is frequently under­

resolved in GCMs (Griffies et al. 2000). The governing equations introduced in 

PSa are more general than those in S91 in that they allow the ambient layer to be 

continuously-stratified and can describe the vertical structure of the evolving flow 

fields.
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Figure 2.2: CS-PG model geometry. A deep but finite continuously-stratified layer 
overlies a thin, homogeneous layer situated on sloping, or otherwise varying, topog­
raphy. The interface is allowed to intersect the topography, thus forming true fronts.

2.1.2 M odel Derivation

A schematic of the model geometry is shown in Fig. 2.2. Analyses of oceanographic ob­

servations imply that bottom waters often take the form of coherent, isolated patches 

of fluid. As mentioned previously, it is a key feature of the present model that it 

permits 0(1) variations of the interface. We assume that the density of the upper 

layer (layer 1) consists of a ^-dependent background density p a ( z ) ,  plus a density 

fluctuation p ( x , y , z , t )  that is in hydrostatic balance with the upper-layer dynamic 

pressure (the part of the total pressure independent of z ) .  The lower layer (layer 2) 

has a constant density, p 2 >  P o ( z ) ,  and its dimensional thickness scale /i* is given by 

SH, where H  is the total fluid depth and 5 <  1.

In what follows, unsealed quantities will typically have a superscript asterisk, to 

differentiate them from their nondimensional counterparts. We begin by considering 

the lower layer. A term, Q^(x*,y*), corresponding to a constant mass flux of dense 

fluid, will appear in the mass conservation equation. In this formulation, has 

the dimensions of velocity and represents an imposed time rate of change in lower- 

layer thickness at a given point ( x * , y * ) .  Introduction of dense fluid is of interest in
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regional studies of, for example, dense overflows, such as the ones we discuss later in 

this chapter and in chapter 3.

Derivation of the lower-layer equation begins with shallow water theory on a (3- 

plane, where the right-hand side of the momentum equation includes a simple param ­

eterization for bottom drag in the form of Rayleigh damping,

Hie +  ( u ; - v * K  +  ( /» +  A>y*)e3 x u ; =  - - v y  -  e x ,  (2 .1 .5 )
P2

h*. + V*.(U;r ) = Q*. (2.1.6)

Here uJ; =  V* =  (dx*,dy»), p* and h* are the lower-layer horizontal velocity,

horizontal gradient operator, dynamic pressure and layer thickness, respectively.

Bottom drag will play a minor role in this dynamic regime, and in practice the 

drag coefficient, will be relatively small. A similar drag parameterization was used

in Samelson and Vallis (1997), Samelson (1998) and Choboter and Swaters (2002).

Although it is simple, this form of drag nevertheless allows down-pressure-gradient 

flow, while it still allows us to utilize a streamfunction-vorticity formulation in the 

final equations. The parameterization captures the essential feature of Ekman layer 

dynamics for a homogeneous quasigeostrophic fluid, in which bottom friction due to 

the presence of an Ekman layer results in a damping term in the potential vorticity 

equation that is (negatively) proportional to the relative vorticity (Pedlosky 1987). 

This is clear upon taking the curl of (2.1.5).

The Boussinesq system for the upper layer (layer 1) may be written

u jt. +  « - V * K  +  w*u*lz. +  (/o +  A>2/*)e3 x u j =  (2.1.7)
p*

+  (u;-V*)u>* +  w'w'z.) =  - p \ %. -  gpT, (2.1.8)

K, +  ( u ; - v > *  +  t » y .  = 0 , (2 .1 .9 )

V ’ -U  ; + ■ < • — g _ f f _  f t . . e - 1 - 1 0 )

where =  {u\, w )̂, w*, pm, pi and p* are, respectively, the upper-layer horizon­

tal velocity, vertical velocity, constant reference density, total pressure and dynamic
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density field (the part of the density that is in balance with the dynamic pressure). 

To facilitate conservation of total volume for the two-layer system, a negative flux, 

Ql(x*,y*), has been introduced in the upper-layer mass conservation equation, dis­

tributed uniformly over the depth of the ambient fluid. Uniform vertical distribution 

of the sink was assumed mainly for simplicity, and more realistic choices are possible. 

Here h*B is the topographic height above z* =  —H,  so that H  — h*B — h* is the di­

mensional thickness of the upper layer. The motivation for introducing a sink in this 

manner will be made more clear in subsection 2.1.6. At this point we simply mention 

that Ql =  Ql >  0 corresponds to conversion of upper-layer fluid into lower-layer fluid 

(or vice versa, if Q\  =  < 0).

Assuming a rigid lid and no flow normal to the bottom topography or fluid inter­

face, the dimensional vertical boundary conditions for the upper layer are

w *  =  0, 2* =  0, (2 .1.11)

w* =  h*t. +  u*-V*(/ig +  h*), z* = - H  + h*B + h*. (2.1.12)

The total pressures in the upper and lower layer can be written as, respectively,

p \ ( x \ v " , z ' , f ) = g  + (2-1-13)
Jz•

p*2(x*,y*,z*,t*) = g [  Po(Od£ + 9  [  Po(OdZ
J-H+h*B+  h  J - H

+^*(x*, y \ - H  + hB + fi*, f )  +  gp2( - H  + h*B + h* -  z*), (2.1.14)

where po(z*) is the upper-layer hydrostatic density (as mentioned previously) and ip*

is the upper-layer dynamic pressure.

Before expressing the lower-layer pressure as the sum of a hydrostatic part (inde­

pendent of x and y) and a dynamic part (independent of z ), we Taylor expand the 

1st and 3rd terms in (2.1.14) about 2 * =  —H,  exploiting the fact that \h*\ <C H  and 

\h*B\ <  H. We point out that the last assumption only limits variations in topogra­

phy height over distances comparable to the dynamic lengthscale L*. An equivalent
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condition is that topographic gradients are much smaller than the aspect ratio, H / L *. 

This is a reasonable assumption for our purposes (see section 2.2 and chapter 3).

The Boussinesq reference density is taken to be that of the lower layer, p* =  p2. 

The reduced gravity based on the density difference across the interface is then

g' = g ^ - ,  with Ap = p2 -  p0{ - H ) .  (2.1.15)
92

To leading order, we have

p*2{ x \  y*, z \  f )  =  g f  p o { m  ~  9 P2 (H  +  z*) + p*(x*,y*, <*), (2-1.16)
J - H

where the lower-layer dynamic pressure is given by

P" =  v ’ \,-=-h +  g'Plih % +  V ). (2.1.17)

We introduce generic scalings for the spatial coordinates,

( x ' , y ' )  = L .(x ,y ) ,  z* =  Hz,  (2.1.18)

and remind the reader that

h* =  SHh,  (2.1.19)

where 8 =  h*/H.  The relevant length scale for subinertial baroclinic processes in this

regime is the upper-layer internal deformation radius,

U =  (2 . 1 .20 )
Jo

A full discussion of possible dynamical limits for a two-layer fluid may be found in

Karsten and Swaters (1999). Roughly speaking however, given our other assumptions,

other choices for the lengthscale would lead to an 0(1) Rossby number, or topographic 

steering.

Upper-layer horizontal velocities are assumed to be principally driven by vortex- 

tube stretching, i.e.

e3-(V* x < )  =  0 ( fh « /H ) .  (2.1.21)
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Likewise, the upper-layer vertical velocity is scaled according to the vertical motion 

of the interface,

w* = 0(h;.) ,  (2.1.22)

and the lower-layer velocity is scaled with the Nof speed,

u j =  (2.1.23)
J O

where s* is a typical topographic slope.

We choose the time scale to be the advective time scale of the lower layer,

t* =  f— t, (2.1.24)
g's*

while the pressures are scaled geostrophically,

P*1 = 9 L  + ^ ( /o T * )  V (z , z ’ *)> P* =  p2g's*L*p, (2.1.25)

and the upper-layer dynamic density is scaled hydrostatically with the geostrophic 

pressure,

P ‘  =  * > 0 0  +  (2.1.26)

Consistent scalings for the bottom topography, sink/source fluxes and drag coefficient 

are then

h% = s*L«hB, ( Q l  Q%) = 6sf0H(Qi,  0 2), Cd* =  f 0Cd. (2.1.27)

The beta parameter is scaled according to traditional QG theory, using S (since this

will turn out to be the Rossby number of the ambient fluid),

A, =  6fof3/L*. (2.1.28)

At this point we define the topographic parameter, s, by

* Hs =  —  s,
Lt*
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which is typically small for the oceanographic settings in which we are interested. We 

also introduce the Swaters interaction parameter, fi,

/* =  ; = £ ,  (2-1.30)
*  n B

which measures the effects of baroclinicity (relative size of h*) versus topographic 

effects (relative size of h*B) (Swaters 1991). We formally take this ratio to be an 0(1) 

quantity, since 8 and s are often of the same magnitude in oceanographic settings of 

interest (see section 2.2 and chapter 3). This assumption implies that the bottom- 

trapped flow is both buoyancy-driven and topographically-steered. The regime where 

8 and s are of similar magnitude is one of a few possible limits that leads to non­

trivial dynamics in the two-layer context, assuming a relatively thin but vanishing 

frontal layer (Karsten and Swaters 1999). We are interested in the dynamics arising 

from an interplay between buoyancy and topographic effects; however, we note that 

this assumption is not appropriate for many important oceanic phenomena, such as 

regimes where the lower-layer velocity is much higher than that in the ambient fluid.

The velocity scalings for layers 1 and 2, respectively, may be related to the gravity 

wave speed, y/g'H,  as follows,

Ux =  8y/ t fH  and U2 = s y / t f H . (2.1.31)

Because we want to focus on subinertial processes and filter out internal gravity wave 

modes, U\ and U2 should be small compared to the typical gravity wave speed, i.e. 

we must have that 8,s <C 1. (Surface gravity waves are filtered out by the rigid 

lid approximation.) One can easily show that 8 and s are equivalent to the Rossby 

numbers for the upper and lower layer, respectively,

8 =  ei =  3 -  and 5 =  e2 =  (2.1.32)
j  b* J L*

so that g  may be interpreted as a ratio of Rossby numbers. Again, Si  and e 2 are 

small, and the pressure in each layer is scaled so that geostrophic balance is achieved 

at leading order.
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Substitution of the scalings into the dimensional equations results in

s (u u -f- / iu rV u i  +  Swuiz) +  (1 +  S/3y)e3 x u i  =  -V y?, (2.1.33)

f s H \ 2
I " ! /  +  f iUi 'Vw  +  8wwz) = - p -  tpz, (2.1.34)

pt +  /iU i'V p +  Swpz — N 2(z)w, (2.1.35)

V»ui +  swz = — ----- S®1 (2.1.36)
1 — shs  — Oh

s(u 2t +  u2*Vu2) +  (1 +  Sf3y)e3 x u2 =  - V j 0 -  CAu 2, (2.1.37)

ht +  V .(u2h) =  Q2, (2.1.38)

where the lower-layer pressure is given by

p = hs  + fi(<p +  h) + O(s), z — —1. (2.1.39)

Since we wish to focus on the baroclinic evolution of the lower layer, we will 

assume that the effects of ambient stratification are not more significant than those 

associated with the density jum p across the interface. Then, using g' and H,  the 

buoyancy frequency iV* is scaled as follows,

N. = M n , where IV? =  (2.1.40)
V H  p2 dz*

and where the nondimensional buoyancy frequency N  is assumed to be 0(1). Equiv­

alently, we may think of N 2 as the Burger number for the upper layer,

N 2H 2
B  =  W ’ ( 2 ' L 4 1 )

which is evident upon substitution of (2.1.20) and (2.1.40) in (2.1.41). Numerical

values of B  appropriate for oceanographic settings of interest will be discussed later 

in this chapter and in chapter 3.

The nondimensional boundary conditions become

w =  0, z =  0, (2.1.42)
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w = ht +  Ui*V(/ij5 +  ph), z =  —1 + shs  +  Sh. (2.1.43)

The second of these is Taylor expanded about 2  =  —1, so that to leading order in s,

w =  ht +  ui*V(/&b +  ph), z = —1. (2.1.44)

2.1.3 Governing Equations

Next, we expand all variables in the small parameter s (or, equivalently, in 5),

(u i, ¥>, />, w, U2 ,p, h) =  (u i, v?, P, w, u 2, p, h)(0) +  s (u x, p, p, w, u 2, p, h){1) +  ... (2.1.45) 

The 0(1) problem is

u f } =  e3 x Vv?(0), V - u f } =  0, (2.1.46)

p f ] +  p u f W p ^  =  -iV V 0), p(0) =  (2.1.47)

u f  = ^ y ( e 3  x Vp(°) -  Q V pW ), p<°> = hB +  p & (% = - i  + ^(0)), (2.1.48)

h f ] +  7A T V.[h(0)(e3 x Vp(°) -  CdV p ^ ) }  =  Q2, (2.1.49)
C/d + 1

with boundary conditions

w(°) = 0 ,  z =  0, (2.1.50)

tc<0) =  h[0) +  +  ph(0)), z =  -1 .  (2.1.51)

Taking the curl of the 0 (s) momentum equation and introducing the leading-order 

relative vorticity, =  e3-V  x u ^ ,  we have

Cu + puS0)-VCi +  V .u [:) =  0, (2.1.52)

where the pressure term  no longer appears since the curl of the gradient of any twice- 

differentiable function is zero. The divergence term  can be eliminated using the 0 (s) 

continuity equation,

V .u ^  =  -u 4 0) -  Qu  (2.1.53)
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where is eliminated by using equations (2.1.47). Dropping the superscripts, the 

leading-order balance may then be written

(Ay? +  (N~2<pz)z)t +  jxJ (<p, A <p + (N~2ipz)z +  (3y) =  Qu  (2.1.54)

<Pzt + pJ(<P,Pz) -  0, on 2  =  0, (2.1.55)

(<pz +  N 2h)t + pJ(<p, <pz +  N 2h) +  N 2J(<p, hB) = 0, o n  z  — —1, (2.1.56)

A, + c|TI'/(p’,‘)= cf+Tv '(',Vp) + ° !’ on 3 = - 1’ (2-L57)
where the lower-layer geostrophic pressure is given by

p =  hB + p ( ^ |x=_1 +  h). (2.1.58)

Here it was convenient to use the Jacobian, J ( A , B ) =  A xB y — BxA y and subscripts 

refer to derivatives unless otherwise specified. The nondimensional upper-layer hor­

izontal velocity, vertical velocity and density fluctuation are determined from the 

auxiliary diagnostic relations

Ui =  e3 x V ^ ,  w = - N ~ 2[<pzi +pJ(<p,(pz)\, p = ~ipz, (2.1.59)

respectively. The lower-layer velocity is given by

u 2 =  g | ^ y ( e 3 X V p  -  CdVp) ,  (2.1.60)

where p is determined from (2.1.58).

The upper-layer equation (2.1.54) is essentially a statement of QG potential vor­

ticity (PV) conservation for a stratified fluid, where the parameter p  controls the size 

of the nonlinear terms (cf. Pedlosky 1987). The time-dependent boundary conditions 

(2.1.55) and (2.1.56) arise from the no-normal-flow condition at the rigid surface and 

at the fluid interface. The lower-layer equation (2.1.57) expresses the conservation 

of mass, but equivalently, determines the evolution of the leading-order lower-layer 

PV, l /h .  This model has the unsatisfying property that the leading-order PV of the 

dense layer becomes infinite at incroppings, where h vanishes. However, it does allow
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description of a wide variety of frontal profiles with spatially-varying PV. We do not 

make the assumption of a zero PV front, as has been done in some other studies 

(e.g. Meacham and Stephens 2001). The coupling of equations (2.1.56) and (2.1.57) 

determines the baroclinic nature of the system as a whole.

If Cd =  0 then it is convenient to replace (2.1.56), (2.1.57) with

<pzt + + N 2J((p + h ,h B) = - N 2Q2, o n z  =  —1, (2.1.61)

ht + J (h s  + fjup,h) = Q2, on z =  - 1 ,  (2.1.62)

where h was eliminated from (2.1.56) via (2.1.62).

2.1.4 Boundary conditions at incroppings

Following Swaters and Flierl (1991), boundary conditions at an incropping are derived 

as follows, starting with dimensional variables and setting Qi =  Q2 =  0, Cd = 0. In 

dimensional terms, assume that the projection onto z* =  0 of an incropping is given 

by y* — £*(x*, t*). We require

on y* = (2.1.63)
C. +  u ;.V * (£ * -y * ) =  0

h* = 0

Scaling h* as before and employing £* =  L*£,

6  +  u 2- V ( £ - y )  =  0, (2.1.64)

h = 0, (2.1.65)

on y =  £(x,t).  After expanding the variables as in (2.1.45), with

£ =  +  s £(1) +  ... (2 .1.66)

the leading-order quantities must still satisfy conditions (2.1.64), (2.1.65). Since the 

lower-layer balance is determined at leading order, there is no need to consider higher 

order corrections to this condition, and we drop the superscript (0).
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It must be stressed that evolution of the governing equations forward in time does 

not require us to compute explicitly the location incroppings. Below we demonstrate 

that (2.1.62) and (2.1.65) imply (2.1.64). Taking the x  derivative and y derivative of 

(2.1.65) we obtain, respectively,

hx +  hy£x = 0, (2.1.67)

ht +  hy(t =  0 , (2 .1.68)

on y — £(r, t). Eliminating ht and hx from (2.1.62) via (2.1.67) and (2.1.68), respec­

tively, and dividing through by hy yields

6  ”  H([(Px\z= -1 +  1) — {hsx +  hsyix)  =  0. (2.1.69)

If we add this to —̂ x(2.1.67), then the result can be written as

tii + J  (hB + Lih + w \z= - i  , £ - y )  = 0 , (2.1.70)

and upon elimination of h s  +  fJ-h +  / i^ = - i  via (2.1.60), we recover (2.1.64). Since h 

vanishes on any incropping by definition, the incropping boundary conditions are au­

tomatically satisfied when ht is determined by (2.1.62). A similar result was obtained 

for the FG-SW model in Swaters (1993).

2.1.5 Reduction to  SW -PG

Here we show that the CS-PG model is an extension of the theory presented in Swaters 

(1991, henceforth S91), in which both layers were assumed homogeneous. Equations

(2.1.54)-(2.1.58) reduce to the S91 theory in the limit of no upper-layer stratification

(see RS01). Thus, in the following sections, results for N  =  0 correspond to the S91 

case and, as expected, are consistent with the S91 instability analysis. For simplicity, 

we set Ca =  0, although we retain Q i, Q2 and /9.

To show that the PSa model reduces to the S91 theory in the limit of vanishing 

^-dependence, we first integrate (2.1.54) in 2 ,

[(Av> +  ( r  V*)z)t +  nJ(<P, +  {N~2y z)z +  (3y)] dz = Q,. (2.1.71)
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Simplifying, we obtain

a
d t /o _ po

f d z  + N ~2ipzt

/
O /*0

N~2J ( f z, f z) + pfd J  <pxdz = Q1,
(2.1.72)

where the fourth and fifth terms are a result of integration by parts. Rearranging,

and realizing that J(A,  A) =  0 for any differentiable function A, we find

d_ 

d t ‘

[0
jA J  ipdz A N  2 [ f zt +  f i J ( f ,  fz)]z=Q -  N  2 [ f zt +  f J ( f ,  ¥>*)]*=-!

i :  J ( f ,  A f ) d z  +  nf3 J  f xdz =  Qi.
(2.1.73)

Substituting the vertical boundary conditions (2.1.55) and (2.1.61) in the second and 

third terms respectively, the result is

d
—A / f d z  + J ( f \ z=_1 + h , h B)  + f  / J ( f , A f ) d z - \ - f j 3  / f xdz = Qi -  Q2-

(2.1.74)
d f

Taking the limit —---- > 0, we may write the upper- and lower-layer equations as
dz

A f t  +  f J i v ,  A f  + (dy) +  J ( f  +  h, hB) =  Q\ -  Qi, (2.1.75)

ht + J ( fxri + hB,h) = Q2, (2.1.76)

where f  — f ( x , y , t ) ,

p - h B + fj,(f + h), (2.1.77)

and the velocities are geostrophic as before. Equations (2.1.75)—(2.1.77) represent the 

same dynamical limit as those presented in Swaters and Flierl (1991) and Swaters 

(1991) (see also Karsten and Swaters 1999). In terms of our nomenclature, (2.1.75)- 

(2.1.76) will henceforth be referred to as the SW-PG model. The same equations 

with Qi =  Q2 =  0 and (3 =  0 will be called the “S91 model” .

2.1.6 M ass Conservation

We would like to verify that mass is conserved for the system as a whole, if the sink 

and source fluxes are equal, Q% =  Q\. First, we integrate the dimensional upper-layer
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continuity equation (2.1.10) over the depth of the layer,

fJ - H
V*-u* +  w*. dz* =  -Q*v (2.1.78)

f ib(x,y) fib

V* I F ( x ,y , z )  d z — V*F(x ,y , z )  dz
J  a(x ,y)  J  a

-H+h*s +h*

At this point we need Leibniz’s Theorem, which, for differentiable functions a(x,y) ,  

b(x,y) and F (x ,y , z )  =  (Fx,Fy) may be stated as (Kundu 1990),

fib

■,y)

+F(x, y , b)-Vb -  F(x, y, a)-V a, (2.1.79)

where V  = (dx, dy). In the present case, a =  — H  +  h*B +  h*, b =  0 and F =  u^. Then

V*. f  u ; dz- +  u J U + ^ . - V ' t A i  +  h')  +  h. =  - Q \ .  (2.1.80)
J-H + h % + h*

Substitute in the vertical boundary conditions (2.1.11) and (2.1.12) to obtain

7°J-H

Eliminating h*. via (2.1.6) and using that Q\  =  Q$,

7°J - H

Since u2 is ^-independent, this may also be written as

V*. I u* dz* -  h*. = -Q*.
-H

V*. I u* dz* +  V*-(u*2h*) =  0.
-H+hi+h-

(2.1.81)

(2.1.82)

fJ- i
/ -H+h*B+h* 

■H+h*„
Uj dz* 0. (2.1.83)

Thus we see that the vertically integrated horizontal mass flux is divergence-free. 

This as a statement of mass conservation for the fluid.

We now demonstrate that the above balance holds to 0 ( s 2) for the leading-order 

fields under the governing equations (2.1.54)-(2.1.57). Defining D* to be the left-hand 

side of (2.1.83) and nondimensionalizing according to D* =  SJqHD,  we have

fiO
D = V* / Ui dz + su2/i (2.1.84)
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Taylor expanding the integral about z — —1 and truncating the expansion with error 

0 ( s 2), we may write

fO -\
+  0 ( s 2). (2.1.85)D = V- J  Ui dz — Ui|z=_i(s/ib +  8h) + s u 2h

Introducing the expansion (2.1.45) and retaining terms up to O(s),

fO
D =  V- ' + 0 (*a)J  (uf^ +  s u ^ )  dz -  su f^ \z- - i (h B  + + s u ^ h ^

J  (V-u[0) +  sV -u[x)) dz -  s u f ]\z^ v V ( h B +  fih,W) + a V - ( u f  h ^ )  +  0 ( s 2)

+ 0 (s2), (2.1.86)^  V - u ^  ^  -  u[0)|,=_1.V (h fi + // / l(°)) +  V ^ u f h ^ )

where we have applied the divergence operator to each term individually, and used the 

fact that the leading-order upper-layer velocity is divergence-free. After substituting 

— — Qi for the integrand, by employing (2.1.53), we integrate to obtain

D =  s -«1|0 ) I L - 1  - Q i -  u ! 0 , l * = - i - V ( A b  +  >‘h m )

+V-(u<0)/><0>)1 +  0 ( s 2). (2.1.87)

Using the leading-order boundary conditions (2.1.50) and (2.1.51) we have

D  =  s [ h f  +  ui0)|*=-i-V{hB +  / ^ (0)) -  Qx

-u<0)| z= - i -V (hB + n h ^ )  +  V ^ u ^ h ^ ) ]  +  0 ( s 2). (2.1.88)

Finally, using the leading-order problem associated with (2.1.38) to eliminate h[°\

D = s \q 2 -  V.(u^0)h (0)) - Q x + V -(i40)h (0))l +  0 ( s 2). (2.1.89)

Since Qx — Q2 by assumption, we obtain

D = 0 ( s 2). (2.1.90)

Although we did not explicitly use the governing equations, the above result holds 

under the leading-order balance expressed by the model equations (2.1.54)-(2.1.58).
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2.2 Prelim inary Results

In this section we present simulations that elucidate the energetics of the baroclinic 

process and its relevance to deep water dynamics in the Strait of Georgia (SOG). 

Dynamics at depth in the SOG are briefly described in chapter 1. Here, the conversion 

of potential energy to kinetic energy as dense fluid slumps down-hill is discussed in the 

context of a highly idealized, linearly sloping topography. Application of the model 

to deep water processes in the SOG employs a more realistic “valley” topography.

In both cases we will make the /-plane approximation due to the relatively small 

meridional extent of the strait. Generally, the beta term  cannot be neglected on 

meridional scales L* such that /?0T*//o <  1 no longer holds (Gill 1982). At the 

latitude of the SOG, for example, /?oT*//o =  0(1) for lengthscales of about 7000 

km. If L* is much less than this value, as it is in all of our simulations, it is safe 

to set (3 =  0. We also set Cd =  0 and Qi =  Q2 =  0 in order to focus on the 

energy exchanges associated with a perturbed along-slope current. Our preliminary 

results concern the fully nonlinear evolution of the flow. A rigorous theory for the 

linear regime of instability will be presented in the next two sections. We discuss the 

domain size and resolution for each simulation as necessary; however, the reader is 

referred to appendix B for all other details of the numerical scheme.

2.2.1 Instability Mechanism

To facilitate discussion of the energetics we describe, nondimensionally, the energy 

budget for this model. The upper-layer total energy,

E(t) =  i  J ! j  \ +  N-2(v,fdxdViz, (2.2.1)

is composed of the kinetic energy (1st term) and the potential energy associated with 

sloping upper-layer isopycnals (2nd term). There are two types of potential energy
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associated with the lower layer,

P E 1(t) = - f f  hBh dxdy (2.2.2)
ft J  J  Ciff

and

P E 2(t) = i  [  [  h2 dxdy. (2.2.3)
2 J JaH

PE\  is the energy released as the dense fluid descends down the sloping topography, 

and is the only source of energy for perturbation growth in this model. One may 

easily show that, without a source of lower-layer fluid, P E 2 is an invariant of the 

system (Poulin and Swaters 1999a). Likewise, the total system energy,

Etot — E p  PE i  +  P E 2, (2.2.4)

is invariant in time.

In order to appreciate the instability characteristics in dimensional terms, we will 

use scalings appropriate for the Strait of Georgia, as presented in Karsten et al. (1995, 

henceforth KST). Of particular interest here is the low-frequency variability of the 

deep currents, as reported by Stacey et al. (1987). The thickness of the gravity current 

was /&* =  65 m, with a nominal total fluid depth II  =  300 m. This determines the 

depth ratio, 8 «  0.2. The upper-layer Rossby radius (i.e. the dynamic lengthscale) 

was 7 km. The simulation was performed in an ^-periodic channel with dimensions 

0 <  x  <  28 km and 0 <  y < 56 km. The width of the domain was large compared 

to the width of the current in order to minimize the effects of the boundaxies on the

upper layer. The channel length was chosen to accommodate roughly two wavelengths

of the most unstable mode. We note that for a simulation where the channel was 

twice as long (not shown), twice as many waves developed, but the dynamics was 

otherwise similar. The horizontal and vertical resolutions are then 290 m and 19 m, 

respectively.

For simplicity, we employ a linearly sloping bottom, nondimensionally given by

hB = y, (2.2.5)
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which yields an unsealed slope of 9 x 10-3 . In keeping with KST we let s = 6, so that 

fi =  1.0. The bottom-trapped current is modelled as an ^-invariant parabolic front 

with two incroppings, and is described by

h0(y) =  max[l -  (y -  b)2, 0]. (2.2.6)

Here we set b =  5.75 so that, dimensionally, the current axis lies approximately 40 km 

away from the down-slope lateral boundary. Constant stratification is assumed in the 

upper layer (B = 0.6), such that the buoyancy frequency has a value of 1.5 x 10-3 s_1, 

roughly consistent with crt sections in the northern part of the strait (LeBlond et al. 

1991).

The evolution of the lower-layer thickness, fi, for this simulation is given in 

Figs. 2.3a-d, corresponding to days 0, 7.4, 10.1 and 12.2 respectively. The undis­

turbed gravity current appears in Fig. 2.3a. The instability is first manifested as a 

wavelike deformation of the incroppings. Deformation of the down-slope incropping 

is much more pronounced, as Fig. 2.3b demonstrates. This asymmetry is consistent 

with the argument that dense water is more likely to slump down-hill than flow up­

hill, thus releasing its potential energy (Swaters 1991). The asymmetric evolution of 

the flow can also be explained in terms of a necessary condition for instability, which 

we describe in section 2.3.

The initial wavelength is 14 km, however, the instability then saturates and a 

shift to larger scales occurs between days 7.4 and 10.1. The perturbed incropping is 

dominated by a single large deformation in Fig. 2.3c. Further growth occurs at the 

larger lengthscales, leading to destruction of the mean flow and the development of 

a single spiral-like feature, rotating anticyclonically (Fig. 2.3d). This is not unlike 

results obtained numerically by Swaters (1998) for the S91 model.

During the course of the instability, a row of alternating high- and low-pressure 

cells develops in the upper layer, close to the down-slope incropping. These features 

are, in fact, topographic Rossby waves induced by deformations of the interface. After 

the initial stage of intensification, the pressure anomalies merge into a single dipole,
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Figure 2.3: Contour plots of dimensional lower-layer thickness h*(x, y, t ) for the simu­
lation using the PSa model, with linearly-sloping topography. The frames correspond 
to a) 0, b) 7.4, c) 10.1 and d) 12.2 days. The contour range is 0 to 60 m. The contour 
interval is 15 m in all four plots.

which then grows to 0(1) amplitude. Evolution of the upper layer will further be 

discussed in the next subsection, where we also provide plots of the streamfunction. 

The shift in dominant lengthscale evident in this simulation is a result of the so-called 

red energy cascade, a well-documented behavior of quasi-two-dimensional rotating 

systems, (e.g. Rhines 1977; Ikeda et al. 1984; Samelson and Chapman 1995). Since 

the ambient ocean in our models is always governed by QG theory (homogeneous
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Figure 2.4: Diagnostics for the simulation with linearly sloped topography: a) nor­
malized gravitational potential energy of the lower layer, b) normalized perturbation 
energy (i.e. total energy of the upper layer), c) normalized total system energy, and 
d) nondimensional y moment of the lower layer. All quantities are defined in the text.

or continuously-stratified), this nonlinear cascade will be a recurring theme in our 

simulations. We emphasize that, in this model, no along-front topographic variation 

is needed to destabilize the flow.

The growth of perturbations in the CS-PG model (as in the SW-PG model) re­

lies on the release of gravitational potential energy associated with the dense fluid 

descending down the slope. The time evolution of the lower-layer gravitational poten-
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tial energy PEi  is plotted in Fig. 2.4a while in Fig. 2.4b we plot the time evolution of 

the perturbation energy, that is, the upper-layer total energy E. Both energies have 

been normalized by the total system energy, Etot. The perturbation energy clearly 

grows by many orders of magnitude. The two peaks visible in Fig. 2.4b correspond to 

the two successive episodes of instability at approximately 8 and 12 days, as described 

above.

Comparison of Figs. 2.4a and b shows the close correlation between increases in 

E(t)  and the decreases in PE\{t).  This is to be expected, given that PEi(t )  is the 

only source of energy available for the growth of perturbations. Indeed, in Fig. 2.4c 

we plot the computed total system energy E  versus time, normalized by its initial 

value. While a small amount of fluctuation, due to numerical effects, is evident at 

late times in the simulation, the system energy is conserved with reasonable accuracy 

during the entire instability process. Although higher spatial and temporal resolution 

can improve the accuracy of the scheme, the elimination of negative values of h (see 

Appendix B) does introduce some error into the simulations. However, the observed 

deviation of the total energy is no more than 3% of its initial value over the duration 

of the run, and in general we have not found the flow evolution to be very sensitive 

to the resolution or the elimination of negative thickness.

Fig. 2.4d shows the time evolution of the nondimensional y coordinate of the lower- 

layer center of mass. The initial coordinate value is y = 5.75, i.e. the initial location 

of the current axis. As the instability progresses, the y moment of the dense fluid 

decreases, indicating a gradual descent of the evolving gravity current into deeper 

water. Again, we see the two local maxima that correspond to temporary saturation 

of the instability. The location of these extrema and the overall shape of the curve 

are in good agreement with Fig. 2.4b (as well as Fig. 2.4a), further emphasizing the 

direct link between the cross-shelf migration of the dense fluid and the growth of 

perturbations.
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2.2.2 Application to  Strait o f Georgia

To investigate the role of baroclinic instability in the observed SOG fluctuations (see 

chapter 1), KST performed a linear instability calculation, employing the S91 model 

in a configuration appropriate for the central part of the strait. The cross-channel 

shape of the bathymetry was approximated by a piecewise-linear trough (with its 

minimum in the interior of the channel), as shown in Fig. 2.5a. The deep current 

was assumed to have a parabolic profile, and was initially situated entirely on one 

(linear) slope of the topography. Data from Stacey et al. (1987) clearly indicate that 

the most intense pulses of deep water intruding into the SOG basin were detected on 

its eastern side, consistent with the supposition that the bottom-trapped flow travels 

along sloping topography with the shallow water on its right.

As part of their analysis, KST found that the instability takes the form of wavelike 

undulations of the incroppings, which are greater on the down-slope side than the up- 

slope side. The most unstable mode was found to be k =  1.1, which corresponds to a 

dimensional wavelength of about 40 km. It was thought that these undulations may 

grow into eddies, whose diameter would be 20 km (half of 40 km), or about twice as 

large as the observational record indicates.

We integrated the S91 equations numerically, using the same basic state and 

parameter values as those suggested in KST. The channel dimensions were 4.0 x 11.4 

for a dimensional width and length of 28 km and 80 km, respectively. The lower layer 

was initialized as (2.2.6) with b =  2.25, which corresponds to a 14 km wide current, 

with a maximum thickness of 65 m and its axis 15.75 km away from the down-slope 

lateral boundary. Given this profile, the average initial velocity is 18 cm /s, typical 

of deep flows in the region. As in all other simulations, the only velocity structure 

imposed on the ambient layer was that associated with a small random perturbation. 

In this case, the maximum initial speed in the upper layer was about 4.5 x 10-5 cm/s. 

In a trial simulation, we employed the nondimensional piecewise-linear topography
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Figure 2.5: Cross-channel sections of the topography and bottom-trapped current 
used in our SOG simulations showing a) piecewise-linear topography and b) smooth 
topography.

given by,

M  0 < „ <  1, ( 22 7)

[ y - 1, l <  y <  4.

The instability initially progressed according to the KST linear theory, producing 

undulations of the incroppings, especially on the down-slope side. We found, however, 

that lower-layer fluid which reached the discontinuity in the topographic gradient at 

y = 7 km immediately developed an along-slope velocity in the opposite direction. 

This is not surprising, given that the lower-layer flow is essentially topographically 

steered when <p and h are small (see (2.1.77)). The abrupt change in bathymetry 

effectively acts as a barrier and inhibits the gradual evolution of the growing plumes. 

Since this topography is somewhat unrealistic, it will not be considered further.

The S91 model was then integrated numerically using the following smooth to­

pography (in nondimensional units)

1.0 -I- cos(7ry), 0 <  y < 1,
h s ( y ) =  4 (2 2 8)

I  [1.0 + cos (§(? / -4) ) ]  , l e y  < 4 .
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Figure 2.6: Contour plots of h for the S91 model SOG simulation using the smooth 
topography, at a) 0, b) 17.5, c) 19.3 and d) 23.0 days. The contour range is 0 to 60 m. 
The contour interval is 10 m in a) and b), and 15 m in c) and d).

This function approximates the SOG bathymetry in the region of interest and corre­

sponds to the same fluid depths at y =  0, 7 and 28 km as (2.2.7). Unlike the piecewise- 

linear topography, (2.2.8) is continuously differentiable (see Fig. 2.5b). Fig. 2.6 depicts 

four contour plots of the lower-layer thickness for this simulation at 0, 17.5, 19.3 and

23.0 days. In Fig. 2.6a we see the undisturbed parabolic front, which at this stage, 

rests entirely on one slope of the trough. The down-slope incropping has deformed in 

Fig. 2.6b yielding 2 waves of the most unstable mode.

40

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



28.0
b )

21.0 -

|H|3  14.0-

AW
7.0

o.o-
20.0 40.0 60.0 80.00.0

28.0-1
a)

21.0

14.0-

7.0

0.0
0.0 20.0 40.0 60.0 80.0

x (km) x (km)

28.0

c)
21 .0 -

14.0-

7.0

0.0
0.0 20.0 40.0 60.0 80.0

28.0-1

d)
21.0

14.0-

7 .0 -

0.0 -
0.0 20.0 40.0 60.0 80.0

x (km) x (km)

Figure 2.7: Contour plots of p for the simulation corresponding to Fig. 2.6. The 
contour range and interval are, respectively, a) 2.0 x 10~6, 2.0 x 10- r , b) 0.2, 0.02, c) 
0.7, 0.08 and d) 0.9, 0.1. Dashed contours correspond to negative values.

The wavelike perturbation moves with the current (i.e. in the negative x direction) 

at a speed of roughly 12 cm/s, in agreement with KST. As these protrusions grow, 

they subsequently encounter the opposite face of the valley and begin to roll up on 

themselves in a spiral-like pattern (Fig. 2.6c). This process continues and the flow 

eventually reaches a quasi-steady state in Fig. 2.6d. For the initial phase of growth, we 

estimate e-folding times of approximately 15 h. In the end, the spiral structures have 

a wavelength of 40 km, though individual filaments exhibit much smaller lengthscales.
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In Figs. 2.7a-d we plot the upper-layer pressure corresponding to the same times 

as Figs. 2.6a-d. Fig. 2.7a shows the initial random perturbation with small amplitude 

(about 10-6). The upper-layer streamfunction quickly organizes itself into 2 pairs of 

high/low pressure cells (Fig. 2.7b) which intensify as the gravity current gives up its 

available gravitational energy (Figs. 2.7c and d). These pressure cells clearly indicate 

strong cyclonic and anticyclonic circulations in the upper layer, and their along-slope 

wavelength is about 40 km, as predicted by KST.

A number of factors may account for the discrepancy between this wavelength and 

the Stacey et al. (1988) estimate (see chapter 1), such as the simplifying assumption 

of x-in variant topography. However the eddies in Figs. 2.6b-d extend over the entire 

width of the channel, and are therefore qualitatively different from the localized vor­

tices described in Stacey et al. (1988). Lengthscales associated with the PSa model 

tend to be smaller than in the S91 model, and therefore the nonlinear evolution of a 

double front in the continuously-stratified context is of interest.

In a series of simulations we employed the PSa model with the same configuration 

(2.2.6) and (2.2.8), in order to determine the effects of ambient stratification on the 

instability process. We remark that the actual fluid density does not appear as a 

parameter in any of the models presented here. The dynamics is determined solely 

by the relative density difference across any given interface, as measured by g', and 

background stratification, if present. However, it is assumed that g'/g is small, and 

that stratification in any continuously-stratified layer is no more important than the 

density contrast between layers (see section 2.1.2). The width of the channel was 28 

km as in the S91 simulation and the channel length was reduced to 28 km. Contour 

plots of the lower-layer thickness at 8.7, 10.6, 12.4 and 14.3 days are depicted in 

Fig. 2.8.

The initial lower-layer profile was the same as in the S91 case, and is thus not 

shown. The dominant along-channel wavenumber which emerges is 3.1, about three 

times the value obtained for the S91 model. This gives a dimensional wavelength of
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Figure 2.8: Contour plots of h for the SOG simulation using the PSa model with 
smooth topography, at a) 8.7, b) 10.6, c) 12.4 and d) 14.3 days. Contour range is 0 
to 60 m. Contour intervals are 8.5 m in a) and b), and 12 m in c) and d).

approximately 9 km (Fig. 2.8a). We point out that this lengthscale is smaller than 

the one obtained in the linearly-sloping topography case, because the most unstable 

wavenumber is highly influenced by the topographic gradient near the down-slope 

incropping. The nondimensional slope of (2.2.8) near the lower-incropping is smaller 

than 1, thus giving rise to a higher along-front wavenumber.

As in previous simulations, the down-slope deformations can be seen to grow and 

break backwards in relation to the direction of flow. Between 8.7 and 10.6 days the
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Figure 2.9: Contour plots of upper-layer pressure at the bottom of the upper layer for 
times corresponding to Fig. 2.8. The contour range and interval are, respectively, a) 
0.12, 0.01, b) 0.44, 0.04, c) 0.92, 0.08 and d) 1.01, 0.1. Dashed contours correspond 
to negative values.

instability is temporarily saturated and the wavelike perturbations merge, increasing 

the dominant wavelength (Fig. 2.8b). As cyclonic vorticity is concentrated behind 

the wave crests, the roll-up process continues in Fig. 2.8c and eventually destroys the 

mean flow, giving rise to a single irregular gyre (Fig. 2.8d).

The evolution of the upper-layer pressure at z =  —1 (dimensionally, z* =  —H)  

is depicted in Fig. 2.9. We note that the lower layer does not appear in these cross-
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Figure 2.10: Vertical cross-sections of upper-layer pressure corresponding to Fig. 2.9 
at y — 14 km. Plot a) corresponds to Fig. 2.9a while plot b) corresponds to Fig. 2.9d.

sections due to the Taylor expansion introduced in (2.1.44) so that, to leading order, 

the bottom boundary of the upper layer is at z =  — 1. The initial random wave field 

first develops into a train of alternating high and low pressure cells (Fig. 2.9a) at 

y  ~  10 km. These propagate in the negative x direction at axound 7 cm/s. We have 

found that this stage of the instability is very rapid, with e-folding times of 7 hours, 

about half that predicted by the S91 model. The vortices are highly localized, unlike 

the ones in Figs. 2.7c-d. The formation of small eddies at the onset of the instability 

is in good agreement with the Stacey et al. (1988) analysis. The eddies merge in 

Fig. 2.9b and again in Fig. 2.9c while they continue to intensify.

The resulting eddy dipole persists for the next several days without significant 

change (Fig. 2.9d). Growth at the larger lengthscales was found to be an order of 

magnitude slower than the initial instability. Analysis of the current meter data 

(Stacey et al. 1987) does indicate a basin-wide gyre at mid-depth, as well as a clock­

wise / counterclockwise oscillation of the mean velocity field, which may be related to 

the slowly-propagating, domain-scale dipole evident at late times in our simulations. 

We hasten to add however that, in reality, wind stress and tides (as well as their 

nonlinear interactions) constantly inject energy into high frequency/wavenumber mo­
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tions. Because our model neglects such external forcing, we are inclined to focus 

mainly on the initial and intermediate stages of the simulations.

Based on their observational data, Stacey et al. (1991) estimated the e-folding 

times of barotropic and baroclinic transfers to be about 1-4 days. However, it must 

be stressed that their baroclinic growth rate calculation was based entirely on density 

and velocity correlations. The baroclinic process we are modelling here, and which 

we believe is operative in the SOG, is the release of gravitational potential energy 

by a dense fluid mass that descends down a topographic slope. The growth rates 

associated with this mechanism may indeed be higher than the Stacey et al. (1991) 

estimate suggests. Given that the deep current fluctuations in the SOG exhibit a 

highly nonlinear, almost turbulent character (Stacey et al. 1987), we believe that 

e-folding times of less than a day are not unreasonable. The first phase of instability 

is very rapid (e-folding times of less than 10 hours) which increases the likelihood 

that vortices can form before external forces, such as tides, alter the flowfield.

We found that in a narrow channel such as the SOG, the topography tends to 

decrease growth rates in the second stage of instability. This is because the reversal 

in slope effectively arrests the downward propagation of dense plumes, and therefore 

the release of gravitational potential energy. Stacey et al. (1991) also suggested that 

baroclinic processes may be inhibited by the small size of the strait relative to the 

deformation radius (about 5-8 km). The assumption of a periodic channel domain is 

also likely to influence quantitative aspects of flow evolution at late times. A similar 

study of SOG dynamics employing a source flow and actual SOG topography would 

be of interest.

The emergent vortices in the stratified layer are clearly bottom-intensified. For 

example, the maximum dimensional velocity in Fig. 2.9d is 36 cm /s and occurs at 

the bottom of the upper layer, while the velocities for the same time frame at the top 

of the fluid column are only half as large. Vertical cross-sections of the upper-layer 

pressure corresponding 8.7 and 14.3 days are given in Figs. 2.10a and b. The observed
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tapered structure highly resembles analytical eddy solutions for the PSa model found 

by Poulin and Swaters (1999b). Indeed, numerous bottom-intensified vortices were 

reported by Stacey et al. (1988). The ability to describe this vertical structure is a 

strength of the PSa model.

None of our simulations resulted in a turbulent eddy field, which the analysis of 

Stacey et al. (1988) seems to imply. It is plausible that along-channel topographic 

variations, which we have neglected in this study, could introduce eddy motions that 

are more turbulent in character. The assumption of along-channel periodicity may 

also be too restrictive, since deep water replacement in the SOG tends to be episodic 

rather than continual. Simulations involving a source flow (in a somewhat different 

setting) will be discussed in chapter 3.

2.3 Linear Stability Analysis

In this section and the rest of the chapter, it is assumed that Q\ = Q 2 =  0 and 

C d  =  0. We choose an ^-periodic channel domain such that —L  <  y  <  L ,  and an 

^-invariant topography,

hB = hB(y). (2.3.1)

The lower layer is assumed to have two time-dependent incroppings, implicitly defined

by

V = & (M ), for i =  1,2, (2.3.2)

where i =  1,2 refers to the particular incropping. We impose boundary conditions 

on the upper-layer cross-channel velocity,

ui =  0, on y  — —L, L, (2.3.3)

and the lower-layer incroppings,

h = 0 , )  ,
> o n y  =  &, i =  1,2, (2.3.4)

dtCi + u2*V(& -  y) = 0 J
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where Vi = <px by (2.1.59) and U2 is given by (2.1.58), (2.1.60).

Perturbed flow fields of the form

<p(x,y,z,t) =  tp'(x,y,z, t) ,  

h{x ,y , t )  =  h0(y) +  h'(x,y, t) ,

& =  «i + &{x,t), i =  1,2, (2.3.5)

are introduced, where ho(y) is a known, prescribed frontal profile such that ho(y) >  0 

on aj <  y < a2. The prescribed constants a i, 0 2  satisfy —L < a\ < a2 < L, and the 

perturbation fields satisfy |<//|, \h'\, |£(| <C 1. We note that, in order to focus on the 

baroclinic aspect of the instability, there is no prescribed mean flow in the upper layer. 

A non-zero but depth-independent buoyancy frequency, N  =  const, is also assumed 

since we would like to retain stratification while keeping the problem somewhat more 

tractable.

Substituting (2.3.1) and (2.3.5) into the governing equations (2.1.54)-(2.1.57) and 

boundary conditions (2.3.3), (2.3.4) and immediately dropping the primes, the lin­

earized equations are given by

(A</? +  N  2y>zz)t — 0, (2.3.6)

(fizt =  0 on z =  0, (2.3.7)

y>zt +  N 2hBy{<? + h)x =  0  on z =  - 1 ,  (2.3.8)

hf T yh(yy^Px ® ^ T (2-3.9)

with linearized boundary conditions

=  0, on y = ± L

h +  hoy£i =  0 ,

dit (p/loy T  — p(t/? T  fi)a;

for i — 1 , 2 , where =  -7 — and h s y = —
dy dy
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A brief discussion of system energetics is appropriate here. The upper-layer per­

turbation energy equation was derived and discussed in Poulin (1997). The main 

result of that derivation was that

fiByhoy > 0 for some y € (—£, L), (2.3.11)

is a necessary condition for instability. Conversely, the system is stable if hByh0y < 0 

for all y. It is instructive to rephrase this condition in terms of the absolute interfacial 

height,

hA =  }%b  +  ho. (2.3.12)

An assumption of the model derivation was that h s y ^  0 and, without loss of gener­

ality, we assume that h s y >  0. Then (2.3.11) implies that

hAy > hBy for some y  € (—L, L), (2.3.13)

is necessary for instability. The situation here is similar to the stability model pre­

sented by Blumsack and Gierasch (1972), in which a continuously-stratified QG at­

mosphere was stabilized by sloping topography when the slope of the isentropes was 

smaller than the topographic gradient, but was destabilized when the isentropic slope 

was larger than the bottom slope.

It is noteworthy that, for a parabolic front, the frontal and topographic gradients 

are always of the same sign on the down-slope incropping, but not on the up-slope 

incropping. Although (2.3.11) is only a necessary (not sufficient) condition for insta­

bility, heuristically, we could expect that such a basic state is more likely to become 

unstable on the down-slope side, thus leading to the asymmetry already mentioned 

in section 2.2.

Presently, we focus on the lower-layer equation. It is assumed that the flow is 

periodic in x  and that the domain is a periodic channel with 0 <  x < x r .  For 

convenience, we introduce the along-channel integration operator

f xR
<(*)) =  /  (t)dx.  (2.3.14)

Jo
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This can be replaced by integration over a wavelength, without loss of generality. 

Multiplying (2.3.9) by h and integrating over the horizontal extent of the domain,

37 f  d '* 2} dv = j  -  pho .hv . )  dy. (2.3.15)

The first term in the integrand on the right-hand side vanishes due to periodicity in 

x, so that we may write

^  J L (h2)d y  = - 2 p  J ^ h o y v ^ d y .  (2.3.16)

The interpretation for this equation is analogous to that presented in PSa. For sim­

plicity we assume that the continental shelf topography and fluid interface are both 

linearly sloping. If the topographic gradient is negative (so th a t y points offshore) 

then we must also have h0y <  0 by (2.3.11). For perturbation growth (i.e. positive 

left-hand side), the average cross-shore transport of thickness anomalies, J  (hvj) dy, 

must be positive, since p > 0 by construction. Thinking of positive h anomalies as 

cold anomalies, we see that there must be a net on-shore transport of heat. This is 

consistent with the idea that instability in this model is associated with down-slope 

slumping of dense bottom  waters. The argument in the case where h s v >  0 is similar.

Carrying on with the analysis, we assume normal mode solutions for the pertur­

bations,

(<P, h, &■) =  ($(y,z),h(y),£i)exp{ik(x  -  ct)\ +  c.c., (2.3.17)

(where c.c. refers to the complex conjugate) as well as simple, linear topography,

M y )  =  ^y 5 (2.3.18)

with v  =  ±1. Here v  plays the role of a scaled slope, however it would be inconsistent 

to allow \v\ ^  1 since the relative amplitude of the topographic slope is already 

accounted for by the parameter s. The parameter v  controls only the sign of the slope. 

The along-channel wavenumber k  is assumed to be real, which precludes spatially 

growing instabilities (see Hogg 1976; Sutherland and Peltier 1992).
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Substitution of (2.3.17) and (2.3.18) into (2.3.6)-(2.3.10) before dropping tbe tildes 

yields a Helmholtz equation,

—k 2(f +  tfyy +  N ~2(fzz = 0, (2.3.19)

with the boundary conditions

tpz =  0, on z — 0, (2.3.20)

<pz = F(c,y)p>, on z = - 1 ,  (2.3.21)

ip — 0, on y = ±1/, (2.3.22)

where

F(c,y) = uN^- ±f h ^ l .  (2.3.23)
c(c +  V )

The lower-layer thickness and incroppings axe now determined diagnostically by

A =  ( 1) ^  6  = ----------------- _ !) , i =  1,2. (2.3.24)
C +  2/ C + U

Since the bottom boundary condition (2.3.21) involves a function of y, this system 

is, in general, non-sepaxable. This difficulty is avoided if ho is linear in y, that is, if 

the lower layer forms a wedge front without actual incroppings. In this special case F  

is independent of y and separation of variables may be employed. While the resulting 

dispersion relation and corresponding solutions have been discussed in PSa, here we 

provide a few further details and describe a relevant numerical simulation.

2.3.1 Analysis o f a W edge Front

We consider an idealized flow where the lower-layer thickness has the ar-invariant 

form,

ho(y) = 1 -  7y» (2.3.25)

for constant 7 . As was shown by Poulin and Swaters (1999a) for the linear stability 

problem associated with this wedge-like frontal profile and zero initial upper-layer
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Figure 2.11: a) Range of unstable wavenumbers k  for a given /i, b) most unstable 
fc for a given /x. These curves correspond to z/ =  —1.0, 7  =  0.1 and L =  2.0, with 
iV2 =  0.1 (continuous lines), 0.5 (dotted lines), 1.0 (dashed lines) and 2.0 (dot-dash 
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mean flow, the perturbation quantities, <p* and h \  have the exact normal mode solu­

tions,
'Tl'TTl 1! -4- T , I

(2.3.26)
. mr(y +  L) r . ..

if — A  s in  — cosh(Az) exp[«A:(a: — ct)J +  c.c.,
2  L

h' = ■ sin n?r^  cosh(A) exp(7fc(a: — ct)] +  c.c.,
c + 1/ 2L

where A is an arbitrary constant,

(2.3.27)

A = N (2.3.28)

is the vertical wavenumber and c =  c r  +  icj is the complex phase speed. Here k  is
nn

the along-channel wavenumber and —  is the quantized cross-channel wavenumber
hlj

(n =  1,2,3,...). The corresponding dispersion relation is given by

- u { T  +  N 2) ±  y/ (T  -  iV2 ) 2 +  4vl fx N 2T
2  T

(2.3.29)

where T =  A tanh A >  0.
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Although the assumed basic profile (2.3.25) does not actually intersect the bot­

tom, it nevertheless demonstrates several important characteristics of the model. For 

instability to occur {cj > 0 ), the product of v  and 7  must be negative, so tha t the 

bottom topography must slope in the same sense as the interface (in agreement with 

the necessary condition for instability (2.3.11). This is in contrast to instability of 

surface currents, where a positive correlation between the interfacial and topographic 

gradients is a stabilizing influence (e.g. Reszka and Swaters 1999a). We note tha t, if 

the interface is parallel to the topography (i.e. 7  =  0), (2.3.29) predicts stability, for 

any nonzero bottom slope 1 (Mooney and Swaters 1996).

If we set the discriminant in (2.3.29) equal to zero and solve for (j,, we obtain

_  _ „ ( T  -  iV 2)2 

** -  47 jv2r  ’ l ' ’

a plot of which, as a function of k, is shown in Fig. 2 .1 1 a. Curves for four different 

values of the Burger number are plotted, with 17 7  and L fixed. For a given p and 

N , the graph shows the range of unstable wavenumbers k. This range decreases as 

fi decreases, which is consistent with the idea that decreasing 8 stabilizes the flow. 

However, for any p, there are always some wavenumbers that are unstable. For a 

given /i, the range of unstable wavenumbers also increases with the stratification in 

the ambient layer. Contours showing the most unstable wavenumber in fj, — k  space 

are plotted in Fig. 2.11b for the same values of 17 7 , L and N  as in Fig. 2.11a. 

It is evident that the dominant wavenumber increases more or less linearly with p 

(equivalently, as 8 increases or s decreases), and the rate of increase is greater for 

higher values of N.

The dependence of the maximum growth rate <rmax =  max{fcc/} on the interac-k
tion parameter is shown in Fig. 2 .1 2 a. The growth rate vanishes as fj, approaches 

zero. Associating a decrease in fj, with a decrease in 8, it is clear that decreasing the 

depth fraction stabilizes the system. A stable region is of interest physically, since in

1Flat topography cannot be considered within the framework of this model since, for 8 > 0, we 

require that s >  0 (see section 2.1.2).
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Figure 2.12: Growth rates determined from the wedge front dispersion relation, a) 
Nondimensional maximum growth rate, <rmax =  kcj versus //, with s =  0.1, b) <rmax 
(crosses) and scaled maximum growth rate samax (circles) versus s with 8 =  0.1. In 
both plots we used v  =  —1.0, 7  =  0.1, N 2 -- 1.0 and L =  2.0.

real oceanographic settings, bottom-trapped flows are known to propagate significant 

distances before undergoing instability. W ith respect to the baroclinic processes we 

are describing then, the above analysis suggests that a relatively deep ambient layer 

can serve to maintain the stability of such a current.

As seen in Fig. 2 .1 2 a or the dispersion relation (2.3.29), we may expect smaller 

growth rates for lower values of fi. However, it turns out that dimensional growth rates 

actually increase with s. This is because the temporal scaling in the CS-PG model is 

(s/o)-1, so that nondimensional growth rates must be multiplied by s f 0 in order to 

obtain dimensional values. In Fig. 2.12b we plot the maximum nondimensional growth 

rate crmax and a scaled growth rate s<rmax versus s. The factor f 0 was neglected since it 

has no effect on the trend with respect s. We see from the figure that, dimensionally, 

we should expect more vigorous growth for higher slopes, which is consistent with 

most laboratory studies (e.g. Lane-Serff and Baines 1998).

The wedge-front linear stability analysis for the S91 model was presented in 

Mooney and Swaters (1996). As N  0 in the above dispersion relation, we re-

. 54

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



0.5

1.8 t
0.4

:n1.4

1.20.3

C
0.2

0.6

0.4

0.5 1.5
k

2.5 30.5 1.5
k

Figure 2.13: a) Growth rate curves and b) phase speed curves versus k of the gravest 
mode, obtained from the wedge front dispersion relation (2.3.29) for 7  =  0.05 (solid 
lines), 0.1 (dotted lines) and 0.2 (dashed lines). Here we used u =  —1.0, p =  N 2 =  1.0 
and L = 2.0.

cover the Mooney and Swaters (1996) result, which is to be expected, given that the 

PSa model reduces to the S91 model in this limit. As was shown by Poulin and 

Swaters (1999a), the two main effects of allowing stratification (or increasing it) in 

the upper layer are to increase the along-channel wavenumber of the most unstable 

mode, as well as to increase the growth rate of that mode. Because stratification 

inhibits vertical motions, increasing the stratification focuses the effects of vortex 

tube stretching/compression closer to the interface, thus leading to a more intense, 

localized instability (Lane-Serff and Baines 2000, see also section 2.4.1).

Typical growth rate and phase speed curves of the gravest (i.e. n =  1) mode, as 

predicted by (2.3.29), are shown in Fig. 2.13. The frontal slope parameter is varied, 

which demonstrates that higher growth rates result from steeper wedge profiles. The 

low-wavenumber cutoff decreases, while the high-wavenumber cutoff are increases as 7  

is increased. Thus, larger available potential energy of the mean flow leads to shorter 

timescales and a larger range of unstable along-shelf wavenumbers. However, increas-
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Figure 2.14: Contour plots of upper-layer pressure (i.e. the growing perturbation) at 
z — —1 for a wedge front simulation, using the PSa model, at nondimensional times 
a) 0, b) 10, c) 20 and d) 50. The contour range and interval are, respectively, a)
3.0 x IQ-10, 4.0 x 10~u , b) 1.1 x 10~9, 8.0 x IQ-11, c) 1.0 x 10"8, 8.0 x 10~ 10 and d)
9.1 x 1Q~5, 8.0 x 10 6. Dashed contours correspond to negative values.

ing 7  has practically no effect on phase speeds in the unstable regime (Fig. 2.13b).

We remark that the low cut-off for the total wavenumber A is strictly positive, since 

n is always non-zero. However, the low-wavenumber cut-off for k does in fact vanish 

for 7  large enough (e.g. 7  =  0.2 in Fig. 2.13a).

By numerically integrating the PSa governing equations (2.1.54)-(2.1.57) forward
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front simulations. Dashed line corresponds to the simulation in Fig. 2.14. Solid line 
corresponds to a simulation where the initial condition was the analytical solution
(2.3.26), (2.3.27).

in time, we have verified that the structure of the perturbation which emerges from a 

random wavefield of negligible amplitude is in fact described by (2.3.26) and (2.3.27). 

The development of upper-layer pressure at z — — 1 is shown for nondimensional times 

0, 10, 20 and 50 in Fig. 2.14. Here the nondimensional channel width and length are

4.0 and 10.7, respectively, with /r =  1.0, 7  =  0.1, v — —1.0 and N 2 — 1.0. By t — 50, 

the normal mode solution (2.3.26) has emerged, with an along-channel wavenumber of 

approximately 1.2, which is the theoretical most-unstable wavenumber, as Fig. 2.13 

shows (dotted line). The dominant cross-channel structure is clearly the gravest 

(n =  1 ) mode.

We determined the corresponding growth rate by computing, at each time step, 

the finite-difference analogue of

(2 '3 3 1 )

where the volume-averaged upper-layer perturbation energy, E(t), is given by (2.2.1).
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Figure 2.16: Vertical cross-section of upper-layer pressure corresponding to Fig. 2.14d 
at y — 2.0. Dashed lines correspond to negative values. The bottom-intensified 
structure of the upper-layer pressure cells is clearly visible.

The growth rate, a, is plotted versus time in Fig. 2.15 (dashed line). It starts near 

zero, then increases and levels off at t = 25, with a final value of approximately 

0.32. This is quite close to the analytical value of 0.31, resulting from the dispersion 

relation (2.3.29). Moreover, the high/low pressure cells seen in Fig. 2.14 propagate in 

the positive x  direction at a nondimensional speed of 0.91, which compares favorably 

with the analytical value, 0.87.

If we start the simulation using the exact solution (2.3.26) and (2.3.27) with the 

most unstable wavenumber, k  =  1 .2 , then the growth rate during the linear stage 

of growth is almost exactly 0.31, as predicted by the dispersion relation (2.3.29). 

The growth rate for this simulation is also included in Fig. 2.15 for comparison (solid 

line). As with the SOG solutions in the previous section, the upper-layer perturbation 

preferentially amplifies at the bottom of the layer, thus giving the developing high/low 

pressure cells a somewhat conical appearance. A vertical cross-section at y ~  2.0, 

t =  50.0 of the upper-layer streamfunction is plotted in Fig. 2.16. This tapered 

vertical structure is also ubiquitous in the source flow simulations, described in the 

next chapter.
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2.4 Parabolic Front

While a wedge-type basic state illustrates some of the features of instability in this 

model, hydrographic measurements suggest that a parabolic current profile is highly 

relevant for oceanographic applications (e.g. Bruce 1995). A double front, i.e. one 

bounded by two incroppings, has been observed in association with the southwestward- 

flowing DSO water, northward-flowing Antarctic Bottom Water, and other abyssal 

currents (Paldor and Ghil 1990; Sandoval and Weatherly 2001). We consider a basic 

state of the form

ho(y) =  max [l -  (y /a)2 , 0] , (2.4.1)

where a >  0  measures the half-width of the undisturbed current, so that the undis­

turbed incroppings are located at y =  a\ = —a and y — a2 = a. The cross-channel 

gradient of the current thickness is then given by

i f b i < . ,  ( 2 4  2)

1 0  otherwise,

so that F  retains its y  dependence, making the problem non-separable. At this point 

we utilize a Galerkin-type method similar to that used in Sutherland and Peltier 

(1994). We first expand in an orthonormal basis, such that each of the modes 

individually satisfies (2.3.19), (2.3.20) and (2.3.22),

1 °°
cp(y, z) =  —=  ^ 2  hn sin Yn cosh(A„z), (2.4.3)

n —1

where

*a + (
m r \ 2 
2 1 )

(2.4.4)

717T
We note that k, —  and A„ are the along-channel, cross-channel and vertical wavenum-

ZLi
bers, respectively. Physically, the expansion eigenfunctions represent topographic 

Rossby wave modes (see PSa).
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Substituting the assumed solution (2.4.3) into (2.3.21), multiplying through by 

sin and integrating over y  € (—L, L), yields the following infinite system of equa­

tions in the unknowns bn,

E
n —\

(c +  u)(c \n sinh An +  u N 2 cosh An) I? n -  2^ ^  n I T
a “

hn =  0, (2.4.5)

for m  =  1 ,2 ,3 ,..., where

I™n =  j  sin Ym sin Yndy and I™n =  J  ys'mYn sin Ymdy. (2.4.6)

The above linear system may be written more compactly as

(c2 A  +  cB +  D )b =  0, (2.4.7)

for appropriate coefficient matrices A, B , D, where the elements of the vector b are 

the expansion coefficients bn.

Because the (unknown) complex phase speed appears quadratically in (2.4.7), the 

equation is referred to as a quadratic eigenvalue problem. Such problems arise in 

a wide variety of applications, including structural mechanics, acoustics and signal 

processing. For an excellent survey of their applications and mathematical properties 

as well as relevant solution techniques, we refer the reader to Tisseur and Meerbergen 

(2001). Here we follow the approach of Wilkinson (1965). Since A is diagonal with 

non-zero diagonal entries we can multiply through by A -1 and, defining the auxiliary 

vector b =  cb, we obtain the doubly-infinite, but otherwise standard, eigenvalue 

problem,

P V  =  cV, . (2.4.8)

where
O i l  I h

(2.4.9)
0  I b

p  = and V -
P  21 P 22 b

Here O denotes the zero matrix, I is the identity matrix, while P2i and P22 are defined 

below.
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For nontrivial solutions, c will be an eigenvalue of the system, in which case (2.4.8) 

implicitly defines a dispersion relation of the form

c = c(fc, p, iv, N,  a, L). (2.4.10)

The normal mode analog of the energy equation associated with (2.1.54)-(2.1.57) 

imposes a constraint on the allowed solutions. This constraint has the form of a 

semicircle theorem (PSa) and may be written

(c R +  „ + ^ y  +  c 5 < ^ ( ' ^  +  1A .  (2.4.11)
\  a J  a \  a }

Aphysical modes, which do not satisfy the above condition, are filtered out. For 

completeness, we write down the explicit expressions for the necessary integrals,

i r  = SmnL, (2.4.12)

(ifc ) 2 sin(mTr) sin ( = p )  -  £  sin(mTr) cos ( s p )  m  =  n,

j m n  _
^2 ”  \ 2La cos ô )] ™ (£fef=i)

( * 2^ )  -  ( ^ f e j ) 2 s*n 0 ^ ) ]  s -  ( ^ )  « * «
(2.4.13)

and coefficient matrices,

PS” =  (-A -> D )”“ =  2 C f iC. ° t , A"^r  -  ^ 4 ^  cothAm, (2.4.14)a Li\m smh Am

P™ =  (—A -1B)m" =  ^1 +  ^  coth . (2.4.15)

Truncating the expansion (2.4.3) at a finite number of modes M,  i.e. 1 <  m  <  M, 

allows the system (2.4.8) to be solved using one of several standard numerical routines. 

We have verified that as the number of modes is increased, there is clear convergence 

to a set of distinct solutions. The results presented here were all obtained using 120 

modes, which we found to be adequate for our purposes. For example, the change 

in maximum growth rate or the high-wavenumber cutoff was less than 1% when M
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was doubled to 240. Our tests, for a variety of parameter values, seem to suggest 

that a truncation of M  — 120 offers a reasonable balance between accuracy and 

computational cost. The system (2.4.8) was solved employing the routine DEIGV 

from the NSWC Library of Mathematics Subroutines (Morris 1993).

Before we characterize the initial stages of instability with respect to various 

regimes of parameter space, two remarks should be made. First, we point out that 

the truncated eigenproblem (2.4.8) admits several modes of instability. The class 

of solutions described in the next two subsections is that which corresponds to the 

highest growth rates for a given set of parameter values. This family of solutions also 

exhibits a single extremum in the cross-channel direction. We refer to these modes 

as primary modes of the instability. Secondary modes, with smaller growth rates 

and a more complicated cross-channel structure, are discussed in subsection 2.4.3. 

Secondly, we note that in the rest of this chapter it is assumed that L =  3.0. We have 

found that the instability characteristics are not significantly affected by varying the 

channel width, 2 L, as long as the channel is wide enough to allow deformation of the 

incroppings. In the results that follow, the distance between an incropping and the 

closest boundary is at least as large as the current half-width. In general, however, 

we find that there is a weak tendency for lengthscales and timescales to increase with 

increasing L.

2.4.1 The Dispersion Relation

Setting N 2 =  v — a =  1.0, (2.4.8) was solved with three different values of the 

interaction parameter, p. In Fig. 2.17a we plot primary mode perturbation growth 

rates, cr =  kcj , versus along-channel wavenumber k, for ^  =  1.0, 2.0 and 3.0. While 

there is no low-wavenumber cutoff, there is a high-wavenumber cutoff in all three 

cases. As p increases, so do the maximum growth rate, the value of the most unstable 

wavenumber and the range of unstable wavenumbers. This is consistent with the 

analysis of S91 for parabolic coupled fronts. Physically, the trend may be interpreted
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Figure 2.17: a) Growth rates a =  kcj, and b) phase speeds c r , versus along-channel 
wavenumber k, corresponding to the most unstable mode found for fi = 1 .0  (dotted 
lines), fi  — 2.0 (solid lines) and fi — 3.0 (dashed lines). In both plots, u  =  a  = N 2 =  
1 .0 .

as follows. Increasing fi is equivalent to increasing S, while keeping s fixed. As the 

depth fraction is increased, the fluid becomes more baroclinic, leading to larger growth 

rates and shorter wavelengths. Similarly, if we interpret S as the upper-layer Rossby 

number (see (2.1.32)), we see that growth rates increase when the upper-layer inertial 

terms become more important.

As was alluded to previously, the most unstable wavenumbers are larger in the 

present model, for nonzero N ,  than those obtained for the S91 model with the same 

parameter values. This trend is discussed further below. Phase speed curves corre­

sponding to Fig. 2.17a are displayed in Fig. 2.17b. The speeds are all negative, i.e. 

moving in the direction of the mean flow in the present channel geometry. Also, the 

phase speed curves show very little change in the unstable range of wavenumbers as 

/i is increased. They are however, fairly dispersive. Fig. 2.17b also suggests that this 

mode of instability results from a coalescence of two Rossby wave modes.

Increasing N,  the nondimensional buoyancy frequency, has a similar effect to that 

of increasing fi, as Fig. 2.18a demonstrates. Setting fi =  2.0 and u — a — 1.0, we 

solved (2.4.8) for N 2 =  0.5, 1.0 and 1.5. Again, with increasing N ,  the growth rate
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Figure 2.18: a) Growth rates a  =  fee/, and b) phase speeds c r ,  versus along-channel 
wavenumber k, corresponding to the most unstable mode found for N 2 =  0.5 (dotted 
lines), N 2 =  1.0 (solid lines) and N 2 =  1.5 (dashed lines). In both plots, p =  2.0, 
and v  =  a =  1 .0 .

for any given wavenumber is increased, as is the high-wavenumber cutoff. This is 

reasonable on physical grounds, since increasing the stratification inhibits vertical 

motions. A density stratified fluid disturbed from below may be characterized by 

an effective depth (see Lane-Serff and Baines 2000) above which perturbations are 

damped out and isopycnal departures become negligible. This depth, where it is 

smaller than the actual depth, will determine the qualitative behavior of the fluid. 

Thus, in the present model, increasing N  corresponds to decreasing the effective 

thickness of the upper layer, which, in essence, makes the system more baroclinic 

without increasing fi.

As in the case of the wedge front, the increased baroclinicity is manifested in 

a more vigorous, localized instability. While not shown, the analogous a  curve for 

N  =  0 (i.e. the S91 case) is smaller than all three curves in Fig. 2.18a, with a 

maximum of 0.7 at k  =  1.2 (see Table 2.1). Fig. 2.18b contains a plot of the phase 

speed curves corresponding to Fig. 2.18a. We can see that c r  becomes more dispersive 

at low wavenumbers as N  is decreased.

Next, the half-width, a, of the current was varied while the other parameters were
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Figure 2.19: a) Growth rates, a =  kcj, and b) phase speeds, c#, versus along-channel 
wavenumber, k, corresponding to the most unstable mode found for a =  0.5 (dashed 
lines), a = 1.0 (solid lines) and a = 1.5 (dotted lines). In both plots, p — 2.0 and 
u = N  = 1.0.

held fixed, i.e. p = 2.0, v  — N 2 =  1.0. Fig. 2.19a demonstrates growth rate curves 

for a =  0.5, 1.0 and 1.5. The opposite trend from the previous two cases is apparent, 

in the sense that both the growth rates and range of unstable wavenumbers decrease 

with increasing a. Similarly, as the current width becomes smaller, the dominant 

wavelength of the instability increases. This result is consistent with the findings of 

S91. We plot the corresponding phase speed curves in Fig. 2.19b.

For easy reference, Table 2.1 contains selected quantitative results which char­

acterize the instability, with a — u ~  1.0. For the most-unstable wavenumber k, 

we have tabulated the corresponding lengthscale A, phase speed c r  and growth rate
/V ^

<7max =  a{k). It is useful at this point to cast the same quantities in terms of dimen­

sional variables. We choose scaling parameters applicable to the SOG, as discussed in 

section 2.2.1. Based on available data, the case fi = N 2 =  1.0 is most closely applica­

ble to dynamics at depth in the SOG. The other entries are provided for comparison 

purposes, where an increase in p, may be interpreted as a thicker lower layer, and a 

higher value of N  corresponds to a larger Burger number for the ambient ocean. 

Vertical density profiles in the northern part of the strait suggest 0.5 <  N 2 < 1.0
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/* N 2 k A CR Cmax A* (km) 4 ( cm/s) T:(h)

1 .0 1 .0 3.9 1.61 -0.61 1.42 1 1 .8 -1 0 . 0 8.5

2 . 0 1 .0 7.6 0.83 -0.56 3.06 6 .0 -9.2 3.9

3.0 1 .0 11.4 0.55 -0.54 4.79 4.0 -8 . 8 2.5

2 . 0 0 . 0 1 .2 5.20 -0.50 0.70 38.2 -8 . 2 17

2 . 0 0.5 5.1 1.23 -0.56 1.95 9.0 -9.2 6 . 2

2 . 0 1.5 9.6 0.65 -0.56 3.94 4.8 -9.2 3.1

Table 2.1: Dispersion characteristics for various values of fi and N 2. We define k, A 
and <7m a x  to be the most-unstable wavenumber, dominant wavelength and maximum 
growth rate, respectively. The asterisked quantities A*, cR and T* are the dimensional 
dominant wavelength, phase speed and e-folding time, respectively. The symbols /i, 
N  and cr are defined in the text.

as a reasonable estimate (LeBlond et al. 1991). While a linearly sloping topography 

is a poor approximation of the SOG bathymetry, KST utilized a piecewise-linear 

topography in their calculation, such that the current was initially located on one 

linearly-sloping surface. It is not unreasonable therefore, to compare our results 

with those of KST in a quantitative way. Table 2.1 also contains the dimensional 

quantities A*, cR and T*, i.e. the dominant wavelength, phase speed and e-folding 

time, respectively.

The relatively short lengthscales and timescales predicted for the SOG seem to 

be consistent with the observational analyses of Stacey et al. (1991). In the case 

^  = N 2 — a = 1.0, Table 2.1 shows that the dominant along-channel wavelength 

is about 11 km and the e-folding time is several hours. This is in good agreement 

with the results of Stacey et al. (1991), in which the flow field is highly variable, 

with eddy diameters on the order of 10 km. The linear analysis of KST predicted 

lengthscales of about 40 km in this parameter regime. We believe it is noteworthy 

that for the present model we obtain lengthscales much more in agreement with the 

SOG observations.
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Figure 2.20: Upper-layer perturbation solution at z  =  —1 , corresponding to the 
most unstable mode found for jj, =  N 2 = v  =  a — 1.0, plotted at the most unstable 
wavenumber, k — 3.9 (see dotted curve in Fig. 2.17a). Four along-channel wavelengths 
are shown. Dashed lines correspond to negative values. The contour interval is 
4 x 10-3 .

2.4.2 Prim ary M ode o f Instability

In this section we describe the spatial structure of the primary mode of instability. 

Figs. 2.20, 2.21 and 2.22 are cross-sections of the upper-layer streamfunction, </?, for 

fi — N 2 = v  =  a — 1.0. The along-channel wavenumber is k  =  3.9, which corresponds 

to the highest growth rate in Fig. 2.17a (dotted curve). Physically, if the parabolic- 

front current is perturbed by a superposition of small waves with random wavelengths, 

then for these values of the parameters, the wavelength expected to dominate the flow 

is 27r/3.9 ps 1.61, at least until nonlinear effects become important. Using our SOG 

scalings, Table 2 .1  suggests a dimensional wavelength of about 12 km. The instability 

manifests itself in the upper layer as high- and low-pressure anomalies aligned along 

the down-slope edge of the current in an alternating pattern. The contour plots 

in Figs. 2.20, 2.21 and 2.22 represent upper-layer sections at z  =  — 1, 'z = 0 and 

y =  —0.84, respectively.
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Figure 2.21: Upper-layer perturbation solution at z  =  0, corresponding to the most 
unstable mode found for p =  N 2 = v  =  a =  1.0, plotted at the most unstable 
wavenumber, k =  3.9 (see dotted curve in Fig. 2.17a). Four along-channel wavelengths 
are shown. Dashed lines correspond to negative values. The contour interval is 
4 x 10- 5
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Figure 2.22: Vertical cross-section of the perturbation solution at y =  -0.84, corre­
sponding to the most unstable mode found for fi = N 2 — v = a =  1.0, plotted 
at the most unstable wavenumber, k =  3.9 (see dotted curve in Fig. 2.17a). Four 
along-channel wavelengths are shown. Dashed lines correspond to negative values. 
The contour interval is 4 x 10-3.

We can see from Figs. 2.20 and 2.21 that the perturbation is bottom-intensified, 

as its amplitude at the surface, z =  0, is about 50 times smaller than at the bottom, 

z =  —1. The vertical section in Fig. 2.22 was taken at y — —0.84 since this is
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Figure 2.23: Lower-layer thickness corresponding to the most unstable mode found 
for [i = N 2 = v = a — 1.0, plotted at the most unstable wavenumber, k — 3.9 (see 
dotted curve in Fig. 2.17a). Four along-channel wavelengths are shown. The contour 
interval is 0 .1 2 .

where the pressure anomalies were most intense. Again, the bottom-intensified nature 

of upper-layer flow is evident. We interpret these pressure anomalies as vertically- 

tapered eddies, not unlike bottom-intensified structures which are often associated 

with coherent, bottom-trapped features propagating along continental shelves. It is 

also important to point out that the anomalies in Figs. 2.20 and 2.21 are highly 

localized in the cross-channel direction, which is consistent with the Stacey et al. 

(1991) survey. The S91 solutions, on the other hand, exhibit upper-layer vortices 

which extend over the entire width of the channel. Retaining ambient stratification 

in the two-layer frontal-geostrophic formalism seems to result in more realistic eddy 

features, whose vertical and horizontal structure is more consistent with observations.

In Fig. 2.23 we plot the perturbed lower-layer thickness (i.e. h0{y) + hr( x , y , t 0)), 

corresponding to the upper-layer plots in Figs. 2.20, 2.21, and 2.22. The down-slope 

front has been deformed by the wave-like perturbation. While a similar deformation 

of the up-slope front also exists, it is much weaker and cannot be discerned from
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Figure 2.24: Lower-layer geostrophic pressure corresponding to the most unstable 
mode found for jx =  N 2 =  v  =  a = 1.0, plotted at the most unstable wavenumber, 
k =  3.9 (see dotted curve in Fig. 2.17a). Four along-channel wavelengths are shown. 
The contour interval is 0.4.

the contour plots. This asymmetry is not surprising, since it clearly takes energy for 

fluid parcels to move up the slope, while moving down the slope releases energy. As 

the perturbation grows, dense plumes of lower-layer fluid descend into deeper water. 

Qualitatively, the plumes resemble the initial stages of bottom water spreading seen 

in numerical simulations of Gawarkiewicz and Chapman (1995) as well as Jiang and 

Garwood Jr. (1996).

It must be noted that the amplifying upper-layer Rossby waves are shifted slightly 

upstream of the corresponding lower-layer anomalies (compare Figs. 2.20 and 2.23). 

We interpret this as a vertical tilt of the unstable wave into the mean flow, which 

is the configuration favored by baroclinic energy release Pedlosky (1987). A contour 

plot of the lower-layer geostrophic pressure (2.1.58) is plotted in Fig. 2.24. Although 

the pressure, i.e. the streamfunction, is defined everywhere in the domain, it is only 

appropriate to consider lower-layer velocities in the region where the layer thickness 

is nonzero, as shown in Fig. 2.23. The pressure is a monotonically increasing function
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Growth rate vs. wavenumber
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Figure 2.25: Growth rates, a =  Arc/, for four distinct solutions of (2.4.8) versus along- 
channel wavenumber, k, for p — 3.0 and N 2 = u =  a =  1.0. The solid line (a) reflects 
the highest growth rates, and is the same curve as the dashed line in Fig. 2.17a. The 
curves (b), (c) and (d) are associated with successively weaker modes of instability 
and also exhibit successively smaller high-wavenumber cut-off's.

of y, indicating that the velocity is everywhere negative.

Our discussion in this chapter has been in the context of an x-periodic channel 

and x-invariant initial basic state. While this was done in order to facilitate com­

parison with the earlier studies of S91 and KST, the restrictions of periodicity and 

a continuous current are rather unphysical. As we show in chapter 3, however, the 

linear instability characteristics derived here remain valid, to a reasonable degree, 

for unsteady, propagating plumes. We shall discuss the relevance of our numerical 

integrations for other abyssal flows, such as the DSO.

2.4.3 Secondary M odes o f Instability

The solutions we have discussed up to this point represent only the family of fastest- 

growing solutions to (2.4.8). Other solutions exist, however, whose instability char-
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Figure 2.26: Phase speed curves corresponding to Fig. 2.25. Curve (a) is the same 
curve as the dashed line in Fig. 2.17b.

acteristics we now describe. As an example, for fi =  3.0, N  = u — a = 1.0, we have 

found four distinct solutions, whose growth rates and phase speeds are plotted in 

Figs. 2.25 and 2.26, respectively. Growth rate curve (a) in Fig. 2.25 is the same curve 

as the dashed line in Fig. 2.17a. (Similarly, phase speed curve (a) in Fig. 2.26 is the 

dashed line in Fig. 2.17b). The secondary modes (b), (c) and (d) are characterized 

by smaller growth rates, for any given unstable wavenumber k. Thus the a  curves in 

Fig. 2.25 and the c r  curves in Fig. 2.26 have been given the labels (a), (b), (c) and 

(d), in order of decreasing maximum growth rate, crmax, over all unstable k.

While these secondary solutions are unlikely to be realized physically starting 

from an infinitesimal disturbance, they may still emerge if a perturbation with the 

right wavenumber is of sufficient amplitude to push the system close to the nonlinear 

regime. The linear analysis of S91 identified a second distinct mode of instability 

for parabolic fronts, with smaller growth rates than the primary mode. This mode 

only existed beyond fi «  3.5, whereas in the continuously-stratified case, the first
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Figure 2.27: Contour plots of the upper-layer perturbation at z= -l with jj, — 2.0 and 
N 2 = v — a — 1.0 at k = 5.3. The plots a), b) c) and d) correspond to the curves 
(a), (b), (c) and (d) in Fig. 2.25. The wavenumber, k =  5.3, is the most unstable 
wavenumber for the dotted-line curve, Fig. 2.25, i.e. the smallest growth rate curve 
found for these parameter values.

secondary mode already appears at p 0 .1 .

The connection with the S91 theory becomes even more apparent when we consider 

the perturbation spatial structure. The solutions discussed in the previous subsection 

have a single extremum in the cross-channel direction (see Figs. 2.20 and 2.21), and
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Figure 2.28: Growth rate at k = 3.9 versus /i. All existing unstable modes are shown, 
where the designations (a) through (f) refer to successively weaker modes, k = 3.9 is 
the most unstable wavenumber for y  =  N 2 — v — a =  1.0 (see dotted line curve in 
Fig. 2.17a). All curves in this plot correspond to N 2 = v — a — 1.0.

correspond to the “monopole” solutions in S91. The secondary mode in S91 was 

called a “dipole”, as it exhibited two extrema in y. In the present model we can 

find solutions whose cross-channel structure exhibits two, three or more extrema, 

depending on the size of the solution set for a given choice of parameter values.

In Figs. 2.27a-d we plot the upper-layer perturbation at z =  —1, corresponding 

to the four growth rate curves in Figs. 2.25a~d, respectively. Clearly, the contour plot 

in Fig. 2.27a (i.e. the solution with the highest growth rate) shows anomalies with 

a single extremum in the y direction, such as those in Fig. 2.20a. Fig. 2.27b is the 

“dipole” mode, similar to the secondary mode in S91. Finally Figs. 2.27c and 2.26d 

demonstrate the existence of solutions with 3 and 4 extrema in the cross-channel 

direction, respectively.
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2.4.4 D ependence on //

As was already mentioned, our analysis shows that the number of solutions to the 

dispersion relation is dependent on p. In Fig. 2.28 we graph max[er] for all existingk
solutions to (2.4.8) at h — 3.9 versus fi, where again, N  — v  =  a = 1.0. We 

have chosen k =  3.9 since this is the fastest-growing wavenumber for the slowest- 

growing primary mode we have discussed. It is found that the system is stable to 

perturbations with this wavenumber for 0  < fi < 0 .6 , and a single solution mode 

appears at fi =  0.6. Thereafter, with increasing fi, additional solution modes appear 

at p, «  1.1,1.8,2.5,3.2 and 4.0 so that a total of six solutions are found at fi — 5.0. 

Presumably, the trend continues for higher values of fi, however we remind the reader 

that, formally, fi is required to be 0(1)  in order for the leading-order balance (2.1.54)- 

(2.1.57) to hold. Finally, we note that increasing the buoyancy frequency N  has a 

similar effect as increasing fi, in that the number of solutions to (2.4.8) also increases. 

This is again consistent with the idea that upper-layer stratification decreases the 

effective depth of the ambient fluid.
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2.5 Num erical confirmation

The present simulation deals with the destabilization of a current such that its initial 

configuration exactly corresponds to our linear theory. Agreement between direct 

simulation and the spectral technique will serve as a check on the accuracy of both 

methods. The simulation employs the fully nonlinear CS-PG governing equations, 

and is performed in a periodic channel. Again, details of the computational method 

are contained in appendix B. The length of the channel is chosen such that it allows 

four wavelengths of the most unstable mode (as in Fig. 2.20), i.e. fI/* =  {(x, y)| 0 < 

x < 0.644, —3.0 < y < 3.0}. The topography is linearly sloping as in (2.3.18) and we 

use the parameter values y  ~  u = N  =  1.0.

The current profile is given by (2.4.1) with a — 1.0. Initially the upper layer 

pressure is seeded with a random superposition of waves such that the range of along- 

channel wavenumbers is centered on the most unstable one, k  =  3.9. The initial 

perturbation has no vertical variation, and the structure which later develops is purely
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Figure 2.29: Contour plot of the upper-layer streamfunction at z= -l obtained from 
the numerical simulation at t = 15.0. This plot should be compared with Fig. 2.20. 
The contour range is —1.05 x 10~ 2 to 1.05 x 10~ 2 and the contour interval is 1.4 x 10“3. 
Dashed contours correspond to negative values.
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Figure 2.30: Contour plot of the upper-layer streamfunction at z=0 obtained from 
the numerical simulation at t = 15.0. This plot should be compared with Fig. 2.21. 
The contour range is —2.4 x 10~ 4 to 2.4 x 10~ 4 and the contour interval is 4.0 x 10-5 . 
Dashed contours correspond to negative values.

due to the baroclinic dynamics of the instability. The initial perturbation amplitude is 

adjusted so that its energy is small compared to the lower-layer gravitational energy, 

that is E(0) =  10- 3OPi?i(0). This ensures that the dominant mode emerges before 

the flow leaves the linear regime. The grid resolution is 138 x 128 x 16 in the x, y and 

z coordinates, respectively. There is no friction or bottom drag in this simulation.

The instability is found to proceed according to our linear theory. Localized 

cyclonic/ anticyclonic upper-layer pressure anomalies develop over the down-slope in­

cropping, and the incroppings themselves become deformed. Figs. 2.29 and 2.30 show 

the z =  — 1 and z =  0 cross-sections of the upper-layer streamfunction at t — 15.0, 

which is well within the linear regime (see Fig. 2.31). Comparing the contour plots in 

Figs. 2.29 and Fig. 2.20, it is clear that the horizontal structure of the perturbation is 

well described by our theory. While not shown, the vertical structure of upper-layer 

anomalies, which are in effect amplifying topographic Rossby waves, is found to be 

vertically tapered, as in Fig. 2.22. Deformation of the up-slope incropping is very
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Figure 2.31: Perturbation growth rate versus time obtained from the numerical sim­
ulation, with parameter values same as in Figs. 2.20-2.24. Growth rate is based on 
the upper-layer total energy (i.e. the perturbation energy). The flat portion of the 
curve between t ft; 5.0 and t ft; 25.0 corresponds to the regime of linear growth, where 
our analysis applies.

small, whereas on the down-slope side the current clearly exhibits the initial stages 

of plume formation, in agreement with Fig. 2.23.

Heuristically, local increases in lower-layer thickness lead to compression of upper- 

layer fluid columns, causing anticyclonic anomalies. Similarly, regions of decreas­

ing lower-layer thickness correspond to cyclonic upper-layer anomalies. The along- 

channel phase speed of the disturbance was approximately —0.61, which is consistent 

with the linear prediction (see Table 2.1). The initial flow evolution is similar to that 

observed in numerical simulations of Jungclaus et al. (2001). In their study of DSO 

dynamics using a primitive equation model, they found that anticyclones form closer 

to  shore than cyclones. This behavior does not occur in the linear stage of growth 

we are describing, however it does become apparent later in the simulation. The 

staggered vortex pattern also develops early in our source-flow simulations, described 

in the next chapter.
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In Fig. 2.31 we plot the growth rate a  vs. nondimensional time, where a  was 

calculated at each tim e step according to the finite difference equivalent of (2.3.31). 

After an initial adjustment period, the growth rate levels off at a value of 1.36, 

which is reasonably close to the predicted growth rate of 1.42 (see Table 2.1). The 

instability is in the linear regime for 5 <  t <  25, after which nonlinear effects become 

important. At this point the extent of lower-layer plumes is on the order of a, the 

current half-width, and the current is still mostly intact. The instability is nonlinearly 

saturated, temporarily halting the growth, and the growth rate remains close to zero 

for 30 < t < 50.csJ rv

Further nonlinear evolution of the flow has been described earlier in chapter 2 (see 

also Reszka and Swaters 2001; Swaters 1998), however a few remarks are appropriate 

here. As previously mentioned, the upper layer in this model is governed by QG dy­

namics, and is therefore subject to the red energy cascade (Pedlosky 1987). Typically, 

we find that after the initial saturation, upper-layer anomalies begin to merge, and 

the dominant along-channel wavenumber of the instability decreases. A similar drift 

toward larger lengthscales is then induced in the lower layer, and growth resumes at 

the lower wavenumber.

By contrast, no such shift in wavelength is evident in simulations of propagating 

plumes, described in chapter 3. In that scenario, mushroom-shaped subplumes form 

at a frequency roughly consistent with our linear theory, and the original plume dis­

integrates before any shift in lengthscale is observed. We believe that the source-flow 

configuration is more relevant for DSO dynamics than that of a continuous filament. 

Finally, we note that the long-term behavior we observed in the present simulation is 

somewhat different from that presented in (Swaters 1998). As the linear regime in the 

limit of a homogeneous upper layer is characterized by longer lengthscales in both the 

along-slope and cross-slope directions, developing pressure anomalies typically extend 

over the entire width of the current. This results in fairly prominent deformations of 

both incroppings (the sinuous mode; see S91) and sustained growth at the original
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wavenumber, which breaks up the mean flow into discrete spiral features.

Instability of rotationally constrained filaments in periodic domains was studied 

analytically by Griffiths, Killworth, and Stern (1982), Paldor and Killworth (1987), 

Paldor and Ghil (1990), S91, KST, Meacham and Stephens (2001) and others. The 

first three investigations do not include topographic effects and therefore cannot de­

scribe the baroclinic process which we are considering. All the above authors assume 

that the fluid surrounding the filament is homogeneous. Analogous numerical stud­

ies include Krauss and Kase (1998) and Jungclaus et al. (2001), who applied their 

primitive equation models to the DSO. These studies showed a similar initial flow 

evolution to the one we described in this section. Both cyclones and anticyclones 

were produced in the ambient fluid, although the anticyclones formed closer to the 

shore than cyclones.

Etling et al. (2000) investigated overflow dynamics and vortex formation in the 

laboratory setting, for a wide range of Rossby numbefs. Their data suggest that for 

0(1) Rossby number, strong upper-layer cyclones are formed at regular intervals with­

out baroclinic instability, possibly through the mechanism of Spall and Price (1998). 

They called this the “vortex regime”. On the other hand for small Rossby number, 

the lower layer formed plumes similar to those reported by Jiang and Garwood Jr. 

(1996), with accompanying cyclonic vortices in the upper layer. We investigate the 

latter scenario, called the “plume regime” , in the next chapter.
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Chapter 3

Denmark Strait Overflow

3.1 Source f lo w  simulations

An x  invariant dense filament in a periodic channel is obviously a convenient steady 

state solution for the purposes of linear analysis. Our discussion of instability in this 

context also facilitated comparison with earlier studies. However, dense water intru­

sions tend to be pulse-like or episodic, rather than continuous (Dickson and Brown 

1994). Moreover, laboratory experiments of bottom water spreading usually involve 

source flows with no imposed periodic structure (e.g. Whitehead, Stem, Flierl, and 

Klinger 1990; Lane-Serff and Baines 2000). Nevertheless, we find that the linear in­

stability characteristics found in chapter 2  remain valid, to a reasonable degree, for 

unsteady, propagating plumes. In this chapter we describe two different numerical 

experiments, called EX P 1 and EXP2, for easy reference. EXP1 describes the evo­

lution of a dense plume that flows into the domain through one of the boundaries. 

Section 3.2 discusses simulation EXP2, which elucidates the role of realistic bottom 

topography in cyclogenesis.

In EX Pl the domain is closed, and the dense fluid enters from a source region along 

one of the boundaries. As part of EX Pl, we will also investigate the effect of varying 

the interaction parameter, p. The standard experiment is EXP1A, with \i =  1.0.
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Cases EXP IB (g  =  0.5), EXP 1C (g =  0.25) and EXP ID (g =  0.1) will be described 

below. For application to the DSO, we introduce the following scalings, where the 

notation is the same as in chapter 2: H = 900 m, s* = 2 x 10~2, g '  =  2.0 x 1Q~ 3 

m /s2, / 0 =  1.3 x 10~ 4 s_ 1  and iV* =  1.5 x 10- 3  s-1 . This determines the stratification 

number, N 2 = 1.0, and slope parameter, s =  0.22. These environmental parameter 

values are consistent with those used in other numerical modelling studies of the DSO 

(e.g. Jiang and Garwood Jr. 1996; Spall and Price 1998). In particular, we assume 

the same value for the unsealed bottom slope s* as Spall and Price (1998).

Next, we compute the dynamic lengthscale, L* =  10 km, lower-layer velocity scale, 

U2 = 30 cm/s, and with 8 =  0.22 (as in the standard experiment), an upper-layer 

velocity scale of U\ =  30 cm/s. Dimensionally, the computational domain covers 

an area of 320 km x 192 km, with a  grid resolution of 1 km. Employing 16 vertical 

levels, the upper-layer vertical resolution is 60 m. The time scaling is 10 hours and the 

dimensional time step is 5.5 minutes. In order to damp out grid-scale noise, Laplacian 

and bi-harmonic numerical friction are introduced into the lower-layer equation, with 

coefficients 5.0 x 10~ 3 and 5.0 x 10-4 , respectively. We note that Laplacian friction is 

likely to damp out most of the noise occurring on spatial scales that would normally 

be damped by biharmonic friction.

A source of dense water is maintained on the right-hand boundary at y — 144 km 

for the duration of the experiment, by imposing a fixed, parabolic profile on h, the 

lower-layer thickness. This is the same profile as the basic state (2.4.1) with a =  2.5, 

but is shifted in the y coordinate and applied at the boundary only. Leading-order 

geostrophy then induces a velocity in the negative x  direction, forcing fluid into the 

domain at a constant rate. The current is 50 km wide and has a thickness of 200 m  in 

the standard experiment (see Table 3.1). We note that there is no up-slope counter- 

current associated with this thickness profile. The dimensional volume transport, Q , 

into the domain is then 2.0 Sv, which is a reasonable approximation for the DSO 

(Price and Baringer 1994).
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Figure 3.1: Contour plots of the dimensional lower-layer thickness at a) 0, b) 1.6, c) 
3.2 and d) 4.8 days in simulation EXP1A. The contour extrema and intervals are a) 
0  m, 2 0 0  m, 50 m, b) 0 m, 200 m, 50 m, c) 0 m, 240 m, 60 m, and d) 0 m, 240 m, 60 
m, respectively.

In order to avoid steep spatial gradients at the head of the current, a surface in 

the shape of a quarter-sphere is also initially imposed adjacent to the source region, 

as shown in Fig. 3.1a. However, this ad hoc measure plays a minor role in subsequent 

dynamics, and its presence or neglect does not significantly alter the results. We 

initialize the upper-layer streamfunction to be identically zero, and prescribe no-
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Figure 3.2: Contour plots of the nondimensional upper-layer streamfunction at z =  0 
corresponding to the plots in Fig. 3.1. Dashed contours correspond to negative values. 
The initial condition, plot a), is zero everywhere. The contour extrema and intervals 
for the other plots are, respectively, b) —1.1, 0.7, 0.2, c) —2.3, 1.0, 0.3, and d) —2.6, 
2.2, 0.4. Dashed lines correspond to negative values.

normal-flow conditions on all the horizontal boundaries.

Because the source is located at a boundary, mass conservation is implemented 

somewhat differently from the approach presented in chapter 2. In the context of the 

DSO, as pulses of dense water flow into the Irminger basin, presumably they cause 

some compression of the ambient fluid near the sill, while overall volume is conserved
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Figure 3.3: a) Cross-slope average of cross-slope velocity (m/s) versus time (days) 
measured 50 km downstream from the inflow in simulation EXP1A. Continuous line 
refers to the lower layer, dotted line refers to the upper layer at z  =  — 1. b) Maximum 
flow speed (m /s) over the domain versus time (days) in simulation EXP1B. Speeds 
for the lower layer (solid line), upper layer at z — — 1 (dotted line) and upper layer 
at z =  0  (dashed line) are shown.

through a diffuse mean flow of ambient fluid out of the basin. Our simulations do not 

include an outflow condition, nor do we wish to model conversion of upper-layer fluid 

to lower-layer fluid. Thus, the mass sink in the upper layer is distributed uniformly in 

the horizontal, such that the total rate of upper-layer fluid loss exactly compensates 

for the lower-layer source flux. Given the idealized nature of our numerical study, 

this choice seemed reasonable. Also, in order to avoid reflection of Rossby waves, a 

smoothing operator is successively applied to the upper-layer streamfunction at the 

sidewalls and downstream boundary. This crude sponge effectively removes energy 

from the system and allows us to focus on dynamics in the interior of the domain.

The evolution of the lower-layer height, h (x ,y ,t) ,  in simulation EX Pl A is shown 

in Fig. 3.1 at 0, 1.6, 3.2 and 4.8 days. Corresponding plots of the upper-layer stream­

function at the surface, y>(x, y, 0, t), are shown in Fig. 3.2. The computational domain 

in EX Pl and EXP2 was quite long to ensure that instability near the source region 

was not influenced by the downstream boundary. In order to focus on the unstable 

plumes, the panels in Fig. 3.1 and Fig. 3.2 only show the rightmost 192 km segment
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Case p K  (m) Q* (Sv) uu (cm/s) u j  (cm/s)

EX Pl A 1 .0 2 0 0 2 . 0 -6 . 0 -54.0

EXP1 B 0.50 1 0 0 1 .0 -18.0 -42.0

EXP 1C 0.25 50 0.5 -24.0 -36.0

EXP ID 0 . 1 0 2 0 0 . 2 -28.0 -32.0

Table 3.1: Dimensional overflow properties for simulation series EX Pl. Here uu and 
refer to the inflow velocity at the up-slope and down-slope incropping, respectively.

of the domain. The current becomes unstable immediately after entering the domain 

and a descending, mushroom-shaped plume has formed at 1.6 days. It continues to 

deform as it propagates along and down the slope, while two more plumes appear in 

the next two plots, at day 3.2 and 4.8 respectively.

For a parabolic current with a — 2.5, our linear analysis suggests a frequency of 

1.57. This yields a dimensional period of roughly 1.6 days, which is indeed the period 

between successive subplumes in this simulation. The agreement in plume frequency, 

and therefore eddy size, seems to be a robust phenomenon with regard to parameter 

space. Thus, we feel that the linear results of chapter 2 are useful in characterizing the 

development of source flows in this regime. Good correlation between the predicted 

and actual frequencies of instability events is, to some degree, a result of the simplified 

physics we have assumed. To illustrate, as p is decreased and the instability becomes 

weaker, the geostrophically balanced plume travels along the slope and acts similarly 

to the periodic gravity currents our linear theory considers. Table 3.2 lists some 

characteristics of the instability in dimensional units, as predicted by the analysis 

of section 2.4.1. The period, T*, increases as p (equivalently, the current height) 

decreases.

As part of the baroclinic process, strong eddies of both signs develop in the upper 

layer, and migrate away from the source region as seen in Figs. 3.2b-d. These vortices 

are bottom-intensified, although their surface signature is reasonably strong. Typical
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Case A* (km) T* (days) rp*
■*' e

EX Pl A 29 1 .6 1 1  hours

EXP IB 42 1.9 18 hours

EXP 1C 48 2 .1 1 .2  days

EXP ID 52 2 .1 2 .1  days

Table 3.2: Dimensional instability characteristics predicted by the linear theory for 
the same configuration as simulation series EX Pl, with v = N 2 = 1.0 and a =  2.5. 
Scalings appropriate for the DSO are discussed in text. Here A* is the dominant 
along-front wavelength, T* is the period between successive instability events and T* 
is the e-folding time. These values are consistent with the results of the nonlinear 
source-flow simulations in EX Pl.

velocities are 120 cm /s at the bottom  and 50 cm /s at the top of the layer. Overall, 

we did not find cyclones to be stronger than anticyclones in our simulations. At 

times, we observed domes of dense fluid coupled to strong low-pressure anomalies in 

the ambient layer, not unlike the vortices described by W hitehead et al. (1990) and 

Lane-Serff and Baines (1998, 2000). However, these baroclinic pairs did not form with 

any regularity and were not very long-lived (but see the discussion in section 3.2). As 

the above authors have noted, there are several potential processes by which a plume 

wraps up into a coherent, domed anomaly, and at the same tim e becomes coupled 

to a strong cyclone in the overlying fluid. Mechanisms such as Ekman draining and 

geostrophic adjustment, suggested by Lane-Serff and Baines (1998), are absent in 

our model. Krauss and Kase (1998) argue that ageostrophic advection of positive 

vorticity into the core of the eddy plays an important role in cyclogenesis.

In the PSa formalism, the only contribution from the lower-layer momentum equa­

tion is the geostrophic relation (the PG approximation), while the upper layer is 

governed by the conservation of QG PV. Upper- and lower-layer relative vorticity 

is advected solely by the geostrophic velocity field, which may explain the scarcity 

of baroclinic vortex pairs in our tests. However, coherent structures of this sort do
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appear regularly in EXP2, where the topography is no longer linear. It must also be 

remembered that we have chosen very simple boundary conditions, with no inflow or 

outflow imposed on the upper-layer velocity. Nevertheless, we found a definite asym­

metry in the location of the eddies, in that cyclones tended to form on the offshore 

side of the current, while anticyclones appeared closer to shore. While this behavior is 

not described by our linear theory, it is entirely consistent with the numerical findings 

of Krauss and Kase (1998) and Jungclaus et al. (2001), as well as the observational 

data presented in Krauss and Kase (1998) (see chapter 1, Fig. 1.1).

The propagation of subplumes along and down the slope is associated with very 

regular velocity fluctuations in both layers. In Fig. 3.3a, for instance, we plot the 

cross-slope average of the cross-slope velocity versus time, measured at x  =  270 

km, i.e. 50 km downstream of the source. Both the upper and lower layer exhibit 

roughly sinusoidal velocity variations with an average period of 1.6 days. Similar 

fluctuations exist in the along-slope velocities (not shown). Near-bottom velocity 

fluctuations with timescales of 1.5-2.5 days downstream of the Denmark Strait have 

been reported by several authors on the basis of current meter measurements (Dickson 

and Brown 1994). A good example is the dataset from the Anmagssalik array off the 

east coast of Greenland (Dickson and Brown 1994, Fig. 6 ). As p decreases, we find 

that velocities in the lower layer tend to be weaker than those at intermediate depths. 

In Fig. 3.3b we plot the evolving maximum lower-layer speed, y /uf"Tuf, for p =  0.5. 

The same figure also contains the upper-layer maximum speed at z =  —1 and z — 0 

as a function of time.

Velocities increase up to about 5 days, and thereafter the system remains in a 

quasi-steady state until the plume reaches the downstream boundary at 1 0  days. 

As Fig. 3.3b suggests, the upper-layer velocity structure is bottom-intensified, with 

speeds reaching 200 cm/s at the fluid interface during the first 3 instability events. 

However, lower-layer velocities during this time period rarely exceed 170 cm/s. Thus, 

in actual oceanographic applications, the highest velocities may occur not in the
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overflow waters, but at some depth above the bottom. We note tha t these velocities 

are somewhat higher than those typically observed in the DSO, however, these are 

the maximum speeds, and are limited to localized regions of the domain. During a 

typical instability event, we observe the following trend in the along-shore velocity. 

Initially the velocity of a nascent plume is close to the Nof velocity, with little cross- 

slope motion. During instability the along-slope component significantly decreases 

and the cross-slope component increases. After saturation the newly-formed plume 

resumes along-slope motion at the Nof speed.

The dynamics of the instability is highly dependent on the parameter ft, which 

measures the relative size of the upper- and lower-layer Rossby numbers. This param ­

eter was recently used by Etling et al. (2000) to characterize the regime of instability 

in the DSO1. Here we present three additional simulations, which demonstrate the 

influence of ft on plume penetration and maximum velocities. The simulations are 

the same as EXP1A in every respect, except for the value of ft. Lower values of the 

interaction parameter may be interpreted as a smaller current height.

Near-bottom velocities south of Denmark Strait exhibit large fluctuations in ve­

locity (and presumably volume flux) on periods as long as 1 2  days, quite apart from 

the variability associated with passing eddies (Dickson and Brown 1994). Thus, we 

believe the effect of varying the source strength is of interest. For reference, table 3.1 

lists the four cases, along with the corresponding current height, h*, source strength, 

Q , as well as the minimum and maximum velocity at the source. As discussed in 

the Appendix, the mean current velocity at the inflow is 30 cm /s, i.e. the Nof speed. 

The theoretical wavelength, A*, period between instability events, T*, and e-folding 

time, T* relevant to these simulations are given in table 3.2. Qualitatively, the trend 

in t :  and T* implies that the instability should be faster and more intense for higher

1 Etling et al. (2000) estimate that ft =  0.6 in the DSO, which is in the transition region between 

the vortex regime (lower ft, weak rotation) and plume regime (higher ft, strong rotation). Note, 

however, that this does not imply that our simulations describe the vortex regime since our derivation 

of the governing equations assumed that the fluid is geostrophic to leading order.
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Figure 3.4: Plume penetration (km) versus time for the simulations in EX Pl. Plume 
penetration refers to the smallest y  coordinate for which h(x , y , t) >  0. Initially, the 
down-slope edge of the plume is at y  =  119 km in all four cases. The cross-slope extent 
of the plume decreases with y  since the instability becomes progressively weaker.

values of y. This is indeed the case in our simulations.

Fig. 3.4 is a plot of plume penetration distance versus time for the four different 

values of y. We define this distance as the smallest y coordinate over the domain, for 

which h is nonzero. Initially, the down-slope incropping is located at y — 119 km for 

all four cases. In EX Pl A, some subplumes reach the down-slope boundary, y = 0, at 8  

days. As we would expect, smaller values of y  induce a weaker instability, allowing the 

plume to propagate farther along the topography as a coherent current. Conversely, 

more vigorous plume formation events resulting from higher values of the interaction 

parameter lead to increased cross-slope (and therefore down-slope) motion. Kinks in 

the curves, most visible in the y  = 1 .0  case, correspond to temporary saturation of 

growing subplumes. It should be noted that, once formed, some of the subplumes 

deform and subsequently undergo further baroclinic instability.

Eddy formation in the DSO has been the focus of many recent modelling efforts. 

Spall and Price (1998) propose the following mechanism by which strong cyclones 

are produced at regular intervals south of the strait. In their theory, dense fluid
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descends into the deeper ocean due to bottom drag, without the need for instability. 

Their simulations suggest that, as the overflow water migrates along and across the 

topographic slope, the result is an along-slope density gradient, which then induces 

midlevel water to migrate offshore as required by the thermal wind relation. The 

intense stretching of the upper Arctic Intermediate Water then leads to pronounced 

cyclonic eddies. However, Krauss and Kase (1998) point out that observations do not 

seem to support the presence of this intermediate layer farther than 150 km from the 

sill, or its stretching to any significant degree2.

Jungclaus et al. (2001) suggest that the mechanism of Spall and Price (1998) may 

be operative if the local Rossby number is 0(1), while for smaller Rossby numbers 

baroclinic instability of the deep layer induces eddies of both signs to form in the am­

bient ocean. Indeed, observations from the R /V  Poseidon cruise in 1996 do confirm 

the existence of anticyclones in the DSO region (Krauss and Kase 1998). On theoret­

ical grounds, Etling et al. (2000) argue that the dynamics of the DSO lies somewhere 

between these two regimes. It is possible therefore, that both of the mechanisms 

described above are operative to some degree in the DSO and other overflows.

Since the PSa model is derived assuming geostrophy to leading order, our sim­

ulations are relevant for the small Rossby number regime, and are in that respect 

similar to the numerical results of Jiang and Garwood Jr. (1996) and the second se­

ries of laboratory experiments in Etling et aL (2000). We would also like to make 

a general remark regarding cyclone intensification. Given that the Denmark Strait 

outflow encounters increasingly deeper topography upon entering the Irminger Basin, 

we should expect that fluid columns tend to be stretched, rather than compressed. It 

seems reasonable that, on average, this trend leads to a net gain in positive relative 

vorticity, which may then be manifested in subsequent instability processes.

2On the other hand, some observations do show midlevel water in the cores of the cyclonic eddies 

(e.g. Fig. 2 in Spall and Price 1998) downstream of the sill. Midlevel fluid in the surrounding ocean 

could be difficult to detect due to intense mixing associated with eddy formation (M. Spall, personal 

communication).

91

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Fig. in Bruce (1995) suggests that DSO water is geostrophically balanced (flows 

along the slope with the coast on its right) and is constrained in the cross-slope 

directions (i.e. has two incroppings) (see also Paldor and Ghil 1990). However, 

the isopycnals may assume other configurations (M. Spall, personal communication). 

The dynamics we have described are not significantly sensitive to the exact initial 

shape of the abyssal layer, in the sense that any profile with a down-slope incropping 

gives rise to descending plume-like structures, with accompanying bottom-intensified, 

localized vortical waves in the ambient fluid. More gently sloping interfaces result in 

longer along-slope deformations of the incropping and broader vortex features in the 

overlying fluid. Instability characteristics for wedge-type fronts with no incroppings 

have been described in PSa and section 2.3.1. In that case, instability may be inhibited 

altogether in this model, if the necessary condition for instability (2.3.11) is not 

satisfied.

3.2 Cyclogenesis

While eddies of both signs have been reported in association with the DSO, obser­

vations and numerical results suggest that intense cyclones dominate the ambient 

flow field (Bruce 1995; Jungclaus et al. 2001). Baroclinic vortex pairs with a strong 

cyclonic component were observed in the laboratory by Whitehead et al. (1990), Lane- 

Serff and Baines (1998) and others. Such vortices exhibit a coherent dome of dense 

fluid, coupled to a low pressure anomaly in the overlying water, often detected as a 

well-defined surface depression (Whitehead et al. 1990).

A coupled vortex travels along the slope as a unit, often for a significant distance. 

Poulin and Swaters (1999b) found analytical eddy solutions to (2.1.54)-(2.1.57) with 

exactly these characteristics. For a radially-symmetric lower-layer anomaly with a 

parabolic cross-section, the upper-layer streamfunction could be described in terms 

of a superposition of Bessel functions. It was found that these eddies were bottom-
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intensified, and could transport fluid parcels for physically relevant values of the 

parameter p, due to closed streamlines at some depths. In addition, the cyclonic 

circulation in the upper layer was typically strong enough to reverse the natural 

anticyclonic flow in the core of the dome anomaly.

We believe this property to be an important factor in the coupling of the two 

layers. Simulations in series E X Pl, which employed linearly sloping topography, did 

not give rise to such eddy pairs with any regularity. On the other hand, we have 

found that topography which is convex does allow for the formation of these features 

at regular intervals. (Here and in the rest of the thesis, convex refers to a function 

whose second derivative is positive, while concave will refer to functions with negative 

second derivative.) Coastal topography, such as the western boundary of the Irminger 

Basin, is often steeper near the coast than offshore (e.g. Bruce 1995). Indeed, we can 

expect the bathymetry of any oceanic subbasin to flatten out in its interior. Therefore, 

we feel that a discussion of the effects of curvature in the topography is relevant here.

Let us consider a geostrophically balanced abyssal current with thickness h(y), 

situated on topography given by z — hs{y)- For simplicity, let p =  1.0, in the

language of chapter 2. Assuming that the overlying fluid is initially quiescent, the

lower-layer pressure (2.1.59) simplifies to

p =  h s  +  h. (3.2.1)

Given that p(y) is a streamfunction and the velocity is geostrophic, the lower-layer 

relative vorticity £ will be

< =  (hB +  h)„. (3.2.2)

If h s  is linear in y, the topographic term vanishes.

Moreover, for any h(y) that is concave (e.g. a parabolic profile), we can see 

that the current possesses anticyclonic shear since £ <  0. This inherent anticyclonic 

vorticity must be overcome by an upper-layer cyclone if the dense fluid is to wrap 

up into a coherent dome. However, if h s y is an increasing function of y, then the
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topographic term  can compensate to some degree, decreasing the anticyclonic shear. 

In that situation, upper-layer cyclones that form as a result of the initial instability 

are more likely to be strong enough to advect growing plumes in a cyclonic fashion, 

thus leading to the baroclinic vortex pairs described above. This is the process we 

see occurring in EXP2.

The boundary source is placed with its center at y — 115 km, in the same domain 

as EXPl. We introduce nondimensional topography of the form

hB = A  ln(exp(y -  y0) +  1.0), (3.2.3)

which has the property that its gradient vanishes for decreasing y (away from the 

shore) and approaches a positive constant for increasing y (close to shore). We choose 

A  =  1.1 and y0 =  9.2 so that the topographic slope is 2 x 10~ 2 (as in EX Pl) at the 

plume center. The topography flattens out considerably just below the down-slope 

incropping, where we expect plume development. Rayleigh damping was introduced 

in this simulation, with Ca =  2.5 x 10~2. While the diffusion-type term on the right- 

hand side of (2.1.57) is conducive to the development of prominent domed features, 

we stress that curvature in the topography plays the dominant role in this process. 

The simulation is the same as series EX Pl in all other respects.

Initial flow fields are similar to Figs. 3.1a and 3.2a, and are not shown. Contour 

plots of the evolving plume for t = 2.8, 4.7, 6.7 and 8 . 6  days are displayed in Figs. 3.5a- 

d. Plots of the upper-layer streamfunction at z =  0 are displayed in Fig. 3.6a-d. 

We remind the reader that, as before, each panel only shows the rightmost 192 km 

segment of the computational domain. While the initial instability proceeds similarly 

to the previous experiments, at 2 . 8  days the plume begins to wrap up on itself in a 

cyclonic sense (Fig. 3.5a), due to an intense low pressure cell in the overlying fluid 

(Fig. 3.6a). Retardation of lower-layer velocity due to smaller topographic gradients 

at the down-slope incropping aids in this process. A dome-like feature begins to 

emerge in the overflow layer at 4.7 days (Fig. 3.5b).

A coherent, steadily travelling dome of dense fluid is seen on the left-hand side
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Figure 3.5: Dimensional lower-layer thickness at a) 2.8, b) 4.7, c) 6.7 and d) 8 . 6  days 
in simulation EXP2. The contour extrema and intervals are, respectively, a) 0 m, 200 
m, 40 m, b) 0 m, 200 m, 40 m, c) 0 m, 240 m, 40 m, d) 0 m, 240 m, 30 m. The dashed 
line marks the dimensional coordinate y* =  92 km, which corresponds to yo =  9.2 in 
the topographic profile (3.2.3).

of Figs. 3.5c and d. It is coupled to the cyclonic eddy visible in the same positions 

in Figs. 3.6c and d. This dome/cyclone pair was observed to propagate in unison for 

a much greater distance than any anomaly in the previous simulations. As soon as 

the original dome had formed and moved away from the source, another one began 

to develop in a similar fashion, induced by another strong upper-layer cyclone. This
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Figure 3.6: Upper layer pressure at z =  0 at a) 2.8, b) 4.7, c) 6.7 and d) 8 . 6  days 
in simulation EXP2. The contour extrema and intervals are, respectively, a) —0.5, 
0.5, 0.1, b) -0 .35, 0.18, 0.05, c) -0 .31 , 0.29, 0.05, and d) -0.32, 0.27, 0.06. Dashed 
contours correspond to negative values.

pair, though less well defined, appears in the middle of Figs. 3.5d and 3.6d. The 

along-slope speed of the baroclinic vortices was approximately 2 2  cm/s, somewhat 

slower than the average speed of 27 cm /s exhibited by DSO eddies (Bruce 1995). 

A small but non-negligible downhill component was also consistently present in our 

tests. We note that the theoretical Nof speed of 30 cm/s for a slope, s* =  2 x 10“2,
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Figure 3.7: Close-up of nondimensional eddy structure in simulation EXP2: a) lower- 
layer thickness b) upper-layer pressure at z =  — 1 c) upper-layer pressure vertical 
cross-section.

is not inconsistent with available data on cyclone propagation in the DSO.

The dome-cyclone coupling is more clear from a movie of the simulation than from 

Figs. 3.5 and 3.6. Obviously, the instability gives rise to other positive and negative 

pressure anomalies, however we find these to be more elongated and transient, and 

usually weaker than cyclones that are coupled to lower-layer domes. We axe able to 

discern a third baroclinic vortex at 8 . 6  days (Figs. 3.5d and 3.6d), roughly at x =  260
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km. However by this time the flow at the source is highly irregular. The reason 

for this is that the flow is geostrophic and unstable as soon as it enters the domain. 

As noted previously, each baroclinic event is associated with a local decrease in the 

along-slope speed, with the result that dense fluid temporarily piles up behind each 

developing dome, with no clear outlet.

This behavior is a consequence of the simplifying assumptions made in deriving 

the governing equations. In contrast, the primitive equation numerical model of Jiang 

and Garwood Jr. (1996) allowed for down-slope motion before geostrophic adjustment 

took place, and their source was located at the top of the slope, providing a buffer zone 

between the source and the unstable region. Naturally, laboratory experiments, such 

as those of Lane-Serff and Baines (1998) or Etling et al. (2000), allow for several types 

of sinks for the dense fluid, including Ekman draining and turbulent entrainment. 

Nevertheless, the formation of the first dome as we have described it is a robust 

process with respect to the parameters A, t/o and Ch- The only crucial ingredient is 

topography whose gradient increases with y.

The topography in EXP2 was similar enough to the linearly sloping bottom  used 

previously, tha t the frequency of instability events did not change significantly. On 

average, the separation between cold dome anomalies was about 60 km, which is not 

unreasonable compared to eddies in the DSO. Each upper-layer cyclone had a diam­

eter of roughly 35 km, which agrees well with observational estimates of 30 km (e.g. 

Bruce 1995). Undoubtedly, the dynamics we have presented reflect only some aspects 

of instability in abyssal currents. Nevertheless, the basic mechanisms we described 

should be relevant for the DSO and other rotationally dominated overflows. We are 

not claiming that the topographic effect can, by itself, account for the particular in­

tensity of cyclogenesis in the DSO, compared to other overflows. The western slope 

of the Irminger Basin does not seem to be significantly different from the bathymetry 

south of the Iceland-Faroe Ridge, for example. A detailed comparison of the topogra­

phy in several overflow regions, together with knowledge of the exact overflow paths,
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could certainly shed light on this issue.

As the analytical nonlinear eddy solutions of Poulin and Swaters (1999b) imply, 

the upper-layer low pressure cell is often strong enough to induce cyclonic vorticity 

in the core of the cold dome. A close-up of the first eddy in EXP2 is shown in 

Fig. 3.7. Numerical simulations of Jungclaus et al. (2001) indicate that roll-up of 

cyclonic vorticity into coherent vortices occurs mainly due to ageostrophic terms. In 

our model, the ageostrophic terms are neglected in the lower layer, so that the cyclonic 

spin-up of lower-layer domes is achieved entirely by upper-layer cyclones. However, 

in the upper layer, ageostrophic advection is only as strong as QG theory allows, so 

that the spin-up and coupling process is not as robust as in Jungclaus et al. (2001).

By introducing curved topography, which is more consistent with typical coastal 

bathymetry than a linear bottom, some of the anticyclonic shear is removed from the 

lower layer. No cyclonic shear is initially present (this would require a decrease in 

slope with y) however it seems that a small amount of curvature in the topography has 

a significant effect on the roll-up process. We believe therefore, that this mechanism 

may indeed be operative in cyclogenesis, ageostrophic influences notwithstanding.

Assuming that the instability we have described above leads to coherent vortex 

pairs of the sort described by Lane-Serff and Baines (2000), it is interesting to use 

our linear theory of the previous chapter to determine the relationship between the 

period of eddy formation and ft. Fig. 3.8 is a plot that shows our predicted period 

values as well as those obtained experimentally by Lane-Serff and Baines (2000). The 

expected relation is

2sTf  „  j L ,  (3.2.4)

where s is the topographic parameter as before, T-mt is the tim e interval between 

successive eddies observed by Lane-Serff and Baines (2000) scaled by the rotation 

period T, and kcR is the frequency predicted by (2.4.8). There is disagreement for 

small values of fi, i.e. S <C s. It is possible that in an experimental setting, for 

very small S the current thickness is similar to the Ekman layer depth, which would
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Figure 3.8: Period of eddy formation predicted by the linear theory (open boxes) and 
that observed by LSB (filled circles) versus p. All quantities are defined in text.

significantly modify the observed dynamics.

There is also some disagreement at p R5 1.13, at which point the observed eddy 

generation period seems to indicate an increasing trend with p. However, we suspect 

that this data point may be spurious, since it is inconsistent with the monotonically 

decreasing trend associated with the experiments in Lane-Serff and Baines (1998) (see 

Choboter and Swaters 2000). Although Fig. 3.8 is not convincing in itself, it does sug­

gest that further investigation is in order. The agreement between the experimental 

evidence of Lane-Serff and Baines (1998) and the theoretical prediction of Choboter 

and Swaters (2000) with respect to (3.2.4) was quite reasonable (i.e. a monotonic 

trend in both cases), except for small p. It seems unlikely that the introduction of 

upper-layer stratification would result in entirely new dynamics at p ~  1 . Still, it is 

hard to make a judgment with only five data points. More observations should shed 

light on the issue.
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3.3 D iscussion

There is much debate in the literature as to the dominant mechanism of eddy forma­

tion associated with the DSO. We have taken the view, proposed in several pioneering 

studies (e.g. Smith 1976), that intense variability and vortex generation are the re­

sult of baroclinic instability of the deep layer. (Sandoval and Weatherly (2001) also 

proposed that this mechanism is responsible for observed velocity fluctuations of the 

Deep Western Boundary Current in the Brazil Basin.) Several recent observational 

and numerical studies of the DSO also support this viewpoint (Jiang and Garwood 

Jr. 1995; Krauss and Kase 1998; Jungclaus et al. 2001). Moreover, the laboratory 

experiments of Etling et al. (2000) clearly demonstrate that, in principle, cyclogenesis 

through instability, plume formation and subsequent coupling of the bottom-trapped 

and ambient layers is a viable process for flows where buoyancy and Coriolis effects 

are strong.

However, the baroclinic mechanism does not explain certain features of DSO dy­

namics, and we should point out that there are several important differences between 

our simulation results and the observational record. In particular, it would be inap­

propriate to state that convex topography is necessary for cyclone generation, since 

the topography near the sill does not seem to possess a significant amount of curva­

ture, and indeed, in some locations it is actually concave. W hat we are claiming is 

that development of strong coupled vortices is likely to be enhanced by convex topog­

raphy, where it does exist. Since the positive curvature of Irminger Basin topography 

is only clear on fairly large lengthscales, our arguments do not explain the unique 

intensity of DSO variability. However, flow through other openings in the Iceland- 

Scotland Ridge is quite complicated and has not been studied in as much detail as 

the DSO. We do not believe this mechanism can be completely discounted at this 

point.

Cyclonic eddies in our simulations typically appear on the down-slope side of the 

current, whereas the observed eddy kinetic energy maximum south of Denmark Strait
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lies over the core of the bottom-trapped flow (Dickson and Brown 1994). The cause is 

likely to be the neglect of the advective terms in the lower-layer momentum equation, 

since this discrepancy does not appear in the primitive equation results of Jungclaus 

et al. (2001). Furthermore, there is observational evidence of relatively fresh water 

over the sloping shelf at large distances downstream from the sill, suggesting an 

active role played by the (low salinity) intermediate layer (Spall and Price 1998). 

This supports the idea that strong cyclones are formed due to significant stretching 

of mid-depth water, and since this water mass is a unique feature of the DSO, the 

mechanism also explains why cyclones are not observed at other overflows. Thus, 

providing that the DSO is in the “vortex regime”, it may well be governed by the 

dynamics outlined in Spall and Price (1998).

The contribution of this study can be summarized as follows. We have shown 

that the governing equations (2.1.54)-(2.1.58) can describe the temporal and spatial 

evolution of an overflow plume into smaller subplumes, with an accompanying Rossby 

wave field in the ambient fluid. Many characteristics of this instability are consistent 

qualitatively and quantitatively with measurements in the DSO region and results 

of numerical simulations using primitive equations models (e.g. Jiang and Garwood 

Jr. 1996; Krauss and Kase 1998; Jungclaus et al. 2001). In itself, the present model 

is almost certainly too simple to fully capture the complex dynamics of unstable 

overflows. However, it demonstrates the mechanism responsible for gross features 

seen in previous simulations, especially those of Jiang and Garwood Jr. (1996) and 

Jungclaus et al. (2001).

In addition, we have elucidated the role of convex topography in cyclogenesis. We 

believe this process should be generic in regions where topography has the correct 

sign of curvature, and may be valuable in assessing future observational and simu­

lation data. Finally, the present study shows that weak vorticity advection tends to 

result in cyclones and anticyclones of equal strength, with cyclones predominantly 

on the offshore side of the abyssal current. If DSO cyclones are produced, at least
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sometimes, through baroclinic instability of the deep flow, then stronger nonlinearity 

in the momentum equations is probably required for an accurate description.
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Chapter 4 

FG-CS M odel

4.1 M odel Equations

Here we derive a generalization of the S93 model, where the lower layer is continuously- 

stratified, while the upper layer is frontal geostrophic. Additionally we include a 

/?-plane term, as well as source/sink fluxes, Qi(x, y) and Q2 (x,y).  We present some 

basic analytical results, which are again extensions of S93. A linear instability cal­

culation and numerical simulations are also described. Instability characteristics are 

compared with those obtained by Barth (1994) as part of their investigation of insta­

bilities associated with the California Current. We also apply the FG-SW model, in 

a numerical setting, to instabilities on an axisymmetric current, as observed by CL in 

their laboratory study. We describe volume-conserving simulations where Qi = Q2, 

as well as simulations in which upper layer fluid is added without a compensating 

sink in the ambient layer, i.e. Q\ >  0, Q2 s  0. Because many details of the model 

derivation are similar to chapter 2 , our explanations are more brief.

Although the applications we describe in this chapter do not require the use of the 

/3-plane approximation, we nevertheless retain (3 in the model derivation, as we feel 

it is instructive to observe the location of the (3 term in the final governing equations. 

Specifically, a (3 term  will appear in the QG equation in the traditional manner. How-
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ever, due to the relative importance of thickness deformations, the frontal layer will 

not be affected by the presence of a /3-plane at leading order. Furthermore, we wish to 

emphasize that the FG class of models can be used in studies of larger-scale phenom­

ena, where variations of the Coriolis parameter cannot be neglected. This regime was 

investigated, in the limit of a homogeneous ambient layer, by Tang and Cushman- 

Roisin (1992), Karsten and Swaters (2000a), Karsten and Swaters (2000b) and others.

4.1.1 M odel Derivation

z=G

^  ^* f /2

z=—H JL

Figure 4.1: FG-CS model geometry. A thin, homogeneous layer overlies a
continuously-stratified layer that is relatively deep, but finite. The fluid interface 
is allowed to intersect the surface, thus forming true fronts. The topography may be 
flat or spatially varying.

A diagram of the prototypical model configuration is given in Fig. 4.1. We begin with 

the Shallow Water equations for the upper layer,

u ;,, +  K - v > ;  +  (/o +  /W ) e s  * u ; =  (4 ,i.i)
Pi

(h" + v,*),. +  V*-(u ;(/>• +  !,*)) =  Q‘, (4.1.2)

where h* is the distance of the interface below z* = 0  and r f  is the surface deformation 

above z* =  0. However, below we invoke the rigid lid approximation, and henceforth
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yf will be interpreted as a pressure term. The Boussinesq system comprises the 

primitive equations for the lower layer,

U2t* +  (U2 * ^ * ) U 2 4" W*n 2z* +  (/o ~f /3oy*)® 3  x u 2 =  ^*P*2 i (4.1.3)P*

P * « .  +  K « V > *  +  w*w*z.) =  -p*2z. -  g p \  (4.1.4)

^  +  u ; . v v  +  ^ : .  =  0, (4.1.5)

v ’ -u  <«■«>

The notation is similar to that used in chapter 2, where the subscripts 1 and 2 refer to 

the upper and lower layer, respectively. All quantities are dimensional (i.e. unsealed) 

at this point. Variables with superscript asterisks will be appropriately scaled below. 

Here, Q\ >  0, Q 2 > 0 corresponds to a source in the upper layer and a sink in the 

lower layer. As before, the sink in the ambient fluid is distributed uniformly over the 

vertical extent of the layer, H — h*B — h*, where H  is the total fluid depth above some 

reference level, h*B is the height of the topography and h* is the thickness of the upper 

layer.

The boundary conditions for the vertical velocity in the ambient fluid are

w* =  -h*t. -  u*-V*h* z* =  -h* ,  (4.1.7)

w* = u*2 -V*h*B z* =  - H  + h*B, (4.1.8)

at the interface and bottom, respectively. The total pressures in the upper and lower 

layer may be written, respectively,

P*i(x*,y*,z*,t*) =  -pigz*  +  pigr}*(x*,y*,t*), (4.1.9)

p i ( x ' , y \ z ' , n = g j ° p „ ( i ) d (  + <p '(x- ,y \z - , t ' ) ,  (4.1.10)

where g*  and ip* are reduced pressures in the upper and lower layers, respectively.
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We require pressure continuity at the interface, z* =  —h*,

9 I  M fM ?  +  y"< - h " , t " )  -  g p i (h"  +  n' )-  (4 .1.11)
j~h-

Using the fact that the upper layer scale depth h* is much less than H,  we Taylor 

expand about z* == 0 ,

¥>*(x*,y*,0,f*) «  gpx(h* + rj*) -  gpo(0)h* (4.1.12)

=  gpirf  - 3 (po(0 ) ~  pi)h* (4.1.13)

=  gpig* -  g'p*h*, (4.1.14)

where we have defined

g := g ^0^ — — >  0 and p* :=  po(0). (4.1.15)
P*

It will be shown, after the derivation is complete, that the error introduced in trun­

cating the above Taylor expansion does not affect the leading-order dynamics.

We introduce generic scalings for length and depth,

(**,!f) =  M * ,v ) ,  z* = Hz.  (4.1.16)

We would like the final equations to be identical to continuously-stratified QG theory 

in the lower layer. This requires that we choose the lengthscale as follows,

=  (4.1.17)
Jo

This step is equivalent to the assumption made in S93, and is elucidated further in 

section 5.1 in terms of an appropriate Froude number scaling. Velocities in the upper 

and lower layer are respectively scaled with the Rossby numbers, e% and e2?

=  e i/o i.u x , 112 =  e2 /oT*u2. (4.1.18)

As in the derivation of the CS-PG model, the timescale is chosen based on the 

advective timescale of the ambient layer,

r =  .5*, (4 .1 ,9 )
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where the exact ratio between the temporal and advective Rossby numbers is mea­

sured by the 0(1) parameter k . Both the upper layer thickness h* and topographic 

height hB are assumed small in comparison with the total fluid depth H,

h* =  SHh, h*B = SHhB, (4.1.20)

where the relation of the small parameter S to ex and e2 is yet to be determined. The 

pressures r\* and <p* are scaled so that their non-dimensional analogues will be the 

geostrophic pressures in layer 1 and 2 , respectively,

. =  v > =  £2 p , f l L l V. (4.1.21)
9

The lower-layer density is scaled so as to be in hydrostatic balance with the lower- 

layer pressure,

p - = p 0  ( z* )+ e 2 2 & £ p ,  (4.1.22)

and the lower-layer vertical velocity is non-dimensionalized with the time rate of 

change of upper layer thickness,

w* =  Se2 ^ — w. (4.1.23)
K

The source/sink terms are scaled similarly,

(<?;,£© = fe2— («1,<W, (4.1.24)K

while for /?0 we use the traditional QG scaling, using the lower-layer Rossby number,

A> =  e2 foP/L*. (4.1.25)

We substitute the scalings into the primitive equations. In the upper layer mass

conservation equation we neglect terms of 0  ( g ' / g )  as part of the rigid lid approxima­

tion. Then the non-dimensional equations axe

e ju K +  £i/cui*Vui +  /c(l -f e2fly)e3  x u x =  —«Vr/, (4.1.26)
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e2ht +  /c£iV*(ui h) — £2 Qi,

e2u2i + £2/cu2*Vu2 + S e 2w u 2Z +  k(1 + £2/3y)e3 x u2 = —t z V i p ,

Se2 ( i f \ 2 _
+  P ~  I j J  (wt  +  K U 2 - V w  +  d w w z )  ,

. r H  ar2/ \
Pt + rcu2-Vp +  dtup* = --------7 * ( Z ) W 1

£i£2  fl1

k(1 — SJib -  8 h)(V*u 2 +  £wz) =  8 Q2, 

where the dimensional buoyancy frequency TV* is defined by

Pressure continuity then requires

- g dpo(x*)

d2 *
> 0.

•=Hz

/ ^

£2^  =  £ i ( l  ) v  h at 2  =  0 .
9 £1

Using the rigid lid ansatz, we may write

£2 ^  =  S iV  ^ z =  0.
£1

The vertical boundary conditions become

w =  —ht — KU2*Vh 2  =  —8 h, 

w =  ku 2 "V/ib 2  =  — 1 +  Sh,B + 8 h.

(4.1.27)

(4.1.28)

(4.1.29)

(4.1.30)

(4.1.31)

(4.1.32)

(4.1.33)

(4.1.34)

(4.1.35)

(4.1.36)

Taylor expanding (4.1.35) about 2  =  0 and (4.1.36) about 2  =  —1, to leading order 

in 5 we have

w  = — h t — K U 2 ’'V h  2 = 0 , 

w =  ku 2*V/ib z — ” !"•

(4.1.37)

(4.1.38)

In order for the lower layer to be governed by QG theory, we will need that e2 ~  <5. 

To obtain the FG limit in the upper layer, we require that e\ e2. Finally, we would
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like the leading-order balance in the pressure continuity equation to be between rj 

and h. We therefore define

£i = e$ ,  £ 2  =  6 . (4.1.39)

We also non-dimensionalize the stratification frequency by

N* — 5*\ N  =  0(1). (4.1.40)
V H

W ith the above relationship between the Rossby numbers, it is easy to see th a t the 

dynamic lengthscale turns out to be the geometric mean of the upper- and lower-layer 

Rossby radii,

U  =  V R 1R 2 , (4.1.41)

where, respectively,

R^EIEL and (4.1.42)
J o  JO

4.1.2 Governing Equations

We deal with the lower layer first. Introducing the relative vorticity, C2 =  e3*V x u 2, 

the lower-layer equations may be written

S(dt ku 2 *V) ^ 2 +  ^k^2V 'U 2 +  k(1 -j- 5/?y)V'U2 -f- Sk(3v2 — 0 (5 2), (4.1.43)

<pz + p = 0 (6 %  (4.1.44)

w = N~ 2 (pt +  ku 2 -V /9 -f Swpz), (4.1.45)

kV*u2 =  —Swz -f 6k(Hb ■+ &)V*u2 — 6 Q2 , (4.1.46)

together with pressure continuity,

rj = h, + z — 0. (4.1.47)

All fields are expanded in powers of 6 %,

(u i ,u 2 ,w,rj,h,ip,p) = (u l5 u 2, w, rj, h, <p, p){0)+ 6 ^ (ui, u 2, w, 17, h, p)(1)+ ... (4.1.48)
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The 0(<^) expansion terms axe not needed in determining the leading-order behavior 

of the ambient fluid. To 0(<5) the lower layer will be governed by continuously- 

stratified QG theory and we form the QGPV equation in the usual fashion (Pedlosky 

1987),

(Ac^°) +  (JV-Vi0))z)t +  A ^ (0) +  (iV -VI0))z +  (3y) =  Q2 . (4.1.49)

The rest of the lower-layer equations reduce to the relations

p(°) = - ^ ( 0), u <0) =  e3 x V<^°\ V - 4 0) =  0, (4.1.50)

with boundary conditions at z =  0 ,

w<0) =  =  -h<°> -  M°>), (4.1.51)

and z =  — 1 ,

y;(0) =  — N ~2(<p^ +  = kJ(v?(0),/iB)

The boundary conditions further simplify to

(^(°) _  N 2h ( %  +  ^i0) -  N 2h{0)) =  0 z  = 0,

and

pi?  +  kJ(<p (0), <p(z0) +  N 2hB) =  0 z — 1. (4.1.54)

Derivation of the upper layer equation is then analogous to S93. The 0(1) problem 

is given by

u<°> =  e 3 x V V(°\ (4.1.55)

V - r f V 0*) =  0, (4.1.56)

=  h^°\ (4.1.57)

where (4.1.56) is trivially satisfied. Since the 0(1) fields are not determined, we 

examine the 0 (^2 ) problem,

uS0)-Vu[0) +  e3 x u f } =  (4.1.58)
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~h[0) +  u[0)-V /i(1> +  u  +  /i(0)V - u (!1} =  - Q i ,  (4.1.59)
K &

^ 1> =  fe<1) +  ^ ° ) |Jg=o. (4.1.60)

We solve for in (4.1.58) and simplify using (4.1.55), (4.1.57) and (4.1.60),

u<1} =  e3 x V(A(1) +  ¥>|*=o) +  e3 x J(h^°\ e3 x V /i^ ) .  (4.1.61)

This expression is substituted into the mass conservation equation (4.1.59),

- h{0} +  J(A<°\ A «) +  Vfc<°>.[e3 x V(ftW + <p|2=0)]
fx

+V A ^.J(V A (0>, A(0)) +  A^V.[e3 x V ( h (1) +  <^Uo)]

+A(0)V -J(V A (0),A(0>) =  - Q ^  (4.1.62)
K

The last equation is simplified by employing the following identities,

A*J(A,Z?) =  ^J(A *A , 2?),

V -J(V A ,A ) =  J(A A ,A ),

A J (B ,  A) = J (A B ,  A),  (4.1.63)

which yields

a!0) +  k<% (0), A(0)) +  kJ(A(0)AA(0) +  IV A (0)»VA(0\  A(0>) =  z =  0. (4.1.64)

Before writing down the final form of the model equations, it remains to justify the 

neglect of higher order terms when Taylor expanding the pressure continuity equation 

(4.1.11). We expand about 2 * =  0, retaining the derivative terms,

gpom * + g p o z * m * 2 + v*(x*,y*At*)  +  h * ^ ( 0 )  = gPl(h* +  g*). (4.1.65)

Substitution of the scalings yields

8 p J 2L 2<p(0) =  SgpiHh + -  8p*gHh

—82gH2Poz*(0) -  8 p J 2L2<pz(0). (4.1.66)
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Recall that po(0) =  p*, and that

Po*. =  - 8 ^ N 2. (4.1.67)gU

Then, neglecting terms of 0(g'/g),  we obtain

Szp*g'H(p( 0) =  8p*g'H(r) — h) — 8* p*g'Hh(pz(0) +  8ip*g'HN2, (4.1.68)

or

<^<p(0) = r ) - h - 8 h < p z( 0) +  8 l N 2. (4.1.69)

The last two terms are of higher order in 8 and thus do not play a role in our derivation.

We note that may be eliminated from (4.1.53) via (4.1.64). Then, dropping 

the superscripts, the governing equations are

ht +  k J  (cp +  hAh  +  § V /i-V /i, h)  = Qu  2  =  0, (4.1.70)

Vzt +  «•/(¥>,¥>*) +  KN2J(h A h  +  |V h - V M )  =  N 2Qu 2  =  0 , (4.1.71)

(A<p +  (N~2g>z)z)t +  kJ{<p , A  ip +  {N~2<pz)z +  py)  =  Q2, (4.1.72)

ipzt + Kj(tp,<pz) + KN2J((p,hB) -  0 , 2  = - 1 , (4.1.73)

with the auxiliary relations

Ui =  e3 x V h, U2 =  e3 x V<p,

w -  —N~2[pzi +  Kj((p,<pz)], p = -<pz. (4.1.74)

In what follows, the integral of Q\ over the horizontal domain will be referred to as 

Q j. Its dimensional counterpart Qx will have dimensions of volume/time and will be 

identified as the “source strength”.
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4.1.3 Boundary conditions at outcroppings

Following S93, we derive the appropriate condition on h at outcroppings, starting 

with the dimensional variables. We consider the case without sources or sinks, i.e. 

Qi =  Q2 =  0. Assume that the projection onto =  0  of an outcropping is given by 

y =  £*(x*, t*). Then we must have

h* = 0  ]
\ y  = C (x* , r ) .  (4.1.75)

&  +  u ; .V ( r  -  y*) =  0 J

Using the non-dimensionalizations given earlier, and £* =  L*£,

h = 0

8*
— 6  +  « i 6  -  =  oK

> y =  £(x,t).  (4.1.76)

We expand h and £ in £ 2  (consistently with expansion (4.1.48)). Then the leading- 

order relations associated with (4.1.76) at y =  are

= 0, (4.1.77)

fc<0) +  =  0, (4.1.78)

where we have already used Uj0̂  ~  e ,  x V /d 0̂  from (4.1.55) and (4.1.57). However,

(4.1.78) always holds at an outcropping, because it is simply the statement that the 

upper layer thickness is invariant along the outcropping, that is,

A [ A(»)(I , f (»)(a!, 4) , t )] =  o. (4.1.79)

Thus, assuming we may differentiate h smoothly as we approach the outcropping,

(4.1.77) implies (4.1.78).

Because the upper layer governing equation (4.1.70) resulted from the 0(<^) bal­

ance, here we must examine the 0 (^2 ) problem as well. This is given by

h(1) +  hj,0)£(1) =  0, (4.1.80)
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i f f  +  - 4 ”  +  W  +  " i i W ’ -  ^  =  0, (4.1.81)K

which must hold on y = ^ ° \ x , t ) .  The last term in (4.1.80) and the final two terms in 

(4.1.81) result from linearizing about y  =  ^ ( x , t ) .  The latter of these two boundary 

conditions may be simplified as follows. First, we note tha t (4.1.80) implies

+  4 X ' 1 +  W  =  0 and /.<■> + =  0, (4.1.82)

on y = £(°)(x,t). Velocities in (4.1.81) are rewritten using (4.1.55), (4.1.57) and 

(4.1.61), while terms involving fiW and cancel upon use of (4.1.82),

1
" d 0) -  [v><0)U o  -  J(fc<0), hW)  -  +  J ( h P ,  =  0. (4.1.83)

Multiplying through by we may write

- h ^ 6 0) -  -  i j (V /i^ -V ^ ° ) ,M ° ) )
k y 2

- (4 ° )  +  •/(/.«», 4°>)](fcf +  /.<0)d 0)) =  0. (4.1.84)

at y = ^ ° \ x , t ) ,  z =  0. The last term  vanishes due to (4.1.78). If we take the limit 

of (4.1.64) as y —> ^ ° \ x ,  t) and substitute into (4.1.84) the result is

h f ] +  h(% (0) =  0. (4.1.85)

However, this equation always holds at an outcropping, because it is simply the 

statement that the frontal thickness is time-invariant on y — f^ ° \x , t ) ,  i.e.

^[ft<o>(*,{<o>(M ),()] =  0. (4.1.86)

This implies that, if we evolve the governing equation (4.1.64) forward in time, the 

frontal boundary condition is trivially satisfied. No extra computation is necessary 

to track the motion of the outcroppings. This is also the result which was obtained 

by Swaters (1993).
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4.1.4 Reduction to  FG-SW

Here we show that the FG-CS governing equations include the S93 dynamical limit. 

First, integrate (4.1.72) in z 1

f  [(Aif +  ( N - 2ifz)z)t +  Aip +  {N~2vz)z +  P y ) ] dz =  Q2. (4.1.87)

Simplifying, we obtain

^  A j  cpdz +  N ~ 2cpzt +  J(<p, A ip)dz

+kN~2J(<p , ¥ z)\zzZ°_1 -  k J  N~2 J{ipzi ipz)dz +  k(3 J  ipxdz = Q2, (4.1.88)

where the fourth and fifth terms are the result of integration by parts. Rearranging, 

and realizing that J ( A , A)  =  0 for any differentiable function A,

—A J  (fdz A k j  J(<p, A <p)dz +  kN ~ 2 [(pzt +  J  (y?, p z)]zz=0

—kN~2 [ipzt +  J(<P,Az)]z=„i A k/3 J  ipxdz =  Q2. (4.1.89)

Substituting in the vertical boundary conditions (4.1.71), (4.1.73), the result is

—A J  ipdz -f k J  J(<p, Ay?) — nJ{hAh  +  |V h -V h , h)

f°
+kJ(v?|2=_i, hB) A k{3 J  y xdz ~ Q 2 -  Q i . (4.1.90)

Taking the limit as | |  .-*■ 0 and using (4.1.70) the upper- and lower-layer equations 

can be written, respectively,

ht +  nJ{ip +  hAh  +  |  Vfi-Vfi, h) =  Qi, (4.1.91)

(A ip +  h)t +  K,J(ip, A(p A  h + hB + (dy) — Q%, (4.1.92)

which will henceforth be called the FG-SW model. It becomes identical to the theory

presented in S93 (henceforth the “S93 model”) if ft =  0, k — 1, Qi =  $ 2  =  0 and

hB = - s y .
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4.1.5 An invariant o f the equations

Next, we will define a conserved quantity for the system, when no sources or sinks 

are present, i.e. Q4 = Q2 = 0. We assume an ^-periodic channel domain, fl, whose 

horizontal extent is t tH =  {(x,y)|0 < x < x r , 0 < y < L}. Thus all flow variables are 

periodic in x and the velocities satisfy the no-normal flow condition at the channel 

walls. We will also need to employ conservation of circulation at the rigid boundaries,

d f XR d f XR
^  J  ¥>y\y=o dy = ^  Jo <Pv\v=l dy = 0. (4.1.93)

Next, we establish a facile preliminary result. For differentiable functions A , B  

we may write

f  [  J ( A , B )  dxdy =  f XR[AxB } ^ 0 dx -  f L[AyB}l*0 dy. (4.1.94)
J J  Qjj J 0 « 0

The second integral on the right-hand side vanishes due to z-periodicity of the fields,

while the first vanishes if A  satisfies no-normal flow at the channel walls. Thus,

f  [  J(A,  B) dxdy = 0, (4.1.95)
J  J  £ljj

if A x — 0 at the channel boundaries y =  0, T.

Now if we define

qi -  h, q2 = [<pz -  N 2h]z=0, 

q3 = A<p + (N~2tpz)z +  (3y, q4 = [<pz +  N 2hB]z=-i,  (4.1.96)

then the governing equations may be written compactly as

qit +  Kj((p +  hA h  +  |V h * V h , q4) = 0, z = 0, (4.1.97)

q2t +  kJ ( ip, q2) =  0, z = 0, (4.1.98)

qzt +  kJ  (y?, q3) = 0, (4.1.99)

q4t +  kJ  (<̂ , 9 4 ) =  0, z = - l .  (4.1.100)
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The invariant, H,  is defined by

H — j j J  Vy>V</? +  (ipz/ N ) 2 dxdydz — — J  J  hVh*V7i dxdy

/
O r r x R  r x R  1

|rL J  tfyly—L dx -  r0 J  ¥y\y=o dx dz, (4.1.101)

where

r0 =  tp\y=o and YL = ip\y=L. (4.1.102)

To show that H  is conserved, we compute its time derivative,

AH 
At ~  J  J  J  N  W *  dxdydz

-  f  [  \ V h ‘V h h t + V h - { V h t)h dxdy
J  J iin

A f f XR f XR
~ d i  J  l  L  J  ŷ = L  dx —  T o  J  (P y \ y = o  dx

’SIh
rxR 1

dz. (4.1.103)

The last integral vanishes by (4.1.93). Integrating by parts and using periodicity of 

<p and h,

^  ~  f f f  +  ^ O fW ^ 2)* dxdydz + J j  N ~2y>p>zt\zz^_ x dxdy

+ [  f  [V .(hV fi) -  \ V h - V h  +  p\z^o -  <p\ , = 0 }ht dxdy 
J  J  f ig

/O f X R  f O  r X R

(Tl J  +yt\y=L dx)dy -  J  (To J  <Pyt\y=o dx)dy, (4.1.104)

where we have cleverly added zero in the third integral. The last two integrals vanish 

by (4.1.93). Recalling that fiy and hs  are independent of time and simplifying, we 

may write

~  = j { h A h + \ V h * V h  + <p\z=o)ht dxdy

- I I L  ip(A(p + (N 2ipz)z +  (dy)t dxdydz 

+ [N~2<f((pzt -  h)t}z=o dxdy
J  Jaj j
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-  f  f  [N 2<p((pzt -  h)Bt]z=-1 dxdy. (4.1.105)
J  J

Substitution of (4.1.96) yields

= J J  (v?|*=o +  h&h + ±'Vh‘'Vh)qit dxdy +  j J  [N~2q>}z=oq2t dxdy

-  VQzt dxdydz -  /  /  [iV_V ] ^ - i 9 4 i dxdy. (4.1.106)
J  J  J n  J  J n H

Now the governing equations (4.1.97)-(4.1.100) are used to replace the time deriva­

tive terms to obtain

= J(<?iU ,(v>U o + hA h  +  ^ V h - V h f )  dxdy

- ^ [ N - % = o  j j  J((^U=o)2, 9 2 ) d x d y - ^  J  J  j  J(q>2,qz) dxdydz

+ ^ [N - 2]z=-i I  [  J((<p\z= - 1  f , q d  dxdy. (4.1.107)
^ J  J n H

Since q\ and <p satisfy the no-normal flow condition on the channel walls, all the above 

integrals vanish by (4.1.95), so that

f  =  0. (4.1.108)

As defined by (4.1.101), H  is similar to the Hamiltonian for continuously-stratified

QG theory as well as the one derived in Swaters (1993). In order to make the claim

that H  is the Hamiltonian associated with (4.1.70)-(4.1.73), we would have to define
£

an appropriate Poisson bracket and show that —  =  D ——, where D is a matrix of
ot oq

differential operators and the elements of q  are given by (4.1.96) (e.g. Swaters 2000). 

A formal discussion of the Hamiltonian structure associated with this model, however, 

is beyond the scope of this thesis.

4.1.6 M ass Conservation

As in chapter 2 , we should check that mass is conserved in the case of exact exchange 

of fluid between the layers, i.e. Qi = Q2. The dimensional lower-layer continuity
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r h*
/  V*-u* + w*. dz* = -Q*2.

J-H+h*
(4.1.109)

equation is integrated in z,
— h*

-H+h*B

We employ Leibniz’s Theorem, (2.1.79), where a — —H  + h*B, h = —h* and F = u2, 

and integrate the vertical velocity,

v*. f  h u*2 dz* + u;u..v*h* + u ; u +hh-v*h*B + w*\zĥ +h. = -Q \ . (4.1.110)
J -H + h *

Substituting the vertical boundary conditions (4.1.7), (4.1.8),

— h*
V*- f  u *2 dz* -  h*t. = -Q*2.

J-H + h’g
(4.1.111)

Eliminating via the dimensional analogue of (4.1.27) and using that Qi =  Q2,

f ~h*
V*- /  u ; dz* +  V*-(uth*) =  0. (4.1.112)

J-H+h*B

Since Uj is ^-independent, we may write this as

j  f °  u j dz* + f  u 
J-h* J-H+h*

*2 dz* =  0 . (4.1.113)

Thus, if there is a local divergence (convergence) of the vertically averaged hori­

zontal velocity in layer 1 , there must be a compensating convergence (divergence) of 

the vertically averaged horizontal velocity in layer 2, and vice versa. We now show 

that this balance is satisfied to 0(8  2 ) for the leading-order fields under the governing 

equations (4.1.70)-(4.1.73). We define D* to be the left-hand side of (4.1.113) and 

non-dimensionalize through D* = SfoHD.  Then we have

/ —Sh
u2 dz +  S^Uih

1

D = V- (4.1.114)

3
Taylor expanding the integral and truncating the series with error 0(8?),  we may 

write

i*0

D  =  V- /
 1 

u2 dz — 8u2\z=oh — 8vLi\z=-ihB +  S^uth + 0(8*),  (4.1.115)
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Expanding all fields in powers of 5 2 and retaining terms up to 0(8),  we have

D =  V- 40)u - i * bJ  ( u ^  +  (fu ^ ) dz — — < ^ 4

+ 5 2 u ^ / i^  +  +  0(8?)

' ( V u f  +  «JV.u<2)) dz -  <5uf U<rVhW  _  ^ 0)|^ _ 1 .V /iJ5
1

+<55Uf ).V h {°) +  8 u f ^ V h {1) +  +  0(6*), (4.1.116)

[/

where has been absorbed into as in the derivation of the governing equations.,(°)

Using (4.1.46), (4.1.53), (4.1.54) and (4.1.59), it is easy to show that

r°

L
V -i42) dz = - u f W f iW  -  u f ’-V /i'0) -  h ^ V - u \ 1}

+J(<P{% = o , h ^ )  + j ( ^ _ ^ h B). (4.1.117)

Finally, simplifying (4.1.116) we have

D — 8 J °  V - u f  dz -  J ( ^ % = 0, h ^ )  -  J(<p{0)\z=- U hB) +  J(h(° \hW)

+ u r V h (0> +  M0)V -u {11) + 0 (^ 1 )

=  0(<^), (4.1.118)

where all terms in the square brackets cancel after substitution of (4.1.117).

4.2 Linear Stability Analysis

We analyze the growth of infinitesimal perturbations on a steady mean flow. Here 

and in the rest of the chapter we assume, for simplicity, that k =  1, N  =  const 

and 0  = 0. Inclusion of the beta term in the linear analysis is possible (see Karsten 

and Swaters 2 0 0 0 b), but beyond the scope of this work, and not required for the 

applications we describe in sections 4.3 and 4.4. The domain is an ^-periodic channel 

with 0 <  y < L and the topography will be a function solely of the cross-channel
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coordinate, h s  = hs{y)- The governing equations (4.1.70)-(4.1.73) may be written 

in the following form,

ht +  «/(cp, K) +  J{h(hxx 4- hyy) +  +  h^), h) — 0 at z = 0, (4.2.1)

fzt  +  J((p,<pz) +  N 2J(h(hxx -f- hyy) +  ^(h2 4 - h2), K) =  0 at z — 0, (4.2.2)

(A i p N  2ipzz)t + J{<p, Ay? +  N  2(fzz) — 0, (4.2.3)

'■Pzt T  J (y?j T^z) T  N 2ipxfiBy — 0 at z =  —1. (4.2.4)

The upper layer is assumed to have a time-dependent outcropping given by

y =  «*,<)• (4-2.5)

We require the no-normal-flow condition at the channel walls,

(v i ,v2) =  0 on?/ =  0,L, (4.2.6)

and that the frontal layer thickness vanishes at the outcropping,

h =  0 on y =  £. (4.2.7)

The following perturbed flow fields are substituted into the governing equations, 

ip(x, y, z, t ) =  ip0{y, z) +  <p'(x, y, z, f),

h(x, y, t) -  h0(y) + h'(x, y, t),

£ =  & +  ?(* ,*), (4-2-8)

where y =  6  G [0, L) is the initial location of the outcropping, and the upper layer 

thickness is initially nonzero for b < y < L. If we define t / 0 :=  —poy to be the mean 

flow in the lower layer, and immediately drop primes, we obtain the linear instability 

equations,

hf -j- UohX -f- biQyipx [(ho/iOyy )yh;£ /lo/lQyA/ljr, Hqybxyl — 0 z — 0, (4.2.9)
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d_ ^  
dt

<Pzt +  {y>xz — P̂x&z)Uq — N 2[(hohoyy)yhx — hohoyA h x — h,QyhXy\ — 0 z  — 0, (4.2.10) 

Atpt +  N  2<pZzt +  [At£>x +  N  2<pXzz ~  ^Px^yy — N  2(px dZz]Uo =  0, (4.2.11)

<Pzt +  (<fXz -  (Pxdz )Uo +  N 2h By<px =  0 z  =  - 1 ,  (4.2.12)

together with linearized boundary conditions,

hxi ^px — 0 y 0, L 1

h  +  hoy£ — 0 y = b. (4.2.13)

Here we discuss the energetics of the perturbed system. The growth of upper layer 

perturbations is governed by

f  { \ h 2) d y  ~  -  I  Thoyyd y -  f  hoy (/»v?*l*=o) dy, (4.2.14)
Jo Jo Jo

where the angle brackets denote the integral operator (2.3.14) and

t — hg (hxhy) (4.2.15)

is the along-channel averaged perturbation Reynolds stress. Equation (4.2.14) be­

comes identical to the one derived in Swaters (1993) if <p is replaced by a depth- 

independent streamfunction. The lower-layer energy equation for FG-CS is derived 

as follows. Multiplying (4.2.11) by <p and integrating over the domain yields

/0 t * L  /*0
/  +  N~2<pzz)t ) d y d z  =  -  /  (<p(A<px Uo -  PxUoyy)) dydz

1 Jo j - 1 Jo

- N ~2 J  J  {v&xzzUo  -  WxUozz)) d y d z .  (4.2.16)

The second term  in the integrand on the left-hand side is integrated by parts with

respect to z  and the boundary conditions (4.2.10), (4.2.12) are substituted. Defining

the lower-layer total energy,

E : =  i [ ° J \ \ V <P\2 +  ( v J N f ) d y d z ,  (4.2.17)
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we obtain

i f  = j f  1=°'^ + \  £

+ [  (v i^ t  +  U0hx))z=0 +  { k i ^ x h B y ) z=z_x dy 
Jo

-  f  f  ( l&DxUo  -  ((pl)xUo) d y d z  -  N  2 f  [  {\((p2z)xUo +  v<pX2U0z) dydz .
J - l Jo  J - 1 .TO

(4.2.18)

Using integration by parts and the fact that all variables are periodic in x  gives the 

result

d£J
= J  & { h t  + U0hx))z=0 d y  +  J  J  (tfxVyUoy +  <px^zUoz) dydz .  (4.2.19)

The first and second terms in the second integral represent the barotropic and baro- 

clinic energy terms (LeBlond and Mysak 1978). If we set Uq = 0 then

dE
d i

= f  ( V h , ) ^ d y .  (4.2.20)
Jo

Thus, growth of E ( t ) is directly dependent on the growth of frontal disturbances.

4.2.1 Hom ogeneous limit

In the limit of no stratification in the lower layer, we expect to recover the S93 

linearized perturbation equations. First, the vertical boundary conditions are written 

in the form

<Pzt — ijPxdz — <Arz)Uo +  N 2(ht +  Uohx +  hoy<Px) z = 0, (4.2.21)

<pzt = {<fxdz -  ¥xz)Uo -  N 2hBy¥>x z = - 1. (4.2.22)

We integrate (4.2.11) in z,

r° r°
J  A<ft + U o — Uoyy<pxdz + N  2<Pzt\°-i T N  2 J  Uô pxzz — Uozz^Pxdz =  0. (4.2.23)
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Using integration by parts, and substituting in the vertical boundary conditions 

(4.2.21) and (4.2.22), we have

[ 0

J  A (Pt 4  UqA^Px UoyyPxdz “I- fit "h Uo|^rrohx 4  h'Qyp*x\z~0 4  h'By^Px\z= — l 0. (4.2.24)

As Uo, <p become ^-independent, we recover

h,f -j- LJohg -f~ htftŷ Px {JXohiQyŷ yhx 4  hohoy^^hx 4  '̂Qŷ ’Xy 0, (4.2.25)

{pt 4  Uodx){Ap> 4  h) 4  {hoy — Uoyy 4  hBy)(px = 0, (4.2.26)

which are identical to the analogous equations in Swaters (1993), for linearly sloping 

topography hB =  — sy.

4.2.2 Norm al m odes

Before making the normal mode assumption, we let U0 = 0, i.e. there is no mean 

flow in the ambient fluid. This allows us to focus on the baroclinic aspect of the 

instability. The linearized equations become

ht 4  hoyipx — [{hohoyy)ydx — hohoyAx — h^ydxy]h =  0 z =  0, (4.2.27)

<pzt ~  N 2[{hohoyy)ydx — hohoyA x — hQydxy]h =  0 z =  0, (4.2.28)

(A ip 4  N ~2p>zz)t =  0 (4.2.29)

p>zt 4  N 2hBy<px =  0 z =  — 1. (4.2.30)

We assume simple, linearly-sloping topography,

hB =  uy, (4.2.31)

for v — const., and make the normal mode approximation,

(<P, K  £) =  {(p(y, z ), h(y), £) exp[ik(x -  ct)} +  ex. (4.2.32)
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where c.c. refers to  the complex conjugate, as before. For convenience, we define the 

operator

£[*] =  {(hohoyy)y +  h0hoy(k2 — dyy) — hlydy} (*). (4.2.33)

At this point we could solve for h in terms of <p, as in chapter 2 , however we find it

more convenient to retain the original equations. Substituting (4.2.32) and (4.2.33) 

into (4.2.27)-(4.2.30) and immediately dropping tildes, we obtain

ifyy +  N~2y zz -  k2ip =  0, (4.2.34)

hoy(f — C[h\ =  ch, z — 0, (4.2.35)

—N 2£[h] =  aps, z = 0, (4.2.36)

u N 2(p =  apz , z = —1, (4.2.37)

where the boundary conditions are now given by

h,(p = 0 on y — 0, L,

£ =  - t ~  °n y =  b. (4.2.38)
noy

Note that £, the outcropping perturbation amplitude, is now given diagnostically in 

terms of the perturbation thickness h.

In the absence of an upper layer (or upper layer cross-channel gradients), the 

model admits the usual solutions for a continuously-stratified QG fluid. In particular, 

if ho =  0 and h =  0 then (4.2.35) is trivially satisfied, and the solutions to (4.2.34), 

(4.2.36), (4.2.37) axe channel topographic Rossby waves,

A cosh \ J k2 +  sin exp[i&a: — icot] +  c.c., (4.2.39)

Tl 7T
where A, k, —  and u? are the (arbitrary) amplitude, along-channel wavenumber, 

1 /
cross-channel wavenumber and frequency, respectively, for n =  1,2,3... The dispersion 

relation is given by (Pedlosky 1987)

»  =  -  ;__________________ ■.  (4.2.40)
v'y + (f)2tanhJv^ + (¥)3)
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4.2.3 N ecessary Condition for Instability

To derive a necessary condition for instability, we first write (4.2.35)-(4.2.37) as fol­

lows

hQy<p — ch — C[h\ =  0, 2  =  0, (4.2.41)

<pz =  N 2(h -  ^ )  =  0, 2  =  0, (4.2.42)
c

u N 2= ------y?, z =  - 1 . (4.2.43)
c

Details of the derivation will become easier if we introduce the functional

h f  h o y i h()y ~j~ 0 ,
F = (4.2.44)

0 , k()y =  0 .

We will also need an expression for I hoyip*\z-oF dy that does not involve the
0

complex conjugate of any variable. Writing (4.2.41) in terms of F  and performing 

the obvious cancellations,

~~ (choy +  k2hoh,Qy)F  -j- (2hohoyhoyy +  h^y)Fy +  hoh,QyFyy =  0. (4.2.45)

Next, we take the complex conjugate, multiply through by Fh0y and integrate over 

the width of the channel,

[  hoy(p*\0F  — (c*hoy +  k 2h0hly)\F\2 -f (2h0hoyhoyy +  hly)FF* + h0hlyFF*y dy =  0. 
Jo

(4.2.46)

We integrate by parts and exploit the fact that h (and therefore F)  vanishes on the 

boundaries, to obtain

f L AoyV'UoF dy = / V s ,  +  |F|2 +  h0hly\F, | 2 dy. (4.2.47)
Jo Jo

To form the energy equation, multiply (4.2.34) by ip* and integrate over the do­

main,

J  J  ¥>Vyy +  N  2<p*<pzz -  k2(p*<p dydz =  0 . (4.2.48)
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Integrating by parts, we use the boundary conditions (4.2.42), (4.2.43). Noting that 

cp* vanishes on the boundaries, we have

E =  f L / lo ^ ’ U o F  dy -  -  T  dy -  -  f  M L - i  dy, (4.2.49)
Jo c Jo C Jo

where E  £ R is defined, in the normal mode context, as

E  :=  J °  £  k2\ip\2 +  \y>y \2 +  N ~ 2 \<fz \2 dy > 0 . (4.2.50)

Substituting in relation (4.2.47) we obtain

E  =  f L ( c h 0y  +  k2hoh2y)\F\2 +  h 0 h 2y \ F y \ 2 d y  
Jo

~ W  Jo hoy^ ^ °  +  dy- (4.2.5i)

Expanding c* = c r  — ici and taking the imaginary part,

c' { [  h^ dV - - \ J j i /  A - M L o + H v I L - 1 < '» } = « • (4-2.52)

If cj >  0 (i.e. we have instability) then the terms within the braces must sum to zero,

[  ho,\F\2d y -  [  h o ,M L o +  ■ « = - ,  dy = 0. (4.2.53)Jo lcl Jo
We consider basic frontal profiles such that hoy >  0 Vy € (0, L). We may interpret 

this as, for example, an upwelling front, whose thickness increases away from shore 

(y = 0). For nontrivial perturbations, the first term above will be strictly positive, 

and thus

-  f  dy < f  V M Lo dy. (4.2.54)Jo Jo
For comparison with Swaters (1993), we introduce s = —v  and define a  =  maxffioy]

on y  € (0, L). Then a necessary condition for instability is

5  [  M L - i  dy < a  f  M L o dy. (4.2.55)Jo Jo
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Conversely,

f L M L - i  ^
0 < a <  ----------------------  (4.2.56)

/  M L o  dy  
Jo

is a sufficient condition for stability, which should be compared with the analogous 

Swaters (1993) stability condition,

0 <  ol <  s. (4.2.57)

We point out that, if the perturbations are surface-intensified (e.g. due to wind stress,

river outflow, etc.), then the right-hand side of (4.2.56) will generally be smaller than

s. This implies that the FG-CS model has a smaller region of stability (i.e. is 

potentially more unstable) than FG-SW.

4.2.4 G ently sloping wedge front

Analytical solutions may be obtained for the special case of a linearly sloping (non­

outcropping) frontal profile, if the frontal and topographic slopes are assumed small. 

Since there is no actual outcropping, we will take h — 0. The following basic state is 

assumed,

ho(y) =  1 +  cty? (4.2.58)

with a  =  0(v )  <  1. It will also turn out that c =  0(a) .  Keeping only 0(1) terms, 

(4.2.35)-(4.2.37) are modified as follows

[k 2 -  dyy]h + - h - < p  = 0, 2  =  0, (4.2.59)
O!

N 2[k2 -  dyy]h +  % z =  0, 2  =  0, (4.2.60)
O:

N 2tp -  % z =  0, 2  =  -1 .  (4.2.61)
v

Separated solutions to (4.2.34), (4.2.59)-(4.2.61) and (4.2.38) may be sought in 

the form

hn =  o,fi sin(lny),
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Figure 4.2: Marginal stability curves in the K  — s plane for the gently sloping wedge 
front with a  =  0.01 and N  — 0.

<pn = sin(lny)[K cosh(An(z +  1 )) +  c„ cosh(Anz)], 

with unknown coefficients an, bn and cn, where

(4.2.62)

mr
ln =  K n =  y j k 2 +  11 and A„ =  N K n,

JU
(4.2.63)

for n =  1 ,2 ,3 ,... Substitution into the above equations yields the following system

bn

Cji

= 0. (4.2.64)

K l  + ± — cosh(An) - 1

A„ f  sinh(An) 0

0 N 2 N 2 cosh(An) +  f \ n sinh(A„)

For nontrivial solutions we require that the determinant of the coefficient m atrix 

vanishes. Introducing the notation Tn = tanh(An)/A„, we thus obtain the dispersion 

relation,

(X2nTn)c3 +  N 2(aK*Tn +  v)c2 +  aX2n(a + v)c +  a 2v N 2X2nTn = 0. (4.2.65)

In the limit of a homogeneous lower layer, we should expect this equation to reduce 

to the analogous dispersion relation for the S93 model. For easier comparison with 

previous results, in the rest of this section we adopt the notation s in place of —tq i.e.
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the topography is assumed to be of the form hs  = —sy. Dividing (4.2.65) through 

by N 2 yields

K 2nTncz -f {aK ATn -  s)c2 +  a K 2(a -  s)c -  a 2s N 2K 2nTn =  0. (4.2.66)

As N 2 — > 0, we have Tn — > 1. In the limit of no stratification, the last term  on the 

left-hand side vanishes, and we may therefore divide through by c (assuming |c| ^  0 ),

K 2nc2 +  ( a K *  -  s)c + a K 2(a -  s) =  0. (4.2.67)

Solving for c we obtain

s -  a K A ±  y/(aK*  -  s)2 -  4a (a  -  s)K* ■c = ------------------------ —  , (4.2.68)

which agrees with the dispersion relation derived in R97. Setting the discriminant 

equal to zero yields two marginal stability curves, which are most conveniently written

-  =  K 2(2 -  K 2) and -  = - K 2{2 + K 2). (4.2.69)
a a

The roots, c, of the cubic equation (4.2.65) may be found analytically by using 

Cardan’s technique. To obtain instability characteristics, in practice it is more conve­

nient to use a numerical implicit plotting package, such as the one provided in Maple. 

It is of interest to examine the effect of incrementally increasing N  on stability in 

the simple context of the wedge front. Relevant figures in this section were generated 

using a  =  0.01. Fig. 4.2 is a K  — s marginal stability plot, in the N  =  0 limit (i.e. 

relations (4.2.69)). In Fig. 4.3 we plot the marginal stability curves for a) N  = 0.02, 

b) N  — 0.08, c) N  =  0.5 and d) IV =  1.0. As N  increases, so does the overall extent 

of the unstable region. For s < 0 two robust unstable modes exist for small values 

of N,  which then merge in yvavenumber space as N  becomes 0(1). We will refer to 

the low- and high-wavenumber mode as the bottom- and surface-intensified mode, 

respectively.

The wedge front configuration is typically dominated by the gravest (i.e. n — 1) 

mode (see R97, PS99a). In Fig. 4.4 we plot growth rates and phase speeds for the
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Figure 4.3: Marginal stability curves in the K  — s plane for four different values of 
the non-dimensional buoyancy frequency, N  — a) 0.02, b) 0.08, c) 0.5 and d) 1.0.

gravest mode of the perturbation obtained by solving (4.2.65). Here we employed 

N 2 — 0.5 and L =  10.0 (so l\ — 0.63). The same plots, but with N 2 =  1.0, are shown 

in Fig. 4.5. The instability characteristics were computed for three different values of 

the bottom slope, s = 0.02, 0.0 and —0.02. W ith a buoyancy frequency of 0.5 we see 

that the maximum growth rate of the most unstable mode increases with decreasing 

s, as does the most unstable along-channel wavenumber. This is consistent with the
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Figure 4.4: a) Growth rate curves and b) phase speed curves for gently-sloping wedge 
front where a  =  —0.01, N  =  0.5. Three values for s were employed, 0.2 (dashed line), 
0  (continuous line) and —0 . 0 2  (dotted line).

idea that topography which slopes in the same sense as the front is a stabilizing 

influence (see, for example, Orlanski 1969).

In the s = —0 . 0 2  case (Fig. 4.4, dotted line), the smaller, bottom-intensified mode 

is also evident at low wavenumbers, as was pointed out in reference to the marginal 

stability curves, Fig. 4.3c. W ith N 2 =  1.0 and s — —0.02 (Fig. 4.5) the bottom- and 

surface-intensified modes have merged, however the discontinuity in the derivative of 

the a curve at k  1.1 highlights the distinct nature of these two modes. In Fig. 4.5, 

of the three growth rates we have computed, the largest occurs at s =  0. While the 

actual maximum may not occur exactly at s =  0 , it certainly occurs somewhere for 

- 0 . 0 2  5  s 5  0.02, in contrast to the case — 0.5. Thus, wc can say that topography 

is predominantly a stabilizing influence in this parameter regime. We elaborate on 

this observation in the following section. However, a remark is appropriate here. The 

influence of topography on coastal/ upwelling fronts is similar to the effect of {3 on 

zonal flows, such that the presence of is stabilizing for eastward flows. We refer the
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Figure 4.5: a) Growth rate curves and b) phase speed curves for gently-sloping wedge 
front where a — —0.01, N  — 1.0. Three values for s were employed, 0.2 (dashed line), 
0  (continuous line) and —0 . 0 2  (dotted line).

reader to Karsten and Swaters (2 0 0 0 b) for a discussion of FG dynamics on a /3-plane.

Fig. 4.6 demonstrates the connection between the FG-SW model and the tradi­

tional two-layer QG model on an /-plane with bottom topography. In the latter 

model, linearly sloping topography plays the same role as the beta effect, but the 

topographic term appears in the lower-layer equation only. The derivation of the 

marginal stability criterion in this case is similar to the analogous derivation for the 

Phillips model where /3 appears in both layers (Pedlosky 1987), and is summarized 

below.

If the amplitudes of the pressure perturbations in layer 1 and 2 are A\  and A 2, 

respectively, then the normal mode linear instability problem may be written

=  0 ,
(■c - U 2 - U s) (K 2 + Fl) + F1 Us (t/a + I / s - c ) ^  2I1

(U2 -  c)F2 ( c  — U2 ) (K 2 +  F2) — s — F2 Us J [ A 2

' (4.2.70)

where U2 is the mean flow in the lower layer, Us is the vertical shear and s is the scaled
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4-|

-4

Figure 4.6: Marginal stability curves for a) two-layer QG model on an /-plane with 
sloping bottom and b) gently sloping wedge front in the FG-SW model. In a) K  
is rescaled according to K 2 —> y/FiF^K2, making the assumption Fi = 5F2 (as in 
Pedlosky 1987).

topographic slope as before. The solvability condition yields a quadratic equation in 

c, the complex phase speed,

{ ( K 2 +  Fi)(K2 +  F2) —  F i F 2 }  c 2

+  {(K 2 +  F1)[-U2(K 2 + F 2) - s -  F2Us}

+[-(Us +  U2) (K 2 +  Fr) +  F t U ^ K 2 + F2) +  Fl F2{Us +  2 U2)} c

+[-(Us  +  U2) (K 2 +  Fa) +  Fl Us}[-U2{K2 +  F2) — s — F2Us]

-(Us + U2)U2FlF2 = 0. (4.2.71)

Solving for c, the marginal stability curves are obtained by setting the discriminant 

equal to zero,

K 4(AF1F2 -  K 4) ( ^ j  + 2K 2(K 4 +  K 2FX -  2 F l F 2) lj  -  ( K 2 +  Fa) 2 =  0. (4.2.72)
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If we set U2 = 0, i.e. no mean flow in the lower layer, then Us = U\ — —a, and the 

condition for marginal stability takes the form

°  _  K * +  K % F '  -  2 F ^  ±  2J?1 V K 2 F 2 +  F 2 +  ( A o  7 q\
5 K 2 (4F1F2 - K 4) ' ( ■ ■ )

At this point if we write F\ — 'yF2, for some constant 7 , and rescale K  by (FiF2 )5K,  

then (4.2.73) simplifies to

aF2 _ K ‘ + ^ K 1 ~ l ± 2 ^ f i K ^  + l + 7 

s s/lK*(< — K*) ’

where the right-hand side no longer depends on either Fronde number. We choose 

7 =  5, which implies a lower layer 5 times deeper than the surface flow. This choice is 

consistent with our assumption of a thin upper layer and also allows direct comparison 

with Pedlosky (1987).

We plot aF2js  versus K  in Fig. 4.6a. In contrast with the Phillips model, the 

sloping-bottom QG model extends the region of instability in K ,  when aF2/s  < 0. 

Indeed, the high wavenumber cutoff grows without bound as a / s  —> 0~. In Fig. 4.6b 

we plot a / s  for the wedge front case of FG-SW. Here the total wavenumber was not 

rescaled and the ratio of the Froude numbers was not assigned a numerical value.

We remind the reader that the FG theory derived in this chapter is a leading- 

order balance in <5, where we made the a priori assumptions F\ =  0(5*5)  and F2 — 

0 (8 2 ) (see (4.1.17) and (4.1.39)). Thus, the dispersion relationships (4.2.69) and 

(4.2.73) are not mathematically equivalent. However the instability regions are quite 

similar qualitatively. This demonstrates that FG-SW behaves much like traditional 

QG theory in the limit of a gently-sloping, non-outcropping frontal profiles. More 

generally however, the FG scaling is appropriate for outcropping fronts and allows 

the description of coherent, isolated vortex features, while the QG approximation is 

better suited to the description of small interfacial anomalies.
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4.3 The nonseparable problem

For more realistic frontal profiles, in particular ones that allow an outcropping, the 

problem becomes nonseparable, and we use the Galerkin technique introduced in 

chapter 2. We expand the streamfunctions on an orthonormal basis,

f  o~ 00
h =  sin(/ny), (4.3.1)

n=l

^  ~  y~ lsin( ^ ) f o ra cost(A „ ( 2  +  1 )) +  C„ cosh(Anz)], (4.3.2)
n=l

such that each expansion mode satisfies (4.2.34) and (4.2.38). We then obtain 

]P {sin (/ny)[6 n cosh(An) +  cn)h0y -  a„£[sin(/„y)]} =  an sin(/ny),

~  aniV2£[sin(/„y)] =  frwAn sin(l„y) sinh(An),
n n

~ y ^ i/lV 2 sin(/ny)[6n +  c„cosh(An)j =  c„An sin(l„y) sinh(A„). (4.3.3)
71 71

For convenience, define the integral operators,

J T M  :=  J  * sm(lmy) sm(lny) dy,

J™n\*\ := J  *sm(lmy)cos(lny) dy, (4.3.4)

where 6  > 0 for outcropping fronts. We will also need the following integrals,

i r  := j r i K y i  i r  ■■= J r w  « s » u

C : = j r i w % ] ,  i r - J r H , } -  o-3-s)

Multiplying (4.3.3) by sin(/my) and integrating over y € (0, L) yields

£  f{(&» COsh(A„) +  cn) / r  -  «n( / r  +  K I T  -  U T ) }  =  ^ n « m,
n

-  5 3  j N 2* n { T n +  K 2J T  -  ^ n /D  =  cSmnbmXm sinh(Am),
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^  ^ N  ( b n  4~ C O s h ( A n ) )  —  c S ‘m n C7n\ m  S i n l l ( A m ) ,  ( 4 .3 .C ) )

n

for m = 1 , 2 , 3 ,..., where we have used the orthonormal property of the cross-channel 

expansion functions,
2  f L
—  J  s m ( l m y )  s m ( l n y ) d y  =  S m n . ( 4 . 3 . 7 )

Rearranging, we obtain

5 ] { - a „ y ( / ” ” +  -  / , / , ” ■) +  y (6 „ c o sh (A „ )  +  C„)/™” } =  cSmno „ ,

E '
2JV2

-E«
fA m smh(Am) 

v N 2
lXm sinh(Am)

( / 2m n  +  K 2J T  -  I j r )  =  c 8 m n h m , 

( ^ n  4 "  On C O s h ( A „ ) )  CS 7 n n CTrl,

for m =  1 , 2 ,3 ,...

( 4 . 3 . 8 )

More compactly, the eigenproblem is written as

P V  =  cV,

where
P ll P 12 P 13 a

p  = P 21 O O and V  = b

0 P 32 P 33 c

(4.3.9)

(4.3.10)

Here the elements of the vectors a, b and c are the coefficients am, bm and cTO, 

respectively, and the coefficient submatrices have the form

2  .     .  _ 2jmrt
n  - - ^ n r + K i r r - w r ) .  p s ^ - j c o s M A j / r

p m n  _ rm
1 3  “  r  i l

P m n     r
3 2  —  ®mn

2 N 2p m n   _______________
21 £Am sinh(Am)

i/iV2
Am sinh(Am)

P m n   r
3 3  ~  @mn

( i r  4- k 2i ™ -  /n/ 4mn),

v N 2
\ r ,

coth(Am). ( 4 . 3 . 1 1 )

1 3 8
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Equation (4.3.9) is a standard eigenvalue problem, which, after truncation at a finite 

number of expansion modes, M, we solve numerically using the DEIGV routine as in 

chapter 2 .

We have not been able to derive a semicircle theorem for FG-CS or FG-SW. 

However, the energy equation (4.2.51) provides two integral constraints. The real 

part of (4.2.51) is

E  = f L(cnho, + k2h0h l ) \ F \ 2 + h0h20J F , \ 2 i y
Jo

CR e‘L

I d 2
f  ^oyMLo +  H v H L —1 d y • (4.3.12)

Jo
Assuming instability, we add this to crx(4.2.53). The first constraint can then be 

written

E  = £ h o ( k 2\h\2 + dy, (4.3.13)

where E  is given by (4.2.50). Equation (4.2.53) itself provides the second constraint, 

which upon rearrangement becomes

lb ~  ^ ^ 1 = 0  dV = u Jo M L - i  dy, (4.3.14)

where the right-hand side vanishes for flat topography. In practice, however, we 

find that significant error is introduced wherever h0y becomes small and the above 

integrals are not useful indicators of the accuracy of solutions found with the spectral 

technique.

4.3.1 General wedge front

Here we consider a more general front-topography configuration, such that both the 

frontal and topographic slope are allowed to be 0(1). Although this wedge front 

profile is non-outcropping, its properties will be intermediate between the gently 

sloping wedge and the outcropping exponential profile (next subsection). For 6  =  0
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Figure 4.7: a) Growth rate curves and b) phase speed curves for the gently sloping 
wedge front with a  =  0.01 and N  — 1.0, obtained with the spectral technique, using 
120 expansion modes. Here v — —0.02 (dashed lines), 0.0 (solid lines) and 0.02 
(dotted lines), however we solve the nonseparable eigenproblem (4.3.9), without the 
simplifying assumption a  ~  v  <C 1. These plots should be compared with Fig. 4.5.

and <*,£/ =  0(1), the integrals (4.3.5) simplify to

— $ _  11 — %n 2  ’ (4.3.15)

/ 2mn =  0 , (4.3.16)
n l

i r  = smn— + a 2j r [ y i (4.3.17)

i r  = a 2J 2mn[ 1 ], (4.3.18)

where

and

J ? n[y\
L 2/ 4

2m.nL2

0

( - l ) TO+n -  1 

7r2(m -f re)2(m — re) 2

s r \ i] =  < r ( - 1 )"**
mL-

1

(4.3.19)

(4.3.20)
, . t o  r>
7T(m -f- n)(m  — n )

In order to lend credibility to the Galerkin technique in the context of the FG- 

CS/FG-SW linearized equations, we first examine the instability characteristics for a
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theory simulation

V k ^mas cr k & max CR

-1 .0 0.74 0.299 -0.528 0.79 0.318 -0.526

0 .0 0.77 0.418 -0.600 0.79 0.431 -0.588

1 .0 0.93 0.489 -1.074 1.05 0.507 -1.091

2 .0 1.15 0.484 -1.641 1.31 0.461 -1.442

3.0 1.33 0.405 -2.131 1.31 0.419 -1.923

Table 4.1: Most unstable wavenumber k, maximum growth rate crmax and corre­
sponding phase speed c r , for the 0(1) wedge profile. Characteristics obtained with 
the spectral technique, and those resulting from direct numerical simulations are 
recorded. Here a — 0.5 and L — 4.0.

gently sloping wedge. These are plotted in Fig. 4.7 for the same parameter values as 

in Fig. 4.5. No assumptions are made here as to the separability of the eigenproblem, 

or the smallness of a  and s (even though both parameters happen to be small, for 

the purposes of comparison). Agreement between Figs. 4.5 and 4.7 is excellent, even 

for the case s =  —0 .0 2 , in which the growth rate and phase speed curves both exhibit 

a kink at k «  1.1. As in chapter 2, secondary modes appear as part of the analysis. 

However, they are not discussed here, and we focus on the primary (i.e. fastest 

growing) mode in the rest of the chapter.

Next, we considered the 0(1) wedge profile, for which the dispersion relation can­

not be written down in closed form. Setting the frontal slope a  equal to 0.5 and 

the channel width L equal to 4.0, we computed the instability characteristics, listed 

in Table 4.1, for 5 different values of the bottom slope. Table 4.1 also records the 

characteristics that emerged during numerical simulations of the governing equations 

for the same frontal and topographic profiles, starting with a small random perturba­

tion. Agreement between theory and simulation is relatively good, however we had 

to utilize 320 expansion modes, and convergence was rather slow with respect to M.
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Figure 4.8: Lower layer perturbation at y — 2.0 obtained with the spectral technique 
for the 0(1) wedge front. Here L — 4.0 and v  =  1.0. The contour extrema and 
intervals are, respectively, —0.9, 0.9, 0.2. Dashed lines correspond to negative values. 
The solution is both surface- and bottom-intensified. The corresponding plot from 
a numerical simulation during the linear stage of growth shows virtually the same 
vertical structure of the growing anomaly.

For example, with v  =  —1.0, crmax showed a change of 7% when M  was increased 

from 160 to 320, and a change of 2% when M  was increased from 320 to 480.

On the other hand, the spatial structure of the perturbations is captured quite 

well by the Galerkin technique, even with modest values of M.  In particular, for 

v  =  1 .0  (topography slopes in the opposite sense to the front), the solutions exhibit 

both surface and bottom intensification. A vertical cross-section of the lower-layer 

streamfunction at y = 2.0 is shown in Fig. 4.8. The corresponding plot from a 

numerical simulation (not shown) is virtually identical. Amplitudes at the surface 

are slightly larger than at the bottom, and the smallest amplitudes clearly occur at 

mid-depth. Phase lines also lean slightly backward with respect to the mean flow, 

which is in the negative x  direction. This phase tilt is consistent with the process of 

baroclinic energy release (Pedlosky 1987).

Table 4.1 shows the following trends. The wavenumber k of the instability in­

creases with v, as does the absolute value of the phase speed, c r . We note that the 

wavelength of the instability in the simulations was constrained by the length of the 

channel. The domain always accommodated at least 4 waves of the most unstable
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mode, however we did not finetune the channel length to obtain more precise values 

for k.

For the range of topographic slopes we have considered, growth rates first in­

crease with v, then decrease. We believe that this behavior may be explained as 

follows. Upper layer disturbances tend to propagate in the direction of the mean 

flow (determined by the front). If the frontal and topographic slopes have the same 

sign, then lower-layer disturbances (i.e. topographic Rossby waves) and upper-layer 

disturbances travel in opposite directions. Coupling between the layers is inhibited, 

and so is the release of potential energy (Cushman-Roisin 1994). As the topography 

decreases toward zero this effect diminishes. When the topographic gradient switches 

sign, upper- and lower-layer perturbations propagate in the same direction, thus en­

hancing coupling and growth. However, as the bottom becomes even more steep, 

the speed of ambient Rossby waves becomes much greater than that of upper-layer 

perturbations, which again hinders coupling between the layers.

4.3.2 Exponential front

Upwelling fronts are often approximated by an exponential profile, with a distinct

offshore outcropping (Barth 1989a). Here we present a sample of the linear instability

characteristics associated with this frontal profile and compare our results with those 

of Barth (1989b) and Barth (1994). We assume the basic state

h0(y) = a  max{l -  exp(7 ( 6  -  y)), 0}, (4.3.21)

where a  >  0, 7  and h > 0 are constants. Here a  controls the maximum layer 

thickness, 7  is a measure of the front steepness, and b gives the initial y coordinate 

of the outcropping. This profile has the advantage that its y  derivatives are simply 

multiples of exp(7 (b—y)), which makes the mathematical details more tractable. The 

necessary integrals may then be written

I?" = a7jr [exp(7(b~y))], (4.3.22)
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Phase speed vs. wavenumber
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Figure 4.9: a) Growth rates and b) phase speeds for the exponential front, computed 
with the spectral technique for v — —1 . 0  (dashed lines), v — 0  (solid lines) and 
v =  1.0 (dotted lines). Here L — 20.0, b =  10.0, and a  =  7  = N  — 1.0. Phase speeds 
are only plotted for nonzero growth rates.

r r  =  a V ( J r " ! e x p ( 7 (6 - !/) ) ] - 2 J “ ” [exp(2 7 (6 - s ) ) ) ] ,  (4.3.23)

i r  =  o 27 ( J r ( e x p ( 7 (i-- ! / ) ) ] -  J T “ [«q>(27 (6 -» ) ) ) ) ,  (4.3.24)

IT"  =  a ^ j r l e M H b - y ) ) } -  (4.3.25)

The integrations were performed symbolically in Maple, and the resulting expres­

sions evaluated for all necessary pairs to, n. The matrix of interaction coefficients 

thus computed then served as input for our eigenproblem solver. In the case of the 

exponential front a number of aphysical modes appeared, whose growth rates were 

not necessarily smaller than those of the physical modes. W ithout the advantage 

of a semicircle theorem, these spurious modes had to be eliminated by examining 

their spatial structure. For relatively small topographic slopes (i.e. absolute value no 

larger than the maximum frontal slope) we were also guided by the notion, discussed 

in Barth (1989b), that the phase speed of the most unstable mode should lie within 

the range of mean flow speeds. Typically the expansion (4.3.1), (4.3.2) was truncated 

at 160 modes.

In this section we adopt the following parameters, L =  20.0, b = 10.0, and
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V k ^max C-R A* (km) t ;  (h) c% (cm/s)

- 1 .0 1.82 0.41 -0.27 6 6 . 6 18 10.5

0 . 0 1.80 0.43 -0.27 67.3 18 10.5

1 .0 1.81 0.40 -0.29 67.0 19 11.3

Table 4.2: Instability characteristics for the exponential profile, predicted by linear 
theory.

V k ^m a x CR A* (km) t ;  (h) cr {cm/s)

-1 .0 1.26 0.23 -0.34 96.2 33 13.3

0 . 0 1.26 0.28 -0.38 96.2 28 14.8

1 .0 1.57 0.17 -0.61 77.2 45 23.8

Table 4.3: Instability characteristics for the exponential profile, resulting from direct 
numerical simulation of the governing equations.

a — 7  =  N  — 1.0. In Fig. 4.9 we plot growth rates and phase speeds for the ex­

ponential front, obtained with the Galerkin technique. The effect of linearly sloping 

topography is shown by setting v  =  —1.0, 0.0 and 1.0. Growth rate curves are very 

similar for all three values of the bottom slope. While surface- and bottom-intensified 

modes can be identified in vertical sections of the perturbation (not shown), they are 

not distinct in wavenumber space as was the case with the wedge front. Table 4.2 

lists the most unstable wavenumber k, the associated growth rate crmax and phase 

speed Cfl, as well as the dimensional wavelength A* and e-folding tim e T*. Instability 

characteristics for the same parameter values obtained from direct numerical simula­

tion are given in Table 4.3. Simulations were performed employing the fully nonlinear 

governing equations, where the lower layer was initially quiescent except for a small, 

random perturbation. Dimensional quantities are based on scalings appropriate for 

the California Current, discussed below.

Both the spectral technique and direct simulation predict that the maximum
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Figure 4.10: Lower layer pressure perturbation associated with the exponential front 
at a) z =  0 and b) z — — 1 obtained with the spectral technique. Here L — 20.0, 
b =  10.0, a  =  7  =  1.0 and v  — —1.0. The solution is plotted at the most unstable 
wavenumber, k — 1.82 using 160 expansion modes. The contour extrema and intervals 
are a) -5 .4  x 10~2, 5.4 x 10"2, 9.0 x 10“ 3 and b) -4 .7  x 10~3, 4.7 x 10“3, 9.4 x 10~4, 
respectively. Four along-channel wavelengths axe shown. Dashed lines correspond to 
negative values.

growth rate occurs for u = 0. However the trend is much more pronounced in the sim­

ulations. Quantitatively, agreement with respect to growth rates and phase speeds 

is less than satisfactory. The simulations also show a significant increase in k  for 

v  =  1 .0 , although this effect could have been exaggerated by our particular choice 

of channel length. The reason for the discrepancy could be very slow convergence, 

as discussed in the previous section. This would indicate that a more suitable set 

of basis functions should be adopted. The source of the error could also lie in non­

differentiability of h0 across the outcropping and the higher derivatives involved in 

the eigenproblem, compared with the CS-PG model. Difficulty in dealing with the 

frontal outcropping was also noted by Paldor and Ghil (1991) in a linear instability 

calculation applicable to coastal currents.
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Figure 4.11: Upper layer thickness perturbation obtained with the spectral tech­
nique, corresponding to Fig. 4.10. The contour extrema and intervals are —0.51, 
0.51 , 8.5 x 10 2, respectively. Four along-channel wavelengths are shown. Dashed 
lines correspond to negative values.

At this point we discuss the perturbation spatial structure for v — —1.0, which 

corresponds to the configuration of an upwelling current over a sloping continental 

shelf. Solutions obtained with the Galerkin method are depicted in Figs. 4.10 and 

4.11 at k = 1.82. The structure of the anomalies that emerged during the course of a 

numerical simulation is shown in Figs. 4.12 and 4.13. While instability characteristics 

between the two solution techniques deviate somewhat, agreement with respect to 

spatial distribution seems quite good. The perturbation is strongly surface-intensified, 

increasing in amplitude by a factor of over 10 from z =  - 1  to z =  0. The upper- 

layer perturbation also has a much greater amplitude than lower-layer anomalies. In 

analogy with the CS-PG/SW-PG models, the highest amplitudes and cross-channel 

gradients occur near the outcropping. The crescent shape of the anomalies, and 

their orientation with respect to the direction of mean flow, are consistent with the 

solutions obtained by Barth (1989b) and Barth (1994).
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Figure 4.12: Lower layer pressure perturbation at a) z — 0 and b) z =  — 1 at t =  80 
in a direct numerical simulation. These plots should be compared with Fig. 4.10. 
The contour extrema and intervals are a) —6.2 x 10-2, 6.4 x 10 2, 9.0 x 10 3 and b) 
—7.7 x 10~3, 9.4 x 10~3, 1.9 x 10~3, respectively. Dashed lines correspond to negative 
values.

To allow discussion of the instability in dimensional terms, we apply the model

to the unstable upwelling current described in Barth (1994). Although the author

employed the Boussinesq equations with a variable buoyancy frequency, the surface-

intensified jet comprised a small fraction of the total depth, and was separated from

the ambient fluid by a sharp density front. In accordance with Barth (1994), we adopt

the following scalings, h* =  90 m, H  =  250 m, /o =  10~ 4 s_1  and g' = 0.025 m /s2.

This determines the depth ratio, upper-layer Rossby radius and dynamic lengthscale,

respectively, 8 =  0.36, Ri  =  15 km and L* =  19.3 km. If we examine the v — —1.0

case described above, then the dimensional buoyancy frequency and bottom slope
d h*

are JV* fa 0.01 s_ 1  and — «  —5 x 10~3, respectively, both estimates reasonably
d y*

consistent with Barth (1994).

The dominant wavelength A*, e-folding time T* and phase speed c*R are thus 

computed for the linear theory predictions and simulation results in Tables 4.2 and
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Figure 4.13: Upper layer thickness perturbation at t — 80 in a direct numerical 
simulation. This plot corresponds to Fig. 4.12 and should be compared with the 
theoretical prediction, Fig. 4.11. The contour extrema and intervals are —6.0 x 10~2, 
5.1 x 10~ 2 and 9.2 x 10-3 , respectively. Dashed lines correspond to negative values.

4.3, respectively. Barth (1994) reports a fastest-growing wavelength of 92.4 km and 

a relatively slow propagation speed of 10 cm/s. These values were in agreement with 

observed instabilities off the coast of Oregon. Our simulation results suggest A* = 

96.2 km, very close to B arth’s estimate, and significantly better than our theoretical 

prediction of 6 6 . 6  km. W ith regard to the phase speed of the perturbation, the 

Galerkin technique yields C*R — 10.5 cm, while direct simulation gives 13.3 cm/s. The 

e-folding period determined by Barth (1994) was about 3.5 days, considerably higher 

than either of the T* values we have listed. The reason for this departure requires 

further investigation.

Further evolution of an unstable current is similar to the homogeneous case, as 

described in R97, RS99a and RS99b. Growth rates tend to be higher and lengthscales 

smaller, however, than those associated with the FG-SW model. As in chapter 2, the 

reason is the increased baroclinicity of the two-layer system resulting from continuous 

stratification of the ambient fluid. Frontal deformation typically leads to development
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Figure 4.14: Total upper-layer thickness at a) t =  100 and b) t =  110 and lower-layer 
pressure at z = 0 at c) t  =  100 and d) f =  110 of the numerical simulation. These 
plots show the initial stages of nonlinear growth. The contour extrema and intervals 
are a) 0, 1.0, 0.2, b) 0, 1.0, 0.2 c) —0.4, 0.4, 0.1 and d) —0.4, 1.2, 0.2, respectively. 
Dashed lines correspond to negative values.

of isolated patches of upper-layer fluid (anticyclonic eddies) or voids in the upper layer 

(interpreted as cyclonic eddies). Evolution of unstable axisymmetric currents in the 

FG-SW limit is also described in the next section.

Here we would like to provide an interpretation of early nonlinear development, 

in particular the dynamics of eddy formation. During the linear stage of growth,
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positive and negative anomalies are identical, except for their sign. This is evident 

in Fig. 4.12a, at t = 80 of the numerical simulation. Any given pair of lower-layer 

pressure cells is a dipole, whose tendency is to self-advect in the cross front direction. 

However, since each cell belongs to two dipoles with opposite orientation, the net 

effect is zero cross front motion. In Fig. 4.14 we plot the upper- and lower-layer 

streamfunctions at t = 1 0 0  and 1 1 0 , representing the earliest nonlinear behavior. 

As the instability ensues, lower-layer pressure cells deform and elongate to allow 

dipole motion away from the front (Figs. 4.14c and d). Advection by these local 

dipole structures deforms the front into a meandering pattern (Figs. 4.14a and b). 

W ithin each positive upper-layer anomaly, shear instability causes rapid pinch-off, 

thus forming eddies (Pavia 1992; Reszka and Swaters 1999a). At this point the dipole 

character of lower-layer anomalies is lost and upper-layer eddies begin to interact with 

each other.

As a final note, we point out that Barth (1994) found two distinct modes of 

instability. The first, discussed above, was identified as the traditional baroclinic 

instability present in QG dynamics. The second mode, called the frontal mode, had 

considerably smaller lengthscales and higher growth rates than the first mode. It was 

argued that the usual baroclinic mode still emerged after a period of time because the 

frontal mode did not alter the frontal structure significantly enough. Nevertheless, the 

frontal mode was identified in both numerical simulations and satellite observations 

of the California Current, and is likely to provide additional cross-front mixing. We 

have not detected this second mode of instability, in our linear analysis or simulation 

using the governing equations. It is likely that this mode was filtered out by our 

assumption of leading-order geostrophy. Barth (1994) noted that the frontal mode is 

typically eliminated in shallow water models if velocity in the momentum equations 

is replaced by its geostrophic counterpart, as was done in Barth (1989b).
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4.4 Axisym m etric currents

We employed the FG-SW model in a series of numerical simulations in order to explore 

the instability of a buoyant axisymmetric current, in a configuration similar to the 

laboratory experiments of CL (see section 1.3).

4.4.1 Linear Stability

The linear stability problem in polar coordinates is briefly examined. With k =  1 , 

/? =  0, equations (4.1.91), (4.1.92) are written in terms of polar coordinates (r, 6),

where r — \ j x 2 +  y 2 and tan(0) =  y /x .  The domain will be the annulus 0  =  

{ (r ,8)\ri < r < ro}, where r j ,  r j  and Q* will be the dimensional analogues of rj, 

ro and 0 , respectively. Previous numerical studies involving (4.1.91), (4.1.92) have 

shown that along-front topographic variations are not necessary for the destabilization 

of a steady flow (Reszka and Swaters 1999a).

Assuming topography of the form h s  =  h s(r), the governing equations may be 

written as

ht =  J(h, <p +  h A h  +  |V h*V /i) +  Qu  (4.4.1)

(Aip +  h)t = J(A(p +  h, 9?) H   ip$ +  Q21 (4.4.2)
r dr

where V  =  (dr, dg/r), A =  dr(rdr) /r+dg/r2, and J(A, B)  =  (A rBg—AgBr) / r . Radial 

velocities in the upper- and lower-layer are now defined in terms of the streamfunctions 

as
1 dh  1 dip . .

Ulr = ^ m  “ d U2'  = ~ r W ’ (4A3)

respectively. Upper- and lower-layer azimuthal velocities (positive in the counter­

clockwise direction) are given by

dh dip
ul9 =  —  and u2e =  ^ 7 . (4.4.4)

In the absence of sources and sinks, h — ho(r), <p = ipo(r) comprise an exact steady 

solution to (4.1.91)-(4.1.92), for sufficiently smooth functions h0, <p0. We consider a
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perturbed steady state, by making the substitution

(h ,V) = (h„(r), 0) +  (/>', V')(r,«, i), (4.4.5)

where |/i'|, |y?'| <C 1. In order to focus on the baroclinic aspect of the problem, there 

is no imposed mean flow in the lower layer, i.e. <po =  0 .

The interface does not have to outcrop, however if it does, we will assume the 

outcropping is located at r =  b £ ( r j ,ro ) . If h > 0  for r £ [ri, b), then we shall 

consider h to be defined but zero for r £ [b, ro]. If h > 0  for r  £ (b, ro], then we shall 

consider h to be defined but zero for r  £ [rj, 6]. Thus, h is defined and continuous 

on the entire domain, although its radial derivative may be discontinuous at the 

outcropping. Then, dropping the primes, the linearized stability equations become

dh0
rht -  — tpo + 

dr
d /  d2h0\  , , d f l d h Q\

dr \  0 d r2 )  °d r \ r  d r /

d h0 /  dh0\ 2
~  ,*»d7 A - ( d 7 ) 4

h0 = 0, (4.4.6)

r(Acp + h)t -  Y~{hB +  h0)ipe =  0. (4.4.7)dr

The upper-layer perturbation energy equation is formed as follows. Equation

(4.4.6) is multiplied by h /r  and integrated over the domain. Employing integration

by parts, the result may be written

/ [  rhh‘i r M  =  I I  +  / ^  />o ( ^  -  ; ~ )  Kh,drd9,  (4.4.8)

where we have used the azimuthal periodicity of all fields and the fact that the 

perturbation vanishes on the radial boundaries.

Redefining the integral operator
fin

<(*)) = / (*)r<0, (4.4.9)Jo
and using (4.4.3) and (4.4.4), we obtain

d_
dt \{h2)dr = ~  ( r ^ )  (h°UlrUie)dr ~  £  ^ { ^ rh)dr, (4.4.10)
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where (h0uigUir) represents the along-coast perturbation Reynolds stress. Our in­

terpretation of this equation is similar to that of Swaters (1993) for the analogous 

result in rectangular coordinates. Assume that baroclinic processes dominate (the 

first term on the right-hand side is small) and that the current thickness decreases 

offshore, i.e. dho/dr < 0. Growth of perturbations (positive left-hand side) requires 

that, on average, (u2rh) and dh0/d r  are negatively correlated. Therefore, there must 

be a net offshore flux of warm anomalies (h > 0 ) by the geostrophic velocity u2r- 

A necessary condition for instability may be derived by first making the normal 

mode assumption with respect to azimuthal flow,

(h,ip) =  (h, <p)(r) exp[in(0 -  ct)] +  c.c., (4.4.11)

where n  is the (integer) azimuthal wavenumber. Then, dropping the tildes, we have 

t , dh0 d ( L d2h0\  L L d f  1 dh0\  u
crh +  — ip -  —  h0— - h -  h0—  - —  h 

dr dr \  drz )  dr \ r  dr )
d K  

+  " 0 -T - dr
hrr H— hr — 

r rl +   ̂ H r  )  kr ~  ° ’ (A A 1 2 )

C ( ' T i p r r  +  ( f r  + ^ 6 9  + r h j  +  +  h0)<P =  0. (4.4.13)

Similarly to Swaters (1993), we define a function h(r) by

h(r) =  ^ A ( r ) ,  (4.4.14)

substitution of which will simplify the algebraic expressions below. We multiply the 

complex conjugate of (4.4.12) by rh and integrate over rj < r < ro- After integration

by parts, using the fact that the perturbation (and therefore h) vanishes on the

boundaries, the result is

~ l °  ( c V 1 r  +  r Ao ( ^ ) ) |S|2*  =  1 ° ri- t v ' l d r - ( 4 4 1 5 )
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Similarly, multiplying (4.4.13) by (assuming |c | 2 >  0), integrating with respect 

to r, and using integration by parts, we obtain

/ r °  /  1 \  i r °  d r °  dhn -
y \ i p r\2 + - I v e f j d r - -  J  - ^ ( h B + ho)\p\2dr = J  r — p*hdr. (4.4.16)

If we subtract (4.4.16) from (4.4.15), substitute in c =  cB +  ici , and take the 

imaginary part of the resulting equation, then

C I  r  ( r 2 ^ M 2 -  +  M M 2)  d r  =  ° '  <4 -4 ' 1 7 )Jrj v dr |c | 2 dr 7

Let us assume that we are dealing with a coastally-trapped current, such that the 

frontal thickness decays away from the shore, dh0/dr  < 0. Then

> —̂ 7 ^  for all r  6  ( r / ,ro )  (4.4.18)
dr dr

is a sufficient condition for stability. Conversely, a necessary condition for instability 

is that

^  (4.4.19)
dr dr

for at least one r £ (r/, ro). This result is analogous to the one derived in Swaters 

(1993) (i.e. (4.2.57)), and as we discuss in section 4.4.7 it is consistent with the 

QG necessary condition for instability (Pedlosky 1964) that the PV gradients be of 

opposite sign in the two layers.

4.4.2 Num erical details

The governing equations (4.1.91)-(4.1.92) with k = 1 and (3 = 0 were solved in 

Cartesian coordinates, using the finite difference scheme described in Appendix B. The 

annular domain was centered at the origin, with inner and outer radii, respectively, 

r j  =  13 cm and ro — 45 cm, as in CL. Since the domain was not simply-connected, 

we utilized a Conjugate Gradient elliptic solver (Kincaid and Cheney 1996), instead 

of one of the MUDPACK routines as in other simulations. Two sets of simulations 

were performed, one that did not include an upper-layer source (SERIES 1), and one
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where the source strength was — 10 cm3/s  (SERIES 2). In both cases, a sink was 

not prescribed in the lower layer (i.e. Q2 =  0 ).

In all our simulations we assume h* — 3.5 cm, H  =  13.0 cm, g' =  2.2 cm /s2 and 

/o =  3.0 rad/s, which are mid-range parameter values in the experiments of CL. The 

depth fraction, upper-layer Rossby radius and dynamic lengthscale are then 8 =  0.27, 

R\  =  0.93 cm and L* — 1.28 cm, respectively. The upper layer streamfunction 

was held fixed at the inner boundary throughout each simulation. Despite the fact 

that the domain is not simply-connected, explicit use of a circulation integral is not 

required for consistent boundary conditions, since the upper-layer evolution equation 

is itself a statement of mass conservation, while the lower layer streamfunction was 

held fixed (at zero) at both lateral boundaries.

Some of our modelling assumptions are violated in the CL experiments, and con­

sequently, direct comparisons should be made with caution. In particular, since we 

assume that the velocity is geostrophic, an imposed source does not induce spread­

ing of the surface layer. As we can only simulate lateral growth after instability has 

occurred, we impose a current profile as an initial condition, such that the current 

width is consistent with experimental values at the onset of instability. A source of 

upper-layer fluid does, however, allow us to explore the transition to instability while 

the fluid depth (and therefore Rossby radius) is increasing. Therefore in SERIES 2 a 

source of buoyant fluid is introduced, with the same strength as in CL.

Another point to remember is that, in the experiments of CL, the inteface often 

touches the shallow part of the topography before instability occurs, which undoubt­

edly affects the ensuing dynamics. Contact with a bottom boundary induces drag and 

Ekman draining, both processes being absent in the FG-SW model. Our derivation 

also assumes that the lower layer is everywhere thicker than the upper layer, which 

is clearly not the case when the upper layer and topography meet. Our results are 

therefore most relevant to the laboratory trials in which the buoyant fluid did not 

touch the bottom. However, it should be stressed that the results of CL do not show
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simulation Q*i (cm3 /s) rs (cm) A* (cm)

flatl 0 N/A 7.2

stepl-I 0 2 0 . 0 4.5

step l- 0 0 22.9 3.6

slopel-I 0 2 0 . 0 6 . 0

slopel- 0 0 22.9 6.5

flat2 1 0 .0 N/A 7.2

step2 -I 1 0 .0 2 0 . 0 5.1

step2 - 0 1 0 .0 22.9 3.6

slope2-I 1 0 .0 2 0 . 0 6.5

slope2 - 0 1 0 .0 22.9 7.2

Table 4.4: Configuration of numerical simulations and observed dominant wavelength, 
pertaining to axisymmetric currents in an annulus domain. For simulations designated 
“step” or “slope”, rs  is the radius at which the topography deepens abruptly or 
becomes linearly sloping, respectively. The step has a depth of 13.0 cm while the 
sloping topography has a radial gradient of 0.5. Other symbols are defined in the 
text.

a marked difference between these two dynamical regimes.

Where it is convenient, our discussion will be in terms of polar coordinates (r, $). 

The initial, non-dimensional frontal profile is similar to (4.3.21) and is given by

ho(r)  =  am ax { l — exp(7 (r — &)), 0}, (4.4.20)

We choose the parameter values 7  =  0.5, a — 1.021 and b =  17.891. The maximum 

depth of the upper-layer jet is then 3.5 cm, and occurs at the coast. The je t width 

is about 10 cm and its maximum azimuthal speed is approximately —1 cm/s. Our 

simulations are designated with the names “flat” , “step” and “slope”, which refer 

to the three kinds of topography we consider. The names and their corresponding 

configurations are given in Table 4.4. The number within each name refers to the 

absence (1 ) or presence (2) of the source term. Finally, there are two possible loca-

• 157

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



tions, r = rs, of the step or top of the slope. These are on the inner side (designated 

“I”) of the front, about two Rossby radii away from the outcropping, or on the outer 

side (designated “0 ”) of the front, exactly at the outcropping. The step will also be 

referred to as a ridge, or shelf break, while the region interior of the step (or slope) 

will be identified as the continental shelf.

4.4.3 D escription o f the instability

Here we give a detailed description of simulation stepl-I, which was typical, and 

which will serve as the standard case for later comparisons. In Fig. 4.15 we plot 

the dimensional upper-layer thickness, at (dimensional) times 0, 50, 75 and 100 s, 

while the corresponding contour plots of non-dimensional upper-layer pressure are 

displayed in Fig. 4.16. We note that one rotation period corresponds to 4.2 s in all the 

simulations described here. Initially, a steady axisymmetric current profile is imposed 

on the upper-layer streamfunction (Fig. 4.15a). There is no mean flow in the lower 

layer, however we seed its pressure field with a small-amplitude random perturbation 

(Fig. 4.16a). The initial perturbation amplitude is scaled so that its area-integrated 

kinetic energy is 4 orders of magnitude smaller than the area-integrated kinetic energy 

of the current, i.e.

J I  \V<p\2rdrdd =  1(T4 J J  h \Vh \2rdrd9. (4.4.21)

This allows the most unstable mode to develop before nonlinear effects become im­

portant.

After 50 s, the dominant mode has emerged and the outcropping is deformed 

by a wavelike disturbance. Wave crests are seen to break backwards in relation to 

the mean flow of the jet, behaviour consistent with the findings of CL and (Griffiths 

and Linden 1981) (Fig. 4.15b). The lower layer exhibits a regular pattern of high- 

and low-pressure anomalies along the shoreward side of the outcropping (Fig. 4.16b). 

Each pair of pressure cells is a dipole, whose natural tendency is to self-advect in a
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b)

Figure 4.15: Dimensional upper-layer thickness in simulation stepl-I at a) 0, b) 50, 
c) 75 and d) 100 s. The contour range is 0 to 3.5 cm and the contour interval is 0.875 
cm. The location of the topographic step is along the outcropping (i.e. outer edge of 
the current) in (a).

cross-front direction. Growth of the upper-layer meanders continues and some of the 

waves merge with their neighbors.

The first eddies appear at t  ~  62 s, however these are quickly reabsorbed by the 

current. Numerous coherent upper-layer eddies appear in Fig. 4.15b, as they begin
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Figure 4.16: non-dimensional lower-layer pressure in simulation stepl-I at a) 0, b) 50, 
c) 75 and d) 100 s. The contour extrema and intervals are, respectively, a) —1.3 x IQ-3 , 
1.4 x 10~3, 4.5 x 10~4, b) -0 .43, 0.44, 0.145, c) -0.96, 0.96, 0.32, d) -2 .0 , 2.8, 0.8. 
The radial perturbation maximum in (b) marks the location of the topographic step,
r =  r s .

to move away from the current. By this time the lower layer is showing signs of the 

upscale energy cascade, with many adjacent pressure anomalies merging together. 

Upper layer lenses continue to pinch off, and are often observed to merge together or 

split apart. Elongated eddies that merge with protrusions of the main body of the
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current appear as filaments (Fig. 4.15d).

At t «  100 s the buoyant flow may best be described as a turbulent eddy field, 

whose individual features are advected around by large, prominent gyres which now 

dominate the ambient fluid. Eddy generation slows down as the current becomes 

very narrow, however instabilities of the frontal region still occur near the end of the 

simulation, at t ~  125 s. CL observed that buoyant fluid reached the outer tank 

wall faster with ridge topography (on the interior side of the front) than with a flat 

bottom. However, we did not find the rate of spreading to differ significantly in 

these two cases. At late times the flow is reminiscent of geostrophic turbulence. A 

discussion of geostrophic turbulence in the two-layer FG limit may be found in Tang 

and Cushman-Roisin (1992).

The behavior of the evolving current is markedly different when the ridge lies at 

the same radius as the outcropping. The upper- and lower-layer streamfunctions for 

simulation step 1-0 at t = 8 6  s are plotted in Fig. 4.17. The instability seems confined 

to the shelf region, and upper-layer meanders do not protrude as far in the radial 

distance as they do in stepl-I at the same stage of instability. The same phenomenon 

was observed by CL, and was attributed to the greater energy requirement associated 

with motion across the ridge. Crossing the shelf break induces a significant spin up 

(spin down) of the ambient fluid due to the stretching (compression) of vortex tubes. 

We believe this is the mechanism that traps fluid on the shelf in our simulations, 

until the current has released enough potential energy to allow robust radial motions 

across the high topographic PV gradient. We note that, on a finite discretization 

grid, the topographic step is not a true discontinuity, and appears as a very steep 

slope of width A*. Eventually, meanders pinch off forming eddies, and the spreading 

of the buoyant fluid progresses similarly to stepl-I.

All of our SERIES 1 simulations show eddy detachment following the initial growth 

of meanders, with the exception of simulation step 1 - 0  where a noticeable delay oc­

curs (as described above). In the case of flat topography, however, CL found that
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Figure 4.17: a) Dimensional upper-layer thickness and b) non-dimensional lower- 
layer pressure in simulation s tep l-0  at 8 6  s. The contour extrema and intervals are, 
respectively, a) 0.0 cm, 3.5 cm, 0.875 cm, and b) —0.45, 0.45, 0.15.

eddies generated by the instability did not detach and move away from the current. 

A possible explanation for this discrepancy is that the source flux in CL’s experi­

ments induced a continual spreading of the current, thus making it more likely that 

developing eddies remain attached. The turbulence caused by this constant injection 

of fluid may also have contributed to an abrupt saturation of the instability, which 

suppressed eddy pinch-off. On the other hand, we find that growing eddy features 

remain attached and are subsequently reabsorbed in some of our source flow simu­

lations (SERIES 2, described below). It is possible, therefore, that deepening of the 

upper layer plays a key role in this process.

4 .4 .4  Some diagnostics

In order to quantify the amount of offshore spreading due to the instability, we have 

computed the average radial moment of the buoyant fluid, defined by

R(t) = y f f  r2hdrdei (4.4.22)
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where h(r,0,t)  is the total upper-layer thickness and V  is the (constant) volume of 

the upper layer,

V  =  J J  rhdrdO. (4.4.23)

The integral in (4.4.22) is essentially the average radius over the volume of the buoyant 

fluid, and thus can account for an offshore mass transport whether or not the average 

position of the outcropping shifts. We note that 2(R  — rj) is a measure of the (non- 

dimensional) width of the current, taking its thickness into account.

In Fig. 4.18a we plot R  (C), the dimensional version of R(t),  for the five simula­

tions in SERIES 1. Lateral growth of the jet is similar for simulations stepl-I and 

flatl, suggesting that step topography plays a minor role if it is located shoreward of 

the outcropping. Simulations slopel-I and slopel-0 demonstrate a somewhat more 

vigorous instability and faster spreading of buoyant fluid. The most dramatic response 

however, is seen for simulation step 1-0, in which radial spreading as measured by R  

is significantly delayed.

A similar trend is visible in Fig. 4.18b, a plot of the volume-integrated upper-layer 

perturbation kinetic energy,

K E ( t )  = ^  J J  h \V h f r d rd 6 ,  (4.4.24)

where /i(r, 0,t)  =  h0(r) +  h '(r, 9,t),  using notation introduced in (4.4.5). Since the 

frontal profile and lower-layer perturbation were the same in all simulations, we may 

compare the kinetic energies quantitatively. Simulation flatl exhibits lower levels of 

K E  than stepl-I, slopel-I and slopel-0. Trial step 1-0 is associated with a drastic re­

duction in kinetic energy for the majority of the simulation, compared to the other tri­

als. Again, this trend is consistent with the trend in R  , as discussed above. Because 

the instability in simulation flatl is free from the complex influence of topographic

variations, the corresponding K E  curve in Fig. 4.18 clearly shows a quasi-periodic cy­

cle of growth and saturation. CL also observed distinct subsequent instability events 

in some of their experiments, before the buoyant fluid reached the outer boundary.
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Figure 4.18: a) Dimensional upper-layer radial moment, b) non-dimensional upper- 

layer kinetic energy for simulation SERIES 1 , c) dimensional upper-layer radial mo­

ment, d) non-dimensional upper-layer kinetic energy for simulation SERIES 2.

If we identify the annulus domain with a straight, x-periodic channel and the 

axisymmetric current profile (4.3.21) with an x-invariant je t of the same exponential 

form, then we may compare the dominant wavelength of the instability with that 

predicted by linear theory of section 4.3.2. The instability is always focussed near 

the sharpest frontal gradients, therefore we take the length of the periodic channel 

to be the initial circumference of the outside edge of the je t (i.e. the length of 

the outcropping). W ith our chosen values for a, 7  and b, the outcropping has a 

dimensional length of 144 cm. Using a flat bottom the spectral technique gives a 

characteristic wavelength A* of approximately 6  cm.
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Regarding the simulations, Table 4.4 records the values of A*, which were obtained 

by dividing 144 cm by the number of waves observed in the lower layer at the initial 

stages of instability (as in Fig. 4.16b). We found that dipoles developing in the lower 

layer were significantly easier to identify than deformations of the outcropping. The 

observed wavelength for flatl is 7.2 cm, which is not far from the linear prediction. 

Some error is to be expected, given the different geometries employed in the theory 

and simulations. Also, as noted in section 4.3.2, our solution method seems to over­

estimate wavenumbers somewhat. Since the assumed eigenproblem can only account 

for linearly sloping (or flat) topography we are only able to predict the wavelength 

for simulation flatl.

As Table 4.4 indicates, the dominant wavelength in our simulations was 4-8 times 

the Rossby radius. Here we use Ri  =  0.93 cm for all simulations, even though in 

practice Ri increased with time in SERIES 2 simulations, due to deepening of the 

upper layer. On the other hand, CL found that the wavelength of the instability 

was, on average, 13 times the upper-layer Rossby radius. Even if we include only 

the first instability event from each experiment in CL (which is most relevant to our 

chosen configuration), their data suggest A* ~  10 cm. CL observed that buoyant fluid 

reached the outer tank wall faster with ridge topography (on the interior side of the 

front) than with a flat bottom. However, we did not find the rate of spreading to differ 

significantly in these two cases. Such discrepancies may be due to flow features not 

accounted for in our theory, such as a large depth fraction, S «  1 or a non-negligible 

ambient mean flow (see section 4.4.1).

We also feel that the presence of a source could modify the observed instability 

characteristics to some degree. CL argue that lateral spreading does not affect the 

instability due to a timescale separation between the two processes. In the theory 

of Griffiths and Linden (1981), the growing current is stable until a critical value of 

the Froude number is reached. The authors define a Froude number F  based on the
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current width W  at the onset of instability, which we will write as

-  f 2W 2
F  = (4.4.25)

for future reference. It seems that if the current is stable for a period of time, after 

which it is unstable, then it would have passed through a regime where growth rates 

are non-zero but small. In such a regime, the timescale of the instability would be 

similar to that of the spreading, thus allowing the two processes to interact. However, 

the results of CL are in good agreement with previous laboratory and numerical 

studies (e.g. Griffiths and Linden 1981; Barth 1989b; Verzicco, Lalli, and Campana 

1997).

4.4.5 Source flow sim ulations

In SERIES 2, the initial condition for the upper layer was the same as in SERIES 1, 

however the introduction of a source term  caused the current to deepen over time, so 

that its thickness increased to 5.25 cm by t  =■ 125 s. The source term Qi(x ,y)  was 

proportional to the initial isopycnal profile h(x ,y ,  0), with its amplitude adjusted to 

give a total flux 10 cm3/s. The resulting compression of vortex tubes in the lower 

layer induced an anticyclonic azimuthal current in the ambient fluid. In this regard, 

SERIES 2 simulations are more in keeping with the configuration of CL’s experiments.

As Table 4.4 shows, the azimuthal wavenumber of the instability was modified 

in only two simulations, and only by a small amount. Diagnostic quantities, plotted 

in Figs. 4.18c and d, evolved similarly to those in SERIES 1. As exemplified by the 

radial moment R,  spreading of the current was enhanced for sloping topography (also 

the step topography, step2-I), but was impeded for a ridge located at the outcropping 

(step2-0). The upper-layer perturbation kinetic energy clearly reflects a delay in 

lateral penetration in the early stages of instability, as was the case in SERIES 1.

On the other hand, some qualitative differences in behavior did arise in SERIES 2. 

These were most pronounced in the flat bottom simulation, flat2, and we plot two
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Figure 4.19: Dimensional upper-layer thickness at a) 62 s and b) 99 s, non-dimensional 

lower-layer pressure at c) 62 s and d) 99 s in simulation flat2. The contour extrema 

and intervals are, respectively, a) 0, 4.2 and 1.4 cm, b) 0, 4.8 and 1.2 cm, c) 0, 3.6 

and 0.6, d) 0, 7.2 and 1.2.

snapshots of the streamfunctions for this case in Fig. 4.19. Initially the upper-layer 

thickness looked the same as in Fig. 4.15a, while the lower-layer pressure field was 

zero everywhere. A growing, wavelike deformation of the outcropping was observed 

as in SERIES 1, however the associated pressure anomalies in the lower layer did 

not have a cyclonic component. Gradually, additional horizontal shear developed in
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Figure 4.20: Total dimensional upper-layer azimuthal flux for a) SERIES 1 and b) 

SERIES 2.

the radial direction due to the imposed flux. In fact, velocities at the outer edge of 

the current were high enough to cause the growing meanders to break forward and 

merge together. In Fig. 4.19a waves that break backward are visible at the extreme 

edge of the current, however the main body of each emerging anticyclonic eddy leans 

forward.

The corresponding lower-layer streamfunction (Fig. 4.19b) exhibits high pressure 

cells exclusively. No eddies pinch off at this stage, in agreement with observations of 

CL. Increased anticyclonic vorticity results in continued merging of adjacent features, 

as well as a more turbulent flow than in SERIES 1. This is evident in Figs. 4.19b and 

d. At late times, the upper layer is dominated by a few large, irregular blobs, which 

circulate around the inner wall. Some of these detach by the end of the simulation, 

at t =  125 s.

4.4.6 Eddy transports

The instability we have described leads to a general outward spreading of the buoyant 

fluid, as discussed in section 4.4.2. However, we have not found a preferred direction of 

azimuthal motion for isolated eddies in either series of simulations. Frequent collisions 

between the vortices and interactions with the jet typically obscure any overall drift.
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Eddies that manage to remain isolated usually maintain a stationary position with 

respect to the rotating coordinate frame, or are advected in curved paths by cyclonic 

recirculations between meander crests. In the oceanographic context, this raises the 

possibility that, in the long term, detached lenses may affect the total along-coast 

mass flux.

We define the total non-dimensional upper-layer azimuthal transport T$(t) as

W )  = -  I L  rhuigdrdd, (4.4.26)

where the minus sign in front of the integral simply ensures that the transport will 

be positive for frontal profiles with dh0/dr  < 0. In Fig. 4.20 we plot the

dimensional counterpart of (4.4.26). For SERIES 1, the magnitude of the average 

transport diminishes over time by as much as 16% (Fig. 4.20a). Thus the eddies have 

a small, but non-negligible effect on T#. We note that the transport diminishes the 

least for simulation stepl-O, which is consistent with the delay in destabilization (and 

subsequent eddy formation) discussed above.

In SERIES 2, the source flux induces an increasingly strong clockwise flow, which 

dominates over eddy fluxes. In this case the total transport increases for all simula­

tions by a factor of approximately 2, over the course of the simulation (Fig. 4.20b). 

As noted before, simulations involving a source are relevant to the experiments of CL 

and Griffiths and Linden (1981). Anticyclonic vorticity induced by the injection, as 

well as the increase in the effective deformation radius due to deepening of the buoy­

ant layer, seem to inhibit eddy pinch-off, corroborating CL’s findings. The effect is 

even more pronounced than it would be in the laboratory setting since, in the present 

model, there is no lateral spreading associated with the source. Actual coastal cur­

rents whose depth remains quasi-steady are likely to spawn vortices more readily than 

SERIES 2 suggests. However, judging from Fig. 4.20a, the associated along-shore 

transport is unlikely to be affected by eddy shedding to a significant degree.
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4.4.7 D iscussion o f topographic effects

The QG formalism makes several simplifying assumptions, such as those of small in­

terfacial displacements and topographic gradients, which are often too restrictive to 

be applied in actual laboratory or oceanographic settings associated with coastally- 

trapped currents. Nevertheless, it does offer a useful theoretical framework for un­

derstanding many of the physical processes involved in baroclinic dynamics. Indeed, 

Griffiths and Linden (1981) used a modified version of the Phillips model (Pedlosky 

1987) to explain the instability they observed, and CL reported general agreement 

between their results and those of the Griffiths and Linden (1981).

Let us consider the traditional inviscid two-layer QG channel model that includes 

topography and the /Tplane, where y  is the cross-channel coordinate. The cross- 

channel PV gradients in the upper and lower layer are, respectively,

^  = F,(u, - u 2) - u , „ + f 3 ,  (4.4.27)
oy

— -̂ 2 ( ^ 2  —u l) — U2yy + (3 + hBy, (4.4.28)
oy

where, for i =  1,2, F,-, it,- are the potential vorticities, Froude numbers and along-

channel velocities, respectively. Here (3 is the usual beta parameter and hjg(y) is a 

scaled topography term. If the flow in the upper layer is y-independent and is zero 

in the lower layer, then we may write

^  = FlU l+f3, (4.4.29)
oy

^  = - F 2u1 +(3 + hBy . (4.4.30)
oy

The necessary condition for instability is that the PV gradient be somewherfe positive 

and somewhere negative (Pedlosky 1964). It is not necessary that either PV gradient 

vanish somewhere, only that the gradients be of opposite sign.

It is well-known that increasing (3 stabilizes the system to infinitesimal perturba­

tions (Orlanski 1969). It is easy to see from (4.4.29), (4.4.30) that as (3 increases,

■ 170

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



eventually both gradients become positive everywhere, thus meeting the sufficient 

criterion for stability. The influence of the topographic term, however, is not un­

ambiguous, since this term  occurs only in <72, and its gradient may be positive or 

negative. Presently, let us make the /-plane approximation (/? =  0), and assume that 

U\ >  0. The latter condition corresponds to an interface that rises in the offshore 

direction and a positive q\y. In this case, sufficiently large h s y will force q2y > 0, 

thus stabilizing the fluid. Conversely, for hgy small enough, q2y becomes negative, 

thus meeting the necessary condition for instability. These conditions are exactly 

analogous to the ones derived in section 4.4.1.

Experience shows that the above system is unstable in some parameter regimes 

where the instability condition is met. Assuming that the dependence of the insta­

bility characteristics on the topographic gradient is continuous, one may suppose, for 

ui > 0, that growth rates will increase with decreasing h s y- Indeed, this is the general 

trend we observe in our simulations, comparing the flat and sloping topography cases 

(see also Reszka and Swaters 1999a). However, as CL point out, a necessary condi­

tion for instability does not ensure instability, and other criteria may come into effect 

depending on the details of the flow. Additional criteria were found in the two-layer 

shallow water context by Barth (1989a), although his study only considered upwelling 

fronts. The investigations of (Flagg and Beardsley 1978), Mechoso and Sinton (1981) 

and Gawarkiewicz (1991) clearly demonstrate that factors such as mean flows, large- 

amplitude topography, and the shape of the topography all compete in determining 

the growth rate.

Almost certainly, fluid evolution in a laboratory environment will be much more 

complex than the simple arguments above suggest. In particular, our discussion with 

respect to QG dynamics and the governing equations (4.1.91), (4.1.92) has neglected 

the existence of lateral shear in the mean flow, friction at the bottom boundary and 

sidewalls, as well as Ekman draining. As we pointed out in section 4.4.2 a constant 

source of buoyant fluid and a non-negligible outward pressure gradient may also affect
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the instability. It is perhaps not surprising then, that CL found sloping topography 

to  be generally a stabilizing, rather than a destabilizing, influence.

On the other hand, our simulations corroborate the observation of CL tha t step 

topography inhibits vortex growth and pinch-off, at least when the step is located 

on the offshore side of the front. The buoyant fluid is then trapped, at least tem ­

porarily, on the shoreward side of the ridge. A likely reason for this behaviour is that 

motion across the ridge (or any steep topography) would require significant changes 

in the relative vorticity of the fluid, due to conservation of PV (CL). Such drastic 

increases/ decreases in relative vorticity were not observed by CL, and they concluded 

that lower-layer fluid must be draining radially outward through an Ekman-like layer 

along the topography. This mechanism is clearly absent in our model. In our sim­

ulations motion across the ridge was delayed until the front had released enough 

potential energy. In a real oceanographic setting, tidal and wind forcings are likely 

to interrupt the instability, therefore this mechanism may be partly responsible for 

the persistence of shelf-break fronts.

We end the discussion with a simple scaling argument. Griffiths and Linden (1981) 

and CL determined that the dominant wavelength of the instability was inversely 

proportional to the Froude number. Treating /o, L, g' and H  as external parameters 

that do not depend on <5, definition (4.4.25) implies that F  =  ( foW)2/(Sg'H)  ~  S"1. 

Thus, our assumption of small 5 implies that the present model is applicable in the 

large Froude number regime. Furthermore, we obtain from (4.1.17) that T* =  ~

£ 4  where again R% is independent of S. Thus, heuristically, we would expect L* ~  F~* 

in the present theory, i.e. an inverse relationship between the model lengthscale and 

Froude number. We have not tested this argument numerically, however it may be of 

interest to do so in the future.
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Chapter 5 

CS-FG-CS M odel

5.1 M odel Equations

A new, three-layer model is developed in which the middle layer is frontal geostrophic, 

while the outer layers are governed by QG dynamics. We include the beta effect, and 

a parameter for controlling the density contrast across the layers. Source and sink 

terms, although not present, could easily be introduced in the same way as in chapter 

4. Continuous stratification is allowed in the QG layers, however a reduced set of 

equations in the limit of homogeneous QG theory is also presented. The homogeneous 

variant of the model has the property that it can be further reduced to the familiar 

Phillips model (Pedlosky 1987), in the absence of the middle layer.

The CS-FG-CS and SW-FG-SW models may be used to study aspects of instability 

in intermediate depth flows, as well as propagation and eventual destruction of inter­

mediate depth lenses, such as Meddies. The scalings employed in the derivation follow 

S93 and chapter 4, however we emphasize differences where they arise. A single simu­

lation is presented, which describes the long-term evolution of an isolated Meddy-like 

feature. Preliminary numerical integrations (not shown) indicate that the qualitative 

(but not quantitative) characteristics of instability associated with an IDBC would 

be similar to those discussed in chapter 4 and Reszka and Swaters (1999a). On the
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other hand, the stability and propagation properties of isolated oceanic lenses are 

of intrinsic interest, and have been the focus of several studies, including Killworth 

(1983), Cushman-Roisin et al. (1990), and Chassignet and Cushman-Roisin (1991).

We utilize the SW-FG-SW model in this numerical study, instead of CS-FG-CS, for 

two reasons. We believe it is instructive to consider the simpler case (3 homogeneous 

layers) first, so that differences arising from the introduction of stratification may be 

examined at a later date. Also, the CS-FG-CS model is somewhat more costly to run 

due to the three-dimensional structure of the QG layers, and we felt the additional 

computational resources were not justified given the simple, idealized nature of the 

initial and boundary conditions.

5.1.1 M odel Derivation

z=0

f / 2

y

z=—H

Figure 5.1: CS-FG-CS model geometry. A thin, homogeneous layer lies between two 
continuously-stratified layers that are relatively deep, but finite. The upper and lower 
surfaces bounding the middle layer are allowed to intersect each other. This permits 
fronts with finite spatial extent, or isolated lenses of intermediate water. Spatially 
varying topography is also allowed.
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Using notation similar to the previous derivations, we begin with the Boussinesq 

equations for top and bottom layers (layers 1 and 3, respectively),

u**» +  (u*-V*)u* +  w*u*z» +  (/„ +  y*)e3 x u* =  V*p*,
P*

Pl,  +  +  w*p*z. =  0,

>* =  1,3. (5.1.1)

V*-u* +  «&. =  0,

The equations for the middle layer (layer 2) are based on Shallow Water theory,

(5.1.2)

(5.1.3)

n*2t. +  (u;-V *)u; +  (/o +  /50y*)e3 x u£ = ----- V*p^,
P*

h*t. +  V*.(u;/U) =  0 .

Numerical subscripts refer to the layer.

We define H  = Hi + H2 as the constant reference depth of the entire fluid column, 

where Hi and ff2 are (constant) reference thicknesses of the upper and lower layers, 

respectively. Boundary conditions on the vertical velocities in the outer layers

may be stated as follows,

w\ =  0 , z* =  0 ,

wl =  +  u ;.VV, ** =  - H i  +  ri*,

;  =  (g* -  fc*)(. +  Ug*V*(?7* -  /**), z* = - H i  T rj* h \

(5.1.4)

(5.1.5)

(5.1.6)

(5.1.7)

where 77* is identified with the lower boundary of the upper layer, measured as the 

distance above z* — —Hi, h* is the thickness of the middle layer and h*B is the height 

of the bottom topography above z* — —H.
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We define the total pressures for the system,

p; ( x ' , y % z ' , r )  = g J ° p 0(Od(  (5-1-8)

p - ( x \ y % z \ f ) = g  f °  p o t t K - P 2 9 ( f l i + < )+ ? > •(* • ,»V *), (5-1-9)
J —H\

p*3(x*,y*,z*,t*) = g f  po(Odt  + 9 f  Po(Od£ ~  9 f  Po{Od(  +  ip*(x*,y*, z*,t*), 
J  —Hi Jz* J —Hi

(5.1.10)

where the reduced pressure in layers 1, 2 and 3 is denoted by <p*, p* and if;*, respec­

tively. Pressure continuity at the interfaces requires

9  [  P o (O d (  + ¥*{x *, V* ,- H i  + r } * ,  t * )
J -Hi+ f i "

=  9  f  p o {O d (  ~  9P29* +  P* at =  - H i  +  r f , (5.1.11)
J —Hi- Hi

and

9  f  P o ( O d € -  9Pi(v* - h * ) + P *  = 9  f  P o (O dZ +  9  [  P o ( t ) d €
J - H i  J - H i  J - H i + n * - h *

- 9  f °  M O dZ +  - H i  + y * - h * X )  at ** =  - H x +  r f  -  h*. (5.1.12)
J - H i

Taylor expanding both equations about z* = —H x, we obtain

- g p 0(-Hi)y*  +  <p*(x, t/ ,- H u t) fa - g p i r f  +  p*, (5.1.13)

~ 9 P2 (g* ~ h * )+ p *  fa - g p 0(-Hi)(tj* -  h*) + rp*(x ,y ,-Hu t). (5.1.14)

The reference density is taken to be that of the middle layer,

P* =  P2, (5-1.15)

and the reduced gravity is based on the density difference between the outer layers,

g’ = g ^ ,  A p  = p „ ( - H , ) - M - H i )• (5-1-16)
P*
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Density differences between layers 1 and 2 and between layers 2 and 3 are taken to 

be fractions, ri and r 2, of Ap,

p 2 ~  p o ( - H i )  =  n A p ,  p o ( - H i )  -  p 2 =  r 2A/>, (5.1.17)

where ri +  r 2 =  1. Simplifying, pressure continuity becomes

rxgp%r] - p  - y  ( z* = - H t . (5.1.18)
f2g'P2(ri* -  h*) = - p *

/

Generic scalings for the spatial coordinates are introduced,

(x*,y*) = L*(x,y), z* =  Hz,  (5-1.19)

and the velocities are scaled using the Rossby numbers E\ and e2,

U* =  gj/o^U x, u* =  e2/ 0L*u2, u* =  £x/ oL*u3. (5.1.20)

Although the Rossby numbers are free parameters at this point, we have already 

assumed that the outermost layers will behave similarly, and thus can be described 

by the same Rossby number, £x. The middle layer thickness, h*, is scaled with the 

parameter S <C 1, as are the interface deformation rf  and the bottom  topography h*B,

h* = 8Hh, g* = SHrj, h*B =  8HhB. (5.1.21)

Dynamic pressure in all 3 layers is scaled geostrophically with the velocities,

P* =  ei p*f$Ll<p, p* = £2p*foLlp, i>* =  exp*fll?J>- (5-1.22)

Density in each of the outer layers is composed of a background, ^-dependent density 

plus a density fluctuation which is in hydrostatic balance with the dynamic pressure 

in that layer,

Px = Pa{z*) + 61 -~-gli±Pl ’ ^3 =  Po{z *) + e\ } P3- (5.1.23)
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Vertical velocities are scaled with the tim e rate of change of the interface,

w\ — 8eif0H w u  u>l = 8ei f0Hw3, (5.1.24)

while the /3-plane scaling uses the ambient fluid Rossby number,

/3o — £i/ o/3/L*.

Substituting the scalings into the primitive equations yields

£x(ult +  Ui-Vui +  S w i U u )  +  (1 +  £i/3y)e3 x u j  =  -V<p,

< P z + P l  =  S 18 ( w U  +  U V V W !  +

pit +  +  8 w i p u  =  N ^ ( z ) w i ,

Uj -f- 8w\z — 0,

e1u 2i + £2u2-Vu2 +  (1 +  £i/3y ) e 3 x u2 =  -V p ,  

S i h t  +  e2V-(u2h) =  0,

£i(u3i + u3*Vu3 +  dw3u3z) +  (1 +  £ 1  ( 3 y ) e 3 x u3 =  - V ^ ,  

i p z + P s  =  —£ 18 ( w 3i +  u3-V w 3 +  8 w 3w 3z),

p3t +  u 3*Vp3 -(- 8w3p3z —
H '

£ \ F  \ g ' ,  
u3 +  8 w 3z =  0,

N * ( z ) w 3 j

(5.1.25)

(5.1.26)

(5.1.27)

(5.1.28)

(5.1.29)

(5.1.30)

(5.1.31)

(5.1.32)

(5.1.33)

(5.1.34)

(5.1.35)

where buoyancy frequencies for the top and bottom layers are given by, respectively,

K 2M  = —
dp0(z*)

dz*
> 0 and N l(z )  —

z*~H z  P

9 dpo{z*)
dz* z * - H z

> 0. 

(5.1.36)

and the Froude number is defined in terms of the total fluid thickness,

F  =
g’H

(5.1.37)
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Defining the depth fractions

Ai =  § - ,  A2 =  (5.1.38)

pressure continuity is then applied at z =  —Ax,

n r ]  =  ~ j F p  -  (j F p 2<p\z= - \ 1, (5.1.39)

r2(r] - h )  = |*=_a, -  ~ fFP> (5.1.40)

or, solving for r? and p,

rj — r2h +  — (p), z = —Ai, (5.1.41)

8 £i
P = — - r xr 2/i +  — {r2if> +  r x?/>), z — ~  Ax. (5.1.42)

£2r  S2
We consider the case where £x 8 so tha t the outer layers axe governed by QG theory.

It is also assumed that e2F  «  8 and ex £ 2  so that p and h balance at leading order

in (5.1.42). Accordingly, we define

ex =  8, . e2 — F  — 8K (5.1.43)

We note that the latter assumption determines the length scaling,

=  (5.1.44)
Jo

similarly to (4.1.17) in the previous chapter. This is an intermediate lengthscale, 

between the internal Rossby radii of the frontal and ambient layers (e.g. RS99a). In

order to obtain a uniformly valid model in the limit of a vanishing middle layer, we

retain F  in (5.1.41) and formally treat it as an 0(1) quantity.

Nondimensional buoyancy frequencies, N  and N,  are introduced as follows,

jV* =  8 i \ K N ,  N* =  S h . i ^ - N .  (5.1.45)
V H  V U

Simplifying the governing equations we obtain,

5(uxx +  u x-V u x) +  (1 +  8{3y)e3 x u x =  - V i p  +  0(82), (5.1.46)
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H>z +  P i  — 0 { 8 2) ,

Pi t  +  n i -V p i  +  8 w i p lz  =  N 2{z)wi,

V*ui =  - 8wu ,

8u2i + ^ U 2 -Vu2 +  (1 +  8(3y)e3 x  u2 =  - V p ,

8 ^ hi +  V*(u2h )  ~  0,

<̂ (u3 i +  U3 *Vii3 ) T (1 +  8f3y)e3  x U3  =  — V<̂ > +  0 (5 2),

Ipz +  P3 =  0 ( 8 2),

Pst +  U3 -V / > 3  +  8w3p3z =  N 2( z ) w 3,

V -u 3 =  - 8 w 3z.

Pressure continuity is then written

rj = r2h + F(ij) -  cp) 

p = n r 2h +  5^ (riip +  r2p)

and the vertical boundary conditions have the form

> 2; =  -A 1?

W \  =  0 ,  2  =  0,

W i  -  rj t  +  U i ' V y ,  z — -A j +  8 r j ,  

w3 =  (77 — h)t +  u 3*V (77 — h), z =

W 3  =  U 3  ‘ V / i £  2  =  — 1 .

—Ax +  8r) — 8h,

(5.1.47)

(5.1.48)

(5.1.49)

(5.1.50)

(5.1.51)

(5.1.52)

(5.1.53)

(5.1.54)

(5.1.55)

(5.1.56)

(5.1.57)

(5.1.58)

(5.1.59)

(5.1.60)

Boundary conditions at the interfaces must be Taylor expanded about 2  =  — Ax,

wx =  % +  Ux»V?7 , 2  = -Ax,

w 3 =  (77 — h)t +  u 3*V(?7 — h), 2 -Ax,

(5.1.61)

(5.1.62)

which is valid to 0(5). As will become apparent, the 0(5) corrections will not be 

needed (this was also the case in the FG-CS model).
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5.1.2 Governing Equations

To obtain a leading order balance in the (small) Rossby number of the frontal layer, 

we proceed by expanding all flow variables in 8%,

(<p, p, h, if), rj, u 1? u 2, u 3, w i , w 3 , p i , p3) =  (ip,p, h, xj>, rj, U i,u 2, u 3, W i , w 3 , p x ,  Pa)(0)

+ £ 2  (ip,p, h, 0 , T), m , u 2, u 3, W i ,  w3, pi, p3)(1) +  — (5.1.63)

To 0(5)  the outer layers will be governed by continuously stratified QG theory. We 

form the QGPV equations by taking the curl of the momentum equations in the 

traditional manner (Pedlosky 1987),

(A ^°) +  (N~2<pW)z)t +  J ( ^ ° \  A^°> +  (N~2<pf)z +  p y ) =  0, (5.1.64)

(A^°> +  (N~2̂ ) z)t +  J ( ^ ° \  A ^ (0) +  ( N - 2^ ) z +  fiy) = 0. (5.1.65)

The leading order fields must then satisfy the following boundary conditions,

Vg> +  J ( ^ ° \  V‘°>) =  0, z =  0, (5.1.66)

=  - lV 2[at+J(¥>(0),* ) ] h / ! (0|+C(</’(0)- i ’(0)i, 2  =  - A , ,  (5 .1 .67)

0<?> +  ■/(</’(0), -Z'f) =

- N 2[d, + J ( t f (V ) ] [ - r ,A (0) +  FW><0 ,-¥>(0))], z =  - A „  (5.1.68)

+ -  - N 2J ( ^ K k . ) ,  z = 1. (5.1.69)

The following auxiliary relations also hold at leading order,

=  e3 x =  e3 x

w ?  =  ~ N ~ 2[ ^ S  +  J (<P(0), ^i0))], ^  =  - N ~ 2[ ^  + J(rp{0), ^ 0))],

Pi =  p3 -  rj(ci) =  r2h(0) +  -  <p(0)]^=_Al. (5.1.70)

Derivation of the governing equation for the middle layer is similar to that in the 

previous chapter. We need to consider the 0(1) problem,

u f  =  e3 x V p(0>, (5.1.71)
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V -(i40)/i(°>) =  0, (5.1.72)

p(°) =  r i r2/i(0), (5.1.73)

and the 0 (^2 ) problem,

u ^ - V u f  +  e3 x 4 1} =  - V p « ,  (5.1.74)

h!0) +  =  0, (5.1.75)

p{i) _  r ^ h i 1) [r i ^(°) +  r 2̂ (0)]z=rA1 • (5.1.76)

Solving for u ^ ,

=  e3 x V (rx r2h(1) +  [ r ^  +  r ^ ] ^ , )  +  ( r ir2)2e3 x J (h (0),e 3 x V /i(0)). (5.1.77)

Substitution of the velocity correction into the mass conservation equation yields

+  r 1r 2J (h (0),h (1)) +  V h (0)-(e3 x V ( r ir2h(1) +  [ri0  +  r2<y2]3=_A,)

+ (r1r 2)2V h W .J(V h (0),h (0)) +  h(0)V -(e3 x V ( n r 2h(1) +  M  +  r 2V>],=_Al)

+ ( n r 2)2h ^ V .J (V h (° ) , h ^ )  =  0. (5.1.78)

Finally, we simplify the above equation,

h\°^ +  J ( r it/jW +  r2ip(°\ h ^ )

+ (r ir2)2J (^ V h (0W h < 0) +  h(0)A/i(0), h(0)) =  0, z =  -Ax, (5.1.79)

where we have again used the identities (4.1.63).

Dropping superscripts, the leading order balance can be written as

\dt +  J{<p, *)]<pz =  0, z = 0, (5.1.80)

[dt +  J(ip, *)][A<p +  (N~2<ps)z +  m  = 0, (5.1.81)

[dt +  J(<p, *)][y>* +  N 2(r2h +  F(tf> -  ip))] =  0, z =  -A ls (5.1.82)

ht +  J(riip + r2(p, h) +  ( r ir2)2(hAh +  h) =  0, z — ~ Ax, (5.1.83)
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[dt + ~  N 2{n h  -  F {$  -  cp))] = 0 , z =  —A1? (5.1.84)

[dt +  J(V>, *)][Atf> +  (N~2cpz)g +  (3y\ =  0, (5.1.85)

[3, +  J(</>, * )][^  +  iV2M  -  0, z =  - 1 ,  (5.1.86)

with the auxiliary relations

u i =  e3 x V<p, u 2 =  e3 x V h ,  u 3 = e3 x Vxfi,

wi  =  - N ~ 2[pzt +  J((p,(pz)], w3 =  - N ~ 2[ij,zt +  J(ip, ipz)\,

Pi =  ~<Pz, Ps =  - 4>z, n  +  r 2 =  1. (5.1.87)

5.1.3 Boundary conditions at incroppings

In this model, curves that separate regions where h > 0 from regions where h =  0 

will be called incroppings. Derivation of the boundary conditions at an incropping is 

similar to that in the last chapter and will not be reproduced here. We simply state 

that the leading order nondimensional fields must satisfy

= 0, (5.1.88)

A f  +  A f f i0’ =  °> (5.1.89)

Af> +  h & t f 1 =  0, (5.1.90)

at an incropping given by y  = Again, assuming we may formally dif­

ferentiate near an incropping, both (5.1.89) and (5.1.90) follow from (5.1.88). 

Since h — 0 at an incropping by definition, no additional computation is required to 

track the free boundary other than the evolution of the governing equations (5.1.80)- 

(5.1.86).
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5.1.4 R eduction to  SW -FG-SW

In the limit of no stratification in the ambient layers, a simpler theory results, which 

we call SW-FG-SW. The governing equations may be obtained from the CS-FG-CS 

model as follows. Integrating (5.1.81) in z we write

fO
[(A</> +  (N~2<pz)z)t +  J ( f ,  A f  +  (N~2f z)z +  (3y)} dz =  0. (5.1.91)/:f ~x1

Simplification as in sections (2.1.5) and (4.1.4) leads to

r*0

/: A ipt +  J ( f ,  A tp) +  (3ipxdz
f — Aj

+ « - 2 + J ( V , V z ) ] ^  -  N ~ 2 \Vzt + J ( v , = 0. (5.1.92)

Substituting in the vertical boundary conditions (5.1.80), (5.1.82), the result is

I A( f f +  J  ( f ,  A f )  +  f i f xdz +  \(dt +  J  ( f ,  *)(r2h +  F(t/> -  y?))]*=-Ai =  0. (5.1.93) 
J - A i

At this point we introduce the top and bottom layer Froude numbers, respectively,

F ,  =  f ,  Ft =  f .  (5.1.94)
Ai A 2

d f
Taking the limit as —-----¥ 0 and using (5.1.81) yields

c/ 2

(dt +  J ( f ,  *))(A f  + ^ h  + F1(i> - f )  + (3y) =  0, (5.1.95)
Al

where now f  =  f ( x , y , t ) .  Similarly, integrating (5.1.85) over —l < z <  — Ai, substi­

tuting in (5.1:84) and (5.1.86) and taking the limit dz —¥ 0 yields

(dt +  J(0 , *))(A ^ +  ~ h  -  F2( i > - f )  + (3y+ ^ h B) = 0, (5.1.96)
A2 A2

where now xj) = xft(x, y, t). The middle layer equation is unaffected, except for the loss 

of ^-dependence in the streamfunctions if and if). The SW-FG-SW model equations 

may then be written

(dt + J ( f ,  *))(A f  + ^ - h  + Ft (xJ> - f ) +  0y)  = 0, (5.1.97)
Aj
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ht +  J{r\ip +  r2<p, h) +  (rq?^)2 J{hAh  -f —Vfi*Vfi, h) =  0, z — — Ai, (5.1.98)
Z

{dt +  J ( 0 , *)){Ap +  £ - /* -  W - < ^ )  +  /5y+ I f c a )  -  0. (5.1.99)
A2 A2

This model may also be derived by making the initial ansatz of 3 homogeneous layers 

(see appendix A).

In the limit of a vanishing middle layer (h 0), the above governing equations 

reduce to the Phillips model (Pedlosky 1987) with bottom topography,

{dt +  J{y>, *)){A<p +  Fi{tp — <p) + py) = 0, (5.1.100)

{dt +  J t y ,  *))(A^> -  F2{i>-v) + j3y + L h B) =  0. (5.1.101)
A2

This simplified dynamics will take effect whenever the middle layer thickness becomes 

small enough that it no longer makes the leading order contribution to the right hand 

sides of (5.1.41) and (5.1.42). We speculate that lengthscales in this new regime will 

increase concurrently, making the Froude number an 0(1) quantity.

5.2 M eddy Simulation

Meddies are coherent lenses of warm, salty Mediterranean water, which typically 

form along the coast of Portugal and later travel south-west. They range in diameter 

from 40 to 150 km, and may last for several years (Richardson et al. 2000). Baey 

et al. (1995) and Sadoux et al. (2000) performed laboratory experiments at Grenoble, 

France, in which an intermediate-depth boundary current (henceforth IDBC) became 

unstable and shed coherent lenses of intermediate fluid. All three layers were homo­

geneous in their trials. Different behaviors were observed for different values of the 

Burger and Ekman numbers. In particular, “meddy” detachment occurred for small 

Burger number. In terms of our notation, their expression for the Burger number 

reduces to $2 , which we have assumed to be small a priori.

Application of the SW-FG-SW model to the Baey et al. (1995) set of experiments 

would be entirely appropriate, however, below we report on the evolution of a single
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Figure 5.2: Dimensional middle layer thickness at a) 0, b) 22, c) 61 and d) 99 days. 
The contour extrema and intervals are, respectively, 0, 500, 100 m.

coherent lens in the presence of the beta effect. As it turns out, the meddy profile 

we prescribe as an initial condition is itself unstable, and the lens quickly splits into 

two separate meddies. Gradual migration to the south-west is then observed. The 

simulation is performed in a periodic channel. We emphasize that such a domain is 

a poor approximation of the real ocean for long-term studies, however it does allow 

us to observe the southwestward drift associated with mesoscale oceanic eddies.

Following Richardson et al. (2000), we focus on a typical meddy spawned in the 

eastern North Atlantic at a latitude of 30°N. In the parlance of section 5.1, the

■ 186

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



following scalings are adopted: / 0 =  7.3 x 10-5 , /?o — 2.0 x 10-11, H  — 4000 m, 

h* =  500 m, Ai =  A2 =  r\ =  r2 =  0.5 and g' =  5.5 x 10-3 m /s2. The depth ratio, 

upper layer Rossby deformation radius and dynamic lengthscale are then 8 — 0.125, 

R\ =  65 km and L* =  40 km, respectively. The initial nondimensional thickness 

profile for the middle layer is given by

h(x, y, 0) =  m ax{l -  {x -  x0)2 -  (y -  y0f , 0}, (5.2.1)

where (x0, yo) gives the initial location of the meddy. The above profile represents 

the meddy core, with a dimensional width of 80 km, and thickness of 500 m.

The lens is assumed to be located in the open ocean (the topography is flat), 

exactly at mid-depth in the water column for simplicity. The simulation domain 

has dimensions 400 by 400 km, with a resolution of 3 km. W ith the above scalings 

we also obtain F\ =  F? =  0.7 and (5 =  0.08. In this configuration, north is in the 

positive y direction. We expect th a t dynamics associated with this model will be 

qualitatively similar to those of FG-SW, and therefore the exact shape of the initial 

meddy is not significant. In particular, vanishing thickness at the edge of the vortex 

is not crucial, but supported by observational evidence (Richardson et al. 2000). It is 

important to realize, however, that our model stipulates a relatively thin middle layer, 

an assumption which is not always satisfied for meddies, especially near coastlines. 

We are not concerned here with processes by that gave rise to the meddy, although the 

rapid descent of Mediterranean water from the sill at Gibraltar may have important 

consequences for meddy properties (Jungclaus 1999).

Plots of the upper layer streamfunction at 0, 22, 61 and 99 days are given in 

Fig. 5.2. In this particular simulation, the outermost layers behave almost identically, 

therefore we only present the streamfunction for the upper layer, shown in Fig. 5.3 

for the same times as Fig. 5.2. Initially the eddy is located in the middle of the 

domain, and streamfunctions in the ambient layers are identically zero. At this stage, 

the maximum velocity in the middle layer is 1 m /s. At 22 days the eddy is relatively 

unaltered, however an adjustment begins to take place, due to the presence of the /?-
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Figure 5.3: Nondimensional upper layer pressure at a) 0, b) 22, c) 61 and d) 99 
days. Initially the streamfunction is zero everywhere. In the other plots, the contour 
extrema and intervals are, respectively, b) —0.3, 0.1, 0.05, c) 0.5, 0.5, 0.1 and d) —2.6, 
2.2, 0.4. Dashed lines correspond to negative values.

plane. A cyclonic circulation develops in the upper layer immediately above the lens, 

and a Rossby wave wake begins to emerge on the eastern side of the eddy (Fig. 5.3b).

By 61 days, a quadrupolar structure has formed in the ambient layers, rotating 

anticyclonically (Fig. 5.3c). Concurrently, the lens has become elliptical, and is rotat­

ing in unison with the quadrupole anomaly (Fig. 5.2c). At this point the elongated 

eddy is similar to a shear flow, or coupled front. The breakup of such a filament was
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shown to be predominantly a barotropic process, by Pavia (1992) and R97. The lens 

splits into two smaller lenses, which then drift apart. The original meddy became 

unstable due to its lateral size; the resulting smaller meddies were stable for the rest 

of the simulation.

Given that the diameter of the original lens corresponded to a typical oceanic 

meddy, stability was expected; therefore the reason for instability requires further 

investigation. The stability of circular eddies in the generalized geostrophic regime 

(which includes FG) was studied by Tang (1989). They showed that stability depends 

on a subtle balance between the strength of j3 and the depth ratio. The reader is 

referred to that work for details. It seems plausible that real oceanic lenses also 

become unstable and split on occasion. If the separation takes only a few eddy 

turnaround times, as in this simulation, then the process could be missed by longterm 

observational programs.

Each daughter is associated with a pressure dipole in the ambient fluid, which 

determines its motion to leading order. A dipole self-propels such that the anticyclonic 

component is on its right and the cyclonic component on its left. The meddies and 

the corresponding upper layer dipole anomalies are shown in Figs. 5.2d and 5.3d. 

The orientation of the dipoles immediately after breakup was such that one dipole 

began to propagate to the east, and the other, to the west. However, the instability 

gave rise to Rossby waves, which propagated westward under the influence of the /?- 

plane. Given the relatively short length of the channel, these waves reentered at the 

eastern boundary several times during the course of the simulation, and interacted 

with the meddies and dipoles. The net effect was gradual dissipation of the dipoles 

and translation of the meddies in the southwestward direction.

Trajectories of the two meddies and the center of mass for the middle layer are 

plotted in Fig. 5.4. The simulation lasted 500 days. Since the domain was periodic, 

and the meddies themselves eventually reentered at the eastern boundary, the domain 

in Fig. 5.4 was extended by an additional 400 km in the negative x direction. The
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Figure 5.4: Meddy trajectories (thin lines) and trajectory of the center of mass (solid 
line) over the course of the simulation (500 days).

initial meddy was located at the point P, and separation occurred near the point S, 

after which the original trajectory diverges into three separate ones. The “western” 

meddy clearly exhibits a southwestwaxd trajectory, on which are superimposed some 

oscillations caused by Rossby waves as they move past. The “eastern” eddy propa­

gates to the east somewhat before its dipole counterpart is eroded. Subsequently it 

too travels to the southwest, as does the centroid of the system. For a discussion of 

baroclinic riders advected by barotropic dipoles, the reader is referred to Feliks and 

Ghil (1996) and references therein.

The primary contribution of this chapter has been to derive the CS-FG-CS and 

SW-FG-SW models and to establish incropping boundary conditions. These three- 

layer models have the advantage that they retain frontal terms in the middle layer, 

but reduce to two-layer QG theory as a limiting case. Two-layer QG models have been 

studied for a long time; therefore many characteristics of the models presented here
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can be easily predicted. However the addition of a third layer with 0(1) thickness 

variations provides an interesting yet nontrivial extension. The above simulation 

demonstrates that the description of long-lived, isolated, mid-depth oceanic lenses is 

feasible with the SW-FG-SW model. Furthermore, it is known that in the primitive 

equations cyclones and anticyclones behave differently in terms of their growth and 

stability (Cushman-Roisin and Tang 1989; Boss, Paldor, and Thompson 1996). If 

advective velocity corrections (i.e. the frontal terms) are incorporated in the final 

balance, this asymmetry is retained, whereas it is lost in QG models (Cushman- 

Roisin and Tang 1990).
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Chapter 6

Conclusions

6.1 Summary

In this thesis we have derived three new models for the description of mesoscale phe­

nomena, and we demonstrated how to reduce continuously-stratified theories to their 

homogeneous variants. We have also generalized three previously derived theories 

by introducing the /3-plane approximation, source/sink terms and, in two cases, a 

simple bottom drag parameterization. Frontal boundary conditions and some basic 

analytical results were also established. Our goal was to extend and generalize the 

family of layered frontal models. Such models have been employed successfully by 

previous authors in studies of instability processes and eddy dynamics (e.g. Flierl 

1984; Cushman-Roisin and Tang 1989; Cushman-Roisin et al. 1990).

We have solved the linear instability problem for an abyssal current with a parabolic 

cross-section in the context of the CS-PG model. The resulting solutions and insta­

bility characteristics are in excellent agreement with direct numerical simulations 

employing the original governing equations. Increasing the relative thickness of the 

abyssal current or the ambient stratification serves to increase growth rates and de­

crease lengthscales. In the limit of no stratification in the ambient layer, the linear 

results of Swaters (1991) are recovered. Application to the dense overflow south of

192

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Denmark Strait yields dominant wavelengths and e-folding times which are reasonably 

close to those observed. However, there are also differences due to the simplifications 

we have made, as outlined in chapter 3.

The spectral technique used to solve the CS-PG linearized equations was applied 

to the FG-CS model, for non-outcropping wedge fronts and a more realistic, exponen­

tial front. For a gently sloping wedge front, the computed instability characteristics 

matched analytical solutions, which were available due to  a simplification in the linear 

stability problem. The spatial structure of the solutions and trends with respect to 

parameters seemed to be captured quite well for all frontal profiles. However, quanti­

tative predictions as to growth rates and phase speeds were not completely satisfying 

in some cases.

For the 0(1) wedge front reasonably accurate values of instability characteristics 

could be obtained, but only using a large number of expansion functions. Convergence 

was slow, suggesting that a better choice of basis functions could be made. W ith 

regard to the exponential front, comparison with direct numerical simulation showed 

some discrepancy. For this reason we have not pursued detailed parameter studies 

with this model, as we did with CS-PG. Phase speeds and dominant wavelengths 

obtained through numerical simulation were in relatively good agreement with results 

presented in Barth (1994), who employed the Boussinesq system in an investigation of 

the California Current. However, e-folding periods were significantly underestimated. 

A possible reason for the discrepancy is that the layer depth ratio was not very small, 

although this was a model assumption.

An important aspect of instability in bottom-dwelling and coastally-trapped cur­

rents is the effect of topography. It was found that perturbation growth rates for a 

wedge-shaped abyssal current increase with the bottom slope if the frontal and topo­

graphic gradients are of the same sign. For a front bounded by two incroppings and 

symmetric about its axis, topography was always a destabilizing influence. In the case 

of surface currents, we found that the situation is more complicated. If the bottom
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slopes in the same sense as the front then steeper topography is, unambiguously, a 

stabilizing influence. If the slopes have opposite signs, then growth rates increase 

with steeper topography, then decrease.

We argued that growth rates are highest when the surface- and bottom-intensified 

modes of instability have similar phase speeds, and are thus able to couple. An abrupt 

change in topography close to an outcropping was found to decrease growth rates, 

even if the topography became deeper as the front became shallow. Thus, a shelf 

break may also inhibit destabilization, as demonstrated experimentally by Cenedese 

and Linden (2002). Introduction of stratification in the ambient fluid generally cush­

ions the frontal layer from topographic effects. Growth rates are typically higher 

and lengthscales smaller than in the homogeneous case. Also, the range of topo­

graphic slopes that meet the necessary condition for instability is larger than in the 

unstratified limit.

Nonlinear flow evolution was studied numerically, and compared with oceano­

graphic and laboratory observations. An application of the CS-PG model to deep 

water dynamics in the Strait of Georgia, Canada, showed the development of highly- 

localized, bottom-intensified vortical anomalies along the down-slope incropping of 

an unstable current. Source flow simulations with the same equations were aimed at 

modelling instability of the Denmark Strait Overflow. It was found that our linear 

theory predicts the dominant wavelength fairly accurately in this case. A dense water 

plume broke up into smaller subplumes, which descended down-slope, releasing their 

gravitational potential energy. This lead to the development of anticyclones close to 

shore and strong cyclones farther offshore in the ambient layer, in good agreement 

some observations (there is debate as to the consistency of different observations). 

Finally, curved topography induced the formation of baroclinic vortex pairs, which 

remained coherent for long times. It may be of value to determine whether convex 

topography south of Denmark Strait, where it exists, has any influence on observed 

vortex development.
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The FG-CS model was applied to the California Current, as discussed above. We 

employed the FG-SW model in simulations of axisymmetric currents in an annular 

domain, similar to the laboratory experiments of Cenedese and Linden (2002). A 

buoyant current was located adjacent to the inner wall, which served as an idealized 

coastline. Our tests, with and without a source of buoyant fluid, seemed to cor­

roborate several of the findings of Cenedese and Linden (2002). In particular, step 

topography on the offshore side of the outcropping trapped vortical features on the 

inner part of the topography, delaying eddy pinch-off. Introduction of a source of 

upper layer fluid increased the dominant lengthscales at late times, and prevented 

eddy separation.

Evolution of an idealized meddy was investigated using the SW-FG-SW model in 

the presence of the /3-effect. The mid-depth lens was found to undergo instability, 

separating into two separate meddies, which then migrated to the southwest. For a 

significant period of time the meddy trajectories were influenced by coherent dipole 

anomalies in the ambient layers. The dipoles self-propelled, advecting the meddies. 

However the dipole features were eventually eroded by /3-induced Rossby waves and 

southwestward motion of the meddies was accelerated.

It must be remembered tha t all of our theoretical and numerical configurations 

are idealized to some extent. For example, we have neglected processes such as wind 

stress, eddy-induced viscosity and high Rossby number flows. However, in general, 

it seems that layered models such as the ones we have described are useful in char­

acterizing various instability processes. Reduced models help to improve our under­

standing of underlying mechanisms and general principles. Moreover, the nonlinear 

frontal terms associated with the FG approximation suppress growth at very small 

scales and are conducive to the development of large, coherent features, as seen in 

chapter 4 (see also Karsten and Swaters 2000b). Finally, the FG dynamical limit 

retains the asymmetry with respect to stability of cyclones versus anticyclones that 

is characteristic of the primitive equations, but is absent in QG theory.
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Isopycnic models formulated in terms of a  streamfunction and vorticity have the 

potential to efficiently describe flows with sharp density gradients. Frontal theories 

can and should be used in process studies to determine statistical transport properties. 

Potentially, they could also be incorporated into general circulation models, at specific 

sites in the computational domain where spatial resolution is inadequate. Due to 

their simpler dynamics such nested models could be executed at higher resolution 

with smaller computational resources.

We have endeavored to draw analogies between frontal models and QG theory 

where possible. A number of stability results and instability mechanisms are common 

to both classes of models. However, as exemplified by the analyses and applications 

we have presented, frontal models are appropriate and useful in describing many 

features of unstable currents and isolated eddy features. As noted by Flierl (1984) 

and Cushman-Roisin et al. (1992), applicability of QG layer models is restricted by the 

requirement of small interfacial displacements. QG theory also describes dynamics 

on spatial scales comparable to the Rossby radius, while frontal models are suited for 

the description of larger-scale phenomena, which is particularly relevant for baroclinic 

instability studies Kaxsten and Swaters (2000b). Finally, frontal geostrophic models 

axe more accurate in the description of eddy dynamics than QG models in that they 

allow completely isolated patches of fluid.

As we have tried to demonstrate, the advantage of these reduced theories is that 

they not only illustrate key processes, but also reproduce gross and fine-scale flow 

structures as simulated using more elaborate numerical models. Clearly there axe 

differences between some of our results and oceanographic observations. However 

this too is instructive, because the physical processes that were neglected are likely 

to be the ones associated with the discrepancies. There are numerous mesoscale 

phenomena (a few axe outlined below) which are still not adequately understood 

and deserve closer examination. It is our hope that the governing equations and 

supporting analyses presented here will be useful in such investigation.
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6.2 A venues for further research

Several observational studies have noted frequent meandering and formation of en­

ergetic, anticyclonic eddies associated with the Alaska Current and Alaska Stream, 

which flow along the coast of mainland Alaska and the Aleutian Islands. Recently, 

results of a long-term observational study elucidated the complete life cycle of sev­

eral such eddies (Crawford and Whitney 1999; Crawford, Cherniawsky, and Fore­

man 2000). Baroclinic instability is thought to be the main contributor although 

barotropic instability may also play a role (Melsom, Meyers, Hurlburt, Metzger, and 

O’Brien 1999). The FG-CS model seems suited to a modelling effort of these bound­

ary currents.

On a /3-plane, the model could also be used to study heat fluxes due to baroclinic 

eddies along the poleward edge of the Antarctic Circumpolar Current (R. Karsten, 

personal communication). However, since the ACC exists at high latitudes, correction 

terms due to the Veronis effect (Karsten and Swaters 1999) would have to be included 

in the model. Here, the Veronis effect refers to the geometric distortion that results 

from the coordinate transformation between spherical and Cartesian coordinates. In 

FG models, these metric terms should not be neglected on meridional scales where 

the beta effect is important (Karsten and Swaters 1999).

It would also be interesting to employ the SW-FG-SW model in a similar config­

uration as the laboratory experiments of Baey et al. (1995), in order to investigate 

instabilities on an intermediate depth boundary current. Ultimately, the goal would 

be to understand Meddy generation from the salinity tongue along the Iberian coast. 

Previous studies suggested that coastline irregularities may serve as triggers for meddy 

separation (Sadoux et al. 2000). In this setting, the ambient fluid itself is typically 

stratified, so that the CS-FG-CS model should be utilized.

Results could be compared in a quantitative way with the laboratory investigation 

of Folkard and Davies (2001). In their experiments, the ambient fluid was linearly 

stratified and a thin, well-mixed intermediate depth current was formed by oscillating
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a grid at one end of the tank. The mixed fluid was of an intermediate density, and after 

geostrophic adjustment traveled along one of the walls, later becoming unstable. This 

scenario exactly corresponds to the assumptions we made in chapter 5. Additional 

experiments on intermediate flows were performed by Davies et al. (1991).

The theoretical work presented here lends itself to several natural extensions, 

such as weakly nonlinear analyses of unstable mean flows. Such analyses for frontal 

models without continuous stratification may be found in Reszka and Swaters (1999a), 

Karsten and Swaters (2000b) and elsewhere. The feedback of perturbations on the 

mean flow could also be investigated using the quasi-linear approach, as was done 

in the QG context by Phillips (1954) and for the two-layer shallow water system 

by Boss and Thompson (1999). In the latter study, particular attention was paid 

to the applicability of QG theory beyond the small Rossby number regime. Similar 

comparisons between the predictions of frontal models and those of primitive equation 

models would be valuable. We leave these considerations for future studies.
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A ppendix A  

SW -FG -SW  M odel

This derivation simply serves to demonstrate how to obtain the SW-FG-SW governing 

equations by making the assumption of three homogeneous layers at the start, rather 

than as a reduction of the CS-FG-CS model (subsection 5.1.4). Here, the middle layer 

will be FG, while the outer layers will be governed by Shallow Water QG dynamics. 

The resulting system should be useful in studying the dynamics of intermediate depth 

boundary currents and isolated mid-depth lenses, such as those described in Baey 

et al. (1995). We present a numerical simulation that employs this model in section 

5.2.

The model geometry is sketched in Fig. A.I. The ambient layers (subscripts 1 and 

3) are homogeneous, hydrostatic and incompressible. For the middle layer (subscript 

2), the Shallow Water approximation is made,

+  u*‘V*u* +  w*u*z. +  ( /0 +  /30 y*)e3  x u* =  V*p*,
p*

Piz* =  - 9Pi,

V*-u* +  w*iz. =  0,

►* =  1,3 (A .l)

1 4 . +  < V * U; +  (/o +  3 x u ; =  - - v y ,p*

(A.2)
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z=0

z=-H

y

z=-H

Figure A.l: SW-FG-SW model geometry. A thin, homogeneous layer lies between 
two homogeneous layers that are relatively deep, but finite. The upper and lower 
surfaces bounding the middle layer are allowed to intersect each other. This permits 
fronts with finite spatial extent, or isolated lenses of intermediate water. Spatially 
varying topography is also allowed.

h*t. +  V*.(u;/i*) =  0. (A.3)

The notation is similar to that in chapter 5, except that the velocities and dynamic 

pressures are ^-independent. We state the boundary conditions as follows,

wl = 0, 2 * =  0, (A.4)

tut =  r£  +  u V V ,  ** =  - H i  +  V*, (A.5)

w l  =  ( 7 7* -  -  h*), z* =  - H i  + 7 7* -  h \  (A.6)

w*z =  u z* =  - H i  -  H2 +  h*B, (A.7)

where .Hi and 7f2 are the constant reference depths of the upper and lower layers, 

respectively. The lower boundary of the upper layer is at z* =  —Hi +  r f  while the 

upper boundary of the lower layer is at 0 * =  — Hi +  77* — h*, where h* is the thickness 

of the middle layer. The two boundaries are coincident wherever h* vanishes. The 

total pressure in each of the three layers is given by

P; ( x \ y \ z \ t * )  =  -gp iz*  + v * { x \ y \ n ,  (A.8)

200

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



P2 (x*,y*,z*,t*) =  - 9 P 2 Z *  - g { p 2 - p i ) H 1 + p*(x*,y*,t*), (A.9)

p*3 {x*,y*,z*,t*) = -gpsz* + g{ps -  pi)Hi +  ,t*). (A . io )

Pressure is required to be continuous at the fluid interfaces,

-g p i(~ H i  +  77*) + (p* =  -g p 2 ( - H 1 + rj*)

+g(pi -  p2 )Hi + p* at 2r* =  - H i  +  r)*, (A.1 1 )

and

- g p 2{ -H i  +  77* -  h*) -  g(p2 -  pi)H i +  p*

= -g p 3( - H i  + 77* - h*) +  g(Pi -  pz)Hi +  r  at 2 * =  - H i  + 77* -  h*. (A.1 2 )

Simplifying, we obtain

g(P2 ~Pi)g* = P* ~  <P*, (A.13)

g{p3 -  p2 ){v* -  h*) = xp* -  p*. (A-14)

Scalings are based on the “intermediate lengthscale” ansatz (see S93 or section 

5.1.1),
1 Ap

g = 9 — , p* = P2 , Ap =  p3 - p i ,
p*

P2 -  Pi =  n A p , p3 - p 2 = r2 A p , n + r 2 =  l,

(®*»y*) =  L*(x,y), z* = H z, t* =

<  =  £ifoL*Ui, Uj =  £2 foL*u2, =  £ if 0 L*u3,

h* =  SHh, 77* =  SHg, h*B = SHhB,

P* = £iP*foLl<p, p* =  £2p*foLlp, 0 * =  £ip«f%Llij), 

wl -  SeifoH wi, = 5eif0 Hw3, (30  — e i f 0 f)/L*. (A.15)

Substitution of the scalings into the primitive equations yields

£i(uxf +  ui*V ui +  SwiVLlz) +  (1 + £i{3y)e3 x u t =  -  V<p, (A.16)

V - u i  +  5wiz =  0, (A.17)
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£lu 2i +  £2U2 ' ^ u 2 +  (1 +  £l(3y)G3 x U2 — Vp, (A.18)

£ 1  ht +  £2V-(u2/i) =  0, (A .19)

£l(u 3i +  U3 *Vll3 +  <fô 3u 3z) +  (1 +  £lflll)G3 x U3 =  — V ^ , (A.20)

V -u3 +  Sw3z =  0, (A.21)

together with the boundary conditions,

to! =  0, 2 =  0, (A.22)

wi = Vt + Ui'Vt?, 2: =  -A j +  8 r], (A.23)

w3 = ( y -  h)t +  u 3'V (?7 -  h), z — — Ax + Srj -  Sh, (A.24)

w3 =  U z-Vhsi z = - l + S h By (A.25)

where Ai is defined by (5.1.38).

Pressure continuity can now be stated as

r iV = j F p  -  (A.26)

r2(n — h) = -  e- jF p , (A.27)

or, solving for rj and p,

p = r2h + -  <p), (A.28)

s
p — — ~ ri r2/ i + —(r2^  +  r i0 ) . (A.29)

£2 ^  £2

As in chapter 5, we want to focus on the following case,

£1 = 8  (outer layers QG), (A.30)

€ 2  = 8 * ( p ~  h). (A.31)

Vertically integrating the mass conservation equations for the outer layers, we

obtain the nondimensional equations,

£(uit +  u r V u i  +  <froiU1;,) +  (1 +  8f3y)e3 x u x =  -V<p, (A.32)
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(Ai — —  S(r)t +  u r V p ) ,  (A.33)

Su2t +  ^ u 2*Vu2 +  (1 +  8f3y)e3 x u 2 =  —Vp, (A.34)

^  +  V .(u 2fc) =  0, (A.35)

<S(u3t +  u3«Vu3 +  8 w3 u3z) +  (1 +  Spy)e3 x u 3 =  -  Vt/>, (A.36)

(A2 +  £ p -  Sh)V °u 3 =  -<S((i/ -  h)t +  u 3-V(t7 -  h -  hB)), (A.37)

with pressure continuity,

rj =  r 2h +  F(i^ — <p), (A.38)

p =  n r 2h +  ( ^ ( r ^  +  r 2<p), (A.39)

where the Froude number is given by (5.1.37).

We take the curl of outer layer momentum equations to obtain vorticity equations. 

Defining Q = e3*V x u* for i =  1,3,

8(dt +  Ul)Ci +  ^CiV-Ui +  (1 + ^ t / ) V .Ul +  8f3vx =  0{52), (A.40)

where
£

V*ui = — (^ +  U i ' V r j  + r/V* Ui),
A i

Tj =  r 2/i +  F(ip — <p). (A.41)

Similarly for layer 3,

5(5j +  u3)C3 +  ^C3 ^ * u 3 +  (1 +  5/3y) V* u 3 +  5/3u3 =  0 (£ 2), (A.42)

where

V-u3 =  - -̂((»7 -  h)t +  u3*V(?/ -  h -  hB) + (y -  h)V -u3),
A2

rj — h =  — r\h  +  F{if) — y?). (A.43)

All variables are expanded in

(<p,ui,p,h,p,u2,^ ,u 3) =  (<p,ui,f7,h,p, u2,^,U3)(0)
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+ ^ 2  ((p, Ui, r], h ,p, u 2, i/>, u3)(1) +  -  (A.44)

To 0(S) the outer layers are governed by QG theory, i.e. the 0 ($ 2 ) corrections do 

not play a role and may be absorbed into the leading order flow fields. Then, we may 

write

[Bt +  *)][A<pW +  i ( r 2M°> +  F ( -  <p&)) +  Py] =  0, (A.45)
Ai

[dt +  *)][A^°> -  ~ ( - n h < »  + F ( ^ (0) -  ¥>(0)) -  hB) +  Py] =  0, (A.46)
a 2

where

uf° =  e3 x V ^ ° \  u f  = e3 x V ^ ° \

r)W = r2hP> + F ( ^  -  ip^). (A.47)

Details of the derivation for the middle layer are the same as in chapter 5, with

ip (° \x ,y ,t)  and ^ ° \ x , y , t )  playing the role of <p(°\x,yy — Ai,f) and ^>(a:,y, —Ai,f).

We obtain

h[0) +  J ( r 2<^°) +  n ^ °> , /*<°>) +  ( nr 2)2 +  h ^ A h ^ ,  h<°>) =  0. (A.48) 

Dropping the superscript (0), the SW-FG-SW governing equations are

(dt +  J (p , *))(A<p +  ^ -h  +  Fi(V> -<£>) +  Py) =  0, (A.49)
Ai

ht +  J ( r ^  +  r 2y?, h) +  ( n r 2)2 J(hA h +  ^ V h-V h, h) = 0, s =  —Aj, (A.50) 

(dt +  J(ipy *))(Atp +  ^ -h  -  F2 (i> — <p) + P y+  ^ -h B) =  0. (A.51)
A2 ^2

where +  r2 =  1, F,- =  F/A,-, * =  1,2, and the leading order velocities are given by

Ui =  e3 x V(£>, u2 =  e3 x V h, u 3 =  e3 x Vip. (A.52)
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A ppendix B

N um erical Scheme

Direct numerical simulation of the governing equations described in this thesis is based 

on finite differences in space, with explicit time-stepping. While details of the numer­

ical scheme differ for each model, there are many common features, which we describe 

here. For the purposes of numerical integration, all variables for a given model are 

discretized on a regular, rectangular grid in a rectangular or annular domain. For 2- 

dimensional models (SW-PG, FG-SW and SW-FG-SW) the nondimensional domain 

is 0 /f, while for 3-dimensional models (CS-PG, FG-CS and CS-FG-CS) the nondi­

mensional domain is O =  Off x [-1,0]. If a time-derivative term  is the sum of two or 

more quantities, then it is denoted as a single auxiliary variable. At each time step,

the auxiliary variable is evolved forward in time, after which the original variables

are recovered.

The procedure for all the models is similar. As an example, the CS-PG governing 

equations are reformulated as follows,

qt = fij(q , ip)+ QU (B .l)

P t  = P J ( P , ¥ ) ,  * =  0, (B.2)

X t  =  p J  (x, <p) +  N 2 J  (fig, tp), z =  - 1 ,  (B.3)

h‘ = c h i J(h'p) + c J T T v ' (' !Vp) + 02 + F' z = ~1' (B'4)
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where q — A<p +  (N ~ 2 (fz)z is the potential vorticity, p =  —<pz and X =  +  N 2 h.

Numerical friction, F , is introduced into the evolution equation for h, in order to 

damp small scale noise.

The friction term  F  has the form Aq Ah +  k2(—l ) n-1A”h where coefficients Aq and 

k2 are chosen empirically so that grid-scale noise is minimized, without significantly 

affecting the long-term evolution of the flow. Numerical friction k2 (—1 )n~1 A nh for PG 

models is always biharmonic (n — 2). For FG models, we have found that the presence 

of higher derivatives in the governing equation for the FG layer requires a higher order 

friction operator (n =  4) with an appropriately decreased k2. Typical values for Aq, 

k 2 are 5 x 10~4, 5 x 10~5 respectively for the PG family of models, and 10~4, 10-8 for 

the FG models. Negative values of h are clearly unphysical, however they still arise 

due to error associated with the finite discretization. These are eliminated at each 

time step, and the associated volume is subtracted uniformly over the frontal layer, so 

that overall volume of the layer is exactly conserved. A possible improvement would 

be the implementation of a flux-corrected transport scheme (e.g. Durran 1998).

Our numerical experiments were performed in an ^-periodic channel or a closed 

domain. In cases where 0 #  was closed, its shape was either a rectangle (chapters 2, 3 

and 4) or an annulus (section 4.4). No-normal flow conditions were applied on all rigid 

walls, i.e. the appropriate derivative of each streamfunction was zero. In practice, 

the values of the streamfunction along a rigid wall were held constant throughout 

the simulation. The size of the domain was chosen empirically, such that it allowed 

at least two (and usually more) wavelengths of the most unstable along-front mode. 

Cross-front profiles for the initial thickness of the frontal layer are described for each 

simulation separately.

All the models except FG-SW and SW-FG-SW are integrated forward in time 

using the Leapfrog scheme, with Robert smoothing (coefficient of 5 x 10~3) applied 

at every time step to filter out the computational mode (Asselin 1972). For FG- 

SW and SW-FG-SW we employ the 3rd order Adams-Bashforth method (Durran

206

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1998). Jacobi an terms are discretized using the (Arakawa 1966) formula and 2nd 

order accurate central differences are employed for all necessary spatial derivatives. 

At each iteration, the streamfunction for the ambient layer is recovered using an 

elliptic solver. In (B.1)-(B.4), <p is recovered from q via the MUDPACK routine, 

mudSsp. Vertical Neumann boundary conditions are provided by q>z(z — 0) and 

<pz(z — —1), which are easily computed from p and x-> respectively.

For the 2-dimensional models, the elliptic problem does not involve vertical bound­

ary conditions, and we use the variant mud2sp. MUDPACK is a library of elliptic 

solvers based on the Multigrid method with Gauss-Seidel relaxation and red-black 

ordering (Adams 1989; Kincaid and Cheney 1996). For simulations of buoyant ax- 

isymmetric currents (FG-SW model, chapter 4) we use a straightforward Conjugate- 

Gradient solver (Reszka 1997; Kincaid and Cheney 1996) because the domain is non- 

simply-connected. However, the discretization grid is still rectangular in that case, 

and both the x- and {/-velocities are held constant on the inner annulus boundary. 

Thus the boundary conditions are no-normal flow as well as no-slip.

To focus on the baroclinic aspects of the instabilities, the mean flow in the QG 

layer(s) was initially set to zero. In simulations without a source, the pressure in 

each QG layer was seeded with a superposition of waves with random amplitudes and 

phase shifts, in order to excite the instability. The amplitude of this initial pertur­

bation was small, typically between 102 and 1018 times smaller than the initial mean 

velocity of the frontal layer, depending on the model and the type of simulation. 

The perturbation amplitude was chosen such that the dominant along-front wave­

length emerged before nonlinear effects became significant. In the case of the annulus 

simulations, the initial perturbation consisted of radial and azimuthal modes. For 

simulations involving a source, where no steady-state solution exists, no perturbation 

was required for the development of the instability.

The horizontal resolution varied between experiments, and is described for each 

simulation separately. A typical horizontal resolution, however, was 128 x 128 nodes.
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For 3-dimensional models, the vertical resolution of the QG layer was maintained at 

16 levels, which adequately captured the evolution of the vertical structure in all cases 

considered. We endeavored to use grids such that the resolution in each spatial di­

rection contained a high power of 2, which increased the efficiency of the MUDPACK 

routines. The tim e step used was the highest possible which still ensured numerical 

stability. For the PG models, A t  was usually 10-2 nondimensional times units. For 

the FG models, A t  was typically around 10-3 because of the cubic nonlinearity, and 

often had to be decreased further by a factor of 10 during the fully nonlinear stages of 

instability. Finally, the introduction of a source is discussed for each model individ­

ually. Numerical investigations of mesoscale gravity currents employing the SW-PG 

model can be found in (Karsten et al. 1995; Swaters 1998) as well as (Choboter 

and Swaters 2000). Karsten and Swaters (2000a) and Karsten and Swaters (2000b) 

describe simulations of wedge fronts and parabolic fronts for the FG-SW model and 

related models.
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