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Abstract 

 

This thesis presents a method to determine the thermal diffusivities of both 

single-layered and two-layered coated samples. The flame spraying, air 

plasma spraying, and cold spraying techniques were used to fabricate the 

two-layered samples. Mathematical models were developed for single-layered 

and two-layered conduction heat transfer problems. Experiments were 

designed and tests were conducted to ensure that the mathematical models 

could give good prediction with the correct input of thermal diffusivity value. 

Experiments were conducted on samples, including single-layered samples of 

copper, aluminum, PMMA, and Pyrex and two-layered samples of TiO2 

coating on copper substrate or low carbon steel substrate, YSZ coating on low 

carbon steel substrate, and nano-structured TiO2 on Pyrex substrate.  

The thermal diffusivity results of all the materials showed good repeatability 

and for low-thermal diffusivity materials, the test results agreed with the 

referenced value.  
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Chapter 1: Introduction 

1.1 Thermal diffusivity measurement method 

Thermal diffusivity is a parameter used to describe the transient thermal 

response of a material to a temperature change. This thermal property of 

materials is of great importance, and it is the most used parameters during 

transient heat transfer analysis. Researchers compile invaluable thermal 

physical property data of materials for engineering and science handbooks or 

databases. However, only a few kinds of materials have well-built thermal 

diffusivity database, such as pure metal, pure gas, and material with exact 

compounds. In industry, materials are manufactured in different places, or 

fabricated according to different recipes; the thermal diffusivity is always not 

available when required. A method to measure the thermal diffusivity value of 

random materials in-situ is required. 

 

1.2 Coatings and spraying techniques 

Coating is a covering layer fabricated on a surface to protect an object, 

which is also called substrate, from corrosion, wear or high-temperature 

degradation. Coating is also used to improve the electrical or thermal 

performance of the substrate. Coatings could be applied by several different 

techniques, including chemical vapor deposition, physical vapor deposition, 

chemical techniques, electrochemical techniques, and thermal spraying 

techniques.  Thermal spraying techniques fabricate coatings by spraying 

melted or heated materials onto the substrate. Thermal spraying technique has 

wide application field, including protecting corrosion and fouling [1, 2], 
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repairing damaged surfaces [3-5], protecting the substrate from temperature 

and oxidation [6-8] and altering [9-11] the thermal properties and electrical 

properties for specific applications.  

 

1.2.1 Flame spraying 

Flame spray technique is widely used in the industry [12-15]. This 

spraying method has high deposition rate, provides thick coatings and gives a 

large choice of coatings. 

 

 
Figure 1- 1 Schematic diagram of flame spraying [16] 

 

Figure 1-1 shows the schematic diagram of flame spraying. Coatings are 

fabricated by spraying molten powder of a material onto the substrate. The 

typical size ranges from micrometers to above 100 micrometers. This gun uses 

oxygen-acetylene as its combustion gas. The flame temperature could reach 

above 3000˚C [17], which is higher than the melting point of most materials. 

The powders come through the high temperature flame, being heated and 

melted. These melted or partially melted particles are propelled by the high 
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velocity gas and landed on the substrate. When impacting on the substrate, the 

particles spread and bond to the substrate in form of lamellar shapes. When 

the spraying process is repeated, the new lamellar coating materials overlay 

the formerly sprayed coatings to fabricate coatings of desired thickness, which 

normally range from 20 μm to several millimeters. Air jet is optional, which 

could be used to modify the spraying characteristics and to cool down the 

torch for protection. 

 

1.2.2 Cold spraying 

Unlike flame spraying, instead of application of high temperature to melt 

the particles, the cold spraying process focuses more on increasing the particle 

spraying velocity [18-20]. Fig. 1-2 shows the schematic diagram of cold 

spraying. 

 
Figure 1- 2 Schematic diagram of cold spraying [21] 

As shown in Fig. 1-2, high pressure compressed gas is used to propel the 

fine powder particles to velocities of 500 m/s to 1500 m/s. Compressed gas is 

heated to a certain temperature, which would be set on the console of the 

spray unit, then fed into a specially designed gun. The gun has a de laval type 

convergent-divergent nozzle to accelerate the particles. The powder particles 

which are stored in the powder feeder are fed into the high speed gas jet by 
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compressed gas. With the high-speed gas jet, the powder particles are 

accelerated to a certain velocity and heated to a certain temperature. When 

impacting on the substrate, the particle would deform plastically and bond to 

form a coating. In the entire process, the particles remain in solid state and at 

relatively low temperature. Therefore, little oxidation of the sprayed material 

or the substrate occurs. Ideally, properties of the coatings are kept as the 

properties of the original bulk materials. Cold spraying technique has wider 

choice of substrate due to the relatively low temperature of gas jet. However, 

considering the high velocity of the gas jet, the substrate should not be soft or 

friable. 

The disadvantage of cold spray is that it has limited choices of coating 

powders, since it works for ductile materials such as, aluminum, alloys and so 

on. Hard and brittle materials cannot be sprayed directly onto a substrate, but 

have to be applied as composites with the ductile materials. 

 

1.2.3 Plasma spraying 

Plasma spraying is a versatile spraying method [22-25]. The plasma is an 

electrically conductive gas that contains charged particles. The plasma spray 

torch is able to produce high-temperature plasma, which is around 16000 ˚C 

[26], and works well with materials with high melting point, such as ceramic 

coatings. It also has high spraying velocity and is able to fabricate dense 

coatings with high bond strength.  

As shown in Fig. 1-3, the anode (made of tungsten) and the cathode 

(made of copper) generate a strong electric arc. Plasma gas (normally nitrogen, 

hydrogen, helium or argon) flows through the torch. At first a high voltage is 

generated between the cathode and the anode, which causes the local 

dielectric gas to ionize. The electrons, which are generated during ionization, 

keep colliding with incoming neutral gas and an avalanche-like process 



 5 

enhances the ionization. The primary and secondary gas then become 

electrically charged plasma and act as conductive path for the anode and 

cathode. The resistance from the plasma causes heat generation and extreme 

temperature. In this process, the plasma gas flows around the cathode, through 

the anode, and comes out of the constricting nozzle as neutral flame. Instead 

of shorting out, the arc extends down the nozzle. Cooling water flows around 

the nozzle to keep the anode and cathode cooled. Spraying powders and 

carrier gas are injected into the plasma flame through a port mounted close to 

the anode. 

The rest of the spraying process is similar to the flame spraying method. 

The powder particles are melted and sprayed onto the substrate to form 

lamellar shape and overlay each other. 

 

 
Figure 1- 3 Schematic diagram of air plasma spraying [27] 

1.3 Previous studies on thermal diffusivity measurement  

Several experimental techniques have been developed to measure the 

thermal diffusivity of thermal-sprayed coatings, based on different theories. 

Salazar and Sanchez et al. [28] developed a thermal diffusivity measurement 

method for low diffusivity materials based on the mirage effect. Adams and 

Kirkbright [29] and Adams, et al. [30] used the optoacoustic effect to 

determine the thermal diffusivity of polymer films on a copper substrate. This 

method was further modified and developed by other researchers and referred 
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as thermal wave interferometry technique, photo thermal techniques [30-32] 

and so on. The sample absorbs rapid pulses of light. The resulting energy is 

then radiated as heat, which causes detectable sound waves (thermal wave). 

The pressure of the air in contact with the sample changes accordingly. This 

optoacoustic signal depends on the thermal diffusivity and thus gives 

measurement the other way round. However, it requires optical properties of 

the material, and poor availability of desirable optical properties of the 

material is a disadvantage of this method. 

The most widely used theory for thermal diffusivity measurement is the 

advanced heat transfer theory. When an energy input is performed on a test 

sample, the temperature of the sample would change accordingly. With the 

temperature dependency of thermal diffusivity, several thermal diffusivity 

measurement methods were developed. 

Thermal diffusivity is also determined indirectly by thermal conductivity 

measurement. Eqn. (1-1) shows the relation between thermal diffusivity and 

thermal conductivity, where α is thermal diffusivity, k is thermal conductivity, 

ρ is the density and cp is the heat capacity at constant pressure.  

pc
k
ρ

α =  (1-1) 

With knowledge of the density and heat capacity of the material, thermal 

diffusivity value could be determined accordingly. The problem of this method 

is that the density and heat capacity of the material are not always available to 

the researchers. 

Figure 1-4 classifies the commonly used measurement techniques for 

thermal diffusivity and thermal conductivity into steady state methods and 

transient state methods. These techniques distinguish from each other by using 

different heat sources, temperature measurement methods and different 

geometric configurations. 
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Figure 1- 4 Commonly used measurement methods for thermal diffusivity and 
thermal conductivity based on heat transfer theory [33] 

 
Figure 1- 5 Schematic diagram of the flash method [33] 

 

Figure1-5 shows the schematic of the flash method. A small disk-shape 

sample, which is initially kept at constant and uniform temperature, is exposed 

to an instantaneous pulse at the front face. The instantaneous pulse usually 

comes from a xenon flash lamp [34] or a laser [35], although electron beams 

have also been used [36]. The temperature increase at its rear face is monitored. 

The thermal diffusivity is then determined by the temperature-versus-time data. 

This method was studied and improved by researchers and provided 
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dependable test results [37-39]. 

Hot wire technique [40] and hot disk technique [41] are also widely used 

for thermal diffusivity measurement. Researchers developed several other 

techniques [42, 43] based on this method for different situations and purposes. 

The hot wire/disk technique is developed for simultaneous determination of 

the thermal conductivity and thermal diffusivity of various materials. This 

method embeds a hot wire within the test material, or puts a hot disk between 

two identical slab samples. The hot wire/disk serves as both heat source and 

thermometer. The hot wire/disk is assumed to send out constant and uniform 

heat flux. A resulting temperature change at a certain position of the material is 

measured during a certain time period and the temperature data are used to 

determine the thermal diffusivity of the material. 

Although these techniques have advanced the science of thermal 

diffusivity measurement, several problems are still present. These methods 

were applied to measure the thermal diffusivity thermal-sprayed coatings. 

Flash method and thermal wave interferometry method work best if the 

coating material is opaque. Semi-transparent materials, such as zirconia-based 

ceramics used to make thermal barrier coatings for turbine blades of aircraft 

engines, must be coated with carbon, gold, or platinum to improve radiation 

absorption. However, it has been shown that at high temperatures, evaporation 

of these layers occurs and reactions with the sample are possible [44]. 

Therefore, errors would occur to the thermal diffusivity result for the 

semi-transparent samples. The hot wire method is mostly used for the thermal 

diffusivity of liquid. Hot plate requires two identical free-standing samples to 

determine its thermal diffusivity. 

Most of the measurements deal with single-layered material, which 

means that free-standing coatings are needed. Detachment and polishing of the 

coating is time-consuming and may cause significant damage, especially when 

dealing with thin coatings. Experiments proved difficult due to curling of the 

detached coatings [45]. 
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Another problem includes lacking knowledge of other properties that are 

required in the test. For example, the method of using thermal conductivity 

value to determine thermal diffusivity requires the thermal capacity and 

density of the material, which are not available often. The method of the 

optoacoustic technique would require the optical properties sometimes [33], 

which are also unknown for random materials. 

Another drawback of the current existing thermal diffusivity 

measurement method is that they have a high demand for the experimental 

equipment, which is often expensive and complicated to operate. Figs. 1-6 to 

1-8 show the schematic graph of typical apparatus setup used in photo thermal 

technique, flash method and thermal wave interferometry method, respectively. 

All these methods need complex and high-resolution equipment, such as wave 

form recorder, noise amplifier, and oscilloscope, to name a few. 

 
 

Figure 1- 6  Schematic graph of apparatus setup for photo thermal technique 

[46]  

 
Figure 1- 7  Schematic graph of apparatus setup for flash method [47] 
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Figure 1- 8 Schematic graph of apparatus setup for thermal wave 
interferometry method [31] 
 

When the high accuracy of the thermal diffusivity value [30 - 32, 35], 

higher than 99%, is not necessary, a rough range of thermal diffusivity value 

could also serve well in the industry. A novel and simple method is needed 

which could measure thermal diffusivity of both free-standing samples and 

that of coating without detachment from the substrate. This new measurement 

method should not require delicate and expensive equipment systems and 

complicated operation. This method attempts to measure the thermal 

diffusivity of a wide variety of thermal-sprayed coatings, including 

semi-transparent and strongly attached coatings, with easy accessed 

experimental equipment. 

 

1.4 The objectives  

The objectives of this thesis include the following: 
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i) Design and build an experimental method to measure the thermal 

diffusivity with only temperature logger and hot plate  

ii) Estimate thermal diffusivity of single-layered samples 

iii) Estimate the thermal diffusivity of thermal-sprayed coating 

without needing to remove the substrate 

iv) Study the application spectrum and repeatability of this thermal 

diffusivity measurement method 

v)  Perform the heat loss analysis of the samples and analyze the 

test graphs for YSZ, copper, and PMMA samples. 
 

1.5 Thesis Organization 

This thesis has the following structure: 

In Chapter 2, a mathematical model was built to simulate the experiment 

conditions. Partial differential equations were built on both single-layered 

sample and two-layered sample. Considering the availability of experimental 

equipment, boundary conditions were assumed in the model. Duhamel’s 

method and Green’s function method were used in this chapter to obtain 

solutions for these problems. 

Chapter 3 describes the experimental equipment setup, and the 

preparation process of the single-layered samples and two-layered samples. 

The parameters used in the spraying techniques were listed in tables. 

Chapter 4 explains the tuning method developed by this thesis. The data 

process procedure was explained. The thermal diffusivity method was 

described step by step. The important step of the algorithm in the MATLAB 

code was explained in details. 

Chapter 5 presents the thermal diffusivity results of the single-layered 

samples and of the coating fabricated on two-layered samples. The different 

feature and thermal diffusivity results trend were observed, studied and 
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explained by the heat loss analysis. 

Chapter 6 concludes this thesis. It shows the application spectrum of this 

tuning method developed in this thesis and makes recommendations for better 

results in further research. 
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Chapter 2: Mathematical Model and analytical 

solutions 

This mathematical model was developed to predict the temperature 

profile for the designed experiment. When heat conduction problem was 

developed, the availability of experiment equipment and technique was 

considered. Some assumptions were introduced to simplify the model mostly, 

while ensuring good simulation of the specially designed experiment. 

Considering the machining technique and easy access of slab samples, 

Cartesian coordinates were used to develop the model. 

When the mathematical heat conduction models were developed, some 

necessary assumptions were applied to simplify the problem. Analytical 

solutions were calculated. Heat transfer occurs when a temperature gradient 

exists in a body. Thermal diffusivity represents the speed at which heat 

diffuses in a body. Large thermal diffusivity values could cause faster heat 

transfer process through a material. To make observation of the thermal 

diffusivity of a certain material, we need to know how fast heat transfers 

through the body. Hence, we need to create a temperature gradient within the 

material to study thermal diffusivity. An effective way to create a temperature 

gradient is to add a heat source at one of the boundaries. Therefore, models for 

both single-layered and two-layered conduction problems were developed as 

partial differential equations (PDE) with temperature boundary condition. 

When developing the mathematical model, since it is developed based on 

experiments, the availability of the experiment equipment was considered. In 

this chapter, not only the mathematical problems were studied, the experiment 

factors, which were simulated by mathematical problems, were considered in 
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each step, to make the model and experiment (which will be described in 

Chapter 3) more compatible. 

 

2.1 Single-layered model 

2.1.1 Single-layered model with one temperature boundary condition 

y

x

0

L

F1(t)

y

x

0

L

F1(t)

y

x

0

L

F1(t)

 
Figure 2- 1 Single-layered model 

A single-layered model was the model developed on single-layered 

sample, and it was studied first. Fig. 2-1 shows a schematic of the heat 

transfer model. All the assumptions were made to simplify the problem and 

match the availability of the experiment equipment. The model was developed 

in a Cartesian coordinate system, since most of the samples are slabs. The 

thickness of the object is much smaller than the width and length of the 

sample. Therefore, the problem was assumed as one-dimensional. One surface 

of the slab (x = 0) is in contact with a heat source and all the other boundaries 

of the object are assumed to be insulated. No heat generation was assumed 

within the object to keep problem simple. One of the boundary conditions (at 

x = 0) used the adiabatic boundary condition. The other boundary condition 

(at x = L) was assumed to be time-dependent temperature boundary condition, 

which could be easily adjusted in the experiment. 

The model sample is of thickness L . The temperature in the body is 

uniform as iT  before heating the sample. Thermal properties, such as thermal 
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diffusivity, are constant. According to the assumptions above and the 

boundary conditions, a PDE was developed as follows:  

Governing equation: 

0,01
2

2

≥≤≤
∂
∂

=
∂
∂ tLx

t
T

x
T

α  
(2-1) 

Boundary condition: 

0)(),( 1 >= ttFtLT  (2-2) 

00),0(
>=

∂
∂ t

x
tT

 (2-3) 

Initial temperature condition 

LxTxT i ≤≤= 0)0,(  (2-4) 

Where: 

),( txT  is the temperature in the body, depending on position x and time 

t 

α  is the constant thermal diffusivity 

L  is the thickness of the sample 

iT  is the uniform initial temperature 

)(1 tF  is the temperature boundary condition at x = L 

The governing equation is homogeneous, and one of the boundary 

condition Eqn. (2-3) is homogeneous. The temperature boundary condition Eqn. 

(2-2) is time dependent. Therefore, Duhamel’s superposition integral method [48] 

was used to solve this time dependent boundary condition. Introducing iTT −=θ , 

the initial condition could be homogeneous. The whole equation changes into 
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the following form: 

Governing equation: 

0,01

2

2

≥≤≤
∂
∂

=
∂
∂ tLx

tx
θ

α
θ

 
(2-5) 

Boundary condition: 

0)(),( 1 >−= tTtFtL iθ  (2-6) 

00),0(
>=

∂
∂ t

x
tθ

 (2-7) 

Initial temperature condition 

Lxx ≤≤= 00)0,(θ  (2-8) 

With the established solution form of Duhamel’s method, the solution is 

calculated as: 

∫∫ −+=−
+

+=
tt

i
i dtx

d
dFTdtx

d
TFd

txFtx
00

),()(),(
))((

),()0(),( ttθ
t
tttθ

t
t

θθ

 (2-9) 

( )tF is the temperature boundary condition at Lx = . 

),( txθ  is the solution to the homogeneous problem, where 1),( =tLθ . 

The auxiliary problem is: 

0,01

2

2

≥≤≤
∂
∂

=
∂
∂ tLx

tx
θ

α
θ

 
(2-10) 

Boundary condition: 

01),( >= ttLθ  (2-11) 
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00),0(
>=

∂
∂ t

x
tθ

 (2-12) 

Initial temperature condition 

Lxx ≤≤= 00)0,(θ  (2-13) 

The procedure to solve this auxiliary problem is attached in Appendix A. 

The solution to the auxiliary problem is: 
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Substitution of Eqn. (2-14) into Eqn. (2-9), and noting that iTT −=θ , 

the solution for the slab temperature distribution is: 
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 (2-15) 

2.1.2 Single-layered model with two temperature boundary conditions 

Another heat conduction model was built, as shown in Fig. 2-2. in this 

model, both the boundary conditions are temperature boundary conditions. In 

the second model, the adiabatic boundary condition at 0=x is changed into 

another temperature boundary condition. 

0

x

L

y

Insulated

Temperature 
boundary condition F2(t)

Temperature 
boundary condition F1(t)

T

0

x

L

y

Insulated

Temperature 
boundary condition F2(t)

Temperature 
boundary condition F1(t)
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Figure 2- 2 The heat conduction model with two temperature boundary 
conditions 
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The governing equation of the two-time-dependent-boundary-condition 

problem is the same as the heat transfer problem in Fig. 2-1. It had no heat 

source within the sample and is modeled as a one-dimensional problem, due 

to the small cross-sectional thickness of the slab. Then its governing equation 

is: 

0,01

2

2
≥≤≤

∂
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=
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∂ tLx

t
T

x
T

α  
(2-16) 

Boundary condition: 

0)(),0( 1 >= ttFtT  (2-17) 

0)(),( 2 >= ttFtLT  (2-18) 

Initial condition 

LxTxT i ≤≤= 0)0,(  (2-19) 

The problem is also solved by Duhamel’s method as well, and the analytical 

solution is  
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where 1)cos( =Lmβ   

Therefore, the eigenvalue is  

L
m

m
πβ =  (2-21) 
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With this analytical solution, the temperature distribution during the 

experiment at any position of the sample could be predicted with the proper 

properties of the material. 

Fig. 2-3 shows the comparison of the two conduction models. 

When )()()( 21 tFtFtF == , with the symmetry theory, the temperature 

distribution of Fig. 2-3(a) is the same as the temperature distribution in the 

box shown in Fig. 2-3(b). 
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Figure 2- 3 The comparison of two heat conduction models 

The heat transfer problem of Eqns. (2-16) to (2-19) has more flexible 

boundary conditions. Both the boundary conditions are time-dependent 

temperature boundary conditions. With proper experimental equipment, saying 

two heat sources and two temperature boundary condition measurements, this 

problem would be easy to perform and could give a better model for the 

experiment problem, since the boundary condition at x = 0 was actually 

measured by experiment equipment instead of assuming an ideal boundary 

condition. As for this research, the experiment equipment is limited; hence only 

one time-dependent temperature boundary condition was applied in the 

experiment. The model in Fig. 2-3(b) was used for single-layered problem. 
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2.2 Two-layered model 

Two-layered model is the heat conduction model with two layers of slabs 

in perfect contact with each other. This problem is solved by Green’s function 

method. 

2.2.1 Green’s function 

The most commonly used method to solve heat conduction problem is 

the separation of variables. It is the most efficient solution techniques for 

some kind of PDE problems. However, the heat conduction problem of 

two-layered model could not be solved by this classic method alone due to the 

nonlinear temperature boundary condition. Green’s function [49], 

accompanied with orthogonal expansion technique, was used to solve this 

two-layered conduction problem with time-variable temperature boundary 

condition. 

Green’s function method deals with general kinds of heat conduction 

problems, and tries to seek a form that gives the solution in terms of all the 

data, such as the boundary condition, initial condition and any other 

homogeneous term in the PDE. 

Green’s function method introduced the idea of heat source. The 

boundary conditions and any inhomogeneous factors are represented in form 

of heat sources. The temperature distribution in an object was decided by the 

heat source within this object. If temperature distribution caused by every heat 

source could be decided, the temperature distribution in the real object could 

be decided by the superposition of all the temperature distribution caused by 

every heat source. 

Normally, the non-zero solution of linear partial differential equation is 

from nonhomogeneous boundary conditions, or non-zero initial conditions or 
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nonhomogeneous governing equation. As for the effect of these 

nonhomogeneous elements, the basic idea of Green’s function is to study the 

nonhomogeneous factor one by one. Each of the nonhomogeneous factors was 

assumed as a heat source in a homogenous problem. The solutions from these 

homogeneous problems are called Green’s function. By adding the Green’s 

function (the solution of each heat source problem), the solution of the 

original problem could be decided. 

It gives the solution to a general three-dimensional nonhomogeneous 

boundary-value problem, which is: 
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RregionintforrFtrT 0)(),( ==  (2-24) 

This problem was solved by considering its auxiliary problem of the 

same region R: 
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For the problem described in this thesis, it is required that the problem is 

fit into the form of the general problem. The two-layered heat conduction 

problem is one-dimensional and the coordinates are Cartesian coordinates. 

One-dimensional Laplacian operator and one-dimensional delta function was 

applied to the governing equation. Green’s function ),',( τrτrG is turned into 

the form ),',( τxτxG . There are two boundary conditions in a 

one-dimensional conduction problem; therefore, there are two summations in 

the third part of Eqn. (2-27). The solution of one-dimensional case is reduced 

to: 
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The first term on the right-hand side of the above equation is the effect 

from the initial temperature condition )'(xF . In this research, it is represented 

by constant temperature Ti that was measured by thermocouple. Green’s function 

at 0=τ  is multiplied by the initial temperature condition and integrated over 

the thickness L. The second term is for the contribution of the energy generation 

),( trg  on the temperature distribution. The last term is for the contribution of 

the nonhomogeneous terms ),'( τrf i of the boundary conditions on the 

temperature distribution. In this research the first kind of boundary 

condition—the temperature boundary condition was applied. According to the 

Eqn. (2-26), it requires 0=ik  and 1=ih . When ik  equals zero, it could not 

be applied to the solution--Eqn. (2-28) directly, since the zero value ik could not 

be placed as denominator. Eqn. (2-26) was changed to another form into Eqn. 

(2-29). 
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Substituting the one dimensional version of Eqn. (2-29) into (2-28), with 

some simplification, the solution to the problem was changed into the form: 
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 (2-30) 

By working on the homogeneous situation of this problem, we could 

calculate the Green’s function ),',( τxτxG  and its derivative. The Green’s 

function is the kernel part of this method and the determination process is 

shown in details in Appendix A.  

 

2.2.2 Application of Green’s function method to the two-layered sample 

The most efficient way to deal with multi-layer problem is the 

application of Green’s function method. It deals with all non-homogeneous 

problems in the same manner. 
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Figure 2- 4 Two-layered model 

Figure 2-4 shows the schematic of the conduction model for two-layered 

samples, which is called two-layered model. The body is composed of two 

layers. Properties of layer one are described with subscript 1; while that of 
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layer two is described with subscript 2. The two layers are assumed to have 

perfect contact with each other. McDonald et al. [50] found that the thermal 

contact resistance between thermal-sprayed droplets and substrate was of the 

order of 10-7m2-K/W. The thickness of a typical coating would be of order 10-3 

m [11, 12], and the thermal conductivity of thermal-sprayed materials 

(ceramics, metals, metal alloys) is normally within the magnitude range of 0.1 

W/m-K to 500 W/m-K [41, 43, 52], and the thermal conductivity of the test 

materials studied this thesis was within the range of 0.14 W/m-K (PMMA) 

[52] to 401 W/m-K (copper) [45]. The thermal resistance through the coating 

“R” is decided by thickness “t” and thermal conductivity “k” as ktR /= . 

Though calculation, the thermal resistance through the coating layer is within 

the range from 10-5 m2-K/W to 10-2 m2-K/W, which is much greater than the 

contact resistance (10-7m2-K/W) between layers. Therefore, the much smaller 

contact resistance between the coating and substrate (10-7 m2-K/W) is 

negligible compared with the thermal resistance of the coating layer (10-5 

m2-K/W to 10-2 m2-K/W). Hence, the two layers could be assumed to be in 

perfect contact in the two-layered model to simulate thermal sprayed samples. 

The origin is built from the bottom of the lower layer. From the origin, 

the thickness of layer one is “a”, the total thickness of the composite body is 

“b”. The size of the sample in y direction is much bigger than the size in x 

direction, and the surface in y direction is insulated. Therefore, the problem is 

one-dimensional. No energy source or sink exists inside the body. The 

temperature in the body is uniform before the temperature gradient is 

introduced. The two layers have different properties, such as thermal 

diffusivity. Thermal diffusivity for each layer was assumed to be constant 

during the experiment. The bottom surface of the body is insulated; the top 

surface has a time variable boundary condition after time 0. 

The governing equations for the temperature distribution in the 

composite medium are: 
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The boundary and initial conditions are: 

000),0(1 ≥==
∂

∂ tx
x

tT
 (2-33)

 

( ) 0),(, 21 ≥== taxtaTtaT  (2-34) 

( ) ( )
0,, 2

1

21 ≥=
∂

∂
=

∂
∂ tax

t
taT

k
k

t
taT

 (2-35)
 

( ) 0)(,2 ≥== tbxtFtaT  (2-36) 

The boundary conditions are adiabatic condition at x = 0, and 

time-variable temperature boundary condition at x = b. Eqns. (2-34) and (2-35) 

are the interface boundary condition with perfect contact, meaning equal 

temperature and equal heat flux separately. The initial condition of both layers 

was assumed as the same.  

( ) 000,1 =≤≤= taxTxT i  (2-37) 

( ) 00,2 =≤≤= tbxaTxT i  (2-38) 

This is a problem with nonhomogeneous boundary condition. To solve 

the problem, the first step is to transform this problem into several simpler 

problems with homogeneous boundary conditions. 

The original problem has nonhomogeneous boundary condition at bx = . 

In order to transform this time-dependent problem into one with homogeneous 

boundary conditions, we develop the temperature profile solution of the 



 26 

system, ),( txT j  (j = 1, 2, representing the layer number) by applying 

superposition of two simpler problems in the following form: 

2,1)()(),(),( =⋅+= jtFxtxtxT jjjj ψθ   (2-39) 

In Eqn. (2-39) the element )(xjψ could be determined by solving a 

steady-state problem; the element ),( txjθ could be decided by a 

time-dependent problem, subjected to homogeneous boundary condition. The 

two problems were solved separately and substituted later into the final 

solution. 

The element )(xjψ  was decided by the following heat transfer problem. 

It is a steady-state problem with one non-homogeneous boundary condition. 

The equation groups are listed: 

0)(
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=
dx

d ψ  (2-40) 
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2
2

=
dx

d ψ  (2-41) 

The equation group needs four boundary conditions, which are:  

0)0(1 =
dx
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dx
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k
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ad )()( 2

1

21 ψψ
=  (2-43) 

( ) ( )aa 21 ψψ =  (2-44) 

( ) 12 =bψ  (2-45) 

),( txjθ are solutions of the following time-dependent problem, subject to 

homogeneous boundary conditions. 
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The boundary conditions are: 
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In the following part, jψ  and jθ are solved. Integrating Eqn. (2-40) and 

Eqn. (2-41), it is obtained that: 

211 cxc +=ψ  (2-51) 

432 cxc +=ψ  (2-52) 

Substitute the assumed form of equation in to the boundary conditions to 

decide the coefficients 32,1 , ccc  and 4c . 
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When x = 0, the coefficient 1c  could be calculated. 
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From boundary conditions--Eqns. (2-47) to (2-50), coefficient 1c  could 

be easily decided. 

01 =c   (2-56) 

With the knowledge of 1c , substitute the assumption, we could get: 

432 cacc +=  (2-57) 

By boundary condition (2-11), we could get: 

03
1

2 =c
k
k

 (2-58) 

Therefore, 

03 =c  (2-59) 

142 == cc  (2-60) 

Since all the coefficients were decided, the function )(1 xψ  and 

)(2 xψ were available. 

( ) 11 =xψ  (2-61) 

( ) 12 =xψ  (2-62) 

The next step is to solve function 1θ and 2θ . The two functions were 

decided by the following equation groups. It is known from Eqn. (2-61) and 

Eqn. (2-62) that  
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Therefore, 
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Eqn. (2-64) could also be represented as: 
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To apply the Green’s function method to solve this two-layered problem, 

the equations are rearranged to the following form. 
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iT  is the initial temperature. 
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n1ψ and n2ψ  are solved by the related eigenvalue  problem, therefore 

they are regulated by the following equations. 
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The coefficients are solved. 
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nβ is calculated by the following equation. 
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nB2  is the only unknown coefficient, and solved by the application of the 

initial temperature condition. With the knowledge of all the coefficients, 

iψ and iθ are solved. Substitute them to Eqn. (2-39), this problem is solved. 

The solution is listed in Eqns. (2-86) to (2-89). 
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The constants involved in the equations were: 
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The nβ involved in the solution was calculated by the following implicit 

expressions: 
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It should be noted that the temperature evolution of the second layer T2 

could also be decided by this analytical solution developed above. However, 

for the thermal diffusivity measurement method developed by this thesis, only 

T1 --temperature of the first layer, was needed to determine the thermal 

diffusivity for the coating. Therefore, the solution for T2 is not shown in this 

thesis.  
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2.3 Summary of mathematical model 

In this chapter, heat conduction problems were solved by analytical 

method. The method of separation of variables is the basic method to deal 

with partial differential equations. The heat conduction model in this chapter 

has inhomogeneous and time-dependent boundary conditions, so that more 

work is needed before the basic method could be applied. For single-layered 

model, Duhamel’s method was applied. For two-layered model, Green’s 

function method was applied. The problem was transformed into several 

simpler problems and solved by the basic separation of variable method. 

This conduction problem has non-homogeneous boundary condition at 

the outer surface, which was transformed into a problem with homogeneous 

boundary conditions. This transformation would add a heat generation term 

into the governing equation. The orthogonal expansion technique, coupled 

with Green’s functions, was used to solve the resulting governing equations 

for the temperature distribution in the composite medium. 

In this chapter, the solution to the single-layered and two-layered 

conduction problem are calculated and shown in Eqns. (2-20) (2-21) and in 

Eqns. (2-86) to (2-90). From these equations, it could be seen that the thermal 

diffusivity values (α  in single-layered solution and 1α , 2α  in two-layered 

solution) play a crucial role in the solution. With the knowledge of thermal 

diffusivity and the other elements, (such as thickness of the substrate and 

coating, thermal diffusivity and thermal conductivity of the substrate), 

temperature profiles could be developed. Vice versa, if the temperature profile 

is known, and if one of the thermal diffusivity value is the only unknown, 

thermal diffusivity could be decided by the knowledge of temperature profile. 

In the thesis, an experiment was designed to measure the temperature profile, 

which was used to decide the thermal diffusivity value later. Chapter 3 



 34 

describes the experimental equipment, experimental procedure and the sample 

preparation techniques. 
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Chapter 3: Experimental equipment and experiment 

procedure 

The sample, wrapped with insulation (Styrofoam), was kept at room 

temperature initially. The sample was laid on a hot plate, which was set at a 

constant temperature (i.e. 50°C to 100°C based on different experiments). The 

hot plate would create a temperature gradient in the sample, and induce a heat 

conduction process within the sample. The temperature variation at top 

surface of the sample was recorded by thermocouples and transferred to a 

monitor by a data acquisition system (DAS). 

The sample tested was either a single-layered slab or two-layered slab. 

Single-layered samples were of different materials, including aluminum, 

copper, low carbon steel, PMMA, and PYREX. They were cut directly from 

the bulk materials into slab shapes. The two-layered slab samples were 

prepared by flame spraying, plasma spraying or cold spraying , including 

titanium dioxide (TiO2) on low carbon steel substrate, TiO2 on copper 

substrate, yttria-stabilized zirconia (YSZ) on low carbon steel substrate, and 

nanostructured TiO2 on Pyrex substrate. 

3.1 Experimental equipment setup 

The experimental assembly is shown in Fig.3-1. The equipment 

assemblies included hot plate that was used to heat the samples, a data 

acquisition system that was used to record the temperature data during the 

heat conduction process, and a monitor on which temperature profiles were 

observed. 

http://en.wikipedia.org/wiki/Celsius
http://en.wikipedia.org/wiki/Celsius
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Figure 3- 1 Experiment assembly 

The heat source used in the experiment is a hot plate (Type 2600, 

Thermolyne, Dubuque, IA, USA).  The hot plate has a flat surface and could 

provide adjustable temperatures. 

The flat surface on the hot plate could ensure good contact with the flat 

samples. The size of the flat surface is 150 mm x 150 mm. The temperature 

controller of the hot plate is on/off (analog) type; a thermocouple was inserted 

under the flat surface of the hot plate to monitor its temperature, and provided 

feedback to the equipment. In this way, the hot plate could be maintained at a 

constant temperature as set on the LED display window. 

The tested sample shown in Fig. 3-1 is a two-layered sample. The upper 

thin layer represents the coating layer, and the lower thick layer represents the 

substrate layer. If the tested sample is single-layered, the sample in the 

assembly graph-Fig. 3-1 is simply one-layered. The insulating material 

Styrofoam was wrapped on the sample to keep the boundaries adiabatic. 

Section 3.5.1 describes the insulating procedure in details. Considering that 

the position of the thermocouple was in the center hot surface, the temperature 

in the center of the hotplate was closer to the temperature displayed in the 

LED window. On the entire surface of the hot plate, when the sample was 

heated on the hot plate, it is hard to guarantee that the sample was heated 

uniformly. In Chapter 2, the mathematical model used uniform temperature on 
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the boundary as boundary condition. Compared with the hot plate size 

(150mm x 150mm), relatively small surface area (40mm x 40mm) of the 

samples would reduce the error from uneven temperature. Therefore, in the 

experiment, the samples were prepared with a smaller size and were placed in 

the center of the heating zone of the hot plate. It should be noticed that the 

length and width (40mm x 40mm) of the sample are small compared with the 

size of the hot plate. When compared with the thickness of the sample (3mm - 

9mm), the length and width of the sample are large. The ratio of the length 

and width of the sample to the thickness of the sample is around 10:1. This 

makes the sample 1-demensional. The one-dimensional assumption is also 

explained by Biot Number theory. The Biot Number [49] is represented by 

Eqn. (3-1). 
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where: 

h is the convective heat transfer coefficient 

Asurface is the surface area 

Lc is the characteristic length, defined as 
surface

body
c A

V
L =  

k is the thermal conductivity of the material. 

Referred to Eqn. (3-1), the external thermal resistance is infinite on the 

side surfaces (in Figs. 2-1, 2-2, 2-4), since there is no convection (h = 0) at the 

boundaries due to existence of the insulating materials. The internal thermal 

resistance of the sample is calculated roughly. According to the size of the 

sample (6mm x 40mm x 40mm), 4.3=cL . The tested samples its thermal 

conductivity within the range of 0.14 W/m-K (PMMA) [52] to 401 W/m-K 
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(copper) [45]. Surface area is 0.004m2. From Eqn. (3-1), the internal thermal 

resistance range is from 2.1K/W to 6070K/W. Compared with infinite external 

thermal resistance, Bi number is 0. Therefore, the sample is partially lumped 

[49] in the horizontal directions. Due to the existence of heat source at the 

bottom, the sample had sharp temperature gradient in x direction. The above 

explanation verifies the 1-D conduction assumption used in Chapter 2.  

The experiments were conducted several times with different boundary 

conditions, to test its repeatability. Temperature boundary condition is easy to 

be manipulated and variation of temperature boundary condition is effective. 

Therefore, different temperature conditions were obtained by simply adjusting 

the temperature set on the hot plate. 

In this research project, experiments were carried with the hot plate fixed 

at a certain temperature. Higher temperature could create greater temperature 

gradient. However, if the temperature was set above 100°C, the insulator, 

which was used to wrap the sample to create adiabatic boundary condition, 

started to deform. Tests were performed by setting the temperature on the hot 

plate to 50°C, 60°C, 70°C, 80°C and 90°C, separately. Temperatures higher 

than 100°C would result in melting and deformation of the insulation. 

The data acquisition system (Model SCXI-1000, National Instruments, 

Austin, TX, USA) could take 8 measurements of temperature, show data in 

real-time form, and export temperature data to Excel file. In this research up 

to 4 channels were used simultaneously. During the experiment, the 

temperature was taken at a frequency of 10 Hz. 

The data taken by the data acquisition system were shown in a monitor, 

which was connected with the DAS by a USB cable. After the temperature 

profiles were collected, the data was transferred into an Excel file. 

http://en.wikipedia.org/wiki/Celsius
http://en.wikipedia.org/wiki/Celsius
http://en.wikipedia.org/wiki/Celsius
http://en.wikipedia.org/wiki/Celsius
http://en.wikipedia.org/wiki/Celsius
http://en.wikipedia.org/wiki/Celsius
http://en.wikipedia.org/wiki/Celsius
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3.2 Experimental sample preparation 

As mentioned at the beginning of the chapter, two types of samples were 

tested, namely single-layered samples and two-layered samples. For 

single-layered samples, copper and aluminum were studied as metal materials 

with high thermal diffusivity values. PMMA and PYREX were studied due to 

their low thermal diffusivity values. Alumina (AF6, Refractron Technologies 

Corp, NY, USA) was studied as a porous sample. For the two-layered 

experiments, TiO2 on a copper substrate and TiO2 on a low carbon steel 

substrate were studied to observe the effect of substrate on the coating thermal 

diffusivity results. YSZ on low carbon steel was chosen to study the effect of 

low diffusivity coating on high diffusivity substrate. 

Single-layered samples were simply cut from a bulk material. The 

two-layered samples were prepared by spraying a coating on the 

single-layered material, which was called substrate. Two kinds of spraying 

technique were involved in this study, namely cold spraying and flame 

spraying. 

 

3.2.1 Preparation before spraying 

Before flame spraying and cold spraying was conducted, some 

preparation procedure was needed, including particle sieving and grit blasting 

for the substrate. 

In the spraying industry, a fine balance between particle size, density, 

temperature and velocity are important criteria to achieve the desired coating. 

Therefore, the coatings were fabricated according to recipes proposed by the 

supplier or the established by the lab to achieve best coating quality.  
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In this research, before being sprayed, powders were sieved by a powder 

siever (TYLER Ro-Tap® 8" RX-29, W.S. Tyler, Alberta, Canada), shown in 

Fig. 3-2. Table 3-1 shows the information of coating materials, powder sizes 

and product information. 

 
Figure 3- 2 Photograph of Tyler powder seiver 

 

Powder 
material 

Spray 
technique Particle size Company Product No. 

TiO2 
Flame 
spray -88+7.8μm Sulzer Metco Metco 102 

YSZ 
Air 

plasma 
spray 

-176+11μm Sulzer Metco Sulzer Metco 
2460 NS 

Nano 
TiO2 

Flame 
spray Nano size 

Altair 
Nanotechno-

logies 

Altairnano 
TiCP2-P-01-0506

28-289 

Copper Cold 
spray -45+5μm Centerline 

SST SST-C5003 

Table 3- 1 Powder information and size 

http://www.weavingideas.net/us/applications-products/particle-analysis-sieve-analysis/test-sieve-shakers/tyler-ro-tapr-8-rx-29.html
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Both two-layered samples and single-layered samples were trimmed into 

a slab shape to be suitable for the experiment. The size of both single-layered 

samples and substrates for two-layered samples are listed in Table 3-2. 

 

 Material flat surface thickness 
Single-layered 

sample PMMA 39mm x 39mm 3mm 

Single-layered 
sample PMMA 40mm x 40mm 6mm 

Single-layered 
sample copper 36mm x 15mm 3mm 

Single-layered 
sample copper 38mm x 33 mm 9mm 

Single-layered 
sample Aluminum 42mm x 26mm 3mm 

Single-layered 
sample Aluminum 40mm x 30mm 5mm 

Single-layered 
sample 30% porous Al2O3 41mm x 40mm 8mm 

Single-layered 
sample PYREX 35mm x 35mm 3mm 

Single-layered 
sample PYREX 35mm x 35 mm 6mm 

Substrate Low carbon steel 34mm x 32 mm 6.29mm 
Substrate PYREX 35mm x 32mm 3mm 
Substrate PYREX 35mm x 30mm 6mm 
Substrate Copper 33mm x 33mm 9.42mm 

Table 3- 2 Size for single-layered samples and substrate for two-layered 
samples 

To ensure proper bonding between the coating and substrate, before 

coating was sprayed onto the substrate, the substrate should be grit blasted 

before all the spraying process. Grit blasting is to spray a large number of 

abrasive pellet particles on to the substrate. This procedure would not only 

create a rough surface to promote adhesion of the coating, but also remove the 

surface oxides and contaminants. In this research, a grit-blaster (TRINCO™ 

MODEL 30, Trinco Tool Company, Fraser, United States) was used and the 

#24 alumina served as the grit particles, shown in Fig. 3-3. 
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Figure 3- 3 Photograph of Trinco grit-blaster 

Before the spraying process, the grit blasted substrate was fixed on a 

holder. The parameters were set on the spraying equipment according to the 

recipes, which are listed in Table 3-3. The torches, operated by a programmed 

robot (HP 20, MOTOMAN, West Carrollton, Ohio, United States) shown in 

Fig. 3-4, passed rapidly across the substrate. 

 

3.2.2 Spraying parameters 

In this research the air plasma spraying was performed by 3MBM 

ThermoSpray Gun (Sulzer Metco, Inc., Westbury, NY, USA), whose spraying 

parameters are listed in Table 3-3. The flame spraying was performed by 6P-II 

flame spray torch (Sulzer Metco, Westbury, NY, USA), whose spraying 

parameters are listed in Table 3-4. The cold spraying was performed by 

centerline cold spray torch (SSM-P3800-001, Centerline, ON, Canada) was 

applied, whose spraying parameters are listed in Table 3-5. 
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Figure 3- 4 Photograph of programmed robot 

3.3 Thermocouple arrangement 

Thermocouples were attached on the sample before the heat conduction 

experiment started. Initial temperature and temperature variation during the 

entire conduction process were monitored. The thermocouples were attached 

on the sample on its surface or into the sample by drilling a hole into the 

sample. Fig. 3-5 shows the possible positions on a single-layered sample 

where the thermocouple would be attached. As shown in the figure, the 

bottom surface of the sample was heated by a hot plate, while all the other 

surfaces were insulated. 
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Primary Gas Argon 

Secondary Gas Hydrogen 

Ar flow rate 90 SCFH 

H2 flow rate 20 SCFH 

Ar pressure 75 psig 

H2 pressure 100 psig 

Carrier gas pressure 60 psig 

Carrier gas flow rate 14 SCFH 

Standoff distance 2.5 in 

Current 500A 

Voltage 60V 

Table 3- 3 Air plasma spraying parameters for YSZ coating on low carbon 
steel substrate 

 

Powder feed rate 35% 

Air Pressure (psi) 124 

Air Temperature (°C) 400 

Stand-off distance (mm) 10 

Torch speed (mm/s) 5 

Table 3- 4 Cold spraying parameters for copper coating 

Considering the symmetry effect, the possible thermocouple positions 

on the left surface would have the same effect as the right, the front and the 
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back ones. Therefore, the thermocouple arrangement is shown only on the 

visible surfaces and bottom of the sample. 

 

Coating Material 
Conventional  

TiO2 

Nanostructure 

TiO2 

Powder feed rate (FMR) 90 110 

Number of passes 15 9 

Carrier gas flow rate (SCFH) 20 

Vibrating air pressure (psi) 70 

Torch stand-off distance (mm) 100 

Compressed air pressure (psi) None 

Acetylene flow rate (NLPM) 22 

Oxygen flow rate (NLPM) 35 

Torch speed (mm/s) 400 

Increment (mm) 3 

Table 3- 5 Flame spraying parameters for other two-layered samples 

There are seven possible positions for the thermocouple including 

position A to G. Their shortcomings, advantages and compatibility with the 

mathematical model are compared in the next graph. Positions “A”, “F” and 

“E” with 1 mm diameter and 8 mm depth were applied on the sample. 
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Figure 3-5 Possible positions on a single-layered sample where 

thermocouples would be attached 

On the top surface, thermocouples could be attached, since this was a 

one-dimensional problem, “A” and “B” were supposed to have the same 

temperature profile from the model prediction. But considering the 

experiments were not as ideal as assumed, there would be heat loss from sides 

of the sample. Position “B” might have more error. Compared with position 

“B”, position “A” is at the center of the sample, which would be more 

representative for the temperature on the top surface. With the same reasoning, 

position “F” is better than other positions on the bottom.  

Position “C” is on top of the right side surface. Similar to the 

disadvantage of position “B”, for a one-dimensional problem, the sides would 

have more heat loss, which was not considered in the model; therefore, 

position on the side would suffer more error. And also, the one-dimensional 

model would be sensitive to the position at the vertical direction. 

Thermocouple has to be welded on to the sample, since temporary attachment 

would result thermocouple movement during the repeated experiments. Due to 

the limitation of this position, “C” was not considered in the experiment. 
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To solve the disadvantage of position “C”, two other positions, namely 

“E” and “D”, were considered. On the front surfaces, possible positions “E” 

and “D” represent thermocouple holes. It means a hole drilled into the sample 

from the side surface. Thermocouple would be inserted into the thermocouple 

hole to take temperature data. Thermocouple hole in a transparent single layer 

PMMA and thermocouple junction is shown in Fig. 3-5 to demonstrate the 

attachment.  

Position “A” is at the center top of the sample, which represented the 

temperature on the top surface. Position “E” represents thermocouple holes 

drilled from the side of the sample. A thermocouple was inserted into the 

thermocouple hole to take temperature data. To demonstrate the attachment, 

thermocouple hole in a transparent single layer PMMA and thermocouple 

junction is shown in Fig. 3-5. Position “F” is at the center of the bottom of the 

sample, which represented the temperature on the bottom surface. 

The thermocouple hole would keep the thermocouple at a fixed position 

to avoid inaccurate information for the position. And also, the depth of the 

thermocouple hole would bring the position of thermocouple closer to the 

center of the sample, therefore, to ease the error brought by the heat loss from 

the sides. From this point, the hole should be drilled close to the center of the 

sample. However, deeper hole requires bigger diameter, because the wire 

cover of the thermocouple needs to be inserted into the hole in this case. A 

wide and deep hole would undermine the assumption of bulk material, which 

was made in the prediction model in Chapter 2. Therefore, the depth of the 

thermocouple hole should be able to fix the thermocouple. Thermocouple 

junction would fall out easily from a shallow hole. The diameter of the hole 

should have the thermocouple junction fit in. Therefore, thermocouple holes 

with 1mm diameter, drilled by # 60 driller, and depth of 8 mm were used for 

all the samples. 
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Another concern of using thermocouple hole is that, there would be air 

gap between the inner wall of the hole and the thermocouple junction. If this 

is the case, the temperature data taken by thermocouple would be lower than 

the actual temperature. This problem was solved by adding some thermal 

paste (SPF-350, FangYong, Taiwan), also known as thermal grease, into the 

thermocouple hole. Thermal paste was used in this research. It has a thermal 

conductivity of 1.5 W/(m-K), which is much more conductive than air which 

has a thermal conductivity of 0.024 W/(m-K) [51]. The thermal grease was 

applied to fill air gaps existed between the inner wall of thermal couple hole 

and the thermocouple junction to ensure even and quick temperature 

measurement by the thermocouple. 

 

Figure 3- 6 Thermocouple hole in PMMA and thermocouple junction 

3.4 Temperature boundary conditions 

As mentioned in Section 3.1, the hot plate was used to provide 

temperature gradient. Boundary condition information was essential to this 

problem. With the wrong boundary condition, the model could not predict the 

correct temperature profile. In Fig. 2-2 and Fig. 2-3, the partial differential 

equation for the one-dimensional and transient conduction problem needs two 

boundary conditions. The first one was adiabatic boundary condition, and the 

second one was time variable boundary condition. The first adiabatic 

boundary condition could be taken care of by wrapping the sample with 

insulating material. The time variable boundary condition needs more concern. 

The heat source was hot plate, but the method for taking the temperature 
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measurement could be different. For this temperature boundary condition, 

three boundary taking methods were considered in this research, and they are 

referred as Type A, Type B and Type C and explained in the following 

paragraphs. 

Type A: Constant temperature boundary condition 

Temperature boundary Type A was taken as constant temperature 

boundary condition. Since the temperature on the hot plate could be set at a 

constant temperature, the temperature set on the hot plate could be used as a 

fixed temperature boundary condition. Referring to temperature boundary 

condition Eqn. (2-2) for one-layered model or Eqn. (2-36) for two-layered 

model, the temperature boundary could be represented by a constant. 

The thermocouple and boundary condition arrangement is shown in Fig. 

3-7. Only one thermocouple was attached on the top of the sample to take the 

temperature profile which would be matched later. The sample was wrapped 

all over with insulating material except the bottom surface. The exposed 

surface of the sample would be pressed hard on the hot plate to have close 

contact with the hot plate and to get the temperature gradient.  

Insulated

Surface heated by the hot plate
F(t)=Constant, set at the hot plate

Insulated

Insulated

Insulated

Thermocouple 
on top surface

Insulated

Insulated

Surface heated by the hot plate
F(t)=Constant, set at the hot plate

Insulated

Insulated

Insulated

Thermocouple 
on top surface
Thermocouple 
on top surface

Insulated

 

Figure 3- 7 Type A of temperature boundary condition and thermocouple 
arrangement 

The advantage of this method is that the boundary condition is easy to 

obtain, which makes the experiment process simple as well. And also, without 
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the time variable boundary condition, the model is greatly simplified, the 

analytical and MATLAB code would be most simplified. It should be noted 

that even though the boundary condition is constant, the conduction problem 

is still transient. Since the uniform initial temperature was disturbed by an 

extra heat source. This problem would turn into a static problem when the 

temperature throughout the sample reaches to the temperature of the heat 

source. 

Type B Boundary condition measured by thermocouple at the contact 

surface 

Temperature boundary condition Type B is to insert a thermocouple 

between the hot plate and the sample. Therefore, the temperature fluctuation 

was recorded by data acquisition system. The thermocouple and boundary 

condition arrangement is shown in Fig. 3-8. In this method two thermocouples 

were applied. A thermocouple was attached on the top surface of the sample to 

take comparison temperature profile, same as the Section 3.4.1. While another 

thermocouple, thermocouple 2 was attached at the bottom of the sample to 

take temperature boundary condition. 

 
Figure 3- 8 Type B of temperature boundary condition and thermocouple 

arrangement 
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Type C Boundary condition measured within thermocouple hole  

Type C of boundary condition used the thermocouple hole mentioned in 

Section 3-4 to take temperature data as the temperature boundary condition.  

The advantage of this method is temperature boundary condition data could be 

measured more accurately. As shown in Fig. 3-9, a thermocouple was drilled 

from the edge of the sample close to the surface; the hole is 8 mm deep and 1 

mm wide. With thermal grease filled in the gap, thermocouple 2 was inserted 

into the thermocouple hole to take temperature in the hole. A boundary condition 

has to be at the boundary of the body, therefore the temperature taken by 

thermocouple 2 cannot be used directly. In Fig. 3-10 the original body of sample 

was divided into two parts by dash lines. The body part under the dash line was 

regarded as heat source (pink part), which had perfect contact with the body 

(grey part). In this way, the temperature taken by thermocouple 2 is the 

boundary of the grey part, where thermal conduction calculation would be 

applied. 

 

Figure 3- 9 Type C of temperature boundary condition and thermocouple 
arrangement 

The disadvantage is that a thermocouple hole has to be drilled from the 

edge of the sample. This does not only demand more work in the sample 
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preparation, but also require thicker sample to be able to leave space for the 

hole. 

For two-layered samples, the sample thickness should be considered to 

decide the position of thermocouple hole. Normally, substrate has greater 

thickness and better quality than the coating deposited. Therefore, it is more 

reasonable to have the thermocouple hole drilled from the edge of the 

substrate to leave more space for the conduction process. The substrate 

surface is always the surface being heated in this research to protect the 

coating from drilling destruction, as shown in Fig. 3-10. 

 

Figure 3- 10 Type C of temperature boundary condition and thermocouple 
arrangement for two-layered sample 

The temperature boundary condition F(t) for type B and type C was not 

constant. F(t) was from the thermocouple reading and measured the 

temperature evolution at the position specified for boundary condition type B 

and type C. Even though the hot plate was set at a constant temperature, the 

sample, which was in contact with the hot plate, would not immediately have 

the same surface temperature as the hot plate. Therefore, the thermocouple 

reading F(t) was a time variable temperature boundary condition. 
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3.5 Experimental procedure 

After the experimental equipments were installed, which were described 

in Section 3.1 (including preheating of the hot plate and the adjustment of the 

data acquisition system) and the boundary condition choices were made, the 

heat conduction experiments were ready to be conducted. 

3.5.1 Uniform initial temperature 

First, the sample tested should be kept at a uniform and constant initial 

temperature. To guarantee this initial condition being uniform and constant, 

Styrofoam, thermocouple(s) and data acquisition system were used. 

Thermocouple(s) was/were attached on the sample according to the 

thermocouple and boundary condition arrangement. Styrofoam was cut into 

the shape that could be used to wrap the sample all over, leaving only one 

surface (bottom surface) exposed. The exposed surface (bottom surface) was 

laid on another piece of Styrofoam, which was referred as base Styrofoam, to 

keep uniform initial temperature within the sample. The exposed surface 

would be heated later on the hot plate during the experiment. Data acquisition 

system was used to measure the initial temperature at a frequency of 10 Hz.A 

typical initial temperature measurement graph is shown in Fig. 3-11. 

The temperature evolution was monitored, and the experiment could not 

be further conducted until the measured temperature became constant, which 

means a uniform initial temperature was built within the sample. 

“Temperature_0” represents temperature measured by thermocouple inserted 

in the thermocouple hole, and the “Thermocouple_2” represents the 

temperature taken by thermocouple attached on top surface of the sample. 
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Figure 3- 11 Typical initial temperature measurement 

3.5.2 Temperature evolution Observation 

Once the initial uniform temperature was built, the sample wrapped with 

the insulating Styrofoam, was lifted up from the base Styrofoam. The exposed 

surface of the sample was immediately laid on the hot plate, which was set at 

a constant temperature, to have heat balance of the tested sample disturbed. To 

make sure the temperature evolution within the sample being recorded, data 

acquisition system was turned on before the sample was laid on the hot plate. 

The measurement time was normally set as 60 seconds. A typical temperature 

evolution profile is shown in Fig. 3-12. In Fig. 3-12, the temperature profiles 

were horizontal from the beginning till 4.5 second. This period was before the 

sample was laid on the hot plate, and this period could also provide the initial 

condition for the sample. 

All the data needed for program were collected during the experiment. 

However, the temperature profile could not be applied directly. The data 

process procedure would be described in Chapter 4. 
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Figure 3- 12 Typical temperature evolution during the conduction process 
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Chapter 4: Algorithm implementation and thermal 

diffusivity measurement method 

A thermal diffusivity measurement method was developed on both 

single-layered samples and two-layered samples. Since the mathematical 

model was developed and experiment data were ready, a MATLAB code was 

written to predict the temperature on the sample surface. Without knowing the 

thermal diffusivity of a material, thermal diffusivity value was assumed and 

put into the MATLAB code to predict the temperature. Then the temperature 

data measured in the experiment were compared with the predicted 

temperature. If the predicted temperature profile agreed with the experimental 

temperature profile, it means the assumed thermal diffusivity property is 

correct. If the predicted temperature profile did not agree with the 

experimental temperature profile, another guessed thermal diffusivity value 

was put into the mathematical model to see whether the predicted temperature 

curve could result a match with the experiment temperature curve. The 

guess-matching processes were repeated until a match was achieved. This 

procedure is called the tuning method in this thesis. The thermal diffusivity 

measurement method is explained in details in Section 4.1. 

A MATLAB code was written to predict the temperature profile. The 

algorithm for single-layered model is relatively easy, since its solution is 

explicit. The two-layered model is in implicit expression, several steps were 

taken to solve the problem. 

Here is the solution for one-layered model in explicit form, which was 

obtained in Chapter 2. 
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The solution for two-layered model is in implicit form and includes five 

parts, which are Eqns. (4-2) to (4-6). 
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The constants involved in the equations are: 
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where: 
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The nβ involved in the solution was calculated by the following implicit 

expressions: 
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In the solution of both one-layered model and two-layered model, a curve 

fitting and an integration procedure were used. It is described in Section 4.2 of 

this chapter. The two-layered solution, however, had implicit form and need to 

be studied in detail. Section 4.3 in this chapter focuses on explaining the 

algorithm of two-layered model solution. 

4.1 Development of thermal diffusivity measurement 

method 

The tuning method to measure thermal diffusivity was developed. Fig. 

4-1 gives a detailed flow chart for this method. If the correct properties were 

input into the mathematical model, the experiment temperature curve 

collected by the data acquisition system should be matched by the predicted 

temperature curve developed by the analytical model. Therefore, with a 
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known temperature profile (experimental data) at a test position, a repeated 

guessing process of the thermal diffusivity value was used to match the 

predicted temperature profile with the known experiment temperature profile. 

Hot plate was set at a constant temperature. Data acquisition system saved 

the temperature data during the experiment; temperature boundary condition 

curve and experiment temperature curve were generated. The temperature 

boundary condition curve was put into the mathematical program, while the 

experiment temperature curve was set as a comparison standard for the 

predictions to be matched. In the mathematical model part, a thermal diffusivity 

value was assumed and put into the MATLAB code as a known parameter. 

Other parameters, such as thickness of the coating “ a ”, thickness of the whole 

sample “ b ”, properties of the substrate, etc. were known beforehand or 

measured. The boundary condition was collected by the data acquisition system 

from the experiment part, processed and transformed into polynomial function, 

as described in Chapter 3. Temperature on top of the coating surface was 

calculated to create a predicted temperature curve. 

The experiment temperature curve obtained from the experiment part was 

set as a standard to be matched by the predicted temperature curve. If the match 

was a success, it meant the thermal diffusivity value put into the mathematical 

model was correct. The determination process was finished. If the two curves 

did not match each other, it meant the thermal diffusivity value put into the 

model was not correct, and another assumption was needed. If the predicted 

temperature by a guessed thermal diffusivity value is lower than the experiment 

temperature curve, a higher guessed value should be given into the mathematical 

model. The other way round, if a guessed value gives a higher temperature 

prediction curve, a lower guessed thermal diffusivity value should be used. 
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Figure 4- 1 Thermal diffusivity measurement method flow chart 
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For a new assumption of thermal diffusivity, the mathematical prediction 

process would be restarted by using the same temperature boundary condition. 

This assumption and matching process was kept until a match between the 

experimental and model temperature profiles were achieved, which meant the 

thermal diffusivity value was found. 

 

4.2 Experiment temperature boundary condition as a 

polynomial function — curve fitting procedure 

The MATLAB code was written based on Eqn. (4-1) for single-layered 

model and on Eqns. (4-2) to (4-6) for the two-layered model. It could be seen 

that the temperature boundary condition was represented by )(tF . As 

mentioned in Chapter 3, the experimental temperature data were recorded into 

EXCEL files in form of series. Therefore, the experimental boundary 

condition should be changed into a function – “F(t)” to be fit into the 

solutions. 

An easy way to describe the series with function is to fit the series into 

polynomial curves. In this thesis, a five-degree polynomial function was used 

to perform the curve fitting. A typical temperature data was collected as 

shown in Fig. 4-2(a). In this figure, before the starting point at (24.27 °C, 4.5 

second), the temperature data collected by the two thermocouples were equal 

and mostly constant. It was because during this time of experiment, the 

sample was wrapped all over with insulating materials and kept at uniform 

initial temperature. After the starting point (24.27 °C, 4.5 second), the sample 

was placed on the hot plate and heated as described in Chapter 3. The 

thermocouples started to sense the temperature change. To fit into a 
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mathematical model, the temperature boundary condition should better be a 

smooth function. Therefore, the data before the starting point was cut off, 

shown in Fig. 4-2 (b). A curve fitting process was reflected in this figure in a 

form of gftetctbtattF +++++= 2345)( , where a, b, c, e, f and g are the 

coefficients for the curve fit polynomial, t represents time. 

In Fig. 4-2, R2 is the R squared value, which is called the correlation 

coefficients. It describes the goodness of fit of the polynomial to the raw 

temperature data. A R2 of value 1.0 means that the polynomial fits the raw 

temperature data perfectly. The mathematic definition of correlation 

coefficients is shown in Eqn. (4-7), where )(if  represents the curve fitting 

function and iy  represents the raw data. In this thesis, to give good fit to the 

temperature data, the R2 was checked and ensured to be greater than 0.9. 

Five-degree polynomial was chosen because it could provide curve fitting 

results which met the required standard. The least square curve fitting method 

was used to provide the curve fitting by MATLAB program.   
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In the analytical solution, integration was used frequently. As shown in 

Eqn. (4-1) and Eqn. (4-3), the integration was within superposition part; 

therefore unlimited number of integration results would be summated. The 

accuracy of the integration needs to be ensured due to the superposition 

calculation. The exact integration could reduce the error significantly. 

Part of calculation was done by hands regarding with the integration part 

in the solution. As discussed before, the boundary condition was represented 

by polynomial F(t). In the solution, the integration parts are in Eqn. (4-1) and 

Eqn. (4-3). The form of the most used integrated parts in the thesis is 
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calculated in Eqn. (4-8). 

3mm PMMA, 50 deg C

20

25

30

35

40

45

50

0 100 200 300 400 500 600

time (0.1 second)

te
m

pe
ra

tu
re

 (d
eg

 C
)

Temperature_0 
Temperature_2 

Starting point

45

24.27

3mm PMMA, 50 deg C

20

25

30

35

40

45

50

0 100 200 300 400 500 600

time (0.1 second)

te
m

pe
ra

tu
re

 (d
eg

 C
)

Temperature_0 
Temperature_2 

Starting point

45

24.27

 

(a) 

 

(b) 

Figure 4- 2 Fitting the temperature boundary condition into polynomial 
function (a) a typical temperature data graph (b) the modified temperature 
data graph 

By Eqn. (4-7) the integration could be programmed directly then. Further, 

the Eqn. (4-1), solution for single-layered sample, could be programmed. 

For single-layered conduction problem, this polynomial-Eqn. (4-8) could 

be programmed to give temperature boundary conditions. For two-layered 

conduction problem, eigenvalues have to be decided to get the program ready. 
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where: 

2
mD αβ=  (4-9) 

aA =  (4-10) 

batB += 5  (4-11) 

cbtatC ++= 410 2  (4-12) 

ectatatE +++= 3610 23  (4-13) 

fetctbtatF ++++= 2345 234
 (4-14) 

gftetctbtatG +++++= 2345
 (4-15) 

4.3 The algorithm of two-layered solution 

Besides the curve fitting process and integration parts, the algorithm for 

two-layered model is more complex. 

Bear in mind that, the idea of the tuning method was to assume the 

unknown property, then to predict the temperature profile, and to achieve a 

match with the experimental temperature profile. For two-layered model, the 

analytical solution was split into 2 parts, namely the eigenvalue part and 
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temperature profile part. The eigenvalue part is Eqn. (4-6). The rest parts of 

the solution, Eqns. (4-2) to. (4-5) are the main body of the two-layered 

solution. Both the eigenvalue part and main body require the assumption of 

the unknown properties, it should be make sure that the assumption was 

consistent. It means in the MATLAB program, the assumed thermal 

diffusivity value should be the same within each temperature predicting 

solution Eqns. (4-2) to (4-6). 

4.3.1 Eigenvalue determination procedure 

The MATLAB program was written to obtain the solution nβ . 

Eigenvalues could be calculated by Eqn. (4-6). This equation was transformed 

to Eqn. (4-16) to facilitate the calculation. Fig. 4-3 shows a typical graph of 

eigenvalue calculation. The horizontal axis isβ, which is also referred as test 

numbers for convenience; the vertical axis is f (β). Graphs like Fig. 4.3 and 

their data, which were obtained by MATLAB program, were used to 

determine the eigenvalue βn, which could satisfy Eqn. (4-16). Fig. 4-3 (a) 

shows the whole eigenvalue determination graph. To check it closely, Fig. 4-3 

(b) gives an enlarged part of Fig. 4-3 (a). In Fig. 4-3 (b), it could be seen that 

there are one eigenvalue and one singularity point standing out. The reason for 

that both eigenvalue and singularity points are marked in the Fig. 4-3 is 

explained in details in the following paragraph. 

0)sin(tan)cos(

)tan()cos()(tan)sin(

)(

22

1

22

1

1

2

122

1

2

=













+










⋅⋅+

⋅









−⋅

=

−

−

a
β

a
β

a
β

a
a

a
β

a
β

a
β

a
β

β

aβa
k
k

aaaβ

f

nnn

nnnn

n

 ( 4- 16) 

The eigenvalue points are the needed for calculation and the singularity 

points should be sieved out. During this procedure, there are certain standards 
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and limitation involved to determine the eigenvalues, which would be 

explained in details. Eigenvalue could not be decided directly, and the 

procedure to determine eigenvalues was shown in Fig. 4-4. 

 

(a) Typical eigenvalue graph 

 

(b) Part of a typical eigenvalue graph 

Figure 4- 3 Part of a typical eigenvalue graph 
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Figure 4- 4 The procedure to decide eigenvalues for two-layered model 

Figure. 4-4 shows the procedure to determine eigenvalues. "β", which is 

also referred as a number series called Test numbers in this thesis. TN are 

numbers from 0 to 100 of small steps. For example, for a small step of 0.0005, 

TN is a series of numbers [0, 0.0005, 0.0010, 0.0015…100]. The size of the 

step was decided by the programmer based on the material. Test 

numbers TN were substituted into Eqn. (4-16) to calculate eigenfunction 

0)( =eigenvaluef . The function )(TNf with TN as its independent variables 

was graphed to determine eigenvalue as shown in the Fig. 4-2 (a). Then we 

need to spot the value which could satisfy the function, which means 

0)( =TNf . To get the eigenvalues with program, the sign of each 

function )(TNf  was checked. If the sign experiences variation between two 

adjacent test numbers, which means 0)()( 1 <× +nn TNfTNf , it could be 

inferred that, between the two test numbers, an eigenvalue which satisfy 

0)( =TNf exists, or a singularity point (discontinuity point) exists. Based on 

the existence of tangent function, and by checking the graph of eigenvalue 
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function, it is known that the singularity points exist in the function. The 

vertical lines in Fig. 4-3 (a) represent the singularity points. Therefore, 

)(TNfy =  is sectional continuous function. 

These points, either singularity points or eigenvalues, were approximated 

by nG , which were the average values of two adjacent numbers. This 

procedure is represented by Eqn. (4-17). 

0))1(())((
2/)( 1

<+×
+= +

nTNfnTNfif
TNTNG nnn  (4-17) 

Since the step was small, the approximation had good accuracy. Bear in 

mind that all the singularity points in function )( nGf  approaches either 

positive infinity or negative infinity, therefore, nG the approximation of 

singularity points would make )( nGf  having a great absolute value. 

Absolute values of )( nGf were calculated and used as separation standard to 

separate the singularity points and eigenvalues in nG . 

Limitations for the absolute value of )(TNf  were set to separate the 

two groups of numbers. In this thesis, the following limitations were 

established. If 5.0)( <nGf , the absolute value is small and close to 0, nG is an 

eigenvalue. If 100)( >nGf , with such small steps, it is impossible for any 

number close to nG having eigenfuction satisfied, therefore, nG  must be a 

singularity point. If )( nGf is between the range 0.5 and 100, either way is 

possible. The nG  in this category would be either singularity points or 

eigenvalues, and they are further represented by ′
nG . Another round of 

separation is required for section ],[ stepGstepG nn +′−′  with even finer step.  
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After the first circle of separation, spectrum was set around ′
nG , and fine 

step of 0.00001 was set within the spectrum to carry another round of 

separation. The numbers within the spectrum with fine step became the new 

test numbers, and the same procedures, namely checking signs and limitation 

of absolute values, were involved. The same limitations for values of function 

)(TNf were applied to separate the singularity points and eigenvalues. This 

time, the step was small enough to guarantee that all the test numbers fall into 

the categories of singularity points or eigenvalues. In this way, all the 

eigenvalues were calculated and represented by nβ . The eigenvalues were also 

guaranteed by checking the eigenvalue graph as in Fig. 4-3 (b), to make sure 

the function was satisfied. 

4.3.2 Limitation standards of eigenvalues 

In the separation process, the absolute value of the function )(TNf  was 

used as the separation standards. Referring to Fig. 4-2, around the eigenvalues, 

the function )( nGf should be continuous and close to 0, which is regarded as 

small absolute value. While, around the singularity point, the function 

)( nGf should experience sharp change, and have big absolute value. In this 

research, small value standard was set as less than 0.5; big value standard was 

set as greater than 100, by extensive observation. The reason for some 

)( nGF  falling between 0.5 and 100 was that the step of test number set in 

the first round was not small enough to spot all the singularity points. 

Smaller step would provide more data for program to separate singularity 

points from eigenvalues; but the separation program would take longer time to 

run. Coarse step would take shorter program-running-time but provide less 

data. Coarse step would work for most of the test numbers as in Fig. 4-3(b). 
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However, for some points, the function values f (TN) would not be distinctive 

to be separated. The comparison of f (TN) function graph between fine step 

and coarse step is shown in Fig. 4-4. The two graphs shown were drawn with 

the same parameters, except the step. It could be seen that for coarse step 

0.0005, the graph did not exhibit clear singularity attributes, and the f (TN) 

value is between 0.5 and 100. With step set finer, the singularity point was 

obvious, and the absolute value of f (TN) was much greater than 100. 

  

Figure 4- 5 Eigenvalue graph comparison by coarse step 0.0005 and fine step 
0.00001 

Therefore, the two rounds of separation were applied to determine all the 

eigenvalues with better efficiency and accuracy. For the first round, coarse 

step 0.0005 of TN  was applied to separate most of the eigenvalues and save 

time. Finer step of 0.00001 was applied in the second circle within small 

spectrum for the undecided points.  

4.3.3 Evaluation of test number step 

As mentioned in the former paragraph, the coarse step was 0.0005, and 

the fine step was 0.00001 in the program. The step magnitude is calculated by 

an evaluation procedure. Since ∞=)2/tan(π , the step for the argument 

should be small enough that the tangent function could achieve large absolute 

value, saying 2000. The step was calculated by Eqn. (4- 18).  
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2000)2/tan( >− stepp  (4- 18) 

Solving this equation, Eqn. (4-19) was obtained. 

005.0<step  (4- 19) 

The above function means that step of tangent argument should be 

smaller than 0.005 to be able to detect large absolute value. The argument for 

tangent function in Eqn. (4-1) is in the form αβ /ln , where nβ  was the 

magnitude of eigenvalues, l is the magnitude the length, and α is the 

magnitude of thermal diffusivity. 

Considering smsm /101/101 2428 −− ×<<× α , magnitude of l is set as 

1x10-3 (m), and the magnitude ofα was set as 1x10-8 (m2/s) according to the 

samples tested such as copper, aluminum, Pyrex and PMMA. Setting the 

magnitudes of all the elements into tangent function argument, the magnitude 

of nβ was calculated in Eqn. (4-20). 

005.0
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001.0
8
=

×
⋅

−
nβ  (4- 20) 

Therefore, the coarse step was 0005.0=nβ . 

Similarly, for the fine step, large number was set as 10000. The fine step 

was calculated to be 00001.0=nβ . 

The test number range was set as 0 to 100. This was decided by 

convergence check. Larger range of test numbers could provide more 

eigenvalues. The number of eigenvalues would decide the summation number 

in the temperature solution. It was found out that within the test number range 
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[0, 100]; the number of summation was enough to achieve a 99.9 % 

convergence. 

The MATLAB program was used to predict the temperature in the 

sample. In Chapter 3, three kinds of boundary conditions were introduced. 

Three experiments by different boundary conditions were carried on 

two-layered sample. The two-layered program was run to predict the 

temperature for each experiment. 

The MATLAB program was run to predict the temperature on a 

two-layered sample with known material to check whether the mathematical 

model could make good prediction. 
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Chapter 5: Experimental results and heat loss 

analysis 

Temperature measurement experiments were conducted on the samples; 

temperature data were collected and used to estimate the thermal diffusivity of 

the material. In this chapter, the experimental figures and test results are 

shown by graphs or tables. 

The temperature profiles of copper sample obtained by different 

boundary conditions are shown in Section 5.1. The test results were used to 

identify the better boundary condition for this tuning method. In the 

meanwhile, the mathematical model was verified. The results were analyzed 

and explained in Section 5.1. 

Section 5.2 to Section 5.6 shows the thermal diffusivity results and 

experimental figures of all the samples. Each material has its own feature, and 

has a specific shape in the figures, which is discussed and explained by heat 

loss analysis in Section 5.7. 

5.1 Identification of better temperature boundary condition 

 

 

 (a) 
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 (b) 
Figure 5 -1 Temperature prediction by different boundary conditions. (a) is 
comparison between Type A and Type C; (b) is the temperature prediction 
compared with experiment prediction by Type B   

For boundary condition Type A, instead of measuring the temperature on 

the hot plate, the boundary temperature was assumed to be the temperature set 

on the hot plate. However, temperature set on the on/off hot plate would not 

stay absolutely constant. The actual temperature on the hot plate would 

fluctuate around the set temperature. Another problem is that even though the 

sample was pressed hard to have close contact with the hot plate, there would 

still be thermal resistance between the hot plate and the heated surface of the 

sample. The temperature on the hot plate was not necessarily the temperature 

on the bottom surface of the sample. The poor prediction from Type A is due 

to the imperfect contact between the sample and the hot plate. 

For boundary condition Type B, the existence of thermocouple between 

the sample and the hot plate resulted that the hot plate could not have good 

contact with the hot plate, and the sample was slightly inclined when heated 

on the hot plate, as shown in Fig. 5-2. This inclination caused uneven heat flux 

input into the sample and exposed surface to the environment. Thermocouple 
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was measuring the temperature of both hot plate and bottom of the sample.  

 

Figure 5 - 2 Inclination caused by boundary condition Type B 

After identification of the best boundary condition, the following results 

(Section 5-2 to Section 5-6) were all calculated by boundary condition Type C. 

5.2 Experiments on PMMA 

Experiments procedures described in Chapter 3 were conducted on the 

PMMA single-layered samples. Two PMMA samples of different thickness, 

3mm PMMA and 6 mm PMMA samples were tested to study the influence of 

sample thickness to thermal diffusivity result. Each sample was tested 

separately when the hot plate was set at 50˚C, 60˚C, 70˚C, 80˚C and 90˚C. 

The temperature set on the hot plate was referred as “experiment temperature” 

throughout Chapter 5. For each experiment temperature, experiments were 

repeated 4 times on both samples. Typical experiment figures, which display 

the experimental temperature curves and model curves, are shown in the Figs. 

5-3 and 5-4. 

The sample and the experiment temperature are shown in the caption. 

The test result, thermal diffusivity value of the test material in unit of m2/s is 

also listed in the title behind brackets. The curves are temperature (in unit of 

Celsius degree) versus time (in unit of second) graph. Within these test figures, 

the measured temperature boundary condition is shown as Temperature 2. The 

polynomial curve fitting line is shown as “Poly”, and its R squared value is 

listed to check whether it could give good simulation to the temperature 

boundary condition. The tested position temperature is shown as 
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“Temperature 0” and compared with the predicted temperature profile, which 

is represented by a number in the figures, i.e. in Figs. 5-3 and 5-4, the 

predicted temperature curves are represented by “9.5E-08” and “1.10E-07” 

respectively. The test results for the 3 mm and 6 mm PMMA samples are 

listed in Table 5-1. 

3mm PMMA, 50 deg C (9.5e-8 m2/s)
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Figure 5 - 3 Typical thermal diffusivity measurement 3 mm PMMA, hot plate 
set at 50 ˚C 

6mm PMMA, 90 deg C (1.1e-7 m2/s)
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Figure 5 - 4 Typical thermal diffusivity measurement 6mm PMMA, hot plate 
set at 90˚C 

The sensitivity of this thermal diffusivity measurement method to the 

thickness was studied. From Table 5-1 and the deviation graph-Fig. 5-5, the 

average thermal diffusivity measured on the 3 mm thick PMMA was 1.02 x 

10-7 ± 2.3x10-8 m2/s (n = 20, the number of tests); and the average value of 

thermal diffusivity measured on 6 mm thick PMMA was 1.03x10-7±7x10-9 

m2/s (n = 20). The similarity of the thermal diffusivity results between two 

separate PMMA samples means that, this tuning method of measuring thermal 
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diffusivity value could produce dependable results. The thermal diffusivity of 

PMMA is in the range of 9.6x10-8 m2/s to 1.5x10-7 m2/s [52]. This method 

successfully predicted the thermal diffusivity of the material PMMA, and 

showed good repeatability in multiple tests. Tests under the same experiment 

temperature were repeated four times for both samples. The graph of standard 

deviation of thermal diffusivity result is also shown in Fig. 5-5. 
 

(a) Calculated thermal diffusivity (m2/s) results for 3mm PMMA 

temperature set 

at the hot plate ˚C 
50 60 70 80 90 average 

1st 9.00x 10-8 9.50x10-8 1.10x10-7 9.30x10-8 9.00x10-8 9.56x10-8 

2nd 8.90x10-8 8.00x10-8 9.00x10-8 1.00x10-8 9.50x10-8 9.08x10-8 

3rd 1.05x10-7 1.05x10-7 1.25x10-7 1.10x10-7 1.00x10-7 1.09x10-7 

4th 1.10x10-7 9.50x10-8 1.25x10-7 1.30x10-7 1.00x10-7 1.12x10-7 

average 9.85x10-8 9.38x10-8 1.13x10-7 1.08x10-7 9.63x10-8 1.02x10-7 

standard 

deviation 
1.06x10-8 1.03x10-8 1.66x10-8 1.61x10-8 4.79x10-9 N/A 

 

(b) Calculated thermal diffusivity (m2/s) results for 6 mm PMMA 

Temperature set 

at the hot plate ˚C 
50 60 70 80 90 Average 

1st 1.05x10-7 1.05x10-7 1.00x10-7 1.05x10-7 1.00x10-7 1.03x10-7 

2nd 9.50x10-8 1.00x10-7 1.06x10-7 1.05x10-7 1.00x10-7 1.01x10-7 

3rd 1.00x10-7 1.05x10-7 1.05x10-7 1.05x10-7 1.05x10-7 1.04x10-7 

4th 1.03x10-7 1.05x10-7 1.03x10-7 1.05x10-7 1.05x10-7 1.04x10-7 

Average 1.01x10-7 1.04x10-7 1.04x10-7 1.05x10-7 1.03x10-7 1.03x10-7 

Standard deviation 4.35x10-9 2.5x10-9 2.65x10-9 0 2.89x10-9 N/A 

Table 5- 1 Thermal diffusivity results of PMMA 
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Standard deviation for 3 mm PMMA
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Standard deviation for 6mm PMMA 
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Figure 5 - 5 Standard deviation for PMMA samples 

From Table 5-1 and Fig. 5-5, it could be seen that the thickness of the 

sample has a clear influence on the thermal diffusivity results decided by the 

tuning method. For the thinner sample, 3 mm PMMA, the thermal diffusivity 

results showed relatively more deviation between the experimental tests. The 

standard deviation for 3 mm PMMA sample ranges from 4.79x10-9 m2/s (n = 

20) to 1.66x10-8 m2/s (n = 20, the number of tests). For the 6 mm PMMA 

sample, the thermal diffusivity results appear to be more consistent in multiple 

tests and its standard deviation was in the range 0 m2/s to 4.35x10-9 m2/s (n = 

20). It is clear that the standard deviation for thick sample is much smaller 

than the one for thin sample. Smaller deviation means better precision and 

good repeatability. Therefore, it could be concluded that, with the advantage 

of better precision, this tuning method to measure thermal diffusivity works 
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better for thicker samples (6mm). 

Based on the good repeatability of this experiment and low deviation 

result described in Fig. 5-5, for other samples, which were tested later, the 

average process was omitted, and experiments of different experiment 

temperature were conducted once to estimate thermal diffusivity results. 

5.3 Experiments on metal materials 

Comparing with the low diffusivity material PMMA presented in Section 

5.2, high thermal diffusivity materials such as copper and aluminum were 

tested by the tuning method as well. Fig. 5-6 shows the graph for 9.0 mm 

thick bulk copper plate in 60˚C experiment temperature. Fig. 5-7 shows the 

graph for 5.9 mm bulk aluminum plate with 80˚C experiment. The best match 

for 9.0 mm thick bulk copper is the thermal diffusivity value 7x10-5m2/s, 

while the referenced value is 1.12x10-4 m2/s [51]. The best match for 5.9 mm 

aluminum plate is the thermal diffusivity value 2x10-5 m2/s, while the 

referenced value is 8.41x10-5 m2/s [51]. 

9mm bulk copper, 60 deg C (7e-5 m2/s)

20
25
30
35
40
45
50
55
60

0 20 40 60
time ( seoncd)

te
m

p
e

ra
tu

re
 (

d
e

g
 C

)

Temperature_0 
7.00E-05
Temperature_2 
Poly. (Temperature_2 )

 
Figure 5 - 6 Test on 9.0 mm bulk copper 
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5.9 mm AL, 80 deg C (2e-5 m2/s) 
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Figure 5 - 7 Test on 5.9 mm aluminum plate 

Though the measured thermal diffusivity does not match exactly the 

established values for these high diffusivity materials, the test results could 

help to make a rough estimation of the magnitude of the thermal diffusivity. 

For copper, with the test value as 7x10-5 m2/s and the consideration of heat 

loss that occurred during the experiment, it is very reasonable to assume that 

the thermal diffusivity of the material is a bit higher than 7x10-5 m2/s, i.e. 

(7x10-5 m2/s – 10-4 m2/s). The test result of the aluminum plate is 2x10-5 m2/s. 

With the same reasoning with the copper experiment, it was estimated that the 

thermal diffusivity of the material is a bit higher than 2x10-5 m2/s as well. The 

true thermal diffusivity value of aluminum is 8.41x10-5 m2/s, which is within 

the estimated range i.e. (2x10-5 m2/s – 10-4 m2/s). 

Another fact is that the tested results for aluminum plate were lower than 

that of the copper plate. By comparison, it could be known that the tested 

thermal diffusivity value of the aluminum is lower than the tested thermal 

diffusivity value of copper. In the meanwhile, the true thermal diffusivity 

value of the aluminum is lower than the true thermal diffusivity value of 

copper. This means the test result could be used to compare the thermal 

diffusivity of the materials. If one of the materials was known beforehand, a 

rough thermal diffusivity range for the other material could be further 

narrowed. 

The reason for the inaccurate thermal diffusivity result was explained by 
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the heat loss happened during the experiment. High thermal diffusivity 

materials normally have high thermal conductivity, based on the 

equation pck αρ= . Bear in mind that, one of the boundary conditions used in 

the model was adiabatic, which means there was no heat flux between the 

sample and its insulator. In the real world, zero heat flux did not exist during 

the experiment. Heat loss occurred in the heat transfer process which was 

governed by the Fourier equation
dx
dTkq −=′′ . Therefore, compared with the 

ideal model used in Chapter 3, greater conductivity value would result more 

heat loss in the experiment, and reduce the accuracy of this method. 

Based on the tests on high thermal diffusivity material copper and 

aluminum, it is concluded that this tuning method does not suit for high 

diffusivity materials (10-5 m2/s – 10-4 m2/s) due to the great heat loss in the 

experiment. 

4mm cold sprayed copper, 70 deg C (3e-6 m2/s)
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Figure 5 - 8 Tests on 4mm copper coating, fabricated by cold spray 

A test was done on a 4 mm thick copper coating and shown in Fig. 5-8. 

This copper coating was fabricated by cold spraying technique. The copper 

coating was fabricated on a stainless steel substrate and peeled off afterwards. 

The thermal diffusivity result for this cold-sprayed copper sample was 3x10-6 

m2/s, which was much lower than the thermal diffusivity results 7x10-5 m2/s, 

calculated by the bulk copper sample experiment. According to the estimation 



 82 

analysis for copper and aluminum plate, it could be known that it means the 

thermal diffusivity of the fabricated copper was much lower than the thermal 

diffusivity of bulk copper.  The result difference between the bulk copper 

sample and cold-sprayed sample means that the thermal properties of 

materials changed during the cold spray process in the fabrication procedure. 

Since the temperature (400˚C) applied during the cold spray technique was 

not high enough to cause any oxidations, the reason for the lower thermal 

diffusivity should be the layered (lamellar) structure of the fabricated coating 

sample. A SEM test was used to capture the cross-section of the copper 

coating (Fig. 5-9). ImagePro software was used to estimate the porosity of this 

coating, which was as high as 0.1%. However, some small cavities existed in 

the sample, which caused lower thermal diffusivity value. This lower thermal 

diffusivity result agrees with the test result of analogous results for electrical 

conductivity by Stoltenhoff [53]. Instead of thermal diffusivity, electrical 

conductivity of copper coating fabricated by cold spraying method was 

compared with the electrical conductivity values of bulk copper and other 

thermal-sprayed copper coatings. It was found that the electrical conductivity 

of cold-sprayed copper was higher than that of copper coatings fabricated by 

other thermal spray techniques, namely HVOF and arc spraying. Stoltenhoff 

[53] found out that cold spraying technique worked better in keeping the 

original properties of bulk materials than other thermal spraying techniques 

did. However, the electrical conductivity result was still lower than that of the 

bulk material itself. The difference of properties between the coating and bulk 

material could be decreased by adjusting the spraying parameters. But, for 

most cold-sprayed coatings, the property (such as thermal diffusivity) would 

differ from that of the bulk material. 

The low diffusivity of the cold-sprayed coating is because of air gaps, 

which were formed during the cold spraying process. The copper powder 

particles were sprayed to land on each other and endured plastic deformation. 
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Air was trapped between layers of lamellar coatings, shown in Fig. 5-9. 

Stoltenhoff et al. [53] used the sintering process to increase the electrical 

conductivity of the cold-sprayed coatings. The sintering process could be used 

to reduce the gaps within the coating. This process proved that the lower 

properties of the cold-sprayed copper compared with its bulk material, i.e 

thermal diffusivity and electrical conductivity, were because of the air gaps 

that were trapped in the coating. 

   
Figure 5 - 9 SEM picture of the cold-sprayed copper coating 

5.4 Experiments on porous materials 

To study the application of this tuning method to porous sample, 30% 

porous alumina was tested. Experiments were conducted with the hot plate set 

at 50˚C, 60˚C, 70˚C, 80˚C and 90˚C. 

 

Temperature set 

on the hot plate (˚C) 

Thermal diffusivity 

results of Al2O3 (m2/s) 

50 6.00x10-7 

60 7.00x10-7 

70 8.00x10-7 

80 8.00x10-7 

90 8.00x10-7 

average 7.40x10-7 

Table 5- 2Thermal diffusivity table of Al2O3 
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This result of 7.40 x 10-7 m2/s ± 1.4 x 10-7 m2/s (n = 5) is also shown in 

Table 5-2. It should be noted that the thermal diffusivity result obtained by 

this test is not the thermal diffusivity of bulk Al2O3, but the effective thermal 

diffusivity of 30% porous Al2O3. The cross-section of porous Al2O3 is shown 

in Fig. 5-10, the material has many pores. The air in the material greatly 

reduced the thermal property of the whole material. Therefore, the estimated 

thermal diffusivity value is much lower than the thermal diffusivity of a 

traditional Al2O3. The effective thermal conductivity of this material could not 

simply be decided by the properties of bulk Al2O3 and its porosity. Similar to 

the cold-sprayed copper coating, the microstructure of Al2O3 is very likely 

changed during the manufacturing process. This is the reason for the low 

thermal diffusivity result compared with the bulk Al2O3. 

 
Figure 5 - 10 Cross-section of porous Alumina 

5.5 TiO2 on low carbon steel substrate and TiO2 on copper substrate 

As mentioned in Chapter 3, TiO2 coatings were fabricated on low carbon 

steel and copper at the same time. Experimental results of TiO2 on low carbon 

steel substrate are presented in Section 5.5.1; experimental results of TiO2 on 
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copper substrate are presented in Section 5.5.2. The purpose of this is to study 

the effect to the diffusivity results on different substrate. The results of TiO2 

coating on different substrates are compared in Section 5.5.3. 

Tests were conducted on two-layered sample TiO2 on low carbon steel at 

the temperature 50˚C, 60˚C, 70˚C, 80˚C and 90˚C. 

The parameters used in two-layered model are more complex than the 

single-layered model, and are shown with parameter tables. In these tests of 

TiO2 on low carbon steel, two-layered mathematical model was applied 

accordingly. Substrate low carbon steel was modeled as layer 2 and TiO2 

coating was modeled as layer 1. The layer number is represented by the 

subscript of properties. Referred to the analytical solution developed in 

Chapter 2, the primary parameters in Table 5-3 were used in the program. 

 

Parameters for TiO2 on low carbon steel 

a 

(mm) 

b 

(mm) 

k1[54] 

(W/m-K) 

k2[55] 

(W/m-K) 

2α [55] 

10-5(m2/s) 

0.45 5.74 11.7 51.9 1.65 

Table 5- 3 Parameters used in two-layered model for TiO2 on low carbon steel 
 

The same as TiO2 on low carbon steel sample. The primary parameters 

used in the mathematical model are shown in Table 5-4. 

Parameters for TiO2 on copper 

a  

(mm) 

b  

(mm) 

k1 [56] 

(W/m-K)  

k2 [52] 

(W/m-K)  

2α [52] 

10-4 (m2/s) 

0.47 8.98 11.7 401 1.12 

Table 5- 4 Parameters used in two-layered model for TiO2 on copper  

The two groups of tests on TiO2, namely TiO2 on low carbon steel and 
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TiO2 on copper, were conducted to study the effect of substrate. The coating 

was TiO2 for both samples, only the substrates were different. One substrate 

was copper with high thermal diffusivity 1.12x10-4 (m2/s) and high thermal 

conductivity 401 (W/m-K), and another substrate was low carbon steel with 

relatively low thermal diffusivity 1.65x10-5 (m2/s) and thermal conductivity 

51.9 (W/m-K). The thermal diffusivity test results of TiO2 on both low carbon 

steel substrate and on copper substrate are shown in Table 5-5. 
 

Thermal diffusivity results of TiO2 (m2/s) 

Temperature set 

on the hot plate (˚C) 

on low carbon steel 

substrate 

on copper  

substrate 

50 1.80x10-7 5.00x10-8 

60 1.50x10-7 5.00x10-8 

70 1.50x10-7 8.00x10-8 

80 1.50x10-7 8.00x10-8 

90 1.50x10-7 5.00x10-8 

Average 1.55x10-7 6.2x10-8 

Table 5- 5 Thermal diffusivity results of TiO2, tested with TiO2 on low carbon 
steel and TiO2 on copper 

The results show a clear tendency that the thermal diffusivity results of 

TiO2 on copper substrate are lower than the thermal diffusivity results of TiO2 

on low carbon steel substrate. The TiO2 coatings on both the samples were 

fabricated at the same time. However, the thermal diffusivity results of TiO2 

on copper substrate are lower than the thermal diffusivity results of TiO2 on 

low carbon steel substrate. The influencing factor to the lower results is the 

high thermal conductivity value of copper substrate. The high thermal 

conductivity value of copper has resulted large heat loss during the experiment. 

Reflecting on the results, the TiO2 coating shows lower thermal diffusivity 

results.  
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From these groups of experiment, it can be concluded that the substrate 

could have an influence on the thermal diffusivity results from the test. This is 

a deficiency of the test method. If the thermal conductivity of the substrate is 

high, the thermal diffusivity result of the coating would be lower as the 

consequence of the heat loss from the substrate. On the other hand, for coating 

on the substrate with low conductivity, the thermal diffusivity result of the 

coating would be relatively higher and closer to the referenced value, because 

of lower heat loss from the substrate. Therefore, similar to single-layered 

materials, the thermal diffusivity result is more accurate for low conductivity 

(lower than 51.9 W/m-K, the conductivity of low carbon steel) substrate. 

5.6 YSZ on low carbon steel substrate 

The YSZ on low carbon steel substrate was fabricated by air plasma 

spraying technique. The thickness of YSZ is 0.28 mm, and the total thickness 

of the two-layered sample is 6.67 mm. The parameters used in the 

mathematical model are listed in Table 5-6, where 1α is the parameter to be 

decided. This experiment features low thermal diffusivity coating on relatively 

high thermal diffusivity substrate. The experiment was conducted on the 

two-layered sample at the experiment temperature 50˚C, 60˚C, 70˚C, 80˚C 

90˚C and 100˚C, and the test results are shown in Table 5-7. 

The results table-Table 5-7 shows that in this group of experiments on 

YSZ on low carbon steel, the 50˚C and 60˚C experiments were able to provide 

thermal diffusivity result of YSZ as 1x10-8 m2/s. A good agreement exists in 

the two sets of experiment with different temperature boundary condition. 

However no reference for the thermal diffusivity of YSZ was found. For the 

70˚C, 80˚C, 90˚C, 100˚C experiments, none of the predicted temperature was 

able to make a match with the experiment. A typical experimental figure in 

high experiment temperature is shown in Fig. 5-11. Setting the boundary 
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condition as the comparison standard, experiment temperature data was 

compared with the predicted temperature data. It could be seen that the 

experiment data shows a sharp slope, while the slope of predicted temperature 

profile is relatively mild. In the first half of the experiment, temperature data, 

which were taken by thermocouple 0 at the surface of the coating material, 

were relatively far from the temperature boundary condition; the experiment 

temperature data was relatively far away from the boundary temperature. In 

the later part, the experiment temperature tended to go closer toward the 

boundary condition. Unlike the experimental temperature data, the 

temperature predicted at the surface of the coating had a relatively constant 

distance with the boundary condition. 

 

Parameters for YSZ on low carbon steel 

a  

(mm) 

b  

(mm) 

k1 

(W/m-K) 

k2 

(W/m-K) 

2α  

(m2/s) 

0.28 5.67 1.2 51.9 1.65x10-5 

Table 5- 6 Parameters used in two-layered model for YSZ on low carbon steel 
substrate 

 
 
 

Temperature set 

on the hot plate (˚C) 

Thermal diffusivity results of YSZ 

(m2/s) 

50 1x10-8 

60 1x10-8 

70 Not decided(2x10-8~5x10-7) 

80 Not decided(2x10-8~5x10-7) 

90 Not decided(2x10-8~5x10-7) 

100 Not decided(2x10-8~5x10-7) 

Average Not decided(2x10-8~5x10-7) 

Table 5- 7 Thermal diffusivity table of YSZ 
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YSZ on low carbon steel, 70 deg C (not decided)
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Figure 5 - 11 Tests on YSZ on low carbon steel, hot plate was set at 70˚C 

This phenomenon is probably because the great difference between the 

thermal properties of the coating and substrate materials. As shown in 

Table5-4, the substrate is low carbon steel, and has a thermal conductivity 

value as 51.9 W/m-K, and thermal diffusivity as 1.65x10-5 m2/s. For the 

coating material YSZ, from the literature, its thermal conductivity value was 

set as 1.2W/m-K in the mathematical model. The results for 50˚C and 60˚C 

experiments show that the thermal diffusivity result is as low as 1x10-8 m2/s. 

The substrate is low carbon steel and the coating is YSZ. The two materials 

have great difference in thermal diffusivity values. When the temperature 

difference between the initial temperature and experiment temperature is low 

(experimental temperature as 50˚C and 60˚C), the different thermal properties 

of the two layers did not make a large impact on the experimental figure 

match. The match between the experiment temperature curve and the 

predicted temperature curve is good enough to provide a diffusivity value. 

Therefore, the experimental figures are similar to the ones of other samples 

such as PMMA and metal plates. When the temperature difference is high 

(with experimental temperature above 70˚C), the impact from different 

thermal diffusivity value between substrate and coating shows changes in 

form of temperature profile with sharp trend. This is further explained in 

Section 5.8. 
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5.7 Single-layered Pyrex and Nano-structured TiO2 on Pyrex substrate 

5.7.1 Test on single-layered Pyrex samples 

In this group of tests, sets of experiments were conducted. Two 

single-layered Pyrex were tested by the single-layered model to obtain its 

thermal diffusivity value. Then the single-layered sample serves as substrate, 

TiO2 coatings were fabricated on it. The TiO2 coating was fabricated on the 

two Pyrex substrates at the same time. Therefore, the spraying parameter and 

spraying environment were the same, and the properties are the same. The 

two-layered sample is then studied by two-layered model to test the thermal 

diffusivity of the coating. The results are shown in Fig. 5-12.  

Thermal diffusivity for single layer Pyrex
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Figure 5 - 12 Thermal diffusivity for single-layered Pyrex 

The test graphs of single-layered Pyrex slabs at each experiment 

temperature were checked. Thicker single Pyrex slab (6mm thick) provided 

good match for all experiment temperatures in thermal diffusivity results, 

which means the predicted temperature profiles agrees with the experiment 

temperature profile during the experiment period. By checking the test graphs 

of the 4 mm thick Pyrex closely, poor measurements, which meant predicted 

temperature profile showed deviation from the experimental temperature 

profile, happened at 60˚C and 80˚C experiment temperature. This deviation 

might be because of the experiment procedure, such like the Styrofoam was 
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not wrapped tight enough or the thermocouple attachment was loose. It should 

be noted that the deviation caused by these possible reasons did not happen in 

the tests for 6mm Pyrex. This proves that relatively thicker sample (6mm) 

works better for the thermal diffusivity measurement method. From Fig. 5-12, 

it could be seen that the thermal diffusivity range for both 4 mm and 6 mm 

Pyrex in all experiments (hot plate set at 50˚C to 90˚C) was between 2x10-7 

m2/s and 6x10-7m2/s. 6 mm Pyrex shows a steady increasing trend, which 

ranges from 3.8x10-7 m2/s to 5.5x10-7 m2/s. For 4mm Pyrex, no distinct trend 

was shown. This is probably because of the poor match at temperature 60˚C 

and 80˚C. This phenomenon means that the thermal diffusivity result of Pyrex 

is sensitive to experiment temperature variation. Unlike the material PMMA, 

which showed great repeatability multiple tests, the small variation of 

experiment temperature would induce noticeable change in the thermal 

diffusivity values for Pyrex samples. The sensitivity of Pyrex was proved 

further by the experiments on two-layered sample TiO2 on Pyrex. 

Despite the differences between the thermal diffusivity results from the 

two Pyrex slabs, the thermal diffusivity results of Pyrex showed some unique 

features comparing with other samples. The experiment results of Pyrex were 

compared with the former experiments on PMMA, since in term of thermal 

diffusivity values; PMMA and Pyrex both have low thermal diffusivity values. 

In Table 5-8, we could see that PMMA had good repeatability for different 

experiment temperatures set on the hot plate. For Pyrex, however, Fig. 5-12 

shows less agreement between thermal diffusivity results at different 

temperature boundary condition for this material. Each experiment resulted 

different thermal diffusivity results. 

5.7.2 Nano TiO2 on Pyrex 

The single-layered Pyrex samples tested in Section 5.7.1 were used as 

substrates for nano TiO2 coatings, and the tested Pyrex thermal diffusivity 
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results were used in the process of thermal diffusivity determination for nano 

TiO2 coatings. Table 5-8 shows all the thermal diffusivity results of Pyrex 

substrate by single-layered model and that of Nano TiO2 coatings by 

two-layered model. 

Thermal Diffusivity of Pyrex and Nano TiO2 coating (m2/s) 

Temperature (˚C) 4mm Pyrex 
Nano TiO2 

on 4mm Pyrex 
6mm Pyrex 

Nano TiO2 

on 6mm Pyrex 

50 4.00x10-7 1.00 x10-5 3.80 x10-7 1.00 x10-5 

60 2.00 x10-7* not decided 3.80 x10-7 1.00 x10-5 

70 3.50 x10-7 not decided 4.00 x10-7 not decided 

80 4.00 x10-7* 5.00 x10-6 4.70 x10-7 not decided 

90 3.80 x10-7 not decided 5.50x10-7 not decided 

Average 3.46 x10-7 N/A 4.36 x10-7 N/A 

Table 5- 8 Thermal diffusivity of Pyrex and Nano TiO2 coating (* the thermal 
diffusivity results with * did not provide a good match between experiment 
and mathematical prediction.) 

From these test result, it could be seen that in the different tests 

temperatures, only 50˚C and 80˚C for 4 mm Pyrex could give thermal 

diffusivity results for nano-TiO2 (1x10-5 m2/s and 5x10-6 m2/s). The two very 

different values indicate that the thermal diffusivity results might not be 

dependable. For thicker sample, nano-TiO2 on 6mm Pyrex sample, for both 

50˚C and 60˚C, the thermal diffusivity results for nano-TiO2 were both 1x10-5 

m2/s. Few literature was found on the thermal diffusivity of nano-TiO2 coating. 

The thermal diffusivity of bulk TiO2 is 1.83x10-5 m2/s. The means the test 

result had good agreement for the low temperature. 

However, for high experiment temperature, no value could result a 

temperature profile to match the experiment temperature, with the thermal 

diffusivity of Pyrex set according to single-layered experiments. This 

indicates the property assumption of the other layer (Pyrex) might be incorrect. 
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The incorrect thermal diffusivity assumption of Pyrex is probably because of 

the mechanical and thermal treatment which was added on the material during 

the thermal spray process. 

To prove the point, the following analysis was made. The coating 

thickness of Nano TiO2 is 0.38 mm, while the thickness for substrate was 

either 4 mm or 6 mm. Since the thickness of the coating is very small 

compared to the substrate, the two-layered sample was assumed as a 

single-layered sample of Pyrex to observe the influence of the TiO2 coatings 

on the thermal diffusivity value.  

Therefore, single-layered model was applied to calculate the thermal 

diffusivity of the after sprayed Pyrex sample. The results achieved by these 

tests are called the estimated thermal diffusivity. 

Figures 5-13 and 5-14 show the comparison between the single-layered 

results and estimated results on 4 mm sample and 6mm sample. Both figures 

show a clear trend that the estimated thermal diffusivity values of Pyrex are 

much higher than the thermal diffusivity value calculated by single-layered 

experiments. It is unlikely that the big thermal diffusivity change of Pyrex is 

due to the thermal property of the thin nano TiO2 coating. This is a proof that 

that the thermal property of Pyrex experienced a big change after the flame 

spraying process. The thermal shock temperature of Pyrex is 160˚C, while the 

flame temperature of flame spray could reach 3000˚C. During the spraying the 

Pyrex had experienced a temperature that is much higher than its thermal 

shock temperature. Therefore, it is reasonable for the Pyrex thermal diffusivity 

to experience a big change. Because the change of Pyrex thermal properties 

were not able to be calculated, the two-layered model does not have access to 

correct properties of the substrate material , which are essential to the program, 

to calculate the thermal diffusivity of the Nano TiO2 coating. 
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For the thicker sample, the estimated thermal diffusivity of Pyrex shows 

the same increasing trend as the calculated thermal diffusivity of single Pyrex. 

Similarly, this trend proves that Pyrex is very sensitive to temperature change 

for thicker samples. 
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Figure 5 - 13 Thermal diffusivity of single-layered 4mm Pyrex based on 
single-layered experiment and estimated thermal diffusivity of Pyrex based on 
4mm two-layered experiment 
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Figure 5 - 14 Thermal diffusivity of single-layered 6mm Pyrex based on 
single-layered experiment and estimated thermal diffusivity of Pyrex based on 
6mm two-layered experiment 
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5.8 Heat loss analysis 

By observing the temperature profiles for multiple experiments for 

different samples, it was found that the agreement between the experiment 

temperature and the predicted temperature showed an interesting trend. It is 

believed that heat loss plays an important part during the experiment; 

therefore the heat loss analysis was used to interpret the trend. 

As for the heat loss analysis, Fig. 5-15 is a schematic diagram to explain 

the heat loss occurs in the sample during the experiment. In the experiment, 

insulating material Styrofoam was wrapped around the sample (except the 

heated surface) to simulate a perfect adiabatic boundary condition. However, 

even though the Styrofoam has low thermal diffusivity and low thermal 

conductivity value, heat loss occurs around the sample. The heat loss was 

categorized into two groups, namely heat loss from the top surface and heat 

loss from the side surfaces. Ideally, heat flux on all the side surfaces was 

assumed to be the same. The heat flux on the surface was assumed to be 

uniform. 

For the two-layered sample, heat loss from the side surfaces was further 

separated into two categories, which were heat loss from the side of the 

substrate and heat loss from the side of coating.  

Heat loss was governed by the area of heat loss, the heat conductivity, 

and the temperature gradient across that surface. The area was constant. The 

heat conductivity varied little within the small temperature range and was 

assumed to be constant for each material. The temperature gradient changed 

with time and position. In the heat loss analysis, to make analysis easy, the 

temperature gradient was assumed to be uniform on each surface and just vary 

with time. The mathematical description was shown in Eqn. (5-1) and Eqn. 

(5-2). Considering the small thickness of the coating, the side heat loss from 
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the side of coating could be ignored. In the following, several samples, which 

exhibit representative temperature curves, were studied with the heat loss 

analysis. It should be noticed that in the mathematical model, the problem was 

assumed to be one-dimensional to keep the problem simple. However, in the 

heat loss analysis, the reality case was considered and the heat loss was 

studied with two dimensions.  

 

 
Figure 5 - 15 Heat flux on a two-layered sample 
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5.8.1 Heat loss analysis for PMMA 

Heart loss analysis for single-layered low thermal diffusivity materials 

PMMA was shown in Fig. 5-16. The magnitude of the heat loss from the top 

surface and that from the side surfaces are compared in this figure. Heat loss 

is represented by 
r
tTkA

∂
∂
⋅⋅

)( , where r represents x direction (vertical 

direction) for top surface heat loss, and represents y and z direction (horizontal 

direction) for side surface heat loss. 
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Figure 5 - 16 Heat loss analysis of PMMA 

In this chart, the left part is the heat loss from top surface, and the right 

part is the heat loss from the side surfaces. For single-layered sample the 

conductivity for side surfaces heat loss and top surface heat loss was the same. 

The ratio of conductivity at top surface and side surfaces is 1:1. PMMA has a 
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very small heat conductivity value, which is between 9.5x10-8 m2/s and 

1.5x10-8 m2/s. 

The ratio of top surface area and side surface area is roughly calculated. 

Given the width and length of the sample is normally 40mm, and the thickness 

is proximately 3mm, the top surface area is 1600 mm2 and the side surfaces 

area is 480mm2. The ratio of top surface area and side surfaces area is about 

3:1. 

More concern should be taken on the temperature gradient. To simplify 

the analysis, the temperature gradient was assumed to be uniform throughout 

each surface and changed with time. The experiment data was used to give an 

estimate of the temperature gradient. The insulating material was assumed to 

be at the same temperature throughout the experiment, therefore the 

temperature gradient would be calculated by Eqn. (5-3). In this equation, 

insulating material temperature was assumed to be the environmental 

temperature which was the initial temperature iT of the experiment. 

Temperature on top surface was measured by thermocouple 0, therefore 

represented by 0T . The temperature of the side surface was represented by the 

average of boundary temperature and top surface temperature 2/)( 02 TT + , 

since the sample was assumed to be in uniform temperature to simplify the 

calculation. 
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The raw temperature data, collected by data acquisition system, were 
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used to calculate the temperature gradient ratio applying Eqn. (5-3). The raw 

data were transferred to EXCEL, and the data (around 1200 temperature data) 

for the whole time period, (60 second, with the frequency set as 10 Hz and 

two thermocouples readings) were used in this process. It was found out that 

the temperature gradient ratio of top surface to side surfaces is between 1:1.5 

to 1: 100 for 6mm PMMA sample.  

In this heat loss analysis graph, it could be seen that the ratio of heat loss 

from the top surface and the side surfaces is about 3:100, which means the 

heat loss from the side surfaces play dominant role in the heat loss analysis. 

The side surfaces area was very small as a consequence of small thickness and 

the heat conductivity value small as well. It could be concluded that heat loss 

from the side surfaces was small and further the overall heat loss for PMMA 

was in a very small amount. The sample could be assumed to be with a perfect 

insulation effect. This explains the good thermal diffusivity test result for the 

PMMA samples. 

5.8.2 Heat loss analysis for copper 

 
Figure 5 - 17 Heat loss analysis for single-layered 9 mm thick copper 

Similar to the analysis of single-layered PMMA, the heat loss to 9 mm 

thick copper is analyzed in the same way. For single-layered sample, the 
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conductivity is the same and has the ratio as 1:1. Based on the experiments 

result, the temperature gradient ratio is 1:1 to 1:1.2 by Eqn. (5-3). The ratio of 

area of top surface to area of side surfaces is about 1:1. The heat loss ratio for 

the 9mm thick copper would be 1:1.2, which is very close to each other. Due 

to the high thermal conductivity value, the heat loss was great on both top 

surface and the side surfaces. 

5.8.3 Heat loss analysis for YSZ on low carbon steel 

 

 
Figure 5 - 18 Heat loss analysis for YSZ coating on low carbon steel 

As shown in Fig. 5-18, surface ratio for YSZ on low carbon steel would 

be 1.3:1. From this heat loss analysis for YSZ on low carbon steel, we could 

see that, compared with the heat loss from the side surfaces, the heat loss from 

the top surface is much lower. The ratio between the heat loss from the top 

surface and the heat loss from the side surfaces is about 1.5 to 590, which 

means the heat loss from the side surfaces plays a more important role in the 

heat loss analysis. Considering the high heat conductivity of the substrate low 

carbon steel, it can be known that the heat loss was as great as the 

single-layered high thermal diffusivity metal at the beginning of the heat 

transfer process. The heat transfer process was similar to that of the 
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single-layered sample in the beginning. However, in the later period, the 

special feature of YSZ on low carbon steel sample started to influence the 

shape of the experiment temperature profile. The top surface has very low heat 

conductivity value and therefore the temperature gradient ratio is very low. It 

was as if the top surface was well insulated, only the side surfaces were have 

heat loss. Therefore, the experiment temperature profile started to rise in the 

latter part of the experiment. 

In this group of experiments on YSZ on low carbon steel, the 50˚C and 

60˚C experiments were able to provide thermal diffusivity result of YSZ as 

1x10-8 m2/s. A good agreement was in the two sets of experiment with 

different temperature boundary condition. However, for the 70˚C, 80˚C, 90˚C 

100˚C experiments (i.e. Fig. 5-13), it was shown in the experiment figures that 

none of the predicted temperature was able to make a match with the 

experiment. Comparing the experiment temperature data with predicted 

temperature data, it could be seen that the experiment data processed a sharp 

slope, while the slope of predicted temperature profile was mild. In the first 

half of the experiment, temperature data, which were taken by thermocouple 0 

at the surface of the coating material, were relatively far from the temperature 

boundary condition.  

This would probably be because the great difference between the thermal 

properties of the coating and substrate materials. As shown in Table 5-6, the 

substrate-low carbon steel had a heat conductivity value of 51.9 W/m-K, while 

the YSZ coating had a heat conductivity value 1.2W/m-K. The substrate-low 

carbon steel had a thermal diffusivity value of 1.65x10-5 m2/s, while the YSZ 

coating had a tested value of thermal diffusivity 1x10-8 m2/s for 50˚C or 60˚C 

tests. With this great differences in the thermal properties between the coating 

and substrate, heat process would be influenced by different temperatures 

during the heat conduction process. Even the heat conduction process was 

assumed to be adiabatic on the side surfaces and the surface of the YSZ 
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coating, heat loss occurred through these surfaces during the process. 

On the YSZ coating top, less heat loss could occur as the consequences 

of low heat conductivity of the material YSZ. When the temperature was set to 

low experiment temperature on the hot plate as 50˚C or 60˚C, the heat flux 

enter through the bottom surface of the substrate would be small, therefore, 

the heat loss from the side and top surfaces of the sample was small. The 

small amount of heat loss resulted very little differences between the size 

surfaces heat loss and top surface heat loss. The temperature profile (Fig. 5-31 

and Fig. 5-32) would develop as other two-layered samples which had similar 

thermal properties. 

However, when the experiment temperature on the hot plate was set 

above 70˚C (Figs. 5-11), the heat loss went through the bottom surface would 

be greater. In the meantime the heat loss from the sample would increase with 

the heat flux input. Heat conductivity between two different materials, namely 

the substrate low carbon steel and the coating YSZ, would play an essential 

role in this process. Heat loss from the top surface would be much smaller 

than the heat loss from the side surfaces. It was like when the temperature on 

the hot plate was set higher, a better insulating material was placed on the top 

of the sample. Therefore temperature on the YSZ surface Temperature 0 

would rise in a sharp slope.  

5.8.4 Summary of heat loss analysis 

In the analysis of heat loss, the heat loss from the top surface made an 

important influence on the shape of the experiment temperature profile. tA ,1 is 

the area of top surface of sample. In the description in Chapter 3, it is known 

that in the sample preparation, the top and bottom surface of the sample was 

much bigger than the side surfaces. 
x

tbxT
∂
=∂ ),(  is the temperature gradient on 

the insulated surface of the sample. 
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The heat loss was proportional to the area, heat conductivity and 

temperature gradient. The temperature gradient increased with the time. The 

heat conductivity was decided by the material. The area was decided by the 

preparation of the sample. Heat loss includes two parts, namely the heat loss 

from the side of the sample and the heat loss from the top surface of the 

sample. Considering the area of top surface and side surface, apparently the 

top surface played a greater role in the heat loss analysis. 

When the thermal diffusivity is of medium range, saying 1x10-5 m2/s to 

1x10-6 m2/s, it was observed that, in the temperature profile figures, the 

predicted temperature profile with a proper assumption of thermal diffusivity 

value could match well with the temperature profile. 

When the thermal diffusivity values of materials were of higher range, 

saying 1x10-4 m2/s to 1x10-5 m2/s, the heat loss function
x

txTkA t ∂
∂
⋅⋅

),(
1,1  was 

analyzed. Thermal conductivity value was high; the area of the heat loss was 

big; thermal gradient
x

tbxT
∂
=∂ ),( was small at the beginning, and became 

greater as time increased, according to Eqn. (5-3). In the beginning due to the 

small heat gradient, the third part had less influence on the overall heat loss. In 

the later part of the experiment, the heat gradient became greater, and the heat 

loss area was much bigger compared with the side surfaces. With a high 

thermal conductivity value, a big amount of heat loss existed from the top 

surface. Therefore, the tail part of the experiment temperature profile was 

generally lower than the predicted temperature. 

A different situation happened in the sample of YSZ on low carbon steel. 

It was found that the tail of the experiment temperature rose higher than the 

predicted temperature profile (Fig. 5-36). It should be noted that when the 

substrate and coating having thermal diffusivities with great difference, the 

heat loss would be very different for the two layers. Therefore, at high 
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experiment temperature this method is not able to provide good test result. 
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 Chapter 6: Conclusion 

A new method of thermal diffusivity measurement was developed in this 

thesis. Single-layered sample, including low diffusivity (smaller than 10-6m2/s) 

materials such as PMMA and Pyrex, metal materials such as copper and 

aluminum, and porous materials such as Al2O3 with 30% porosity were tested 

with single-layered model. For PMMA, 20 tests were conducted, with 5 

different experiment temperatures. For each experiment temperature, the tests 

were repeated 4 times. In these tests, the thermal diffusivity results agreed 

with the referenced thermal diffusivity value and showed good repeatability. 

All the other materials are tested with several experiment temperatures, and 

each experiment temperature was conducted once. 

The most important factor that undermines the accuracy of this 

measurement method is the heat loss that occurred during the experiment. The 

heat loss, which varied with time and position, was not assumed in the 

mathematical model. Therefore, when the heat loss in the experiment was low, 

the measurement results tended to be accurate, such as with the PMMA 

sample. When the heat loss was high, the measurement results tended to 

deviate from the referenced value, such as copper sample. When the heat loss 

was not in a relatively smooth variation, it was difficult for this method to 

determine the result, such as YSZ on low carbon steel substrate samples. This 

is because the dramatic variation of heat loss caused the experimental 



 106 

temperature profiles to change into curves which did not imitate the predicted 

temperature profile. 

For single-layered samples, it was found out that the thermal diffusivity 

of material Pyrex was sensitive to temperature change. For metal materials, 

the result of thermal diffusivity was lower than the referenced value. The 

thermal diffusivity result of copper was 7x10-5 m2/s, and the thermal 

diffusivity result of alumina was 2x10-5 m2/s. The lower test values were 

because that metal material had higher thermal conductivity value which 

would cause more heat loss in the experiment. Despite the inaccuracy of the 

thermal diffusivity results for metal materials, it could give a rough estimation 

of the thermal diffusivity range. The thermal diffusivity range could be 

improved when a material, whose thermal diffusivity is known beforehand, is 

also tested as a referenced material. For porous material Al2O3, the thermal 

diffusivity result was 7.4x10-7 m2/s, which was much lower than the thermal 

diffusivity of the bulk material. It is because of the air pores within the 

material and other changes happened during the manufacturing process. 

Among the two-layered materials, conventional material TiO2 were 

tested on different substrate to study the influence of the substrate to the 

thermal diffusivity value of coatings. It was found out that the low carbon 

steel substrate would affect the thermal diffusivity result less compared with 

the copper substrate. It was because the material low carbon steel had lower 

thermal conductivity than copper, therefore, less heat loss from the substrate 
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during the experiment. 

The YSZ thermal diffusivity result determined by studying YSZ on 

low carbon steel substrate sample shows that the thermal diffusivity result of 

YSZ was 1x10-8 m2/s for both the 50˚C and 60˚C experimental temperatures. 

The thermal diffusivity results of YSZ could not be determined when the 

experiment temperature was above 70˚C. However, the experiment 

temperature figures showed an interesting trend. In the earlier stage of the 

experiment, the temperature profile possessed a mild slope and in the later 

stage the temperature profile showed a sharp slope and reached the 

temperature boundary condition profile. This profile was due to the 

occurrence of different heat loss on the side surfaces and top surfaces. 

The effect of flame-sprayed TiO2 coating on the material Pyrex was 

studied. Given that no agreement between the experimental and established 

diffusivity value of the TiO2 coating could be obtained by using the thermal 

diffusivity result of Pyrex substrate (estimated before spraying process), it 

could be concluded that the thermal property of Pyrex substrate changed 

during the spraying process. Therefore, by testing the thermal diffusivity value, 

this method could be used to detect property changes. 

The application field of the thermal diffusivity measurement method 

was studied. Based on the multiple tests of Pyrex, PMMA samples, it was 

found out that this method worked better for relatively thick coating, which 

ranged from 5mm to 9mm. This method worked well for low conductivity 
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materials. When dealing with the coatings on the substrate, it would be better 

that the thermal conductivity of the substrate and coating are not too different 

from each other. The great thermal conductivity difference would cause slope 

change in the temperature profile, and makes the temperature profile matching 

difficult. 

This thermal diffusivity method was based on two-layered sample. It 

could measure thermal diffusivity of coatings without the need of coating 

detachment. Compared with other measurement methods, this method does 

not require expensive and complicated operation process. This test method 

could be improved by performing tests on more samples, to determine the 

thermal conductivity range of materials that is suitable for this test method.  

As for the agreement between the predicted temperature curves and the 

experiment temperature curves, further work is recommended. Instead of 

comparing the curves by temperature data at different time point, least square 

fitting method could be used to provide more direct standard with 

quantization.  

The accuracy of this test method would be greatly increased if the heat 

loss could be controlled. As for the convenient-simple-and-low-cost feature of 

this method, it would more reasonable to improve the mathematical model, 

instead of upgrading the experiment apparatus to achieve the goal. If the heat 

loss happened during the experiment could be estimated and put into the 

mathematical model as boundary condition or heat sink element, the deviation 
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from the real property value should increase a lot. Another solution might be 

using some empirical coefficient or function to modify the test result to get 

better accuracy. 

More tests should be conducted on more samples with different 

thermal diffusivity, so that the application spectrum of this test method should 

be determined. It was noted that for materials with higher thermal diffusivity 

such as aluminum and copper plates (greater than 1.65x10-5 m2/s), the test data 

results did not agree with the referenced data; for materials with low thermal 

diffusivity value, such as PMMA (lower than 1x10-6m2/s), the test result 

agreed with the referenced value. A more detailed “thermal diffusivity vs. 

error” chart is recommended for further work. 
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Appendix 

Solving the Auxiliary problem of Duhamel’s method 

 

This auxiliary problem could be solved by the method of separation of 

variables. 
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