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Abstract

New high voltage DC (HVDC) transmission projects are being increasingly operated glob-

ally, which can be developed into multi-terminal DC (MTDC) grid interconnecting the

conventional AC grid and the off-shore renewable energy power plants. Among vari-

ous power converter topologies, modular multi-level converter (MMC) has the features

of providing very low harmonics and low switching frequency, which is specifically fo-

cused on in this work. Real-time electromagnetic transient (EMT) simulation is a powerful

tool for the transient study and analysis of the DC grid, and for the design and verifica-

tion of the control and protection systems. Field Programmable Gate Arrays (FPGAs) and

Multi-Processor System-on-Chip (MPSoC) devices, which have highly parallel hardware

architectures, are used for the real-time emulation systems developed in this work.

This thesis focuses on the off-line and real-time simulation of the multi-terminal high

voltage DC grid, and contributes on the aspects of EMT simulation technique, MMC mod-

eling scheme, DC grid modeling scheme, and hardware implementation method. Variable

time-stepping schemes combined with nonlinear element solution schemes have been ap-

plied to FPGA-based real-time simulation of power electronics circuit and power system

circuit for the first time. This work proposes the datasheet based device-level electrother-

mal model for the MMC containing half-bridge sub-module (HBSM) and clamp double

sub-module (CDSM). Such a model can increase the simulation accuracy and provide the

detailed device-level thermal data and switching transient waveforms for the efficiency

and safety evaluation of the control and protection scheme during normal operation and

contingency. The comprehensive simulation of the AC/DC grid, which is composed of

CIGRÉ DC grid test system, IEEE 39-bus AC system and the wind farms is presented with

hybrid modeling scheme. Finally, the thesis develops and presents the detailed implemen-

tation of real-time emulation of the CIGRÉ DC grid test system for the hardware-in-the-

loop (HIL) test on MPSoC-FPGA platform.
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7.1 Topology of the: (a) CIGRÉ DC grid test system, (b) modular multi-level
converter, and (c) half-bridge sub-module. . . . . . . . . . . . . . . . . . . . 106

7.2 Control diagram of MMC: (a) outer loop control for power and DC voltage,
(b) inner current loop control (c) MMC valve-level control. . . . . . . . . . . 107

7.3 Major procedures of device-level electrothermal model. . . . . . . . . . . . 109
7.4 (a) Temperature-dependent IGBT module output characteristics (b) circuit

model of half-bridge SM, and (c) simplified SM model. . . . . . . . . . . . . 110
7.5 (a) System decomposition and conventional processor-based partition scheme,

(b) MPSoC-FPGA based partition and implementation details. . . . . . . . 112
7.6 Hybrid platform configuration of the DC grid emulator. . . . . . . . . . . . . 114
7.7 System-level steady-state results: (a) (b) AC voltages of Converter Cb-A1,

(c) (d) AC voltages of Converter Cm-C1, and (e) (f) the first upper arm SM
capacitor voltages of Converter Cb-A1. ((a) (c) (e) are the real-time results;
(b) (d) (f) are the offline PSCAD/EMTDCr results.) . . . . . . . . . . . . . . 115

7.8 Device-level steady-state results of the first SM in Converter Cb-A1 upper
arm Phase A: (a) (b) junction temperatures of IGBTs S1 and S2, (c) (d) junc-
tion temperatures of Diodes D1 and D2, (e) (f) voltage vce and current ic of
S1 during switching-on transient, (g) (h) voltage vce and current ic of S1 dur-
ing switching-off transient, ((a) (c) (e) (g) are the real-time results; (b) (d) (f)
(h) are the offline SaberRDr results.) . . . . . . . . . . . . . . . . . . . . . . . 116

xvi



7.9 Results during power flow command change: (a) (b) active power of Con-
verter Cb-C2, (c) power loss of IGBT S1 from the first SM in Converter Cb-A1
upper arm Phase A, and (d) zoomed power loss. ((a) (c) (d) are the real-time
results; (b) is the offline PSCAD/EMTDCr result.) . . . . . . . . . . . . . . . 117

7.10 Results during DC fault: (a) (b) DC voltage of Converter CB-A1, (c) (d) DC
voltage of Converter Cm-B3, (e) (f) DC voltage of Converter Cm-C1, (g) (h)
active power of Converter Cb-D1, (i) (j) active power of Converter Cm-F1,
and (k) (l) junction temperatures of S1 and D2. ((a) (c) (e) (g) (i) (k) are the
real-time results; (b) (d) (f) (h) (j) are the offline PSCAD/EMTDCr results;
(l) is the offline SaberRDr result.) . . . . . . . . . . . . . . . . . . . . . . . . . 118

xvii



List of Acronyms

AC Alternating Current
APU Application Processing Unit
ASIC Application Specific Integrated Circuit
ATP Alternative Transients Program
AVM Average Value Model
AXI Advanced eXtensible Interface
BLM Bergeron Line Model
BRAM Block Random Access Memory
CDSM Clamp Double Sub-Module
CLB Configurable Logic Blocks
CPU Central Processing Unit
DAC Digital to Analog Converter
DDR4 Double Data Rate Fourth-generation
DSP Digital Signal Processing (Processor)
DUT Device-Under-Test
EMT Electro-Magnetic Transient
FACTS Flexible Alternating Current Transmission System
FBSM Full-Bridge Sub-Module
FF Flip-Flop
FFT Fast Fourier Transform
FIFO First-In First-Out
FMC FPGA Mezzanine Card
FPGA Field-Programmable Gate Array
FPU Floating Point Unit
FSM Finite State Machine
GPIO General Purpose IO
GPU Graphical Processing Unit
GT Gigabit Transceiver
HBSM Half-Bridge Sub-Module
HIL Hardware-In-the-Loop
HLS High-Level Synthesis
HVDC High Voltage Direct Current
I/O Input/Output
IGBT Insulated Gate Bipolar Transistor
JTAG Joint Test Action Group
LTE Local Truncation Error
LUT Look-up Table
MMC Modular Multi-Level Converter

xviii



MPSoC Multi-Processor System-on-Chip
MTDC Multi-Terminal DC
NLC Nearest Level Control
NPC Neutral-Point-Clamped
N-R Newton-Raphson
PD Phase-Disposition
PL Programmable Logic, Piecewise Linearization
PLL Phase Locked Loop
PNR Piecewise Newton-Raphson
PS Processing System
PSC Phase-Shifted Carrier
PSM Programmable Switch Matrix
PWM Pulse Width Modulation
QSFP Quad Small Form-Factor Pluggable
QSPI Quad Serial Peripheral Interface
RAM Random Access Memory
RPU Real-Time Processing Unit
RTL Register-Transfer Level
SDK Software Development Kit
SFP Small Form-Factor Pluggable
SM Sub-Module
SPWM Sinusoidal Pulse Width Modulation
ULM Universal Line Model
USB Universal Serial Bus
VHDL Very High-Speed Integrated Circuit Hardware Description Lan-

guage

xix



1
Introduction

HVDC transmission has the advantage of low energy loss, low overall investment, greater
controllability, high capacity long distance power transmission capability for the future
power grid upgrading [1–10]. Many multi-terminal HVDC projects can be further con-
nected either by DC/DC converters or AC systems creating a meshed DC grid. The DC
transmission system offers an efficient solution to transfer the energy from the remote
off-shore renewable sources to the conventional AC grid, which composes the modern
AC/DC grid. The complexity of the large-scale AC/DC system makes the control and
protection a significant challenge to ensure the steady-state and safe operation under dif-
ferent contingencies, such as DC and AC faults. Detailed electromagnetic transient (EMT)
simulation is necessary to study and analyze the transient phenomena of the AC/DC sys-
tem [11–17]. During last decades, various AC-DC converter topologies have been devel-
oped. Among them, the modular multi-level converter (MMC) has raised great attention
and has been used in HVDC projects due to its low harmonics, low switching frequency,
and good scalability [18–26]. The complex topology of MMC, which contains numerous
sub-modules (SMs) with various structures, imposes the challenges for the efficient and
accurate modeling and simulation.

Real-time electromagnetic transient simulation is a powerful tool for the hardware-
in-the-loop (HIL) test of the corresponding control and protection systems and has strict
requirements for computation capability. This thesis is focused on the development of the
detailed and efficient modeling schemes for the MMC and conducting the real-time simu-
lation of the multi-terminal high voltage DC containing MMCs. Field programmable gate
arrays (FPGAs) containing substantial reconfigurable logic resources, can provide high
parallel computing capability [27–29]. Multi-processor system-on-chip (MPSoC) integrates
the FPGA resources and multi-core CPU in the same chip providing the fast sequential
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computing and high parallelism simultaneously [30]. Both FPGA and MPSoC are utilized
for realizing the proposed modeling and simulation schemes and developing the real-time
emulator for the DC grid.

In this thesis, the variable time-stepping schemes are explored for off-line and real-
time simulation, and the device-level datasheet based electrothermal model for the half-
bridge sub-module (HBSM) and the clamp double sub-module (CDSM) of MMC for real-
time simulation are developed. This work conducts the off-line simulation of a complex
AC/DC grid with hybrid modeling scheme, and develops the MPSoC-FPGA based real-
time emulator for CIGRÉ DC grid test system. In this work, the term emulation is used for
the design implemented on the hardware platform such as the FPGA or the MPSoC, which
requires the digital circuit reconfiguration, while simulation is used as a general term re-
gardless of the implementation platform. The following sections present the background
information, literature review, motivations, objectives, and outlines of this work.

1.1 Background

1.1.1 Real-time Electromagnetic Transient Simulation

Electromagnetic transient simulation originating from Dr. H. W. Dommel’s work is of-
ten used by power system engineers to study the electromagnetic transient phenomena,
which are caused by switching event, short-circuit, lightning strike, etc [11, 31]. During
the last few decades, more accurate and efficient models for power system equipment and
power electronics devices have been developed, and the numerical solution schemes have
been improved, which extend the functions and scopes of EMT-type simulation. For in-
stance, the simulation can be used to verify the control and protection algorithm under
the circumstance of communication failure or cyber attack. The simulated system can vary
from conventional AC power system, HVDC and flexible alternating current transmission
system (FACTS), microgrid system, power electronics circuits, etc. The simulation of the
mechanical system, the thermal network and the magnetic field can potentially be either
combined or interacted with the conventional EMT-type simulation. Such improvements
and applications make EMT-type simulation not only useful for power system industry,
but also for other industry sectors, such as automotive, aerospace, power electronics, etc.

Thanks to the rapid development of integrated circuit technology and computing sci-
ence, the digital real-time EMT simulators have experienced fast development, which can
be used in the HIL test. Such test is flexible, reliable and cost-effective before employing
the equipment to the grid. Besides HIL test, real-time simulator is often used for academic
research and operator training due to its fast and reliable performance. The usage of power
electronics devices requires smaller time-step due to the high switching frequency and the
high sampling frequency for HIL test. The complex topologies of MMC and the need for
simulating large-scale AC/DC grid demand higher computing capability of the real-time
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simulator. Therefore, extending the parallelism of the numerical algorithm and explor-
ing feasible computing devices for high parallelism are critical for the development of the
real-time simulators.

1.1.2 Modular Multi-Level Converter

The modular multi-level converter has various advantages over other conventional con-
verter topologies, such as low harmonics, low switching frequency, high modularity, and
good scalability [18–26]. It has been applied in medium and high voltage rating applica-
tions, including the HVDC system, industrial drive system, etc.

Fig. 1.1 presents the circuit topology of the MMC. The MMC contains 6 inverter arms,
where each arm is composed by n identical sub-modules and an arm inductor Lm in se-
ries. There are various sub-module topologies existed, such as half-bridge SM, full-bridge
SM, clamp double SM. The SM can seem as a switchable capacitor, which can be either by-
passed, or inserted into the converter arm in series. Once inserted, the the capacitor voltage
of the SM is contributed to the total DC voltage at the left side of Fig. 1.1. Assuming that
the SM capacitor voltages are maintained around the rated value. The total number of
the inserted SMs in a converter leg, which is composed of two converter arms in the same
leg, is kept around n to maintain the relative steady DC side voltage. By using different
combinations of the inserted SMs in the upper and lower arm of a phase, multiple voltage
levels can be presented at the AC side of the converter. If the total inserted SM number in a
phase is controlled exactly as n, then the AC side can present up to n+ 1 levels. One major
challenge for the operation and control of MMC is to keep all capacitor voltages close to
the rated value. Multiple modulation and control strategies are developed for the MMC,
including space-vector pulse width modulation [18], phase-disposition sinusoidal pulse
width modulation (PD-SPWM) [21], phase-shifted carrier pulse width modulation (PSC-
PWM) [32], staircase modulation based on nearest level control (NLC) [22], etc. Due to the
imperfect balance of the SM capacitor voltages among different phases, circulating current
exists among different phase, which can be limited by the arm inductor Lm. Compared
with other conventional converters, such as two-level converter and three-level neutral-
point-clamped (3L-NPC) converters, MMC has the most complex topologies, which make
it the most challenging for modeling and simulation.

1.1.3 CIGRÉ DC Grid Test System

The CIGRÉ working group has proposed a high voltage DC grid test system, which is com-
posed of 3 DC sub-systems connecting the off-shore renewable resource power plants and
the on-shore AC system as shown in Fig. 1.2 [2,33,34]. The DC grid test system contains in
total 11 AC-DC converters and 2 DC-DC converters and covers three major DC transmis-
sion configurations, which are two-terminal HVDC system, non-meshed multi-terminal
DC (MTDC) system, meshed multi-terminal DC system.
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Figure 1.1: MMC topology.

The three DC systems are either connected indirectly through AC buses at the con-
verter station or connected directly through DC/DC converters. The complex DC grid test
system provides comprehensive and abundant testing scenarios, which also increases the
difficulties for efficient and accurate simulation. Although the CIGRÉ DC grid test system
or similar system has not been practically implemented, no insurmountable barrier exists
for the future development of such system.

In [2], all the converters are MMCs using the average value model. Alternatively, the
complete CIGRÉ DC test system can also contain two-level converters, three-level neutral-
point-clamped converters, MMCs, and four-quadrant (4Q) DC-DC converters. The reasons
for using hybrid converter topologies are the followings:

1. The establishment of a DC grid can be accomplished by connecting existing HVDC
projects step-by-step. MMC provides many advantages over other converter topolo-
gies, such as extremely low harmonics, low switching frequency, high modularity,
etc.; however, due to the practical constraints of cost, reliability, maturity, etc., other
HVDC converter topologies would still be constructed and operated, and can be a
significant portion of the DC grid.

2. The usage of hybrid converter topologies complicate the entire system to a great ex-
tent, which creates higher demand of upper-level control and protection of the sys-
tem. The challenges prove to be an advantage for control and protection algorithm
testing and verification purpose.
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Figure 1.2: The CIGRÉ DC grid test system.

Although the DC grid has the benefits of high controllability, low power losses, and rel-
atively low capital investment for long-distance bulk-power transmission, low impedance
of DC transmission lines, which is the merit for normal operation, can cause severe short
circuit currents during contingencies. It is critical to develop accurate and efficient model-
ing schemes and implementation platforms for off-line and the real-time EMT simulation
to conduct in-depth studies of such systems, and to design and validate the solutions,
control algorithms, and equipment by HIL testing.

1.2 Literature Review

This section provides the literature review of the nonlinear element solution schemes,
dynamic time-stepping methods, and the conventional modeling methods of MMC for
real-time simulation, which is beneficial for the understanding of the proposed variable
time-stepping schemes and the device-level electrothermal model of MMC for real-time
simulation.
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1.2.1 Nonlinear Element Solution Schemes and Dynamic Time-Stepping Meth-
ods

In this sub-section, several widely-used nonlinear element solution methods and time-
stepping schemes are introduced [11, 35–45], which are the foundation for the exploration
of applying variable time-stepping to real-time simulation.

1.2.1.1 Nonlinear Element Solution Methods

1. Newton-Raphson Method: Applying N-R method to solve a general nonlinear cir-
cuit using nodal analysis, the matrix equation is giving by:

G(vk)vk+1 = Ieq(vk), (1.1)

where v is the unknown node voltage vector; Ieq is the equivalent current source
vector; k is the iteration number; G is the Jacobian matrix for conductances, given
by:

G(vk) =


∂i1
∂v1
|vk

∂i1
∂v2
|vk · · · ∂i1

∂vn
|vk

...
...

...
∂in
∂v1
|vk

∂in
∂v2
|vk · · · ∂in

∂vn
|vk

 . (1.2)

The computation effort of N-R method is relatively large, because of the iteration
process, which often involves the matrix re-factorization. The complex process of
N-R method, on the other hand, provides various convergence information, such
as iteration counts and local truncation errors, which can be used as the criteria for
time-stepping schemes.

2. Piecewise Linearization (PL) Method: This method, also known as pseudo-nonlinear
method, uses piecewise linearized segments to fit the nonlinear curve. The segment
is determined at the beginning of each time-step based on the node voltages of pre-
vious time instance, which may cause the problem of overshoot. This method is less
accurate however faster compared with other iteration methods, which is often used
by conventional real-time simulators.

3. Piecewise N-R (PNR) Method: N-R method uses continuous functions to describe
the nonlinear elements, while PNR method instead uses piecewise linearized func-
tions, which simplifies the nonlinear function resolving process and lowers the con-
vergence criteria. PNR can also be seen as the iterative version of PL method. During
fast transients, iteration is necessary to locate the correct piecewise segment without
delay, which significantly increases the result accuracy.

1.2.1.2 Dynamic Time-Stepping Schemes

1. Local Truncation Error (LTE) Method: LTE is generated locally from the last time
tn−1 to the current time tn due to the approximation of discrete integration schemes
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for dynamic elements, which can be estimated by Taylor series, given as:

LTE = C(∆t)p+1x(p+1)(tn) + 0((∆t)p+2), (1.3)

where C is the coefficient determined by Taylor series; ∆t is the time-step; p is the
order of the integration method. In simulation software, predictor-corrector method
is often used to estimate the LTE. Various predictor methods are available such as
using interpolation polynomial estimate, given as:

x0n+1 = xn +
p∑

k=1

(
k−1∏
j=0

(tn+1 − tn−j))x[tn, ...tn−k], (1.4)

where,

x[tn, ..., tn−k] =
x[tn, ..., tn−k+1]− x[tn−1, ..., tn−k]

tn − tn−k
, (1.5)

x[tn] = xn. (1.6)

The predictor results are good initial guesses for the N-R iteration with order p or
larger integration method. The error of the predictor and the final corrector result
obtained by using N-R iteration is used to estimate the LTE, which then determines
the time-step of next time instance. The scheme can be applied for general m dimen-
sion nonlinear system by simply using the norm or maximum LTE of all variables.

2. Iteration Count Method: This method simply records the iteration count for each
time instance. If many iterations are required to obtain the convergent results, the
time-step will decrease for future time instances.

3. DVDT or DIDT Method: DVDT and DIDT are the derivatives of the node voltages
and branch currents detecting the large changing rates. When a sudden large volt-
age or current surge appears in the circuit, small time-steps are used to capture the
transients more clearly and accurately.

1.2.2 Modeling Schemes of MMC for Real-Time Simulation

Real-time performance of the MMC system simulation using FPGAs has been demon-
strated well in the literature [46–48]. The computation time for MMC system in con-
ventional circuit simulation program increases almost quadratically as a function of the
sub-module number, since the size of the nodal matrix expands [23]. In the literature, the
following MMC modeling methods are used in the real-time simulation for simplification:

1. Thévenin equivalence method using two-state resistor model for the IGBT module
[46],

2. equivalent circuit method [47];
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3. surrogate network method [48];

4. virtual phase module method [49]; and

5. digital-analog hybrid simulation method [50].

The first method uses a two-state resistor to model the IGBT module with very small
resistance for turn-on state and very large resistance for turn-off state. The equivalent cir-
cuit method, the surrogate network method and virtual phase module method are similar,
in that they both classify the SMs into three models based on the SM modes: on-state, off-
state and blocked. In the surrogate network method, a discharge resistor is connected in
parallel with the capacitor to simulate the fault condition of SM. The first three methods
all use Thévenin equivalence method simplifying the SM in order to reduce the matrix
nodes for the entire MMC system. In the fourth method, the converter is simulated by
scaled down analog circuit components which are inflexible to reconfigure, and the simu-
lation accuracy is highly dependent on the quality of the analog components. Even with
the usage of these methods, current commercial real-time simulator can only simulate the
multi-terminal DC grid with few converters.

1.3 Motivation and Objectives

The motivation of this thesis is consistent with the general development trend of real-time
electromagnetic transient simulation, which is to generate more accurate and detailed re-
sults for larger power systems. The emerging technologies of power electronics devices,
converter and grid topologies also require the corresponding developments of the model-
ing and simulation techniques. Such challenges come from the higher demand of simula-
tion quality and the complexity of the modern AC/DC grid, which requires the solutions
from both the algorithm and the hardware implementation platform.

The specific research objectives and the corresponding motivations are listed as fol-
lows:

• Variable Time-Stepping Schemes for Real-Time EMT Simulation
Electromagnetic transient simulation of nonlinear elements in power systems is a
particular challenge due to the requirements of accurate representation and efficient
solution. Electromagnetic transients can happen in very short time-period, which
requires small time-step for accurate simulation. However, it is not necessary to use
such small time-step for normal steady-state operation conditions. Therefore, vari-
able time-stepping schemes can be used to obtain accurate and efficient off-line and
real-time simulation. Variable time-stepping schemes are conventionally used for
device-level electronics and power electronics circuits combined with nonlinear so-
lution methods. It has seldom been used for off-line electromagnetic transient power
system simulation, and has not been used for real-time simulation. The objective
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is to explore various variable time-stepping schemes which are applicable for EMT
type simulation, and determine the restrictions and solutions for real-time simula-
tion. The feasible variable time-stepping schemes and corresponding nonlinear ele-
ments methods are implemented on hardware.

• Device-Level Datasheet-Based Electrothermal Model for MMC
The functionality of the EMT simulation can be extended by considering the phe-
nomenon from other physical domains. The characteristics of power electronics de-
vices, such as insulated gate bipolar transistor (IGBT), are highly influenced by the
junction temperatures. The calculation of the power losses and the thermal network
can be combined to the modeling of IGBT and diodes in MMC. The task of this work
is to determine the efficient modeling schemes with easily accessible parameters from
manufacturer’s datasheet. Various SM topologies shall be considered and appropri-
ate interfaces shall be developed to combine the device-level model to the system
circuit ensuring real-time performance.

• Off-Line and Real-Time AC/DC Grid Simulation
There is a large number of converters existed in CIGRÉ DC grid test system, which
can be further expanded by connecting the renewable energy power plants and con-
ventional AC grid. The study of the large AC/DC grid is necessary for the compre-
hensive and accurate analysis to minimizing the potential risks during both plan-
ning and operation stages. With limited computation capability, hybrid modeling
schemes can be applied to the modeling of the converters to maintain the accuracy
of the zone of interest and the size of the complete system at the same time. The cri-
teria of partitioning the zones for different accuracies are studied in this work. The
development of the converter control system, the modeling of the converters and
other components are all required for the simulation of the AC/DC grid.

• MPSoC-FPGA Platform Development and Design Methodologies
With more detailed converter models and more complex grid topologies, the com-
putation requirement is substantially increased, which can be met by using the inter-
connected computing devices with high parallelism. The proposed algorithms and
modeling schemes are either implemented and verified on FPGA or MPSoC device.
The MPSoC-FPGA platform is developed for the real-time emulation of the CIGRÉ
DC grid, which uses the small form-factor pluggable (SFP) for board-level commu-
nication. The complexity of the emulation system has been substantially increased,
which naturally requires much higher design effort. To address this issue, high-level
synthesis (HLS) is explored and applied to the design process.
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1.4 Summary of Contributions

The major contributions of this work are summarized as follows:

• Variable Time-Stepping Schemes for EMT Simulation
Variable time-stepping scheme for real-time EMT application has been implemented
on FPGA. With the same computation resource, the transient results with higher ac-
curacy can be obtained by using the scheme. The variable time-stepping scheme is
also feasible for off-line EMT simulation with fewer restrictions.

• Datasheet-Based Device-Level Electrothermal Model for MMC
Datasheet-based device-level electrothermal model for MMC has been proposed for
real-time simulation. The detailed algorithm and hardware implementation has been
presented. The device-level thermal data can be used to evaluate the efficiency and
the security of the converter.

• Hybrid Modeling Scheme and Grid Partition Schemes
The hybrid modeling scheme for converters and other elements is proposed to obtain
the accurate and detailed result for the components of interest, and reduce the total
computation resources for the complete system. The grid partition schemes based on
the distance, the node number and the network coupling are proposed to determine
the different zones, which use different modeling complexity.

• CIGRÉ DC Grid and AC/DC Grid Modeling
The AC/DC grid composed of the CIGRÉ DC gird, the IEEE 39-bus AC grid, and the
off-shore wind farm has been detailed modeled in PSCAD/EMTDCr. The modeling
algorithm of various components in the CIGRÉ DC gird has been developed, which
is applied for the design of the real-time emulator.

• MPSoC-FPGA Platform Development
The MPSoC-FPGA platform has been developed to provide sufficient logic resources
with high parallelism. QSFP/SPF cable and Aurora IP core are used for the commu-
nication of between the MPSoC board and the FPGA board.

• Hardware Implementation for Real-Time Emulator
The design and implementation on FPGA and MPSoC devices for various proposed
modeling schemes and circuit topologies have been presented in detail.

1.5 Thesis Outline

This thesis consists of eight chapters. The other chapters are outlined as follows:
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• Chapter 2
The background information of the FPGA and MPSoC devices used for the imple-
mentation of the real-time emulator in this work is described in this chapter. The
architectures and the characteristics of the FPGA and MPSoC are introduced. The
advantages and restrictions of using high-level synthesis are presented. The com-
munication approach used in this work is introduced.

• Chapter 3
This chapter proposes the detailed methodologies for applying variable time-stepping
to real-time electromagnetic transient simulation to improve the simulation accuracy
and efficiency. The challenges, the feasible solutions, and corresponding restrictions
of applying various variable time-stepping schemes along with nonlinear element
solution methods in real-time are discussed. The off-line simulation and real-time
hardware emulation of two case studies, full-bridge diode circuit and power trans-
mission system, are presented. The case studies were implemented on the FPGA
device (Xilinxr Virtex-7 XC7VX485T) in real-time using high-level synthesis tool to
achieve a parallelized and pipelined hardware design with minimum coding effort.
The real-time emulation results captured by oscilloscope are validated against the
off-line simulation on SaberRDr and PSCAD/EMTDCr software tools.

• Chapter 4
A novel datasheet-based device-level electro-thermal model for MMC implemented
on FPGA is presented in this chapter for real-time hardware emulation. Conduction
and switching power losses, junction temperatures, temperature dependent electri-
cal parameters, and linearized switching transient waveforms of IGBT modules are
adequately captured in the proposed model. Simultaneously the system-level be-
havior of the MMC is accurately modeled. 5-level and 9-level MMC systems are
emulated in the hardware with the time-step of 10µs and 10ns for system-level
and device-level computations, respectively. The paralleled and pipelined hardware
design using IEEE 32-bit floating point number precision runs on Xilinxr Virtex-7
XC7VX485T device with the real-time results validated by SaberRDr.

• Chapter 5
This chapter applies the device-level electrothermal model to CDSM topology for the
real-time EMT simulation.Among different MMC SM topologies, CDSM has the ca-
pability of DC fault current limiting and utilizes a relatively small number of switch-
ing devices. Since CDSM has a more complex circuit structure than half-bridge
or full-bridge SM, it is a significant challenge for the real-time EMT simulation for
MTDC system containing CDSM MMC. The electrical parameters of the IGBTs and
the diodes are temperature-dependent, which increases the simulation accuracy. To
ensure the real-time performance of the proposed model, the equivalent circuit model
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is combined with the device-level model. The system-level and device-level wave-
forms during normal operation and DC fault transient for a 3-terminal DC system
are both presented and compared with PSCAD/EMTDCr and SaberRDr. The em-
ulation system was implemented on the Xilinxr Zynq UltraScale+ ZCU102 platform
using CPU/FPGA multi-processor system-on-chip.

• Chapter 6
This chapter focuses on the comprehensive EMT simulation of an AC/DC grid,
which is composed of CIGRÉ DC grid test system, IEEE 39-bus AC system, and wind
farms. The AC-DC converters are composed of different topologies of voltage source
converters, including modular multi-level converters, 3-level neutral-point-clamped
converters, and 2-level converters. Piecewise polynomial curve fitting is proposed
for the IGBT modules in the MMC. Hybrid modeling schemes are proposed with
different levels of complexity on the AC/DC grid to obtain accurate and efficient
EMT simulation on PSCAD/EMTDCr. Three zone partition schemes based on dis-
tance, node number, and network coupling are also proposed and compared. The
performance of the proposed schemes is presented and verified with a DC fault case
study.

• Chapter 7
This chapter presents the efficient solution of the DC grid real-time emulator pro-
viding accurate and detailed results. The design and implementation of the CIGRÉ
DC grid is carried out on a hybrid MPSoC-FPGA platform realizing the synergy
between the Xilinxr Vitrex UltraScale+ FPGA device containing a large number of
logic resources and Xilinxr Zynq UltraScale+ MPSoC device containing the ARMr

multi-core processing system and FPGA resources on a single chip. Hybrid modeling
methodology using device-level electrothermal model, equivalent circuit model, and
average value model for the converters is employed to present the detailed device-
level results of local equipment and the accurate system-level results of global in-
teractions of the DC grid. The detailed design partitioning and implementation
methods are presented, and the real-time results are captured and validated with
PSCAD/EMTDCr and SaberRDr.

• Chapter 8
This chapter summarizes the contributions of this research and discusses the future
work for the EMT simulation and DC grid study.



2
Architecture, Design Methodology and

Communication of FPGA and MPSoC

Various computing devices exist for implementing certain functions or algorithms, such
as the general-purpose processors, field programmable logic arrays, and application spe-
cific integrated circuits (ASICs). The processor has high clock frequency for sequential
calculation and is easier for algorithm realization with high-level software programming
languages and corresponding mature compiling tools. While its generality is sometimes
not necessary for a specific task, which is periodically and exclusively executed. Processors
cannot change its hardware architecture to optimize for the specific application. ASIC is
specifically designed and manufactured for a certain application, which can be optimized
to a very high level for both parallel and sequential computing. However, once designed,
the ASIC system can only be used for the specific task and cannot be modified. In gen-
eral, such a device is very expensive, unless massive production required. FPGA is essen-
tially a reconfigurable digital integrated circuit, accomplished by the programmable con-
nection and configuration of the switch matrices and the configurable logic blocks (CLBs).
The hardware can be reconfigured to accommodate highly paralleled algorithms by using
hardware programming language. The MPSoC device combines the FPGA and multi-core
processing system on the same chip acquiring the advantages of both architectures.

For the application of the real-time simulator, ASIC is not applicable due to the rela-
tively low quantity demand and high requirement of flexibility. Conventionally, real-time
EMT simulators are implemented on the multi-core processing systems, where the simu-
lators and the user interfaces can be designed with relatively smaller design effort using
software programming languages. Although multi-core processing system can provide
parallelism to some extent, the total core number is limited and the latency cannot be ne-
glected for the inter-core communication. With the substantial increase of the computation
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Figure 2.1: FPGA and MPSoC hybrid architecture used in this thesis: (a) Xilinxr VCU118
FPGA board and UltraScale+ XCVU9P device, (b) Xilinxr ZCU102 MPSoC board and Ul-
traScale+ XCZU9EG device.

requirement due to the complexity of the component models and the grid topology, high
parallelism is necessary for the computing device to realize the real-time performance.
When power electronics devices are included, the simulator often uses smaller time-step,
which again raises the requirement of computing performance. To significantly improve
the parallelism, FPGA and MPSoC devices are used as the implementation platform for
the real-time emulator in this research. The architecture, design methodologies, and the
communication are described in the following sections with details.

2.1 FPGA Architecture

FPGA is a configurable integrated digital circuit, which contains all the basic design blocks
to implement various digital circuit system. In effect, the multi-processor system can also
be designed using the resources on FPGA, although it is not an efficient way to imple-
ment due to the existence of additional logic resources used to realize the reconfigura-
tion capability. The major configuration and architecture of Xilinxr VCU118 FPGA board
and the corresponding Virtex UltraScale+ XCVU9P device are shown in Fig. 2.1 (a) [29].
The other FPGA board used in this thesis is Xilinxr VC707 board containing Virtex 7
XC7VX485T device, which shares similar basic structures as Virtex UltraScale+ devices
with the differences mostly on the manufacturing technologies and the quantity of the
contained logic resources. FPGA contains various logic resources and structures, such as
CLBs, programmable switch matrices (PSMs), block random-access memories (BRAMs),
digital signal processing (DSP) slices, input/output (I/O) resource, described as follows
[51–53]:
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• Configurable Logic Block
The basic elements of a digital system are the cascaded combinational logics and se-
quential logics, which are realized by the CLBs on FPGA. The combinational logics,
such as inverter, NAND, NOR operators, are the major basic elements to realize cer-
tain logic functions, which can further construct the mathematical operation. The
sequential logics along with the clock signals can be used to synchronize the digital
system ensuring the proper function for a complex design. The sequential logics can
also be used as the distributed memory. CLB is composed of the look-up-table (LUT),
the FFs, and the multiplexers. LUT is the combinational logic resource to implement
arbitrary logic function with a certain amount of inputs. Flip-flop (FF) is a typical se-
quential element which receives the data from the combinational logic and updates
the values only at the clock edges. The multiplexer is used for the signal routing
inside the CLB to configure the LUT and FF resources in a design. The behavior of
the LUT and multiplexer can be flexibly programmed.

• DSP Slices and Block RAMs
As previously explained, CLBs can provide the highest flexibility to configure arbi-
trary digital logic functions, which also have relatively high cost regarding the power
consumption and operation speed. DSP slices and BRAMs are added to address this
issue for frequently used functions or modules. DSP slice is composed of multi-bit
adder, multiplier, accumulator, and multiplexer. Such optimized structure can be
used to further compose complex arithmetic operations. Similarly, BRAMs provide
a more efficient way for memory access. Each BRAM can be either configured to two
independent 18Kb RAM or one 36Kb RAM.

• Programmable Switch Matrices, I/Os and Other Elements
PSMs and the interconnected wires are the key structures to realize the configura-
tion capability and consumes a large amount of space on FPGA. The PSM connects
various elements, such as the CLBs, BRAMs, DSP slices, I/Os, etc., based on the con-
figuration file downloaded from the host system or the storage on the board. There is
a large number of I/Os which can be routed to various internal blocks and connected
to the other external resources or ports on the board. FPGA also contains other nec-
essary elements, such as buffers, mixed-mode clock manager module, etc., to fulfill
the complete functions.

FPGA is currently adopted in many applications [54–62], including real-time electro-
magnetic transient simulation [12–14, 46, 63–77].
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2.2 MPSoC Architecture and Design Process

Due to the complex routing and additional combinational and sequential logics inferred
for reconfiguration on FPGA, the clock frequency of such device is lower than processing
system (PS). It is critical to analyze the characteristics of the algorithm before determin-
ing the implementation platform. The EMT program contains the one-time initialization
stage and periodic calculation stage for every time-step. Since the parallelism exists in
both stages, FPGA may work faster with optimized design. The usage rate of FPGA re-
sources can be low if the implemented functions are not frequently used. The resources
can be a major limitation for the simulation of complex and large-scale systems on FPGA.
Therefore, it is more efficient to use CPU for the infrequent tasks such as the system initial-
ization, and complex sequential tasks, such as control algorithm. According to the above
discussion, using the combination of CPU and FPGA is a more efficient and cost-effective
solution for real-time transient emulation. The MPSoC architecture used in Xilinxr Ul-
traScale+ XCZU9ZG integrates the FPGA resources and multi-processing system, includ-
ing ARMr Cortex-A53 quad-core application processing units (APUs), ARMr Cortex-R5
dual-core real-time processing units (RPUs), and ARMr Mali-400 MP2 graphical process-
ing unit (GPU) on a single chip shown in Fig. 2.1 (b) [30]. Within each APU, various
components available to accelerate the computation speed, such as NEON (an advanced
single instruction multiple data architecture), floating point unit (FPU), etc.

The processing system communicates with programmable logic (PL) using high band-
width and low-latency Advanced eXtensible Interface (AXI) channels. Such architecture
provides high flexibility to merge the advantages of the fast sequential calculation and the
paramount parallelism to meet the requirements of high-performance computing. How-
ever, the logic resources of MPSoC are much lower than the FPGA with the same manu-
facture technology. A summary of the main resources of the devices used in this work are
shown in Table 2.1.

Table 2.1: Programmable Logic Resource Comparison
Device XC7VX485T FPGA XCVU9P FPGA XCZU9EG MPSoC

LUT 303600 1,182,240 274,080
FF 607200 2,364,480 548,160

DSP Slice 2800 6,840 2,520
Memory (Mb) 37.08 345.9 32.1

I/O 700 832 328

Xilinxr provides the Software Development Kit (SDK) tools for the software design
of the MPSoC device. SDK imports the hardware design from Xilinxr Vivado tool and
provide the board support package which includes various fundamental drivers for the
resources of both PS and PL. Various operating systems, such as real-time operating sys-
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tem, Linux, are available for a generalized system. In this work, the operating system is
not utilized, therefore higher computing performance can be achieved.

2.3 High-Level Synthesis

Traditionally, FPGA programmers need to work on both designing the algorithm of spe-
cific tasks and the complex digital circuits in register-transfer level (RTL) structure using
hardware description language (HDL), which is time-consuming and error-prone. High-
level synthesis, provided by Xilinxr, translates C/C++ language to HDL with highly par-
alleled hardware structure [78]. HLS supports the arbitrary data precision, and provides
abundant directives for optimization, such as loop unroll, array partition, pipelining, etc.
Since C/C++ language has much higher abstraction than HDL, the coding effort is sub-
stantially reduced. A major feature of the HLS provided by Xilinx is the powerful and
flexible automatic optimization.

With a given algorithm in C/C++, HLS can automatically parallelize the algorithm
to a maximum level during the synthesis process. While for the hardware design, the
latency and hardware resource requirements generally cannot be met simultaneously. Ap-
propriate directives shall be added to emphasize that which aspect is the priority of the
optimization. For example, if “unroll” directive is added for a “for” loop, the calculation
for all independent iterations will be unrolled to full parallelism. However, it consumes
more resources, since multiplexing for hardware is unavailable for the loop. Another ex-
ample is the dimension of I/O arrays and internal arrays. If the array is fully partitioned
by the “array partition” directive, the throughput capacity will be significantly increased
and the latency can be reduced. “Pipeline”, “loop merge”, etc, are all useful directives
for optimization. It is noted that, even without adding directives, the optimization can
been automatically done. However such optimization may not exactly meet the program-
mer’s need. For small case studies, minimizing latency is the priority of the optimization,
while for the DC grid emulator, the hardware resource is the major limitation. The ef-
fectiveness of the optimization for parallelism can be verified by the analysis chart and
the synthesis report. A natural doubt for HLS could be that it cannot have the same op-
timization level of a good handwritten VHDL code. However, to write such VHDL code
requires every detailed delay and resource information for all basic circuit structures based
on the technology of the devices. The uncertainty and invariance of the delay also needs be
considered. This professional work is indeed required for the ASIC circuit design. How-
ever, this information is generally unavailable or may be too trivial for complex FPGA
application programmers, who are more focused on algorithms with high abstraction. It
is very likely that the programmer may consider a design with a larger safe margin for
delay, which makes the design less optimized. However, with HLS, all the delay informa-
tion is considered with constant safe margin, which made the design may be even better
optimized than the handwritten VHDL codes. The HLS generates the hardware, which
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Figure 2.2: Communication process: (a) block diagram and (b) digital signal waveforms.

includes the operators, registers, FSM, etc. Except the I/Os defined in C functions, clock
signal (”ap clk”), reset signal (”ap rst”) and other handshake signals, such as ”ap start”,
”ap done”, ”ap idle”, ”ap ready” will be added as the I/Os of the exported IP cores dur-
ing the synthesis process. The synthesized HLS code will be packaged as the user-defined
IP core, which is an RTL-level component.

However, the HLS does have limitations compared with conventional VHDL program-
ming. The clock signal and other handshake signals cannot be precisely defined in C/C++
codes, which make it not possible to generate controllable timing for the modules. There-
fore, real-time counter and the real-time I/O control module are written directly with
VHDL in this work. The structure of multiplexer and FSM are also written in VHDL due
to the straightforward implementation. However, the modules containing relatively com-
plex mathematic equations can be synthesized by HLS obtaining optimized latency which
is equivalent as using VHDL. Therefore, the mix usage of both VHDL and HLS is more
efficient obtaining a high level of optimization with smaller coding effort.
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2.4 Communication

Both Xilinxr VCU118 and ZCU102 boards have plenty of components and interfaces, such
as double data rate fourth-generation (DDR4) memory, quad serial peripheral interface
(QSPI) flash, general purpose IO (GPIO), FPGA mezzanine card (FMC), small form-factor
pluggable. The CIGRÉ DC grid emulator described in Chapter 7 uses the SFP interface of
ZCU102 and quad SFP (QSFP) interface of VCU118 combined with the Xilinxr Aurora IP
cores to accomplish the communication between the two boards as shown in Fig. 2.2 (a).
The Aurora 64B/66B core is a scalable, lightweight, high data rate, link-layer protocol for
high-speed serial communication, supporting bi-directional transfer of data between de-
vices using consecutive bonded gigabit transceiver Y (GTY) on VCU118 board and gigabit
transceiver H (GTH) on ZCU118 board [79]. This work uses a total of four transceivers
located in ZCU102 SFP and VCU118 QSFP interface to construct four lanes with 64-bit
AXI-4 user data stream transmitting in each lane, which can achieve a throughput from
500 Mb/s to over 254 Gb/s. Fig. 2.2 (b) shows the waveforms of major signals during the
communication process. When CHANNEL UP signal is asserted, the Aurora cores have
initialized and established 4 channel lanes for user applications to pass frames of data.
User data are loaded on AXI4 TDATA[0:255] bus (64b×4 lanes) at each edge of USER CLK
when AXI TREADY is asserted. Then user data are transferred into encoded differential
serial data (RXP/N[0:3] and TXP/N[0:3]) and transmitted through the four GTH or GTY
transceivers and the QSFP/SFP cable.



3
Variable Time-Stepping Schemes for Off-Line

and Real-Time Simulation

3.1 Introduction

Electromagnetic transients occur frequently in power systems due to various reasons such
as lightning strikes, switching surges, or power frequency overvoltages, that threaten the
safety and reliability of power system equipment. The frequency range of such tran-
sients can vary from low frequency oscillations (∼0.1Hz), to switching overvoltages (50Hz-
20kHz), to very fast surges as in lightning and current breaker restrike transients (10kHz-
50MHz) [80]. EMT simulation is essential to study the impact of their phenomena, and
to design adequate insulation and protection strategies for the host power system, which
often contains nonlinear elements such as surge arresters, magnetic saturation, hysteresis,
switches and power electronic devices [11].

Since the transients can happen in just few tens of microseconds and the overvolt-
ages or overcurrents can be multiple times the corresponding ratings, small time-steps
are required for the EMT simulation to accurately capture the transient behavior. How-
ever, for the simulation of normal steady-state operation, a small time-step is not neces-
sary for observation and can be a great computational burden for optimum simulation
speed. Currently existing off-line EMT simulation tools such as ATP, PSCAD/EMTDCr,
EMTP-RVr,etc., all employ fixed user-defined simulation time-step [35–37]. The concept
of variable time-step, which is not new, has been traditionally used in many device-level
power electronics circuit simulation tools such as PSpicer, HSPICEr, SaberRDr [38–40].
Such simulation tools often use iterative methods, like Newton-Raphson (N-R) combined
with various dynamic time-stepping schemes to solve the nonlinear circuit system. It is
noted that some EMT-type software tools have already used iterative schemes with fixed
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time-step, such as EMTP-RVr.
However, in the context of real-time simulation, which is a powerful tool for hardware-

in-the-loop testing, fixed time-step is exclusively used in commercial EMT-type simulators
due to the following main reasons:

1. The real-time simulators are often required to interface with external device-under-
test (DUT) such as a control system or protection system. The sampling process of the
interface signals, such as assigned instantaneous voltage and current values collected
by control and protection system, or the gating signals of switching devices received
by the simulator, is inherently required at fixed time intervals.

2. Computation efforts are large and are unable to be predicted precisely for iterative
and variable time-stepping schemes. The iterative methods used in device-level cir-
cuit simulation tools often have less stability, and the solution may not converge
under certain circumstances.

Nevertheless, imperfectness exists in the interface process between the real-world power
system and the control and protection system, which includes communication delay, analog-
to-digital conversion delay, drive circuit delay, the reaction and process time of execution
devices, etc. These inherent delays are considered in the design of control systems. A small
amount of delay for the real-time simulator is tolerable depending on the system type and
control purpose, varying from tens of microseconds to a few milliseconds. Based on this
fact, variable time-stepping schemes are implementable within a fixed longer sampling
period for real-time simulation.

In many academic research projects, the real-time simulator often works in standalone
mode where the control algorithm is built inside the simulator along with the host system
model. In some industrial training applications, the real-time simulator is used to train
and test the response of the operators under certain circumstances. For such applications,
reliable and accurate results and overall real-time performance are required over the sim-
ulation duration, however it is not necessary to ensure the real-time performance for all
time instances.

At this point, the concept of hard real-time, firm real-time, and soft real-time, which
originally comes from the area of general real-time computing, is discussed within the
scope of power systems real-time simulation [81]. The hard real-time applications refer to
those where real-time constraint must be met in every simulation time-step, therefore fixed
time-step must be used. The firm real-time applications refer to those where the interface
sampling period is significantly larger than the minimum simulation time-step; however,
it is still less than a certain value, such as one millisecond, where a variable simulation
time-step can be used restrictedly. The soft real-time applications refer to those which do
not require hardware interfacing or have a very large interface sampling period, where
variable time-stepping schemes can be used fully or with minimum restriction. The usage
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of firm and soft real-time does not necessarily mean the degradation of the simulation
results, but the emphasis on the different functions and purposes. As later demonstrated in
this chapter, with the same computation capability, fast transients can be better presented
if a variable time-stepping scheme is applied.

This work proposes methodologies for using the variable time-stepping to real-time
electromagnetic transient simulation. Various combinations of nonlinear solution meth-
ods and dynamic time-stepping schemes are explored in detail revealing the challenges
and corresponding characteristics. This chapter discusses the restrictions applied for the
appropriate time-step range, changing criteria, and the measurements to make variable
time-stepping more efficient in real-time simulation. The improved accuracy and efficiency
for using variable time-step are demonstrated with two case studies: a diode full-bridge
circuit employing physics-based diode model showing reverse recovery phenomenon and
a three-phase power transmission system with nonlinear surge arresters.

In this work, FPGA is chosen as the platform using both HDL and HLS for design-
ing. The case studies were emulated on the Xilinxr Virtex-7 XC7VX485T FPGA device
using the proposed time-stepping schemes. This chapter discusses some major nonlin-
ear element solution methods, variable time-stepping schemes, the feasible combinations,
and the restrictions and corresponding measurements for real-time simulation. The circuit
structure, major element models, and off-line simulation results of two case studies are
presented. This chapter introduces real-time emulation applications on FPGA and then
presents the FPGA implementation and the real-time emulation results of the case studies.

3.2 Combinations and Measurements for Applying Variable Time
Stepping Schemes to Real-Time Simulation

The selection of time-stepping scheme is related to the nonlinear element solution method,
which provides certain variables for the time-step control algorithm. Therefore, the com-
binations can be various, but not arbitrary. The challenges of applying variable time-
stepping for real-time simulation and the mitigation solutions are then elaborated. The
three time-stepping schemes mentioned in the literature review of Chapter 1 have the ma-
jor focus on the LTE induced by dynamic element modeling, the degree of convergence
for nonlinear elements, and the observations needed for accurate large-amplitude high-
frequency transients, respectively. The circuit type, modeling method, and the simulation
purpose all affect the selection of time-stepping scheme and the corresponding threshold
parameters. Another issue is the choice of the time-step changing rate, and multiple meth-
ods exist in the literature [43–45]. This work uses multiplying or dividing by 2 as the
changing rate for time-step, which is straightforward and has been adopted by SaberRDr

software [40, 41].
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3.2.1 Combinations

Various combinations of nonlinear element solution methods and dynamic time-stepping
schemes are feasible for real-time simulation. DVDT or DIDT method can be used with all
three above-mentioned nonlinear solution methods with or without iterations. It is noted
that the combination of PL method and DVDT/DIDT method is compatible with off-line
EMT-type software engine. Therefore, this combination could be helpful for boosting the
off-line simulation for some applications. Although PNR method does require iterations
for some time instances, however in other circumstances the nonlinear segment does not
change and the results can be solved without iteration, which is the same as PL method.
Therefore, iteration count scheme is not available for PNR and PL method. LTE scheme is
normally used with N-R like method, where highly nonlinear functions exist. Under such
circumstances, the numerical stability is relied on the appropriate choice of time-steps.
Since PNR and PL methods generally have good numerical stability, the LTE scheme is
not necessary though the predictor-corrector procedures may still be applicable for some
applications.

Since the computation effort for N-R method is higher, the simulated circuit scale is
smaller than those using other simpler methods. The smaller circuit using N-R method can
be cooperated with other larger linear circuit by using various circuit separation schemes
such as introducing delays, using transmission line model for connection. The connected
larger circuit can use fixed time-step with the interface similar to the one used for the
external control system.

3.2.2 Restrictions and Measurements for Real-Time Simulation

The relatively large computation effort for iterative schemes and the requirement of a fixed
interface sampling rate are major challenges for applying variable time-stepping schemes.
Some restrictions and measurements are applied to mitigate the issues, listed as follows.

3.2.2.1 Limit the Range of Time-Steps

The smaller range, especially limiting the maximum time-step, can improve the conver-
gence property of the iteration schemes, and reduce the chance of rejecting solutions since
large LTE or iteration counts are often caused by using large time-steps. To maximize
the usage of the computation capability, the variable time-steps shall be changed around
the maximum fixed time-step, which ensures the real-time performance. The maximum
time-step can not exceed the interface sampling period, while the minimum time-step is
restricted by the computation capability.
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3.2.2.2 Apply Conservative Time-Step Changing Criteria and Avoid Frequent Time-
Step Changing

The time-step changing criteria is referred to the threshold values of LTE, iteration counts,
or DVDT. The conservative threshold criteria chooses smaller time-steps, which may in-
crease the total time instances. However, because of the smaller time-steps, the total iter-
ation counts tend to be smaller, and the chance of solution rejection is smaller. Combined
with the limited time-step range, the computational effort is relatively stabler and easier to
predict during the simulation.

3.2.2.3 Use Smaller Maximum Iteration Count Number

The purpose of this restriction is to limit the computation burden for a time instance. It
is particular useful for PNR method with numerical stable applications, where solution
rejection is not necessary since limiting iterations just affects the result accuracy. For such
applications, the extreme case of applying this restriction is the same as using PL method.

3.2.2.4 Calculate the Constants for Different Time-Steps in Advance

When applying smaller range of time-steps and using constant changing rate for time-step,
there are only several determined time-steps during the simulation. Before the simulation
begins, the constants and the conductance matrices for all these time-steps are calculated
and partially-decomposed. When the time-step is changed, these pre-calculated constants
are loaded to the solver directly without re-calculation. The loading process can be ex-
tremely fast for FPGA with merely one clock cycle delay.

3.2.2.5 Use the Foreknown Transient Information

Some test conditions, such as faults and surges, are often pre-set to the simulator and
triggered at a determined time instance. This knowledge can let the simulator set the
time-step to a minimum value just before the condition happens, since high frequency
transients may occur. This measurement will not affect testing results, since the device
under test, which can be a controller, is not aware of any test conditions in advance.

3.3 Off-Line Simulation of Two Case Studies

Two case studies, diode full-bridge circuit (Case 1) and power transmission system (Case
2), are presented in this section, using different time-stepping schemes. The parameters
of the case studies are listed in Appendix. The off-line circuit simulation programs for
the case studies are written in Matlabr script, where the restrictions and measurements
for real-time simulation are considered. The result accuracy is verified by comparing with
SaberRDr or PSCAD/EMTDCr software. The solution combinations with the best per-
formance are then implemented on FPGA and run in real-time.



Chapter 3. Variable Time-Stepping Schemes for Off-Line and Real-Time Simulation 25

3.3.1 Diode Full-Bridge Circuit

3.3.1.1 Diode Model Description

The topology of diode bridge circuit is shown in Fig. 3.1, where a physics-based nonlinear
p-i-n diode model including accurate reverse recovery phenomenon is used [82], given as:

i(t) =
qE(t)− qM (t)

TM
, (3.1)

0 =
dqM (t)

dt
+
qM (t)

τ
− qE(t)− qM (t)

TM
, (3.2)

qE(t) = ISτ [e
v(t)
nVT − 1], (3.3)

where qE(t) is the junction charge variable; qM (t) is the charge in the middle of intrinsic
region; i(t) and v(t) is the current and voltage across the diode; TM is the diffusion transit
time; τ is the carrier lifetime; IS is the diode saturation current constant; VT is the thermal
voltage; n is 2 for high level injection. Fig. 3.1 presents the equivalent circuit model of
p-i-n diode and the reverse recovery phenomenon from T0 to T2 with the peak value IRM
at T1. Since the diodes are modeled by highly nonlinear and relatively complex functions,
N-R method is chosen to obtain the results accurately. The Trapezoidal rule is applied to
discretize and linearize the differential equation (3.2), given as:

qM (t) =
∆t

2TM (1 + k1)
· qE(t) +

qhist(t−∆t)

1 + k1
, (3.4)

where,

qhist(t−∆t) = qM (t−∆t) · (1− k1) +
∆t

2TM
· qE(t−∆t), (3.5)

k1 =
∆t

2
(
1

τ
+

1

TM
). (3.6)

The time-step ∆t for the calculation of qM (t) and qhist(t − ∆t) can be different when ap-
plying dynamic time-stepping schemes. Using N-R method, the equivalent conductance
gR and the current source iReq are given as:

gR =
∂iR
∂v(t)

= k2ISτ ·
1

nVT
· e

v(t)
nVT , (3.7)

iReq = k2ISτ [e
v(t)
nVT − 1]− k3qhist(t−∆t)− gR · v(t), (3.8)

where,

k2 =
1

TM
− ∆t

2T 2
M (1 + k1)

, (3.9)

k3 =
1

TM (1 + k1)
. (3.10)
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Figure 3.1: The circuit topology, diode model, and reverse recovery phenomenon for diode
full-bridge circuit case study.

3.3.1.2 Off-Line Simulation Results

The off-line circuit simulation results for the diode bridge circuit using LTE and iteration
count schemes based-on N-R method are shown in Fig. 3.2 (b)-(c). Since the voltage and
current waveforms do not change abruptly, DVDT and DIDT methods are not effective
for this application. The off-line simulation results, including the diode current iD for D1

and load voltage vL, are compared with SaberRDr (Fig. 3.2 (a)), where the power diode
model is employed. All the current and voltage waveforms have sufficient accuracy clearly
showing the diode reverse recovery phenomenon. The time-steps for both LTE and iter-
ation count schemes are limited within the range of 1.25µs to 5µs, while the minimum
time-step is not limited for Saberr result. By limiting the range, the calculated points are
reduced, while accuracy is preserved. Using a fixed small time-step to limit the LTE for all
points ensuring sufficient accuracy can be computational very inefficient. Compared with
the iteration count scheme, LTE scheme utilizes less total iteration counts, therefore it is
chosen to be implemented on the FPGA.

3.3.2 Power Transmission System

3.3.2.1 Circuit Structure

The three-phase power transmission system shown in Fig. 3.3, is simulated to observe the
transients of the lightning strike, occurring in the middle of a transmission line. On the
generator side, an equivalent voltage source Vs in series with a resistor Rs is connected
to a Y-Y connected transformer T . Series connected inductor LL and resistor RL are used
to represent the load, connected through a 100km transmission line using Bergeron line
model (distributed parameter traveling wave model). To determine the history current
value i(t − τ) for Bergeron line model with variable time-stepping scheme, the exact time
of the history current value is required to be stored. The i(t− τ) can be obtained by linear
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Figure 3.2: Off-line results of diode current iD for D1, load voltage vL, iteration count, and
time-step ∆t: (a) SaberRDr, (b) LTE scheme based on N-R method, and (c) iteration count
scheme based on N-R method.

interpolation of the two history current values between t − τ . The six gap-less surge ar-
resters SA1−6 are connected to the both sides of the transmission line, which is separated
into two segments L1 and L2 with the lightning directly hitting phase C represented by a
current source ILS .

3.3.2.2 Surge Arrester Model and Lightening Surge Waveform

Metal-oxide surge arrester is commonly used to suppress the overvoltage caused by light-
ning, switching, faults, etc [83]. Piecewise linearization method is applied to model the
surge arrester, consuming less computation effort than using a continuous nonlinear func-
tion. The segment data for surge arresters are presented in Appendix.

The standard 8/20µs current surge testing waveform is used in this work, given as [84]:

ILS(t) = AIpt
kexp(−t/τ ), (3.11)



Chapter 3. Variable Time-Stepping Schemes for Off-Line and Real-Time Simulation 28

Bus 1 Bus 2 Bus 3 Bus 4 
Line L1 Line L2T

SA1-3 SA4-6 RL

LL

Vs

Rs
Phase C

ILS

+

-

vL

iL

Figure 3.3: Single-line diagram for power transmission system case study.

where A = 0.01243(µs)−3; k = 3; τ = 3.911µs; Ip, the maximum value of the surge current,
is 5000A.

3.3.2.3 Off-Line Simulation Results

PNR and PL methods combined with DVDT scheme are utilized for the off-line power
transmission system. The lightning current surge starts from exactly 10ms of the simula-
tion. The results are compared with PSCAD/EMTDCr using fixed time-steps, shown in
Fig. 3.4. By changing the time-step value from 5µs to 10µs in PSCAD/EMTDCr, the result
accuracy is significantly reduced, which can be observed by comparing the maximum val-
ues of overvoltages and overcurrents. When using PNR with various time-steps between
5µs and 20µs, the results are very close to the one from PSCAD/EMTDCr with 5µs as
the time-step. If PL scheme is used, the results from variable time-stepping are no longer
accurate, however, they are still better than the PSCAD/EMTDCr results with 10µs. Since
the transient frequency is very high, the change of time-steps can pose great impact on
the result accuracy. In this application, by using dynamic time-stepping, the computation
effort is similar to the one using 10µs as fixed time-step, while results with PNR method
are more accurate which are close to the PSCAD/EMTDCr results using 5µs as the fixed
time-step. Admittedly, the small-amplitude high-frequency transients are somewhat di-
minished, which is due to the DVDT algorithm used for the application. For hardware
implementation, PNR method is chosen for its better accuracy.

3.4 FPGA Implementation and the Real-Time Emulation Results

3.4.1 FPGA Implementation

The hardware implementation and data flow of the two case studies are presented in
Fig. 3.5. The cells in dashed-line boxes are implemented for the diode full-bridge case
study and the power transmission system case study, respectively. For other parts, the two
case studies share the same hardware structure.

The finite state machine (FSM) of the real-time emulator controls the overall emula-
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Figure 3.4: Off-line results of load current iL, load voltage vL, iteration count, and time-
step ∆t: (a) PSCAD/EMTDCr with fixed time-step 5µs, (b) PSCAD/EMTDCr with fixed
time-step 10µs, (c) DVDT scheme based on PNR method, and (d) DVDT scheme based on
PL method.

tion flow by interfacing with other modules through control signals, and the state chart
is shown in Fig. 3.6. It receives the exact time treal from real-time counter, and communi-
cates with another internal FSM in real-time I/O control module, which manages the I/O
data transfer between the emulator and the external devices. When the reset signal is de-
tected, the state changes from S0 to S1, starting the initialization module, which calculates
the constants for all time-steps. These constants are processed from user defined circuit
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parameters to avoid unnecessary repetitive calculations, and some of them can be applied
directly to the conductance matrix entries, such as the conductance of linear resistor. Tak-
ing the example of the nonlinear diode, the expression k2Isτ is a typical ∆t-dependent
constant, while 1/nVT is a pre-calculated constant without such dependence in (3.7) and
(3.8). The time-step ∆t dependent constants are stored in the ∆t-dependent constant mem-
ory connecting to a multiplexer, while others are transferred to the corresponding modules
directly.

After the initialization and loading process, the FSM then enters to the repetitive pro-
cesses from S2 to S8, which marks the start of the real-time emulation enabling treal. In S2,
the ∆t-dependent constants are reloaded to the electrical source module, linear element
module, and nonlinear element module through the multiplexer with ∆t as the selection
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signal.
Once S2 is done, all the cells in the linear element module and the electrical source

module start simultaneously in S3, which execute only once for one time-step. These cells
calculate the conductance entries and the current terms of various elements, similar to the
gR and iReq in (3.7) and (3.8), but for other sources and linear elements, such as the trans-
former and the transmission lines, using Trapezoidal rule for discretization. Then in S4, the
equivalent conductances and current terms for nonlinear elements are calculated, which
are exactly the gR and iReq of the diodes for Case 1. For nonlinear elements, iterations
between S4 and S5 may be required, and gR and iReq need to be recalculated several times
until the results converge.

The matrix solution module running in S5, is composed of three sequential processes:
matrix formation, matrix solution, and convergence judgment. Matrix formation is ap-
plied adding the conductances and current terms of multiple elements connecting to the
same node, and forming the matrix G and vector Ieq, which are then solved by Gauss-
Jordan method. For the matrix solver, LU factorization, conventional Gauss elimination
and Gauss-Jordan method, etc., could all be the candidates for the real-time emulator [85].
LU factorization is very useful when conductance matrix G does not change over time.
However when nonlinear elements contained, the factorization may need to be re-applied
if any element of G changes. In such case, LU factorization is less efficient than simply
using Gauss elimination, since LU method requires two sequential substitution processes
(forward and backward substitutions). Both Gauss elimination and Gauss-Jordan methods
include the forward elimination and backward substitution processes. The Gauss-Jordan
method can effectively parallel the two processes, which always run completely for every
solution calculation, though the total sequential computation effort is slightly higher. For
the purpose of achieving highest parallelism and lowest latency, Gauss-Jordan method is
applied for the FPGA-based implementation. Then the matrix solution module conduct
the convergence judgment by comparing the node voltages or the segments of surge ar-
resters of the last two sets of results in Case 1 and Case 2, respectively.

Once the converged results are obtained, the history term update module and the out-
put calculation module runs simultaneously in S6. The history term update module calcu-
lates some variables which will be used for future calculations for dynamic elements, such
as the qhist in (3.5) for diode. Various outputs, such as the currents of the diodes in Case
1, require further calculation, which is accomplished by the output calculation module. In
S7, the next ∆t is calculated in the time-step control module.

When the next time instance comes, the state changes from S8 to S2, and the compu-
tation for next time-step begins. Due to the usage of variable time-stepping, S8 may go
through without actual waiting, when the delay time tdelay, the difference between treal

and the time for the current calculated solution tcal, is positive.
The algorithms of the time-step control module for the case studies are shown in Fig. 3.7
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    (a) Case 1

   if    LTE > LTEth1   
           Δt ← Δt / 2
           if    Δt<Δtmin
                 Δt←Δtmin       
   else 
           if    LTE < LTEth2
                 Δt←Δt × 2
                 if    Δt > Δtmax
                       Δt←Δtmax                             
tcal←tcal + Δt
(LTEth1 > LTEth2)

tdelay← treal - tcal
     if    lightening surge starts
           Δt←Δt1
     else
             if    DVDT > DVDTth
                   Δt←Δt1               
             else 
                     if    tdelay > tdelay,th                  
                           Δt←Δt3                
                     else
                           Δt←Δt2 
tcal←tcal + Δt
(Δt1 < Δt2 < Δt3)

     (b) Case 2

Figure 3.7: Pseudo-code for time-step control module: (a) diode full-bridge circuit and (b)
power transmission system.

in the form of pseudo-code. The time-steps can be either limited to a range between
the maximum value ∆tmax and the minimum value ∆tmin or predetermined with sev-
eral choices. For diode full-bridge circuit, the LTE is compared with the threshold value
LTEth1 andLTEth2 to determine the next time-step. While for power transmission system,
the time-step is not only decided by DVDT and the threshold value DVDTth, but also the
delay time tdelay and the threshold value tdelay,th. When the computation time exceeds the
minimum time-step, a large time-step will be applied to balance the overall computation
time ensuring real-time performance. Due to numerical stability consideration, this strat-
egy is not applied for the diode full-bridge case study. For the diode full-bridge case study,
the results can be calculated slightly ahead of real-time, when interfacing is not required
(soft real-time condition). In other words, tdelay can be negative, while the results are sent
out in exact real-time.

The Real-time I/O control module synchronizes and exchanges data between the emu-
lation system and external devices, such as monitors, control and protection systems. For
the case studies in this chapter, the external device is a 4-channel oscilloscope connected
by a 16-bit digital-to-analog converter (DAC). The first-in first-out (FIFO) memory receives
the results, and sends them out during the next interfacing period. The data of several time
instances will be available during one interfacing period, and the external devices can re-
ceive the data of either one time instance or all time instances with the delay maximum
of up to one interfacing period based on the setting in the internal FSM. A control data
memory can be added to the emulator, which is not implemented for the two case studies.
When the control data arrives, it will be first registered and remain the same for the inter-
facing period. It will then be loaded to other modules when the calculation for the next
time-step starts in S2. For the case studies, the FSM for the I/O control module only has
two states: idle state and real-time output data sending state, which can be expanded for
controller interface or other user defined features. Once the results of output calculation
module are ready, they are sent to the FIFO memory, which is not controlled by the FSM
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of real-time I/O control module.
The initialization module, the linear element module, the electrical source module, the

nonlinear element module, the matrix solution module, the history term update module,
and the output calculation module, shown in Fig. 3.5, are synthesized by HLS, and then
packaged as user designed IP cores, respectively. These modules generally include rela-
tively complex algorithm, and the design effort can be much lowered by C programming.
The real-time counter, and the real-time I/O control module are designed by VHDL code
for their strict timing requirement. The finite state machine (emulation flow control), the
∆t-dependent constant memory, and the multiplexer have their own fixed or classic hard-
ware structures, and can be designed by VHDL code very efficiently and easily. IEEE
32-bit floating-point number precision is applied for the hardware design. All these mod-
ules and structures are assembled with VHDL coding, and then implemented generating
the configuration bit stream.

Table 3.1: Hardware Resource Utilization for Diode Full-Bridge Circuit and Power Trans-
mission System Case Studies

Resource Diode full-bridge circuit Power transmission system
LUT 51043 (16.81%) 62495 (20.58%)

LUTRAM 903 (0.69%) 539 (0.41%)
FF 32678 (5.38%) 63804 (10.51%)

BRAM 7 (0.68 %) 102 (9.90%)
DSP 344 (12.29%) 327 (11.68%)

3.4.2 Hardware Setup, Resource Utilization, and Latency

The hardware setup for the case studies are presented in Fig. 3.8. The bit stream was
downloaded to the Xilinxr VC707 board using the Virtex-7 XC7VX485T FPGA, through
the JTAG adapter. The case studies were emulated on the Xilinx R© Virtex-7 XC7VX485T
FPGA at 100MHz clock frequency, which contains 303600 LUTs, 130800 LUTRAMs, 607200
Flip Flops, 1030 block RAMs, 2800 DSP slices, etc. The hardware resource consumption for
the case studies are presented in Table 4.7. The outputs from the FPGA board were con-
verted to analog signals by Texas Instrumentr DAC34H8 DAC board [86], which requires
basic configuration setting. The Tektronixr DPO 7054 oscilloscope was used to capture
and present the analog signals from the DAC board.

The latencies of various states and the total latency for the two case studies are pre-
sented in Table 3.2. The latencies for adder/subtracter, multiplier and divider are 4, 4, and
9 clock cycles respectively for the case studies with 10ns as the clock period. The latencies
may vary for different modules, due to the module scale, and are also influenced by the
FPGA device, and the uncertainty of the clock period. Since S1 only executes once before
the repetitive process, and is therefore not taken account into the total latency. For both S3
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Figure 3.8: Hardware setup for the FPGA-based real-time emulation.

and S6, two modules runs concurrently, and the maximum latency of the modules is used
as the latency of the corresponding state. The latency of linear element module in Case
2 is relatively long, because it requires multiple comparisons for transmission line model
to find the correct history term and then conduct the linear interpolation. The maximum
iteration number is four for the both case studies, with the given parameters and test con-
ditions. For the case studies, the average allocated computation times for one time-step
are 5µs and 10µs for the two case studies. In such setting, the maximum delays due to the
use of variable time-stepping and iterative method are 9.1µs and 75µs, respectively. The
minimum average computation times for a time-step could be 3.9µs and 8.2µs, measured
from the time scopes of 0.15-0.65 ms and 7-17 ms, for two case studies. However the max-
imum delay could be much larger, if using the minimum average computation time as the
allocated value with no redundancy.

The CPU-based computation times for the case studies are also presented in Table 3.2
for the two case studies. The C program complied by Visual Studio 2012 was running on
Intelr Xeon E5-2609 CPU at 2.40 GHZ with Windows 7 operation system. With the same
computer system, SaberRDr took 0.172s computation time for the simulation of 0.4ms,
which is 430 times slower than real-time for Case 1, and PSCAD/EMTDCr took 0.561s
computation time for the simulation of 0.02s, which is 28 times slower than real-time for
Case 2.
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Figure 3.9: Real-time emulation results on FPGA captured by oscilloscope for diode full-
bridge circuit case study: (a) diode current iD for D1 and iteration count and (b) load
voltage vL and time-step ∆t.

3.4.3 Real-Time Emulation Results

Real-time emulation results for the case studies obtained from the oscilloscope are shown
in Fig. 3.9 and Fig. 3.10, with the same parameters and test condition as the off-line sim-
ulations. All calculated data points were captured and sent to the oscilloscope. Since
the matrix solver and data precision of the real-time emulator are different from the ones
from Matlabr, the results are slightly different from the off-line simulation. For both case
studies, the real-time emulator used the iteration counts maximum up to 4 times for any
time-instances, and did not reject any solutions. The results from hardware emulation have
good accuracy compared with the off-line SaberRDr and PSCAD/EMTDCr, respectively.

3.4.4 Scalability

Scalability is composed of two major parts, the increase of sequential calculation, and the
parallelism capability and corresponding cost of larger system.

During periodic calculation, the two major steps are matrix element update (S3, S4,
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Table 3.2: State Latency for Diode Full-Bridge Circuit and Power Transmission System
Case Studies

State Module Case 1 Case 2
S1 Initialization module 0.36µs 1.54µs

S2
∆t-dependent constant

memory and multiplexer
0.01µs 0.01µs

Linear element module 0.01µs 2.27µs
S3 Electrical source module 0.16µs 0.43µs
S4 Nonlinear element module 0.29µs 0.05µs
S5 Matrix solution module 0.81µs 2.8µs

History term update module 0.4µs 0.86µs
S6 Output calculation module 0.4µs 0.19µs
S7 Time-step control module 0.16µs 0.28µs

Total Min. latency
(iteration number)

2.93µs
(two)

6.27µs
(one )

Total Max. latency
(iteration number)

5.13µs
(four)

14.82µs
(four)

Total CPU-based Min. latency
(iteration number)

10.86µs
(two)

24.34µs
(one)

Total CPU-based Max. latency
(iteration number)

17.38µs
(four)

68.47µs
(four)

and S6) and matrix solution (S5). The longest latency for matrix element update is only
dependent on the most complex single element, not the element number. For EMT-type
power system real-time simulation, the matrix is sparse and can be naturally decomposed
to multiple smaller matrices through existing transmission line model by properly num-
bering the nodes, which is typically used in commercial real-time simulators. The latency
of matrix solution is therefore decided by the size of largest sub-matrix.

The iteration number is mostly affected by the nonlinearity of the element, modeling
schemes and the time-stepping schemes. The system size may also have an effect, since
more nonlinear elements are involved. It can affect the stability for N-R method, while
only affect the result accuracy for PNR method with a certain maximum iteration number.

FPGA provides very high parallelism capability and data transfer bandwidth. The
resource can be a major limitation for hardware implementation of large circuit system
using the proposed variable time-stepping schemes, however it can be resolved by using
an advanced FPGA device, such as UltraSCALE+ XCVU440 containing 3,780k logic cells
and 12,288 DSP slices, or by using multiple interconnected FPGA boards [87].
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Figure 3.10: Real-time emulation results on FPGA captured by oscilloscope for power
transmission system case study: (a) load current iL and iteration count and (b) load voltage
vL and time-step ∆t.

3.5 Summary

Real-time emulation of nonlinear transients in power systems can be greatly enhanced
in both accuracy and efficiency by adopting variable time-steps. This chapter presented
multiple dynamic variable time-stepping schemes coupled with nonlinear element solu-
tion methods, and discussed the strengths and limitations for real-time emulation in de-
tail. Two case studies are presented to illustrate the performance of the proposed variable
time-stepping schemes and their efficiency in capturing nonlinear transients in both off-
line and real-time. For optimum realization of paralleled hardware implementation and
smaller coding effort, the FPGA and high level synthesis are chosen to emulate the pro-
posed schemes on hardware. As verified, using variable time-stepping in both off-line
simulation and real-time emulation can have better accuracy with the same amount of
computation effort especially during the transients.



4
Device-Level Electrothermal Model for

Half-Bridge Sub-Module MMC

4.1 Introduction

The complicated circuit topology and control system of MMC impose a challenge for sys-
tem stability and reliability, especially in abnormal operation conditions, which makes
electromagnetic transient simulation of MMC system critical. Real-time digital simulators
are widely used in closed-loop testing for external hardwares such as controllers and pro-
tection relays, and are powerful tools for power system simulation and industrial training.
They are expected to provide accurate and abundant information, such as voltage and
current waveforms in assigned branches, and transferred power.

Admittedly, by using the conventional MMC modeling methods introduced in the liter-
ature review in Chapter 1, the real-time simulators can show the system-level waveforms
and the capacitor voltages with sufficient accuracy. However, the dynamic behavior of
IGBT modules in SMs, such as the power losses and junction temperatures, are not avail-
able and presented. There is growing emphasis on power efficiency in modern power
system, which is one of the reasons to construct HVDC systems using MMC-based power
electronics converters [88, 89]. This chapter presents a real-time datasheet-driven device-
level electro-thermal model for the MMC system hardware emulation on the FPGA, which
contains the non-ideal IGBT module characteristics. Abundant detailed information of
each SM is available in this model including conduction and switching power losses, junc-
tion temperatures, and linearized switching transient waveforms of IGBT modules. These
are important indicators which can be used for among other benefits:

1. evaluating the power converter efficiency of various control methods;

38
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2. tuning control parameters such as switching frequency based on converter efficiency
and thermal requirements;

3. choosing appropriate current rating for IGBT modules and design qualified heatsink
based on thermal requirements;

4. obtaining a more accurate fast Fourier transform (FFT) analysis for MMC voltage
and current waveforms when considering non-ideal switching characteristics.

The proposed model utilizes readily available IGBT module parameters from the man-
ufacturer’s datasheet. This model uses junction temperature dependent series-connected
voltage source and resistor representing the threshold voltage and slope resistance to piece-
wise linearize the output characteristic of IGBTs and diodes, which is compatible with the
Thévenin equivalence method. The conduction losses and switching losses are calculated
and then fed into the thermal network to compute the junction temperatures, which in turn
affect the electrical parameters. The device-level transient waveform modules generate the
linearized switching transient waveforms based on system-level results and temperature
dependent device rise-time and fall-time from the datasheet.

The 5-level and 9-level MMC hardware emulations with paralleled and pipelined de-
sign in VHDL are targeted to a medium-size FPGA board, Xilinx R© Virtex-7 XC7VX485T
device [90]. This design uses IEEE 32-bit floating-point number precision, and uses a time-
step of 10µs and 10ns for the MMC system-level computation and the device-level wave-
form generation, respectively, based on the clock frequency of 100MHz. All SMs of MMC
system have their corresponding calculation hardware units on the FPGA, which run in
parallel to ensure real-time performance.

This chapter explains the modeling method and hardware emulation of the SM and
presents the model for the entire MMC system and the hardware emulation. The real-
time emulation results of the case study MMC systems and the verification by off-line
simulation on SaberRDr software are presented.

4.2 Datasheet-Based Device-Level Electro-Thermal Model for the
Sub-Module and Hardware Emulation

Fig. 4.1 (a), shows the SM structure of a 2-level half bridge topology consisting of an upper
IGBT S1, an upper diode D1, a lower IGBT S2, a lower diode D2, and an energy-storing ca-
pacitor C. With different combinations of gate signals g1(t) and g2(t), the SM has on-state,
off-state, blocking, and short circuit operation modes. In off-state, current goes through
either S2 or D2 without affecting the capacitor voltage, while in on-state the capacitor
is charging or discharging according to the direction of the SM current ism(t). Blocking
mode appears in dead-time period when the SM switches between on-state and off-state
or in some special control modes. Short-circuit is not allowed in normal operation, which
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Figure 4.1: The sub-module : (a) 2-level half bridge topology, (b) temperature dependent
modeling and Thévenin equivalence.

may damage the devices and even the entire MMC system. Table 4.1 lists the conduction
devices and capacitor charging conditions for all operation cases classified by the combi-
nation of the gate signals and the SM current direction.

This section describes the detailed modeling method and hardware emulation for the
SM. In Sub-section A, parameters from manufacturer’s IGBT module datasheet are listed,
part of which are employed in the modeling process. Sub-sections B to E explain the main
computation procedures for the proposed model, which are electrical model calculation,
power loss calculation, thermal network calculation and device-level waveform genera-
tion. In Sub-section F, all the procedures are emulated by the parallel hardware units on
the FPGA.

Table 4.1: Conduction Devices and Capacitor Charging Conditions in all SM Operation
Cases

Mode (g1, g2,ism) Conduction device Capacitor condition
(1, 0, >0) D1 Charging

On-State
(1, 0, <0) S1 Discharging
(0, 1, >0) S2 No change

Off-State
(0, 1, <0) D2 No change
(0, 0, >0) D1 Charging

Blocking
(0, 0, <0) D2 Discharging
(1, 1, >0) S1 and S2 Short circuit

Short circuit
(1, 1, <0) S1 and S2 Short circuit

For g1 and g2, 1 means turn-on, 0 means turn-off.

4.2.1 Datasheet Information Utilization for the IGBT Module

The datasheet of the IGBT module, which can be easily accessed from the device manu-
facturer, provides major parameters of IGBTs and diodes. This work uses the Infineon’s
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single IGBT module FZ400R33KL2C B5 in construction and hardware emulation of the
MMC system. Some major characteristics of the single IGBT module, which are a subset
of all information in the manufacturer’s datasheet, are listed as follows [91].

The IGBT module data presented in tables includes:

1. maximum rated values for IGBT: collector-emitter voltage VCES , DC collector cur-
rent ImaxC , peak collector current ICRM , junction temperature Tmaxvj , gate-emitter peak
voltage VGES , etc;

2. characteristic values for IGBT: collector-emitter saturation voltage VCEsat, gate thresh-
old voltage VGEth, input capacitanceCies, reverse transfer capacitanceCres, collector-
emitter cut-off current ICES , turn-on delay time td,on, rise time tr, turn-off delay time
td,off , fall time tf , etc;

3. maximum rated values for diode: repetitive peak reverse voltage VRRM , DC forward
current ImaxF , peak forward current IFRM , minimum turn-on time tminon , etc;

4. characteristic values for diode: forward voltage VF , peak reverse recovery current
IRM , recovered charge Qr, etc;

5. characteristics for module: isolation test voltage VISOL, storage temperature Tstg,
weight G, etc.

The IGBT module data presented in graphs includes:

1. output characteristic of IGBT (iC-vCE) and forward characteristic of Diode (iF -vF );

2. turn-on loss (EIGBTon -iC) and turn-off loss (EIGBToff -iC) for IGBT, and reverse recovery
loss for diode (EDioderr -iF );

3. transient thermal impedance from junction to case for IGBT (ZIGBTthjc -t) and (ZDiodethjc -t)
diode;

4. safe operation area for IGBT (ImaxC -V max
CE ) and diode (ImaxF -V max

F ), etc.

Table 4.2: Utilization of Datasheet Parameters in the Modeling Procedures for the SM
Modeling procedure Datasheet parameters

Electrical model calculation iC -vCE and iF -vF plots

Power loss calculation
EIGBT

on -iC , EIGBT
off -iC ,

and EDiode
rr -iF plots;

iC -vCE and iF -vF plots
Thermal network calculation ZIGBT

thjc -t and ZDiode
thjc -t plots

Device-level waveform generation td,on, tr , td,off , tf , and IRM
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Datasheets from various manufacturers may give slightly different parameters and
present them in different formats; nevertheless the aforementioned data can be most com-
monly found. Some of the data listed above is given at two test temperatures T1 and T2,
which are typically 25◦C and 125◦C. Linear interpolation can be used to estimate the pa-
rameters at other temperatures. For the purpose of SM modeling, the characteristic values
of IGBT and diodes are of particular interest. Table 4.2 shows the datasheet parameters
utilization in all major modeling procedures described below.

4.2.2 Electrical Model for the SM

Instead of using the simple two-state resistors, this model utilizes junction temperature
dependent resistors (r1(Tvj) and r2(Tvj)) and voltage sources (v1(Tvj) and v2(Tvj)) to repre-
sent the IGBT modules, which are shown in Fig. 4.1 (b). Table 4.3 shows the values selected
for r1(Tvj) and v1(Tvj) (same for r2(Tvj) and v2(Tvj)) determined by the device conduction
conditions, which are listed in Table 4.1 for all SM operation cases. The slope resistance
ron(Tvj) and threshold voltage von(Tvj) for the IGBT and the diode are obtained from the
IC-VCE and the IF -VF curves by piecewise linearization. Roff is the off-state resistance
which can be estimated by ICES . Fig. 4.2 shows the output and forward characteristic
curves for the IGBT and the diode at T1=25◦C and T2=125◦C from the datasheet [91]. Lin-
ear interpolation is used to estimate ron(Tvj) and von(Tvj) at any junction temperatures Tvj
for either IGBT or diode, when values in T1 and T2 are known, given as:

ron(Tvj) =
Tvj−T2
T2−T1 (rT2on − rT1on) + rT2on, (4.1)

von(Tvj) =
Tvj−T2
T2−T1 (vT2on − vT1on) + vT2on. (4.2)

Table 4.3: r1(Tvj) and v1(Tvj) in Three IGBT Module States
IGBT module state r1(Tvj) v1(Tvj)

S1 conduction rS1on (TS1vj ) vS1on (TS1vj )

D1 conduction rD1
on (TD1

vj ) vD1
on (TD1

vj )

No conduction Roff 0

The capacitor voltage vcap(t) of the SM is derived using Trapezoidal numerical integra-
tion with history value vHistcap (t−∆tsys) expressed as:

vcap(t) = (2− α)Rcapicap(t) + vHistcap (t−∆tsys), (4.3)

where
Rcap =

∆tsys
2C

, and (4.4)

vHistcap (t−∆tsys) = αRcapicap(t−∆tsys) + vcap(t−∆tsys), (4.5)
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Figure 4.2: Output characteristics for IGBT and diode at T1=25◦C and T2=125◦C.

α = 2(
tgate − tcomm − (t−∆tsys)

∆tsys
), (0 ≤ α ≤ 2). (4.6)

C is the capacitance of the SM capacitor; icap(t) is the current through the capacitor;
∆tsys is the system-level time-step; tgate is the exact time when the emulator receives the
updated gate signals; tcomm is the communication delay of gate signals from the controller
to the real-time emulator. The coefficient α is introduced for the purpose of reducing the
capacitor voltage error when gate signals are changing, while, for the rest of the time, α
shall be 1 for the Trapezoidal integration rule. This coefficient is only necessary when
gate signal sampling time-step is significantly smaller than the system-level time-step and
the communication delay cannot be neglected. In the demonstration design described
in Section III, the controller and the emulator were designed on the same FPGA board,
and the communication delay can be neglected since it is only one clock cycle or 10ns.
Moreover the sampling time-step of gate signals is the same as the system-level time-step,
therefore α is always set as 1 in the demonstration design.

Using Thévenin equivalence, the circuit model for the SM is represented by rsm(Tvj)

and vHistsm (t−∆tsys) in series, and the SM output voltage vsm(t) is given as:

vsm(t) = rsm(Tvj)ism(t) + vHistsm (t−∆tsys), (4.7)

where
rsm(Tvj) =

r2(Tvj)(r1(Tvj) +Rcap)

r1(Tvj) + r2(Tvj) +Rcap
, and (4.8)
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vHistsm (t−∆tsys) =
r1(Tvj) +Rcap

r1(Tvj) + r2(Tvj) +Rcap
v2(Tvj)+

r2(Tvj)

r1(Tvj) + r2(Tvj) +Rcap
(vHistcap (t−∆tsys)− v1(Tvj)).

(4.9)

Similarly, Thévenin equivalence for all SMs of the MMC are processed in parallel on
the FPGA. rarm(Tvj) and vHistarm (t−∆tsys) representing all SMs in one converter arm are the
interface circuit elements to the system-level calculation, which are given as:

rarm(Tvj) =

n∑
k=1

rksm(Tvj), (4.10)

vHistarm (t−∆tsys) =
n∑
k=1

vk,Histsm (t−∆tsys), (4.11)

where, n is the number of SMs in one converter arm. The dynamics of the other linear pas-
sive elements can also be discretized by Trapezoidal rule. After solving the nodal equations
for the circuit of entire MMC system, ism(t), which is the same as iarm(t), is known. icap(t)
for each SM capacitor is updated as follows:

icap(t) =
r2(Tvj)ism(t) + v1(Tvj) + v2(Tvj)− vHist

cap (t−∆tsys)

r1(Tvj) + r2(Tvj) +Rcap
.

(4.12)

Finally, a recursive equation is applied for the calculation of vHistcap , given as:

vHistcap (t) = 2Rcapicap(t) + vHistcap (t−∆tsys). (4.13)

(4.13) is applicable when the coefficient α for capacitor voltage error correction is 1,
otherwise (4.3) - (4.6) are used to update vHistcap (t). At this point, a set of electrical circuit
solution ((4.1) - (4.13)) for the SM is established.

4.2.3 Power Loss Calculation

After the system-level calculation and the update of capacitor voltages, the power losses of
the IGBTs and the diodes in the SMs can be calculated for each system-level time-step. The
power losses calculation method used in this chapter is the same in [92], [93]. Power losses
for IGBT P IGBTloss (t) are mainly composed of conduction power losses P IGBTcond (t), turn-on
power losses P IGBTon (t), and turn-off power losses P IGBToff (t), while the power losses for
diode PDiodeloss (t) are mainly from conduction power losses PDiodecond (t) and reverse recovery
power losses PDioderr (t).

The equations of conduction power losses for the IGBT and the diode during one
system-level time-step ∆tsys are given as:

P IGBTcond (t) = (rIGBTon (Tvj)iC(t) + vIGBTon (Tvj))iC(t),
(4.14)
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PDiodecond (t) = (rDiodeon (Tvj)iF (t) + vDiodeon (Tvj))iF (t),
(4.15)

where iC(t) is the collector current in IGBT and iF (t) is the forward current in diode,
which can be determined based on ism(t) and switching condition. rIGBTon (Tvj), vIGBTon (Tvj),
rDiodeon (Tvj), and vDiodeon (Tvj) are slope resistances and threshold voltages of either upper or
lower IGBT and diode pair. Reference [91] provides the IGBT switch-on energy EIGBTon ,
switch off energy EIGBToff , and the diode reverse recovery energy EIGBTrr as functions of the
current iC(t) or iF (t), when junction temperature Tvj is 125◦C and the voltage across the
switch in off-state is the rated value vrated (1800V). Second order polynomials are adopted
here to fit these curves with the Tvj of 125◦C (T2), given as:

ET2sw(i(t), v(t)) = (a · i2(t) + b · i(t) + c) · v(t)

vrated
, (4.16)

where ET2sw represents EIGBT,T2on , EIGBT,T2off or EDiode,T2rr , i(t) represents iC(t) or iF (t), v(t)

represents the voltage across the switch in off-state.

Table 4.4: Extracted a, b, and c for Switching Energy Curve Fitting

ET2sw(T2 = 125◦C) a b c

EIGBT,T2on 0.002575 1.478 179.7

EIGBT,T2off 0.0003982 1.209 58.23

EDiode,T2rr -0.00068631 1.075 177.2

Based on the data from [91], the fitting parameters are presented in Table 4.4, and the
comparison between fitting curves and original curves from datasheet is shown in Fig. 4.3.
However, besides the loss curves at 125◦C, [91] only provides the switching energy losses
when current is at the rated value (400A) at 25◦C. Based on the assumption that all points
with different currents in the switching loss curves at 25◦C (T1) follow the proportional
relationship of the rated current case, and the curves at other junction temperature are
linearly distributed, the energy estimation equations can be derived as:

Esw(Tvj , i(t), v(t)) =
T2 − Tvj
T2 − T1

(ET1
sw(i(t), v(t))−

ET2sw(i(t), v(t))) + ET2sw(i(t), v(t)),

(4.17)

where

ET1sw(i(t), v(t)) =
ET1,ratedsw

ET2,ratedsw

ET2sw(i(t), v(t)). (4.18)

ET1,ratedsw and ET2,ratedsw are the energy losses at rated test condition at T1 and T2. The
averaged switching power loss in one system-level time-step is given as:

Psw(Tvj , i(t), v(t)) =
Esw(Tvj , i(t), v(t))

∆tsys
. (4.19)
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Figure 4.3: Switching energy losses at the Tvj of 125◦C from fitted equations and datasheet.

4.2.4 Thermal Network Calculation

The calculated power losses now become the input of the thermal network to compute the
junction temperatures for all IGBTs and diodes in the SM. Partial fraction thermal circuit
model composed of multiple levels of thermal resistor and capacitor pairs are employed
to compute the junction temperature, as shown in Fig. 5.5. The junction temperature Tvj(t)
can be calculated as:

Tvj(t) = Ploss(t) · (Zthjc + Zthch) + Ptotal(t) · Zthha
+ Tamb,

(4.20)

where Ploss(t) is the power loss for single IGBT or diode; Ptotal(t) is the power loss for all
devices mounted on the same heatsink; Tamb is the ambient temperature which is fixed in
the emulation; Zthjc, Zthch, and Zthha are the thermal impedances from junction to case,
case to heatsink, and heatsink to ambient, respectively. In this work we consider that
two IGBT modules are mounted on the same 10K/kW water-cooled heatsink. The ther-
mal impedance Zthjc and thermal resistor Rthch from case to heatsink are given by the
datasheet. All the thermal impedance parameters for this work is shown in Table 5.3 in the
form of thermal resistances and time constants [91].

Applying Trapezoidal rule, the numerical equation to solve for the junction tempera-
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Table 4.5: Thermal Impedances for Thermal Network

Thermal impedance Zthjc Zthch Zthha

i=1 i=2 i=3 i=4 i=5 i=6

Ri,IGBT
th [K/kw] 11.475 6.375 1.53 6.12 24 10

τ i,IGBT
th [s] 0.03 0.1 0.3 1 3 45

Ri,Diode
th [K/kw] 22.95 12.75 3.06 12.24 48 10

τ i,Diode
th [s] 0.03 0.1 0.3 1 3 45

ture for either the IGBT or the diode is given as:

Tvj(t) =
6∑
i=1

∆T ith(t) + Tamb

=
5∑
i=1

(αi(Ploss(t) + Ploss(t−∆tthm))+

βi∆T
i
th(t−∆tthm)) + α6(Ptotal(t) + Ptotal(t−∆tthm))+

β6∆T
6
th(t−∆tthm) + Tamb,

(4.21)

where

αi =
Rith ·∆tthm

2τ ith + ∆tthm
, and (4.22)

βi =
2τ ith −∆tthm
2τ ith + ∆tthm

, i = 1, 2, ...6. (4.23)

∆tthm is the thermal time-step, which has the same value as ∆tsys in this work. Con-
sidering the fact that thermal time constant is much longer than the time-step of MMC
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Figure 4.5: Device-level transient waveforms for IGBT module: (a) actual waveforms
during turn-on transition, (b) linearized waveforms during turn-on transition, (c) actual
waveforms during turn-off transition, and (d) linearized waveforms during turn-off tran-
sition.

system emulation, the time-step for thermal network can be longer without significant
affect in accuracy.

4.2.5 Device-Level Transient Waveforms

The device-level waveform hardware unit generates linearized transient waveforms for
IGBT modules in real-time, based on the solution from system-level emulation and the
transient time information from datasheet. Rise time tratedr , fall time tratedf , turn-on delay
tratedd,on , and turn-off delay tratedd,off at T1=25◦C and T2=125◦C in standard test conditions, with
rated current irated and rated voltage vrated through and across IGBT module, are provided
by the datasheet. The actual and linearized voltage and current waveforms in turn-on and
turn-off transients are shown in Fig. 4.5. During the turn-on transition of the linearized
waveform, after turn-on delay time, the IGBT collector current rises from the bottom to the
steady-state conduction value; after the exact point of the current reaching the steady-state
value, the voltage across the IGBT starts to drop. The turn-off transition is similar except
that voltage rises first, and then the current drops.

The revised rise time t′r(Tvj , i(t)) and fall time t′f (Tvj , i(t)) of current waveform as a
function of junction temperature Tvj and conduction current through IGBT module i(t)
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are estimated as follows:

t′r(Tvj , i(t)) =
i(t)

irated
· 1

0.8
(
Tvj − T2
T2 − T1

(tT2,ratedr − tT1,ratedr )+

tT2,ratedr ),

(4.24)

t′f (Tvj , i(t)) =
i(t)

irated
· 1

0.8
(
Tvj − T2
T2 − T1

(tT2,ratedf − tT1,ratedf )+

tT2,ratedf ).

(4.25)

In (4.24) and (4.25), the current changing rates are assumed to be constant for different
conduction currents, and the coefficient 0.8 is used simply to expand the transient time
range of current changing from 80% to 100%, since the provided current rise and fall time
in [91] are between 10% and 90%.

The rise time t′V r(Tvj , i(t), v(t)) and fall time t′V f (Tvj , i(t), v(t)) for voltage waveforms
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are not provided by datasheet, which can be estimated as follows:

t′V r(Tvj , i(t), v(t)) =
2EIGBToff (Tvj , i(t), v(t))

v(t) · i(t)
−

t′f (Tvj , i(t)),

(4.26)

t′V f (Tvj , i(t), v(t)) =
2EIGBTon (Tvj , i(t), v(t))

v(t) · i(t)
−

t′r(Tvj , i(t)).

(4.27)

Finally, the revised turn-on delay t′d,on(Tvj , i(t)) and turn-off delay t′d,off (Tvj , i(t), v(t))

are given as:

t′d,on(Tvj , i(t)) =
Tvj − T2
T2 − T1

(tT2,ratedd,on − tT1,ratedd,on ) + tT2,ratedd,on

− 1

10
t′r(Tvj , i(t)),

(4.28)

t′d,off (Tvj , i(t), v(t)) =
Tvj − T2
T2 − T1

(tT2,ratedd,off − tT1,ratedd,off )+

tT2,ratedd,off − t′V r(Tvj , i(t), v(t))− 1

10
t′f (Tvj , i(t), v(t)).

(4.29)

When the IGBT modules are configured in half-bridge circuit topology, the diode reverse
recovery current will add to the IGBT current during turn-on transient. This over current
cannot be ignored, since the reverse recovery current can be even larger than the steady-
state current of on-state. To present this phenomenon, the exact amount of maximum
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diode reverse recovery current IRM , which is temperature dependent and proportional to
the steady-state current, is added to the current waveform. This addition happens when
the IGBT current begins to rise as shown in Fig. 4.5 (b). By doing so the current rise slope
is doubled, which means the exact rise time of the hardware emulation is only half of the
result calculated in (4.24).

Admittedly, the linearized transient waveforms are not obtained from accurate dif-
ferential equation solution for the IGBT module, and therefore cannot reflect the exact
detailed physical phenomenon of the IGBT modules. Nevertheless, they provide a fairly
accurate estimate of the switching transients in the real-time emulation for MMC system
based on the limited information available from the datasheet.

4.2.6 Hardware Emulation of SM Model on FPGA

For each SM in the MMC system, a dedicated SM hardware unit (Fig. 4.6) is emulated on
the FPGA, consisting of operators, finite state machine and 5 hardware sub-units: the elec-
trical model hardware sub-unit, the power loss hardware sub-unit, the thermal network
hardware sub-unit, the temperature dependent parameter update hardware sub-unit, and
the device-level waveform generation hardware sub-unit. All SM hardware units run si-
multaneously, which means the computation time for SM hardware units of the MMC will
not increase with the number of SMs.

In Fig. 4.6, the signal connections and the execution of hardware sub-units follow the
algorithm described in the previous sub-sections. For instance, the power loss hardware
sub-unit requires the gate signals g1(t), g2(t) and the direction of SM current ism(t) from
the MMC controller and the system network solution to figure out the SM operation mode,
listed in Table 4.1, which determines the conditions of all switching devices (switch-on,
switch-off, conduction or off). Then, ron(Tvj), von(Tvj), Tvj(t) of the corresponding devices,
vcap(t), ism(t) and other constants are substituted to (4.14)-(4.19), completing the power
loss calculation.

The finite state machine controls the execution sequence for other hardware sub-units
in the SM hardware unit, and receives the control signals from the finite state machine of
the entire MMC emulation hardware. Fig. 4.7 shows the periodic state chart for the SM
hardware unit, which begins from s1, the start of a new emulation time-step. After the
gate signals are received, the stage 1 of the SM hardware unit is activated by first calcu-
lating vHistsm (t −∆tsys) and rsm(Tvj), which are then used for system network calculation.
After ism(t) is received from the system network solution, the stage 2 starts from s4 to s7,
corresponding to the four hardware sub-units in blue shown in Fig. 4.6: electrical model,
power loss, thermal network, temperature dependent parameter update hardware sub-
units. When all the calculations are finished, the finite state machine goes into s0, waiting
for the next time-step.

Because of the sequential relation among the hardware sub-units except for the device-
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level waveform generation hardware sub-unit, they share the same set of floating-point
operators with pipelined structure and multiplexed input registers in this design, includ-
ing one adder (3 clocks), one multiplier (3 clocks), one divider (9 clocks) and one com-
parator (2 clocks). The calculation times for the sub-units with one set of operators and
the percentage of total computation time for the SM hardware unit are listed in Table 4.6.
Since the FPGA runs at the clock frequency of 100MHz, and system-level time-step is 10µs;
thus, there are 1000 clock cycles available for a complete computation for one system-level
time-step. Using more operators can decrease the delay significantly due to the parallelism
existing in those hardware sub-units, which requires more FPGA resources.

The device-level waveform generation hardware sub-unit generates the voltage and
current waveforms of the upper and lower IGBTs, vS1CE(t), iS1C (t), vS2CE(t) and iS2C (t), with
linearized transients continuously at the time-step of 10ns, which means the output wave-
forms will update at each FPGA clock cycle. The received voltage and current will be
first converted into fixed-point format, since fixed-point adders are much faster than those
of floating-point. The fixed-point operators will add or substrate a specific value to the
voltage and current during a specific time period determined by temperature dependent
transient times.

Table 4.6: Latencies of Various Sub-units in the SM Hardware Unit

Sub-unit
Total computation time

with one set of operators
[clock cycles]

Electrical model
in stage 1

27

Electrical model
in stage 2

18

Power loss 38
Thermal network 72

Temperature dependent
parameter update

18

Total clock cycles used
in SM hardware unit

173

Percentage in
1000 clock cycles

17.3%

4.3 MMC System Model and Hardware Emulation

4.3.1 MMC System Model and Control Scheme

Fig. 4.8 presents the three-phase MMC system circuit used as the test case in this work. The
left side is connected to DC voltage source VDC with a ground connection in the middle,
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Figure 4.8: MMC system circuit.

while the right side is connected to series-connected resistors Rs, inductors Ls and three-
phase AC voltage sources vs(t).

This work adopts the PSC-PWM method, which is one of the experimentally-verified
modulation method. This method naturally ensures the even usage of all SMs, which is
beneficial for the long-term operation of MMC. One disadvantage is the requirement of
individual PI controllers for all SMs, which increases the computation effort significantly
along with the growth of SM numbers. Fortunately, the control scheme for each SMs can
be arranged in parallel on FPGA to minimize the time delay for the computation in con-
troller. PSC-PWM method has the operation modes of providing n+ 1 and 2n+ 1 voltage
levels. To be consistent with other control methods and to minimize circulating current,
the operation mode of providing n+ 1 levels is chosen in this work.

Fig. 4.9 shows the entire control process of MMC used in this work. The control pur-
pose is to track reference active power Pref and reactive power Qref . The errors between
reference powers and actual powers of the last time-step are fed into the proportional-
integral controllers. The phase angle θ(t) is obtained from the three-phase voltage sources
va,b,cs (t) through phase locked loop (PLL). In direct voltage control, the amplitude of mod-
ulation signalsM(t) determines the reactive power flow, and the phase shift of modulation
signals φ(t) determines the real power flow, when Rs is very small. The three-phase mod-
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Figure 4.9: Control system for the MMC.

ulation signals vam(t), vbm(t), and vcm(t) then enter the capacitor voltage balancing control
module, which is composed of averaging control and balancing control [32]. The justified
modulation signals v1−6nm (t) for all 6n SMs will compare with the corresponding phase-
shifted carrier signals to generate the gate signals g1−6n1 (t) and g1−6n2 (t) in PSC-PWM mod-
ule.

4.3.2 MMC System Hardware Emulation

The MMC system hardware emulation and state chart on FPGA are shown in Fig. 4.10 and
Fig. 4.11, respectively. The finite state machine controls the entire emulation flow by inter-
acting with the state machines of other hardware units through the control bus. It activates
different hardware units according to the sequence shown in the state chart. After the re-
set button has been activated, the FPGA-based emulator goes into the initialization state
s1 through s0. The initialization step calculates some constants which will be periodically
used in later computation, such as αi in (4.23). The matrix simplification requested by sys-
tem network solution is also done in the initialization. Then the time-step counter starts
to work, providing the exact time t of the real-time emulation to the finite state machine,
which is used to determine the arrival moment of next time-step in s2.

In s3, the MMC control unit receives the active and reactive commands from the control
commands unit as well as the data from the SM hardware units and the system network
solution unit, and then generates the gate signals to SM hardware units. In practice, the
MMC control unit and the control commands unit are the devices under test during the
real-time emulation. In this work, they are integrated onto the FPGA board in the demon-
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stration design. Since the PSC-PWM control method generates control signals for each
SM, therefore the process requires 6n sets of operators to ensure full parallelism. In this
design, the MMC control unit and the SM hardware units share the same sets of oper-
ators, indicated by the bi-directional operator data bus. The detailed internal structure
and algorithm of MMC control unit and SM hardware units are presented in the pre-
vious sections. State s4 involves the stage 1 of SM hardware units and the summation
for r1−6nsm (Tvj) and vHist,1−6nsm (t − ∆tsys). For clarity, two summation units are drawn in
Fig. 4.10. However, they are multiplexed in the actual design to save resources without
affecting the speed, since the calculation of vHist,1−6nsm (t −∆tsys) involves more steps, and
are completed later than r1−6nsm (Tvj). The system network solution unit receives the inter-
face components rarm(Tvj) and vHistarm (t−∆tsys) for the 6 arms from stage 1 of SM hardware
units and then solves the nodal equations for the entire circuit topology in s5. The outcome
i1−6arm(t) are then used to complete the stage 2 of the SM hardware units in s6, including the
power loss and thermal network calculation. When the moment of next time-step arrives,
the finite state machine changes from s7 to s2, starting a new emulation cycle.
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4.4 Real-Time Emulation Results and Discussion

4.4.1 Test Circuit and Hardware Resource Utilization

Two case studies for MMC systems: a single-phase 5-level MMC and a three-phase 9-level
MMC, were emulated on the Xilinx R© Virtex-7 XC7VX485T FPGA at the clock frequency
of 100MHz to validate both system-level and device-level results. The three-phase test
case has the same topology of Fig. 4.8, while the single-phase test case is connected to a
passive load instead of the grid. Table A.3 in the Appendix shows the circuit parameters
for the two cases. The emulation results were captured by a 4-channel oscilloscope con-
nected to the 16-bit 4-channel digital-to-analog converter, which received the data from the
FPGA. The major resource utilization summary is presented in Table 4.7, and the percent-
age data are indicated for Virtex-7 XC7VX485T and XC7V2000T boards respectively. Since
the designs only use distributed registers as memory units, the BRAM utilization is 0. The
17-level and 25-level MMCs were synthesized on the Xilinx R© Virtex-7 XC7V2000T FPGA,
which has more logic resources than the FPGA board used for demonstration. Fig. 4.12
shows the exact number of operators, including adders, multipliers, and dividers, utilized
for MMC emulation hardware with different levels. The FPGA designs which only con-
tain SM hardware units and summation units by the proposed electro-thermal model and
the Thévenin equivalence method with two-state resistor model for IGBT modules were
synthesized on XC7V2000T for resource comparison purpose. The same FPGA design
methodology was applied for both cases, which is using one set of operators for each SM.
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When using two-state resistor model for IGBT modules, only one adder and one multiplier
are required for each SM. Sharing the same set of operators among multiple SM hardware
units reduces the resource consumption, however can increase the time delay, which is not
adopted in this work. The maximum SM number accommodated on XC7V2000T device
for the electro-thermal model and two-state resistor model are 276 and 1104, respectively.
Under normal operation, the power losses and junction temperatures are in the same level
for different SMs, verified by Table 4.9, therefore emulating all SMs by the electro-thermal
model is not necessary with limited FPGA resources. A combination of using the above
two methods can greatly reduce the resource consumption. With these optimization and
simplification schemes, the FPGA design can be very flexible to meet the resource usage
and time delay requirements.

Moreover, according to Table 4.7 and Fig. 4.12, the resource usage and the operator
numbers for the proposed electro-thermal model increase almost linearly with the num-
ber of MMC levels, which indicates that with more advanced FPGA devices, such as the
Xilinx R© UltraScale series, or using multiple FPGA boards, MMCs with larger number of
levels can be configured and emulated quite efficiently.

The off-line simulation tool SaberRD R© was used to validate the real-time emulated
results for the single-phase 5-level MMC test case. Electro-thermal behavioral IGBT and
power diode model with parameters extracted from the datasheet were employed in the
SaberRD R© model with a variable time-step strategy.
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Figure 4.12: The operator count for the MMC system with increasing number of levels.
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Figure 4.13: System-level and device-level power loss results for single-phase 5-level MMC
system from real-time hardware emulation (top sub-figure) and off-line simulation by
SaberRD R© software (bottom sub-figure) at 500Hz switching frequency. Scale: (a)-(i) x-axis:
5.0ms/div.
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Table 4.7: Hardware Resource Utilization for Three Phase MMC
Device Levels SM numbers Registers LUTs DSP slices

5 24 180447(28%) 157735(51%) 130(4%)
XC7VX485T

9 48 315931(52%) 294554(97%) 236(8%)

17 96 686767(28%) 639887(52%) 420(19%)
XC7V2000T

25 144 1020845(41%) 991004(81%) 612(28%)
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Figure 4.14: Junction temperature for single-phase 5-level MMC system from real-time
hardware emulation (top sub-figure) and off-line simulation by SaberRD R© software (bot-
tom sub-figure). Scale: (a) x-axis: 0.5s/div, (b) x-axis: 0.05s/div.

4.4.2 Results and Comparison for Single-Phase 5-Level MMC

Fig. 4.13 (a)-(e) present the system-level results including the converter output voltage vo,
the load current iL, the converter arm current ip and in, and the capacitor voltage of all
SMs in positive and negative converter arm vcap,p and vcap,n. The FFT analysis was applied
to vo. Despite the line frequency, harmonics around 2kHz are notable in both hardware
emulation and SaberRD R© results. It is expected, since the switching frequency is 500Hz
and each converter arm has 4 SMs. Fig. 4.13 (f)-(i), Fig. 4.14, and Fig. 4.15 present the
device-level results for the IGBTs and diodes in the first SM of the positive converter arm.
Fig. 4.13 (f) and (h) show the averaged power losses of S1 and S2 in each system-level time-
step (PS1loss and PS2loss). The conduction power losses PS1cond and PS2cond are particular shown
in Fig. 4.13 (g) and (i), where switching power losses are removed for clarity. The junction



Chapter 4. Device-Level Electrothermal Model for Half-Bridge Sub-Module MMC 60

0.2111 0.2111 0.2111 0.2111 0.2111 0.2111 0.2111 0.2111 0.2111

0

269

538

807

1076

1345

1614

1883

2152

0.2111 0.2111 0.2111 0.2111 0.2111 0.2111 0.2111 0.2111 0.2111

0

140.5

281

421.5

562

702.5

843

983.5

1124

0.2109 0.2109 0.2109 0.2109 0.2109 0.2109 0.2109 0.2109 0.2109

0

268

536

804

1072

1340

1608

1876

2144

0.2109 0.2109 0.2109 0.2109 0.2109 0.2109 0.2109 0.2109 0.2109

0

78.5

157

235.5

314

392.5

471

549.5

628

1 div.

(b)(a)

v C
E

  o
f S

2 
(V

)

Time [μs]

185891

iC
  of S

2 (A
)

1310
1048

1572
1834
2096

786
524
262
0

390
312

468
546
624

234
156
78
0

v C
E

  o
f S

2 
 (V

)

185892
185893

185894
185895

185896
185897

185898
185899

185900
185901

390
312

468
546
624

234
156
78
0

1310
1048

1572
1834
2096

786
524
262

0

iC
  of S

2  (A
)

1 div.

1310
1048

1572
1834
2096

786
524
262

0

v C
E

  o
f S

2 
(V

) iC
  of S

2 (A
)

655
524

786
917
1048

393
262
131
0

1310
1048

1572
1834
2096

786
524
262

0

v C
E

  o
f S

2 
(V

)

655
524

786
917
1048

393
262
131
0

iC
  of S

2 (A
)

186088
186089

186090
186091

186092
186093

186094
186095

186096
186097

186098

Time [μs]

ic
vce

Vce

Ic

Gate off

Gate off Vce

Ic

vce
ic

Vce ic

vce

Ic

Vce

Ic

ic

Gate on

Gate on

tVr=0.79μs

tf=0.29μs

td,off=3.79μs

tVr=0.92μs

tf=0.39μs

td,off=3.45μs

td,on=1.00μs

tVf=1.81μs

tr=0.19μs

vce

td,on=1.36μs

tVf=1.99μs

tr=0.17μs

10% Vce

90% Vce

10% Ic

90% Ic

90% Ic

10% Ic

90% Vce

10% Vce

Figure 4.15: Device-level switching waveforms for IGBTs in single-phase 5-level MMC
system from real-time hardware emulation (top sub-figure) and off-line simulation by
SaberRD R© software (bottom sub-figure). Scale: (a)-(b) x-axis: 1µs/div.

temperature of S1, S2, D1, and D2 (TS1vj , TD1
vj , TS2vj and TD2

vj ) in first 5s and the zoomed
waveforms during 0.5s are shown in Fig. 4.14 (a) and (b), respectively. Fig. 4.15 (a) and (b)
show the switching transients of S2 during IGBT turn-off and turn-on (vCE and iC). Table
4.8 shows the averaged switching and conduction power losses between 0.175s and 0.225s
from SaberRD R© and FPGA hardware emulation. The apparent errors exist for device-
level results, since the solver and IGBT module model used in the proposed model and
SaberRD R© are very different. The datasheet does not provide adequate data for switching
power losses when the current through the IGBT module is low. The switching power
losses from curve fitting in hardware emulation are higher than those from the off-line
simulation results from SaberRD R©, which can be observed from Fig. 4.13 (e) and (f). This
explains the largest power loss error occurs in the reverse recovery loss of D2 in Table
4.8, where the smallest current goes through. The IGBT switching transient parameters
are extracted based on the power losses and the current rise and fall time under rated
cases. The linear interpolation scheme used to estimate the non-linear curves for other non-
rated cases induced the errors. From the perspective of power loss matching, the transient
time of non-linear SaberRD R© waveforms are slightly longer than the linear curves from
hardware emulation. The diode reverse recovery process greatly expedites the turn-on
process of the IGBT, therefore tr of IGBT from both the real-time and off-line simulation
shown in Fig. 4.15 (b) is almost half the value in the datasheet, which is 0.4µs. Since the
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datasheet does not provide the detailed information for the drive circuit, they are simply
modeled as the ideal voltage sources in series with the gate resistors in SaberRD R©’s model,
which caused the differences for turn-on and turn-off delay times. Despite all of the above,
the hardware emulation and SaberRD R© results are quite close.

Table 4.9 shows the average power dissipation and junction temperature of IGBTs and
diodes for all SMs under steady-state operation. These data are collected from the real-
time emulation after 369s, which is more than 8 times longer than the largest thermal time
constant (45s). The power losses and junction temperatures of the corresponding devices
in different SMs are very close to each other, which verifies the advantage of even usage of
SMs for PSC-PWM control scheme.

Table 4.8: Comparison of Power Dissipations of IGBTs and Diodes between SaberRD R© and
Real-Time Emulation on FPGA

Power Dissipation SaberRD R© FPGA Error
PS1on 60.6W 61.2W 1.0%
PS1off 41.7W 42.2W 1.2%

PS1cond 137.3W 134.4W 2.1%
PD1
rr 72.2W 74.3W 2.9%

PD1
cond 136.3W 130.3W 4.4%
PS2on 293.7W 280.1W 4.6%
PS2off 168.1W 163.6W 2.7%

PS2cond 722.0W 723.5W 0.2%
PD2
rr 24.7W 26.8W 8.5%

PD2
cond 13.5W 14.0W 3.7%

Table 4.9: Average Power Dissipation and Junction Temperature of IGBTs and Diodes in
Steady-State Operation

Arm Sub module S1 D1 S2 D2
Ploss Tvj Ploss Tvj Ploss Tvj Ploss Tvj

SM(1) 256.3W 72.44◦C 243.2W 83.83◦C 1425.1W 130.28◦C 51.1W 64.81◦C
SM(2) 255.9W 72.40◦C 242.9W 83.78◦C 1424.2W 130.23◦C 50.1W 64.68◦C
SM(3) 255.1W 72.31◦C 239.5W 83.39◦C 1424.3W 130.19◦C 49.1W 64.53◦C

Po
s.

ar
m

SM(4) 257.0W 72.48◦C 242.3W 83.75◦C 1425.8W 130.33◦C 51.5W 64.86◦C
SM(1) 255.4W 72.31◦C 239.6W 83.39◦C 1424.7W 130.20◦C 49.1W 64.54◦C
SM(2) 257.1W 72.49◦C 242.7W 83.75◦C 1426.3W 130.33◦C 51.5W 64.86◦C
SM(3) 256.3W 72.44◦C 243.3W 83.83◦C 1425.0W 130.30◦C 51.1W 64.81◦C

N
eg

.a
rm

SM(4) 256.3W 72.41◦C 243.0W 83.78◦C 1424.3W 130.24◦C 50.3W 64.70◦C
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Figure 4.16: System-level and device-level results for three-phase 9-level MMC system
from real-time hardware emulation (oscilloscope) at 500Hz switching frequency. Scale: (a)
x-axis: 5.0ms/div, (b) x-axis: 2.0ms/div, (c) x-axis: 5.0ms/div, (d)-(e) x-axis: 0.2s/div, (f)
x-axis: 0.1s/div.

4.4.3 Results for Three-Phase 9-Level MMC

The emulated three-phase 9-level MMC is the largest circuit which can be configured in the
Virtex-7 XC7VX485T FPGA board. Fig. 4.16 (a) and (b) show the converter output phase
voltages (vao , vbo, and vco) during 50ms and the zoomed waveforms during 20ms, while
Fig. 4.16 (c) shows the output line current (ia, ib, and ic). Fig. 4.16 (d) shows the active
and reactive power tracking performance, with the rated power of 7 MW, and Fig. 4.16 (e)
shows the junction temperature transients of the switching devices in the first positive arm
SM of phase A during the same time period. Fig. 4.16 (f) shows the steady-state junction
temperatures with 1.0p.u. active power and -0.2p.u. reactive power after 369s.

4.5 Summary

This chapter proposed and demonstrated a device-level electro-thermal model for IGBT
modules with the complex MMC system and its hardware emulation in real-time. The
power losses and junction temperatures of IGBT modules can be used to determine the
efficiency of the converter, which expands the function of real-time emulation. The mod-
ularity is not only inherent in the MMC sub-modules but also in the emulation hardware,
which is presented as the independent calculation hardware units for all SMs. The pro-
posed model is fully paralleled on the FPGA to be both latency and resource efficient.
Therefore, the additional time delay cost for the electro-thermal model is very little. The
resource utilization problem for larger MMC system can be solved by using multiple
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advanced FPGA boards with larger capacities or combining the proposed device-level
electro-thermal model and other simpler IGBT module models, such as two-state resis-
tor model. The comparison with SaberRDr proves that the proposed model has sufficient
accuracy. The small amount of error for device-level results are expected, since the tran-
sients are not generated by solving differentiation equations but from the manufacturer’s
datasheet. The more complete and accurate datasheet can further improve the accuracy
of the transient results. However, for the purpose of tuning control parameters when run-
ning the real-time emulation, the accuracy for the power losses and junction temperatures
is adequate.



5
MPSoC-Based Real-Time Emulation of Clamp

Double Sub-Module MMC

5.1 Introduction

A major challenge of implementing MTDC or DC grid is the strict demand of safe opera-
tion under contingencies, especially the DC side fault, which can lead to a complete mal-
function of the MTDC system and cause severe damage to the converter stations [1, 34].
One method of limiting DC fault current is the development of an effective DC circuit
breaker, which also uses IGBT switches and can be expensive and have significant power
losses [94,95]. Besides the DC breaker, the control of the converter station may provide the
short-circuit current reduction with specific sub-module topologies. The half-bridge SM
has the most simple topology; however, it cannot effectively block the DC fault current.
This work focuses on the clamp double SM topology, which has the following characteris-
tics among the fault tolerant topologies [19, 96, 97]:

1. providing the fault current limiting capability;

2. using smaller number of additional switching devices;

3. generating fewer power losses;

4. using simple control of IGBT switches for fault protection strategy.

These features make the CDSM topology a competitive candidate for MMC design and
development.

Real-time electromagnetic transient simulation is commonly utilized HIL test for power
system equipment, such as the control and protection systems [11, 12, 98, 99]. An accurate

64
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and efficient electromagnetic transient simulation is critical for the comprehensive and
rigorous validation and analysis of MTDC systems. Therefore the modeling and hardware
emulation of CDSM MMC in an MTDC system is the subject of this chapter. The CDSM
also has the most complex structure compared with half-bridge and full-bridge SMs, which
makes the modeling process the most challenging.

The MMC circuit is composed of numerous SMs, that provide many voltage levels at
the AC side of the converter station. Simplified or equivalent circuit schemes are used
for the off-line and the real-time simulation of the MMC station, such as Thévenin equiv-
alence method, surrogate network method, and equivalent circuit method [23, 48, 100].
The Thévenin equivalence method is suitable for a simple SM topology because the cal-
culation of the SM can grow cubically with the increase of the internal nodes in the SM
topology, which makes this method unsuitable for real-time simulation of CDSM MMC.
Both surrogate network and equivalent circuit methods use multiple circuit topologies for
finite combinations of IGBT gate signals and arm current direction, which are employed
by RTDSr and OPAL-RTr real-time simulators, respectively. These methods calculate the
capacitor voltages of individual SMs and can include some of the static electrical charac-
teristics of the switching devices; however, these methods do not consider and present
detailed temperature-dependent static and dynamic characteristics. In a realistic environ-
ment, multiple factors, especially junction temperatures, can have great influence on the
performance of power electronics devices, and are determined by the operation of the
electrical system. Considering multi-physics domains, which are the electromagnetic and
thermal networks in this case, can effectively reflect the interactive phenomenon and in-
crease the overall simulation accuracy.

With complex converter topologies, control and protection schemes applied in the
modern power system, using analytical calculation to estimate the power losses and the
thermal information is difficult and inaccurate, especially during system contingencies.
It is necessary to use accurate electromagnetic transient waveform considering the elec-
trothermal dynamics to calculate the detailed device-level data, which are of great value
for the system designers and operators. This work proposes a device-level electrother-
mal model of CDSM MMC for real-time emulation, which utilizes temperature-dependent
electrical parameters, and presents the power losses, the junction temperatures, and the
switching transients of the individual IGBTs and diodes during normal operation and
fault conditions. The IGBT and diode characteristics are based on the piece-wise poly-
nomial scheme. Compared with the conventional modeling scheme for CDSM MMC, the
proposed modeling scheme has the following advantages:

1. increasing the accuracy of the system-level and device-level simulation;

2. providing the thermal data during fault condition, which is the critical information
to evaluate protection schemes and parameters;
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3. providing significant indicators for system designer to evaluate the thermal perfor-
mance, which can be useful for IGBT module selection, heat sinker design, etc.;

4. helpful for converter control system designer to evaluate the overall energy efficiency
and balance the thermal performance of all individual IGBT modules, and to adjust
valve-level control scheme and control parameters.

For the real-time implementation of the CDSM MMC system, the Xilinxr ZCU102
board using XCZU9EG CPU/FPGA multi-processor system-on-chip device is chosen as
the platform due to its high parallelism, high flexibility, and relative low design cost [30].
A three-terminal MTDC system composed of one CDSM MMC and two HBSM MMCs is
used as the case study with 20µs as the system simulation time-step. The system is de-
composed into three subsystems, and each contains one converter station. This chapter
explains the parallelism from both algorithm and hardware implementation perspectives
of the device-level, the converter-level, and the system-level. The 32-bit floating point pre-
cision is used for the emulation system, except for the switching transient waveform gen-
eration, which uses fixed-point data and can update the values on every FPGA clock cycle
(10ns). PSCAD/EMTDCr and SaberRDr are employed to validate both system-level and
device-level emulation results captured on the oscilloscope for steady-state operation and
DC fault transient. This chapter describes the operation principles of CDSM and briefly
explains the device-level electrothermal model and the interface for CDSM. The detailed
partitioning, implementation of the MTDC system case study on the MPSoC platform are
described, and the emulation results and their validation are presented.

5.2 Operation Principles of CDSM

The MMC is composed of multiple SMs in each converter arm as shown in Fig. 5.1 (a).
The capacitors in submodules can be either inserted or bypassed by controlling the gate
signals of IGBTs. Therefore multiple voltage levels can be generated forming the low-
harmonic sinusoidal waveforms at the AC side. Inductors are connected in series with the
SMs to suppress the circulating current.

Breaking DC over-current is a major challenge for the HVDC transmission system.
If the capacitor voltage in the SM can be negatively inserted into the converter arm, the
DC fault current can be decreased and limited rapidly due to the reversed DC side volt-
age at the converter. Multiple submodule topologies exist in literature and in practical
projects [19, 34, 96]. Among them, the half-bridge SM, the full-bridge SM (FBSM), and the
clamp double SM are the most popular ones shown in Fig. 5.1 (b)-(d). The half-bridge
topology is the simplest one, although it can not reverse the polarity of the inserted ca-
pacitor voltage. The full-bridge submodule has the fault-tolerant capability with the cost
of doubling the power electronics switches. In addition, the full-bridge SM provides the
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Figure 5.1: MMC and SM topologies: (a) modular multi-level converter, (b) half-bridge
submodule, (c) full-bridge submodule, and (d) clamp double submodule.

capability of eventually changing the DC voltage rating and polarity, although it is nor-
mally not required for an HVDC system. As the name indicates, the CDSM contains two
half-bridge SMs and a clamping circuit composed of two additional diodes and one IGBT
module. One CDSM is equivalent to two FBSM providing the same voltage rating and
levels; therefore the CDSM MMC utilizes fewer switches than FBSM MMC.

Fig. 5.2 presents some cases of the normal operation mode and the protection mode
during faults. In normal operation, the IGBT gate signal of S5 is always on as shown in
Fig. 5.2 (a)-(b). The existence of Diodes D6 and D7 can clamp the capacitor voltage to posi-
tive values and can prevent internal loop current. Thus, the two half-bridge structures are
connected in series, and can be controlled independently. The IGBT modules of the half-
bridge structures are numbered in such a way that if the odd number switches are turned
on, the corresponding capacitor is inserted in the converter arm. By doing so, the control
scheme of HBSM MMC is compatible to the CDSM MMC during normal operation. When
a fault is detected, S5 and other gate signals will be turned off. The capacitor voltages
are inserted into the arm limiting the fault current with opposing polarity. In Fig. 5.2 (c),
current flows from the negative side to the positive side with −V c inserted, which will
go through capacitors C1, C2 or both in parallel based on the comparison of the capacitor
voltages. In Fig. 5.2 (d), current flows from the positive side to the negative side with +2V c

inserted. Table 5.1 lists the operation modes of each half-bridge structure for Case I when
S5 is on combined with any SM current direction and Case II when S5 is off combined with
positive SM current, while Table 5.2 lists the modes of CDSM for Case III when S5 is off
combined with negative SM current.
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Figure 5.2: CDSM operation demonstration: (a) normal operation with positive arm cur-
rent, (b) normal operation with negative arm current, (c) protection mode with negative
arm current, and (d) protection mode with positive arm current.

Table 5.1: Operation Mode of Each Half-Bridge Structure: Case I (S5 Turned-On Com-
bined with any SM Current Direction) and Case II (S5 Turned-Off Combined with Positive
SM Current)

Mode S1/S3 S2/S4 Current direction Inserted voltage

Insert 1 0 +/- +V c1/+ V c2

Bypass 0 1 +/- 0

0 0 + +V c1/+ V c2Block
0 0 - 0

Fault 1 1 +/- 0

1 (0) means turned-on (turned-off), and + (-) means current flows from SM positive side to negative side
(negative side to positive side).
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Table 5.2: Operation Mode of CDSM: Case III (S5 Turned-Off Combined with Negative
SM Current)

Mode S1 S2 S3 S4 V c1vsV c2
Inserted
voltage

V c1 < V c2 +V c1

V c1 = V c2 +V c1/+V c2
Positive
Insert

1 0 1 0

V c1 < V c2 +V c2

V c1 < V c2 −V c2
V c1 = V c2 −V c1/−V c2

Negative
Insert

0 1/0 0 1/0

V c1 < V c2 −V c1
1 0 0 1/0

Bypass
0 1/0 1 0

Any 0

1 1 1/0 1/0 0 or V c2Fault
1/0 1/0 1 1

Any
0 or V c1

5.3 Device-Level Electrothermal Model of CDSM

This section proposes the device-level electrothermal model of CDSM, which can accu-
rately simulate the thermal conditions of the IGBT modules. It describes the proposed
modeling schemes and explains the parallelism from algorithm perspective, which in-
cludes device-level, SM-level, and converter-level modeling schemes.

5.3.1 Device-Level Modeling Scheme

Device-level modeling refers to the generation of the circuit model of individual IGBT
modules and diodes, which are the voltage source vsw (subscript sw indicates the IGBT
module or diode) in series with the resistor rsw as shown in Fig. 5.3 (a). In this work,
the detailed device-level electrothermal model of the IGBT modules for CDSM MMC is
built using the information obtained from the manufacture’s datasheet for the Infineonr

FZ400R33KL2C B5 IGBT module [91]. The algorithm contains the temperature-dependent
electrical interface parameter calculation, the power loss calculation, the thermal network
calculation, and the device-level linearized transient waveform calculation.

5.3.1.1 Temperature-Dependent Electrical Interface Parameter Calculation

The electrical interface of the IGBT or diode is composed of the voltage source vsw in series
with a resistance rsw. The temperature-dependent IGBT and diode output characteristics
can be obtained from the datasheet, as shown in Fig. 5.4 (a). The piece-wise polynomial
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curve fitting scheme is applied, with the following equations:

v(i) =
n∑
i=0

ani
n, rsw =

dv
di

=

n−1∑
i=0

bni
n, vsw = v(i)− rswi, (5.1)

where v and i are the voltage and current across the device; an and bn are the correspon-
dent polynomial coefficients. In this work, the curve is divided into three sections: the
threshold section, the nonlinear section, and the linear section. In the threshold section,
since the current is very small and has negligible influence on the electrical and thermal
performance, the device is simply modeled as a large fixed resistor. In the nonlinear sec-
tion, a third- or a fourth-order polynomial function is used, while the first-order fitting is
applied when current is large in the linear section or section III as shown in Fig. 5.4 (a).
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Figure 5.5: Equivalent circuit for IGBT module thermal network.

Since the datasheet only provides the characteristics at T1 = 25◦C and T2 = 125◦C, linear
interpolation is applied to calculate the values at arbitrary temperatures, which can also be
used for other temperature-dependent variables given in datasheet, such as switching en-
ergy, IGBT current rise, fall time, etc. Taking the example of rsw, the interpolation equation
is given as:

rsw(Tvj) =
Tvj − T2
T2 − T1

(rT2sw − rT1sw) + rT2sw, (5.2)

where Tvj is the junction temperature of the corresponding device.
When using equivalent circuit method for SM-level modeling, only a portion of the

devices are turned on in a certain operation case. Therefore, not all device-level model
parameters are required for the calculation of SM interface. However, if the thermal per-
formances of all power electronic devices in the SM are required to be monitored, the
conditions and variables for all devices shall be calculated and stored.

5.3.1.2 Power Loss Calculation

After solving the system circuit matrix, the arm current is obtained, and the SM capacitor
voltage can be updated. This data along with the IGBT gate signals can be used to calcu-
late the power losses of the individual IGBTs and diodes. The power losses of the power
electronic switches are mostly composed of the conduction power losses and the switching
power losses. The conduction power loss Pcond is given as:

Pcond(t) = (rsw(Tvj)i(t) + vsw(Tvj))i(t). (5.3)

The switching energy at 125◦C is given by the datasheet as shown in Fig. 5.4 (b). The
switching energy Eswitch is assumed to be proportional to the voltage between the device
when turned off. The fitting equation using second-order polynomial function is given as:



Chapter 5. MPSoC-Based Real-Time Emulation of Clamp Double Sub-Module MMC 72

Eswitch(i(t), v(t)) = (

2∑
i=0

ani
n)

v(t)

vrated
, (5.4)

where vrated is 1800V in this work. The switching energy at 25◦C is also given at the rated
test condition, where current is 400A when IGBT/diode turned on. The complete energy
curve at 25◦C can be estimated following the proportional relation of the rated condition.
The switching energy at an arbitrary temperature can then be estimated using linear inter-
polation similar to (5.2). The total power losses is calculated as:

Ploss(Tvj) = Pcond(Tvj) +
Esw(Tvj)

∆t
, (5.5)

where ∆t is the simulation time-step.

5.3.1.3 Thermal Network Calculation

The obtained power losses of the individual switches are the inputs to the thermal network
as shown in Fig. 5.5. The thermal network contains 6 stages of thermal impedances from
the semi-conductor junction to the case, the thermal paste, the heatsink, and the ambient.
Each thermal impedance is composed of a thermal resistor and a thermal capacitor, and
multiple devices can be mounted on the same heatsink. Table 5.3 presents the impedances
in the form of resistances and time constants, where Zthjc, Zthch, and Zthha represent the
impedances from the junction to the case, the case to the heatsink, and the heatsink to the
ambient environment, respectively. In this work, multiple IGBT modules are connected in
parallel and in series to provide sufficient current and voltage rating for the MMC system.
It is assumed that the paralleled IGBT modules are mounted on the same heatsink. The
junction temperature is calculated using the Trapezoidal integration rule as follows:

Tvj(t) =

5∑
i=1

(
Rith ·∆t

2τ ith + ∆t
(Ploss(t) + Ploss(t−∆t)) +

2τ ith −∆t

2τ ith + ∆t
∆T ith(t−∆t))+

R6
th ·∆t

2τ6th + ∆t
(Ptotal(t) + Ptotal(t−∆t)) +

2τ6th −∆t

2τ6th + ∆t
∆T 6

th(t−∆t) + Tamb,

(5.6)

where Ploss and Ptotal is the power loss of the device and the total power losses of the
devices in the same heatsink; Tamb is the ambient temperature; ∆T ith(t−∆t) is the history
temperature across impedance Zith. The calculated junction temperatures are then used to
update the temperature-dependent parameters.

5.3.1.4 Device-Level Linearized Transient Waveform Calculation

This work uses linearized waveforms for the IGBT transients in [12, 14]. The rise time and
fall time of the IGBT are obtained from the datasheet, which are temperature dependent.
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Table 5.3: Thermal Impedances of the Thermal Network
Device Parameter i=1 i=2 i=3 i=4 i=5 i=6

Ri
th[K/kw] 11.475 6.375 1.53 6.12 12 5IGBT
τ ith[s] 0.03 0.1 0.3 1 3 45

Ri
th[K/kw] 22.95 12.75 3.06 12.24 24 5Diode
τ ith[s] 0.03 0.1 0.3 1 3 45
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Figure 5.6: Hierarchical illustration of MMC modeling algorithm.

The slope of the transient is assumed to remain constant, therefore the rise time and fall
time of the current and voltage waveform are proportional to the values of the turn-on
current and turn-off voltage of the device, respectively. Since the datasheet only provides
the rise time and fall time of the current waveform, the corresponding fall time and rise
time of the voltage waveform are estimated by the switching energy losses.

5.3.2 SM-Level Modeling Scheme

The task of SM-level modeling is to obtain the simplified SM model composed of the volt-
age source and resistor. Multiple simplification schemes were developed in the literature
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such as Thévenin equivalence method, surrogate network method, and equivalent circuit
method [23, 48, 100]. The SM-level modeling schemes can be significantly different among
the above-mentioned schemes. The computation effort of determining Thévenin equiv-
alent is similar to solving the matrix equation of the SM circuit model. The number of
effective nodes is calculated as the total nodes of the circuit topology minus one, which
is assumed to be the ground node. The HBSM only contains two effective nodes, while
the CDSM topology contains 5 effective nodes. The computation effort increases cubically
with the matrix size to be solved, which is the same as the number of effective nodes.
Therefore it can be computationally expensive to use Thévenin equivalence method to cal-
culate for all the CDSMs.

This work uses multiple equivalent circuits for different switching combinations, which
is essentially the same as the surrogate network method, and the equivalent circuit method.
With a certain switching combination, current flows into some determined branches. The
leakage current of the IGBT module can be as small as several milliamperes, and is there-
fore neglected. Under most operating conditions, there is only one current path between
the terminal nodes. Fig. 5.3 (a) shows the CDSM circuit model, and the black path indi-
cates the active current route, when S1 and S4 are turned on. The capacitor is modeled as
the impedance Rc in series with the history voltage source vHistc using Trapezoidal rule,
and a leakage resistance Rl is also included.

The SM-level model can be obtained by summing the circuit model elements of the
devices in the active path to a voltage source in series with a resistor, as shown in Fig. 5.3
(b). The determination of the circuit topology is based on the gate signals of the IGBTs,
the current direction and the relation between the two capacitor voltages as listed in Table
5.1 and 5.2. Occasionally, symmetrical current paths may happen, which can be easily
combined by adding the conductances of the two paths.

5.3.3 Converter-Level Modeling Scheme

The MMC has a large number of switching devices and relatively complex circuit topology,
which is a major challenge for its modeling and simulation. To accelerate the computation
speed, the size of the system matrix shall be minimized. In this work, equivalent voltage
sources and impedances are used for all SMs. Using the arm current of the last time-step,
the simplified SM model can be summed to a single voltage source to interface with the
external circuit. Therefore, the nodes of the interface elements for the converter arms are
substantially decreased, and all SMs can be calculated in parallel.

Fig. 5.6 illustrates the major algorithm of the proposed electrothermal CDSM MMC
model. The complete electromagnetic transient simulation of MMC system is composed
of device-level, SM-level, converter-level, and system-level calculation. The sequential
relation exists between different levels, which means only when the interface elements of
the fundamental level are obtained, the results of the next level can be accomplished. The
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Figure 5.7: (a) Circuit topology of MMC-based three-terminal MTDC system and (b) con-
trol diagram of MMC. (The signals with the superscript * are reference signals.)

calculation among the units of the same level can be parallelized well. When expanding
each level, the amount of the paralleled device-level units is substantial and requires large
computation capability. The parallelism also exists in each calculation step of the device-
level modeling scheme.

5.4 Case Study and Hardware Implementation

A three-terminal DC system is used as the case study as shown in Fig. 5.7 (a) to illus-
trate the effectiveness of the proposed modeling schemes. The MTDC system is composed
of two HBSM MMC stations and one CDSM MMC station connected by two 100km +/-
200kV DC transmission lines. The major parameters of the case study are listed in Ap-
pendix. A ground fault of both poles at Bus2 is applied to the test condition. Since this
work is focused on the modeling of CDSM MMC, the electrothermal model is only used
for MMC2, while MMC1 and MMC3 are using equivalent circuit models. All MMCs have
17 levels, which means that each MMC arm has 16 HBSMs or 8 CDSMs. To provide suf-
ficient current rating and voltage rating, four FZ400R33KL2C B5 IGBT modules or diode
are connected in parallel, and 14 such paralleled structures are connected in series [91].
The transmission lines are modeled using distributed line or Bergeron model.
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Figure 5.8: The design of the MTDC emulation system.

5.4.1 Design Partition

The computation of the MTDC system is allocated to the four APU cores and programmable
logic resources of the Zynq UltraScale+ MPSoC system. The major challenge of the par-
tition process is to minimize the communication latency between different computation
units. In other words, the exchanged data between different units shall be minimized. As
discussed in the last section, programmable logic is more suited for highly paralleled tasks,
which are the MMC SMs related computation in this work. To save the PL resource, other
computations are located in PS part, though some of them could be accelerated in PL.

With the above consideration, the system design is first partitioned into the three sub-
systems separated by the distributed line model. Besides the process control signals for
synchronizing purpose, the exchanged data during periodic calculation is only the history
current of the transmission line model. The system matrix can also be divided into three
smaller sub-matrices. One APU core is responsible for the calculation of each sub-system,
and the fourth core is used for the system-level control calculation which generates the
modulation signals for valve-level control. The valve-level control requires the SM capac-
itor voltage sorting process and generates gate signals for all SMs, which needs a large
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amount of data exchange from the SM calculation units. Therefore the valve-level control
is located in PL section to avoid the long latency between PS-PL communication.

Fig. 5.8 shows the major computation processes of all applied units in Zynq UltraScale+
MPSoC. APU 1 is the master core which controls the simulation processes. At the begin-
ning, it executes the hardware initialization, which includes waking up other cores, setting
system counter, and initializing the PL module. Then it begins the initialization of the ap-
plication, which are the calculation of the circuit element parameters, and the variable
initialization. The initialized data is sent to other cores during the receiving process.

Then the periodic calculation begins, APU 1-3 can execute simultaneously for the cor-
respondent sub-systems. They first exchange the transmission line data, and then calcu-
late the variables for other components, such as the transmission lines, arm inductances,
voltage sources, etc. In the meantime, the valve-level control, HBSM MMC, CDSM MMC
modules of the sub-systems on PL will start their respective calculations. With all vari-
ables calculated, the system matrix equations are calculated and the history data of the
transmission lines and the inductances are then updated. APU 1 will first wait for the
accomplishment of other cores and then wait until the next time-step comes in real-time
before entering to the next loop. The system-level control can have its independent time-
step, and can transfer its system-level control data with a fixed delay. It uses classical
dq-axis decomposition and PI controllers for the DC voltage and power outer loop control
and the inner current loop control as shown in Fig. 5.7 (b) [5, 21]. In this work, the control
on APU 4 uses the same time-step as the simulation time-step, and transfers its control
variables during the component calculation process of other cores.

On the PL, the valve-level control module generates the gate signals for the HBSM
MMC and CDSM MMC module using capacitor voltage sorting based control scheme [21].
Hardware sorting of n capacitor voltages in one converter arm is implemented with full
n(n−1)

2 times comparison, which can be conducted in parallel. By adding the corresponding
one-bit comparison results, the sequence is generated. Compared with sequential software
sorting, hardware sorting is substantially faster, which uses two FPGA clock cycles (20ns)
for the SMs in one arm. It is noted that software sorting can also use n(n−1)

2 times com-
parison in the worst case scenario, which must be considered for real-time application.
In HBSM MMC module, the major tasks are the SM capacitor voltage update and MMC
arm interface calculation. The interface calculation for SMs in one arm is conducted in
parallel. The interface voltage sources of SMs are summed to generate the arm interface,
and then sent back to corresponding APU cores. The general process of CDSM MMC is
similar to the more complex process of the SM interface generation, where the device-level
electrothermal model is applied as described in Section III.
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Figure 5.9: Hardware setup of the emulation system on the MPSoC.

Table 5.4: Resource Consumption of Modules on PL

Module LUT FF DSP

Valve-level
control module

24635 (9.0%) 8234 (1.5%) 0 (0%)

HBSM MMC
module

13896 (5.1%) 12390 (2.3%) 135 (5.4%)

CDSM MMC
module

213104 (77.7%) 160800 (29.3%) 970 (38.5%)

Available 274080 (100%) 548160 (100%) 2520 (100%)

5.4.2 Latency and Resource Consumption

The latencies of the major processes during the periodic calculation are shown in Fig. 5.8.
For instance, the calculation time for the component calculation takes 0.61µs and the cal-
culation of the matrix equation takes 1.48µs on APU 1. The calculation time on different
APU cores has slight variance due to the minor difference of the included components.
For instance, MMC system 2 contains the two-state resistance connecting to the ground for
short circuit test purpose, and MMC system 1 contains two outgoing transmission lines.
Although the computation can be fully paralleled on FPGA resources as long as the algo-
rithm allows, it may not be necessary and can consume much hardware resource. Mul-
tiplexing and pipelining are used for the resource optimization. The valve-level control
module for one arm takes 30ns, and it takes 540ns for 18 arms in 3 MMCs by multiplexing.
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Figure 5.10: Steady state results: (a) (b) AC voltages, (c) (d) AC currents, and (e) (f) SM
voltages. (The left sub-figures are real-time results, and the right sub-figures are offline
PSCAD/EMTDCr results.)

The HBSM MMC module includes three sets of the paralleled arm calculation units, and
the CDSM MMC module has two sets of arm calculation units. The resource consumption
for the modules are listed in Table 5.4, which is relevant to the allocation of correspond-
ing arm-level units. In other words, the resource consumption can be lower with a higher
cost of the latency by using fewer paralleled units. Another strategy to reduce the resource
consumption and increase the MMC level number is applying hybrid modeling scheme by
using both electrothermal model and simple equivalent circuit model in the same MMC,
which will be developed in future work.
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Figure 5.11: Voltage and current switching transient waveforms of S1: (a) (b) turn-on pro-
cess and (c) (d) turn-off process. (The left sub-figures are real-time results, and the right
sub-figures are offline SaberRDr results.)

5.5 Real-Time Emulation Results and Analysis

Fig. 5.9 presents the hardware setup of the emulation system. A host computer down-
loads the programming files including the bitstream to the Xilinxr ZCU102 MPSoC board
through the USB cable and the on-board JTAG chip. The Zynq board contains the Ul-
traScale+ MPSoC XCZU9EG device, DDR4 memory and various I/O devices, etc. On
the Zynq device, the CPU cores are running at 1.2GHz, while the FPGA is running at
100MHz. The real-time results are transferred to the digital-to-analog converter through
the FMC connector and the FMC-DAC adapter. The analog results are then collected on
the oscilloscope through SMA cables.

5.5.1 Steady-State Results

Fig. 5.10 presents the CDSM MMC AC voltages, AC currents, and the first SM capaci-
tor voltages of the upper and lower arm in phase-A. The left-side oscilloscope results are
compared with the right-side PSCAD/EMTDCr results. The small control error can be
accumulated and can lead to different conditions of SMs, especially for the voltage sort-
ing based algorithm. Therefore the switching patterns for individual SMs cannot exactly
match between the real-time results and PSCAD/EMTDCr results, which explains that
the overall performance matches quite well, however the harmonics can have small differ-
ences. Fig. 5.11 presents the turn-on and turn-off switching transients of S1. The results
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Figure 5.12: (a) Active power of MMC1, MMC2 and MMC3, (b) DC current and DC volt-
age of MMC1, and (c) power loss of S1.

are compared with SaberRDr, which uses detailed datasheet-based device-level behavior
model for IGBT and diode. The current rise time tr, current fall time tf , voltage rise time
tV r, voltage fall time tV f are measured, with the definition of 10% to 90% change of the
steady-state Ic and Vce as shown in Fig. 5.11. The overshoot current during the turn-on
process is generated due to the reverse-recovery current of the turn-off of D2. The lin-
earized waveforms can give a good estimation of the switching transients based on the
datasheet.
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Figure 5.13: Arm current transients: (a) (b) upper arm currents, (c) (d) lower arm cur-
rents. (The left sub-figures are real-time results, and the right sub-figures are offline
PSCAD/EMTDCr results.)

5.5.2 DC Power Flow Control

This subsection presents the test results of the power flow control of the MTDC system
as shown in Fig. 5.12. Among the three MMC stations, MMC1 maintains the DC voltage
of the MTDC grid, while MMC2 and MMC3 control the power flow. All the MMCs can
adjust the reactive power of the corresponding AC systems independently. The reference
active power of MMC2 changes from -600MW to 400MW from 1.2s to 1.5s of the simulation
run, and the reference active power of MMC3 changes from -400MW to 200MW from 2.0s
to 2.3s of the simulation run. The positive direction of the active power is defined as the
direction from the DC side to the AC side of the converter. The reactive power of the
converter is all controlled to be 0MVar. As shown in Fig. 5.12 (a), the reference power
tracking performances of MMC2 and MMC3 is satisfactory, and the power flow of MMC1

can eventually reach steady-state with the disturbance due to the regulation of DC voltage.
Fig. 5.12 (b) shows the change and variation of DC current and DC voltage of MMC1.
Fig. 5.12 (c) shows the power loss of S1 (MMC2), which first decreases to almost 0kW and
then rises to a steady condition during the power flow reverse.
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Figure 5.14: Power losses on oscilloscope: (a) power loss of S1 and (b) power loss of S5.

5.5.3 DC Fault Transient Results

A DC ground fault is applied to the case study system at 0.8s of the simulation run. Once
the instantaneous over-current is detected which is +/-10kA in this work, the protection
mode is activated and S5 is turned off. The capacitor voltages are then inserted into the
arm with the reversed polarity to suppress the fault current. Once the arm current reaches
0, the breaker in the converter arm is then opened. Fig. 5.13 shows the comparison of the
arm current fault transients of the upper and lower arms between the real-time results on
the oscilloscope and the PSCAD/EMTDCr results. It is observed that the rate changes
during the decrease of the current. It happens because when the other arm current in the
same converter leg reaches 0, the effective circuit topology is changed. Fig. 5.14 presents
the power losses of S1 and S5 in the first CDSM of phase-A upper arm. The conduction
power losses of the switches are zoomed between 0.775s and 0.795s. The switching power
is not exactly instantaneous power, but the average power during every simulation time-
step. The power losses during the fault transient are substantially larger than the losses
during steady-state operation. The composition of the power losses between S1 and S5 is
very different due to the different switching pattern of the devices. S5 is always turned
on unless the protection mode is active. Therefore, during normal operation, there are
only conduction power losses. Fig. 5.15 shows the junction temperatures of all devices
in the first CDSM in phase-A upper arm, which are compared with SaberRDr results.
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Figure 5.15: Junction temperatures: (a) (b) S1, D1, S2, and D2, (c) (d) S3, D3, S4, and D4,
and (e) (f) S5, D5, S6, and D7. (The left sub-figures are real-time results, and the right
sub-figures are offline SaberRDr results.)

Due to the difference of the switching pattern, the existence of the MMC loop current, the
junction temperatures can be quite different for the devices though they may have same
electrothermal characteristics. When the fault happens, the junction temperatures of the
active devices first rise sharply due to the abnormally high power losses, then decrease to
a lower value since the converter is shut down. Due to the assumption that the paralleled
devices are mounted on the same heatsink, the junction temperatures of D6 and D7 are
not influenced by other devices and do not change until the fault mode is active. When S5

is turned off, the two capacitor voltages are balanced very quickly, and D6 and D7 evenly
share the current as long as they have same characteristics. The proposed method assumes
that the voltages will be instantaneously balanced, otherwise numerical oscillation may
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occur with EMT type algorithm. It explains that the junction temperatures of D6 and D7

are exactly same in oscilloscope results, while there is a minor difference in the SaberRDr

results. Due to the difference of the modeling schemes and solution methods between the
proposed method and SaberRDr, a small amount of error is expected.

5.6 Summary

This chapter proposed the device-level electrothermal model for CDSM MMC for the real-
time simulation of MTDC system on an MPSoC. The design and partition of the emula-
tion system are described in detail. The system-level waveforms, device-level waveforms,
power losses, and junction temperatures of individual switches were collected and val-
idated with PSCAD/EMTDCr and SaberRDr. The detailed device-level results can be
further used to evaluate the switch condition under normal operation and contingency
for a specific control and protection scheme. Such a comprehensive real-time emulation is
necessary for the safe operation of the MTDC system.



6
Off-Line Simulation of the AC/DC Grid

6.1 Introduction

This chapter is focused on the efficient and accurate electromagnetic transient simulation
of a complex AC/DC transmission system on PSCAD/EMTDCr. The proposed AC/DC
grid integrates the CIGRÉ DC grid test system, IEEE 39-bus system, and wind farms, as
shown in Fig. 6.1 [2, 101]. The DC grid is specifically focused on in this work, which
employs various converter topologies including modular multi-level converter, 3-level
neutral-point-clamped converter, 2-level converter, and four-quadrant DC/DC converter.

Among the different converter topologies, the MMC has the advantages of low switch-
ing frequency, low harmonics, and high modularity, which is also challenging for electro-
magnetic transient simulation due to the complex circuit topology [12, 18, 19]. Thévenin
equivalence scheme is often used for MMC modeling to reduce the number of electrical
nodes [23]. Instead of using the two-state resistor for IGBT module modeling, this work
proposes the piecewise polynomial curve fitting modeling method for the IGBT module in
the MMC sub-modules to increase the simulation accuracy.

The computation effort for EMT simulation can increase significantly with the scale
of the AC/DC grid. Model reduction or model equivalence is often adopted to decrease
the calculation time for a large system. For instance, average value model and switching
function model can be used to model AC-DC converters instead of using discrete switching
devices [2, 20].

In this work, a hybrid modeling scheme is applied to the system, which is defined as
utilizing multiple model complexities of the converters and other elements at different lo-
cations in the EMT-type simulation for the purpose of obtaining optimal performance of
both accuracy and simulation speed. The most detailed model is used for the most in-

86
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Figure 6.1: Topology of the AC/DC grid.

teresting component or area. Two criteria of zone division are defined. The system can
be partitioned into study zone and external zone based on the simulation purpose. The
study zone contains the nodes and components where the transient event happens or de-
tailed observation is required, and the external zone contains the rest of the components.
The system can also be partitioned into a detailed zone, accurate zone, and averaged zone
based on the model complexity. For a specific circuit and simulation purpose, the study
zone is given, for instance, the fault location, the location of the controller and protection
relay requiring parameter tuning. It can be challenging to determine the zones of different
model complexity to achieve optimal performance of efficiency and accuracy. This work
proposes three zone partition schemes based on distance, node number, and network cou-
pling with result comparison. The circuit topology reduction is not applied in this work to
ensure the flexibility of changing the study zone. By changing the model complexity, the
components at any location can be included in the study zone.

The major contribution of this work is the proposed MMC modeling method, the de-
tailed electromagnetic simulation of the complex AC/DC grid, and the zone partition
schemes using different converter model complexities. A matrix mapping scheme is pro-
posed in this work to illustrate the zone partitioning. This chapter describes the AC/DC
grid, the modeling schemes for various components, and the zone partition schemes. The
case studies and the simulation results are described and presented.
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Figure 6.2: Topologies of converter: (a) modular multi-level converter, (b) three-level
neutral-point-clamped converters, (c) two-level converter, and (d) four-quadrant DC/DC
converter.

6.2 AC/DC Grid Description and Hybrid Modeling

As shown in Fig. 6.1, the AC/DC grid is composed of onshore IEEE 39-bus system, the
offshore wind farms and the CIGRÉ DC grid test system, which emulates a modern trans-
mission system efficiently integrating renewable energy sources. The CIGRÉ DC grid,
which contains 3 DC transmission systems, was designed by CIGRÉ working groups as
a common reference for DC grid study [2]. In the original report, MMCs are used for all
the AC-DC converters with averaged model [2]. In this work, hybrid converter topologies,
including MMC, 3L-NPC converter, and 2L converter, are adopted with the topologies
shown in Fig. 6.2 (a)-(c), for the purpose of presenting a more variant and realistic test sce-
nario. Four-quadrant DC/DC converter is applied for Station Cd-B1 (Fig. 6.2 (d)), while
two-quadrant DC/DC converter is used for Station Cd-E1 (right side or left side of Fig. 6.2
(d)). For convenience, 60 Hz is used for all the AC transmission systems, although the
AC system frequency connecting the wind farms can be different. The control diagram of
the AC-DC converter is shown in Fig. 7.2, which is composed of outer loop control, in-
ner current loop control, and the pulse width modulation (PWM) generator. The voltage
droop control is added to regulate the DC voltage for power sharing. For MMC, phase dis-



Chapter 6. Off-Line Simulation of the AC/DC Grid 89

am 1g

ref
dcV

dcV

refP
P

PI

PIref
dcV

dcV

droopK
Droop Control

ref
acV

acV

refQ
Q

PI

PIref
acV

acV

droopK
Droop Control

dv

ωL 

PI

dq
abc

ref
di

di

ωL 

PI

ref
qi

qi

qv

Limiter

abcm

abc
dq

ABC
sv

ABC
si



abc
dq


PLL

Outer Loop 
Control

Inner Current 
Loop Control

Outer Loop 
Control

PWM Generator

… 
1g

… 

… 

2L

3L-NPC

2g

1 2 n
capv

am
1 4 ng

armi

MMC

Determine
 SM 

number

am
3g

2g
4g

Carrier

Carrier

Carrier

Compare

Compare

Compare

Sorting

Carrier

Determine
 gate

signals

Figure 6.3: AC-DC converter control scheme.

position method is used for capacitor voltage balancing, which is equivalent as staircase
modulation for high-level MMC [21].

The electromagnetic transient simulation is conducted for the proposed AC/DC grid
with hybrid modeling complexity. Among various components, the converters, especially
the MMCs, in the DC grid are specifically focused on for accurate modeling in this work.
The proposed piecewise polynomial curve fitting method for MMC modeling is described
in detail, while different types of models for converters and other elements are briefly
reviewed.

6.2.1 Proposed Modeling Scheme for MMC

The topology and the circuit model of a half-bridge MMC SM are shown in Fig. 6.4 (a)
and (b). Each IGBT module, containing an IGBT and an anti-parallel connected diode,
is modeled by series connected nonlinear resistor and voltage source representing the
slope resistance ron and the threshold voltage von in this work to increase the modeling
accuracy compared with the two-state resistor model conventionally applied for Thévenin
equivalence based MMC model. The leakage resistance Rleak is added in parallel with
the capacitor, modeled with series connected equivalent resistorRc and history term vHistc .
Fig. 6.4 (d) shows the output characteristics of the IGBT and diode from the manufacturer’s
datasheet [91].

This chapter proposes the scheme of applying multiple polynomial functions to fit the
highly nonlinear characteristics, as the following equations:

v(i) =
n∑
i=0

ani
n, (6.1)

ron =
dv
di
, von = v(i)− roni. (6.2)

The entire v-i curve is divided into three sections. Section I is the region where cur-
rent is very small and grows exponentially with the increase of the voltage. The current
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in Section I has little impact on the system simulation and is normally not presented in
the datasheet. Therefore a large constant resistance is used to model this region. Sec-
tion II is modeled with a third order polynomial function for the nonlinear characteristics.
Higher orders can obtain extra accuracy, however, with the cost of extra computation bur-
den. When the current increases, the resistive relation dominates; therefore, Section III is
modeled with a first-order equation. More sections can also be applied to improve the
fitting accuracy and can ease the issue of discontinuity of the section boundaries. Since
the SM current is the same in one arm, the additional calculation time for the nonlinear
resistance and voltage sources is small and does not increase with the SM numbers. The
fitted parameters of polynomial functions for the IGBT and diode characteristics and their
corresponding fitting errors are listed in Table 6.1.

The exact resistances and voltage source values of the upper and lower IGBT modules
(r1, v1, r2, and v2) are determined based on the gating signals and the direction of the SM
current ism. Thévenin equivalence is then applied for node elimination, given as follows:

vsm(t) = rsmism(t) + vHistsm (t−∆t), (6.3)

where
rsm =

((Rc +Rleak)r1 +RcRleak)r2
(Rc +Rleak)(r1 + r2) +RcRleak

, and (6.4)
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Table 6.1: Fitted Parameters of Polynomial Functions for IGBT and Diode Characteristics

Device
Section II Section III

a3 a2 a1 a0 error a1 a0 error

IGBT 19.332 -19.501 11.118 1.069 1.50% 4.787 1.720 0.16%

Diode 25.950 -25.319 10.743 0.598 2.48% 2.292 1.675 0.36%

The voltage and current are in the units of V and kA, correspondingly.

vHistsm (t−∆t) =
(vHistc (t−∆t)− v1 − v2)(Rleak +Rc)r2

(Rc +Rleak)(r1 + r2) +RcRleak
+ v2. (6.5)

Then the SM equivalent resistor rsm and history term vHistsm of the same arm are summed
to form the interface for the system-level circuit. With the proposed model, the detailed
waveforms of both the capacitors and individual IGBT modules can be presented accu-
rately as well as the conduction power losses of switches. Because the datasheet only
provides the current range of normal operation, the curve fitting may not be accurate if
an extreme large current goes through the device. In this work, the proposed model is
realized by designing user-defined module with Fortran code in PSCAD/EMTDCr.

6.2.2 Two-State Resistor Model

The two-state resistor model uses a resistor with two distinct values to present the switch-
ing state, which are a small value for on-state and a large value for off-state. This model is
a simple type of discrete switch model, while it cannot represent the detailed and accurate
characteristics of IGBT modules.

6.2.3 Switching Function Model

The switching function model uses the voltage sources at AC side and the current source
at DC side, with the waveforms controlled by the IGBT gate pulses, DC side voltage and
AC currents. The circuit topology is similar for various converter types, except for the
additional arm inductors in MMC. For the MMC, the switching function model can not be
used to verify the capacitor voltage balancing algorithm, since the voltages are assumed
to be the same. Since the value of the equivalent voltage source and the current source is
based on the data of last time-step, errors and even oscillation may occur, which can also
happen for the average value model.

6.2.4 Average Value Model

The average value model uses similar topology as the switching function model, except
using the fundamental frequency waveform instead of switching function waveforms. For
different converter topologies, the harmonics induced by switched waveform are ignored.
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Therefore, this model cannot effectively differentiate multiple converter topologies and
can not be used to analyze the converter harmonics. For the MMC, especially with high
levels, the system-level waveforms will not seem very different compared with the other
detailed modeling schemes during steady-state operation. When using averaged model,
the PWM control is not necessary and can be neglected, which saves the computation effort
for controllers.

6.2.5 Wind Farm

The wind farm by itself can be a complex system, which may involve hundreds of gener-
ation units. The fixed-speed wind generator is used in this work, composed of the wind
turbine, drive train, induction machine, pitch angle controller, compensating capacitor,
and step-up transformer [101]. A controlled current source is connected in parallel with
the single wind turbine modeled in detail, which has the value of n-1 (n is the number of
the wind generators in a wind farm) times the current going through the single unit. In
this way, the wind farm can be represented by the duplication of a single generation unit.
If the wind farm is not the object of interest, it can be simplified to be a single induction
machine or even an equivalent voltage source in series with impedance. Alternately, more
detailed and complex wind turbine models, such as variable-speed wind generator based
on doubly-fed induction machine and the corresponding converters, can also be included.

6.2.6 Transmission Line/Cable and Other Elements

The major transmission line and cable models include frequency dependent model, Berg-
eron model (traveling wave model), and PI section model (at fundamental frequency), etc.
The first two types are distributed model, while the third one is a lumped model. The dis-
tributed model presents the delay property of traveling waves, which can be used to effec-
tively and conveniently decompose the entire circuit topology into multiple sub-systems.
The PI section model has a straightforward topology with few data input; however, it
cannot decompose the system topology, and can consume longer computation time for a
large system. For DC transmission line, high frequency harmonics induced by converter
switching can be significant instead of the fundamental frequency of AC system. There-
fore, the Bergeron model is not sufficient and accurate for DC transmission line system
even under steady-state operation. The system also contains other elements, such as trans-
formers, synchronous generators, etc. The AC system model can be made more complex
by including the nonlinearities, such as the saturation and hysteresis of transformers.

The judgment of the accuracy and efficiency of a certain model is highly dependent
on the application. The major focus of this work is the AC-DC converter modeling with
multiple topologies and different modeling complexity. In this work, other elements are
considered as control variables, and use fixed and feasible modeling schemes. Since this
work adopts relatively simple topology of DC/DC converters, the DC/DC converters use
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discrete switches for modeling without further simplification. In the IEEE 39-bus system,
the Bergeron model is used for AC transmission lines, since only the impedance of system
frequency is provided, and the voltage source in series with impedance is used to represent
the generators. Frequency dependent modeling is applied to the DC transmission lines and
cables.

6.3 Grid Partition Schemes

To optimize the accuracy and efficiency of the electromagnetic simulation of large AC/DC
grid, the converter modeling of multiple complexities is applied for different zones. This
section describes three partition schemes based on distance, node number, and network
coupling. In addition to the application in this work, the circuit partitioning schemes has
wide applications, such as the hybrid simulation of transient stability and electromagnetic
transient simulation, and node tearing for parallel calculation.

6.3.1 Distance

The modeling scheme can be simpler if the distance is far from the center of the study zone,
which can be a single node or multiple nodes. The scheme is based on the assumption
that the longer distance of transmission lines can have larger impedance and need longer
latencies for the traveling waves, and the components at remote locations can have minor
and delayed effect on the electromagnetic transients. This scheme is straightforward, and
has most clear and certain criteria for partitioning. It is particularly useful when the circuit
topology is similar to the tree structure without forming loops at remote end as shown in
Fig. 6.5 (a), which is common for a distribution network. A case disobeying this scenario
could be the existence of a remote electrical bus which has multiple paths connecting to
the study zone as shown in Fig. 6.5 (b), which is common in a transmission network. This
remote bus will be partitioned into the accurate or averaged zone by the scheme based on
distance; however, it has significant influence to the study zone. This drawback can also
happen on the node number based scheme.

6.3.2 Node number

The electrical nodes between the converter location and the center of study zone can be
another significant indicator for zone partition. Simpler models can be used for the con-
verters when the electrical node number is large. Actually, the node number shall refer to
the one existing in the matrix equation instead of the circuit topology. The determination of
exact node numbers can be challenging, which requires detailed knowledge of modeling
scheme and solution algorithm of a specific EMT software. The node elimination scheme
for a certain element or a group of elements can be different for various programs. For sim-
plicity and certainty, the electrical nodes in this work refer to the ones existing in the circuit
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Figure 6.5: Circuit topology: (a) tree structure, (b) mesh structure.
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topology, which are the AC and DC buses in the case study. A matrix mapping method
is proposed to illustrate the concept of node number partitioning, which is similar to the
procedure of constructing the conductance matrix. The diagonal element, which is a cross,
stands for the circuit node or bus in the circuit topology. Whenever a connection exists
between two nodes, crosses are symmetrically placed at the intersection of correspond-
ing rows and columns of the two nodes. The dashed line, which must go through the
off-diagonal cross, as shown in Fig. 6.6, is a connection between the two buses. The node
number is the minimum off-diagonal crosses for all possible routes between two nodes.
For example, the node number between Node A and Node B is 1, while the node number
between Node B and Node C is 2. The node number can be determined from either the
circuit topology or the proposed matrix mapping. The elements in a conductance matrix
stand for the conductances connecting to a node, while the cross in the matrix mapping
may represent a group of nodes or elements for the purpose of presenting the connectivity
or coupling relation of a circuit topology. The off-diagonal elements can be later replaced
by other meaningful values to represent the connectivity.
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6.3.3 Network coupling

Network coupling refers to the coupling strength between components or sub-networks.
If multiple paths exist between two components, they are considered strongly coupled. In
many cases, the coupling of the electromagnetic field is much weaker than direct galvanic
connection. Galvanic isolation can be a criterion for zone partition. Especially under con-
tingency conditions, the fault may have a significant impact on the area without galvanic
isolation though far from the study zone. The nominal power flow and short circuit capac-
ity is another factor. With large power flows between two networks, the coupling strength
is considered strong. The partition process is to apply a cut set for the circuit topology. A
weighting function can be applied for each branch, considering the above aspects, includ-
ing galvanic isolation, power flow, etc. In addition, the size of each zone can be applied
as the constraint to determine the cut set. More future research work is needed to deter-
mine the appropriate weighting function and the corresponding coefficients. The process
can also be interpreted as the matrix mapping scheme. As shown in the Fig. 6.6 (b), the
top layer, which covers the row and column of Node A, indicates the connections of Node
A; the middle layer indicates the internal connections of the zone composed of Nodes A
and B; the bottom layer indicates the external connections of Zone A-B. The weighting
value can replace the off-diagonal crosses. Finding minimum total coupling strength is
equivalent to finding the zone with the minimum sum of the weighting values located in
the bottom layer. It is noted that the matrix mapping does not necessarily give a more
intuitive solution than the circuit topology graph, while it offers a different perspective to
observe the circuit.

In this work, the DC grid is composed of three DC systems. There are limited connec-
tions between the DC systems, and the DC/DC station does not provide galvanic isolation.
Therefore the coupling between DC Systems 3 and 2 is deemed stronger than the coupling
between DC Systems 3 and 1. This work uses the naturally existed partitioning of the three
DC systems in the CIGRÉ DC grid, while the above-mentioned schemes can be developed
for a more general circuit in future work.

6.4 Case Studies and Simulation Results

This section presents the simulation results of various tests and case studies, to verify the
proposed MMC modeling scheme, compare the converter modeling of different complex-
ities, and illustrate the hybrid modeling schemes, in the following three sub-sections, re-
spectively. The CIGRÉ DC grid test system is used for the first two sub-sections, while, for
the third sub-section, the complete AC/DC grid is utilized. For the MMCs in DC System
1 and 3, there are 200 sub-modules in each arm; for the MMCs in DC System 2, there are
400 sub-modules in each arm. The converter types used for different converter stations are
listed in Table 6.2.
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Figure 6.7: Comparative results between the proposed model and the two-state resistor
model of MMC at Station Cb-D1: (a) capacitor voltages of the first SM in the upper and
lower arms of phase-a, (b) AC current, and (c) DC voltage and DC current.
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Table 6.2: Converter Types Utilized for Different Converter Stations
Converter type Converter station

MMC Cb-B1, Cb-D1, Cb-B2, Cm-F1
3L-NPC Cm-A1, Cm-C1

2L Cb-A1, Cb-C2, Cm-B2, Cm-B3, Cm-E1
4Q DC/DC Cd-B1
2Q DC/DC Cd-E1
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Figure 6.8: Switching device level waveforms in the first sub-module of upper arm of
phase-a: (a) power losses of upper and lower IGBT modules (b) ron and von of lower IGBT
module.

6.4.1 Verification of Proposed MMC Modeling Scheme

Fig. 6.7 compares the simulation results between the proposed piecewise polynomial curve
fitting scheme and the two-state resistor model for MMC. Pole-to-pole DC fault with the
fault resistance of 0.1Ω occurs at the DC bus Bd-D1 from 1.2s lasting for 0.05s, and the
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MMC Station Cb-D1 is chosen for observation. Except for the difference of MMC model-
ing schemes, the remainder converter topologies all use discrete switches. It is observed
that the differences of capacitor voltages and AC currents of the two models are significant
at the beginning of the fault and then become smaller after few hundreds of milliseconds,
as shown in Fig. 6.7 (a) and (b). The differences of DC current and DC voltage are much
smaller compared with capacitor voltages. In other words, the steady-state results are very
close to each other for the two models, while the transient waveforms can be different. This
is due to the difference of IGBT module parameters, including the slope resistance and
threshold voltage. The two-state resistor model does not consider the threshold voltage
and uses idealized resistances for IGBT modules, which are very large value for turn-off
state and very small value for turn-on state. In contrast, the proposed model uses accurate
curve fitting for the IGBT and diode characteristics from the manufacturer’s datasheet.
When the DC fault occurs, the current can be multiples of the steady-state value, which
makes the IGBT module characteristics more significant for simulation accuracy. The pa-
rameter influence is larger for the waveforms of a single device or sub-module, compared
with converter-level or system-level waveforms.

Both models have sufficient accuracy for system-level study and can monitor the sub-
module capacitor voltage, while the proposed model can provide switching device level
waveforms, such as the conduction losses, dynamically changing ron and von for the IGBT
modules as shown in Fig. 6.8. The power losses during the fault transient and steady-state
are presented. During the fault, the instantaneous power losses can reach up to around 450
kW, which may damage the devices. Note that the performance of the protection devices,
such as breakers, by-pass switches, are not included in the simulation, which can limit the
over current and protect the devices effectively. Fig. 6.8 (b) shows the dynamic change
of ron and von according to the gate pulses and the SM current. When the IGBT module
is turned off, the resistor value is 1MΩ, which can not fit in Fig. 6.8 (b). When the fault
happens, the current is located in Section III of Fig. 6.4 (d), which makes the ron and von

unchanged for the corresponding period.

6.4.2 Comparison of Various Converter Modeling Complexities

In this sub-section, the proposed model (discrete switches applied for 2L and 3L-NPC
converter modeling), two-state resistor model (discrete switches applied for 2L and 3L-
NPC converter modeling), switching function model, and average value model are used
for the converters in CIGRÉ DC grid test system. The test condition is the same as in
the previous sub-section, which is the pole-to-pole DC fault at Bus Bb-D1 from 1.2s. The
comparison of results of DC voltage and DC current at multiple converter stations are
presented in Fig. 6.9, and the following phenomena can be observed.

1. At Station Cb-D1, which is the DC fault location, both the DC voltage and current
waveforms using switching function model and average value model have severe
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Figure 6.9: Comparative results of using different model complexities: (a) DC voltage and
DC current at Station Cb-D1, (b) DC voltage and DC current at Station Cm-C1, (c) DC
voltage and DC current at Station Cm-B2, (d) DC voltage and DC current at Station Cb-B2.

numerical oscillations, which leads to the spurious results. After few hundred mil-
liseconds, oscillations subside and the waveforms reach steady-state. This happens
mainly because the model interface uses delayed voltage and current information,
which can cause the numerical issues when abrupt change occurs. Applying iter-
ations between the AC and DC side may solve the issue; however, this is not sup-
ported by PSCAD/EMTDCr, and can consume longer calculation time.

2. At the station far away from the fault location, the switching function model and the
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average value model do not have numerical issues. However, the error is relatively
large compared with more detailed models.

3. For the MMC modeling, SM capacitor balancing is not considered for the switching
function model and the average value model, which can have a significant impact on
the transient behavior and lead to a larger error during transients compared with the
scenarios for 2L and 3L-NPC converters. Since the voltages of MMC with high levels
are almost perfect sinusoidal waveforms, therefore the system-level waveforms of
the switching function model and average value model are almost identical. For
2L and 3L-NPC converters, the waveforms can be quite different for the switching
function model and average value model, especially at the AC side of the converters.

4. Among the Stations of Cm-C1, Cm-B2, and Cb-B2, Station Cm-B2 has the largest
disturbances, which is located in the same DC System 2 of the fault location, while
Station Cm-C1 has the smallest disturbance, located in the DC System 1 which has
the weakest coupling with DC System 2. This observation is consistent with the
network coupling discussion in Section III.

In summary, the switching function model and the average value model can be used
in stations far away from the fault location with certain accuracy; however, they are not
appropriate for use exactly at the fault location. Table 6.3 presents the execution time
for a 5s run using different modeling schemes. The simulation is conducted on the PC
using Intelr Xeon CPU E5-2609 at 2.4GHz, 32 GB RAM, and Window 7 operating system.
The additional execution time of the proposed method is small (while providing greater
details) compared with the one using two-state resistor model, and the execution times of
switching function model and average value model are close to each other and are much
smaller compared with the Thévenin equivalence based methods.

Table 6.3: Execution Time Comparison of CIGRÉ DC Grid Test System

Model
Execution time
(for a 5s run)

Proposed model 501s
Two-state resistor model 423s

Switching function model 119s
Average value model 107s

6.4.3 Case Study of Hybrid Modeling Scheme

In this section, the complete AC/DC grid is used for the case study including the wind
farms and IEEE 39-bus AC system. The DC fault lasting 0.05s from 5s of the simulation



Chapter 6. Off-Line Simulation of the AC/DC Grid 101

Figure 6.10: Comparative results of converter stations using different partition schemes:
(a) DC voltage, DC current, AC-side active power, and reactive power at Station Cb-B1, (b)
DC voltage, DC current, AC-side active power, and reactive power at Station Cm-B3

occurs at the DC Bus Bb-B1, which is close to the center of the test system. In the case
study, the fault location and the converter stations around it are assumed as the study
zone. Three zone partition schemes are applied based on distance, node number, and
network coupling to divide the complete system into the detailed zone, accurate zone,
and averaged zone. The modeling schemes for different zones are shown in the upper
part of Table 6.4. Since the switching function model and the average value model have
almost identical accuracy for MMC modeling, the two-state resistor model is applied for
the accurate zone to differentiate it from the averaged zone.

For distance based scheme, the detailed zone contains the converters within 300km,
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Figure 6.11: Comparative results of wind farms and AC systems using different partition
schemes: (a) shaft speed and mechanical torque of the wind turbine connecting to Station
Cb-D1, (b) AC current form Bus 36 to Bus Ba-B0, and (c) AC current form Bus 17 to Bus 16

while the accurate zone contains the ones within 500km. For node number based parti-
tioning scheme, the detailed zone contains the converters with the node number of 1 or 0
to the node of fault location, the accurate zone contains the converters that have the node
number of 2 to the node of fault location. For the network coupling based scheme, the
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detailed zone only contains the Station Cb-B1, while all the Stations in DC system 3 are in
accurate zone. The rest converters in corresponding schemes are located in averaged zone.
The lower part of Table 6.4 presents the allocations of converter stations in the three zones
for different partition schemes.

Fig. 6.10 and Fig. 6.11 present comparative results of converter stations, wind farm and
AC system using different zone partition schemes as well as the case using all detailed
models. By using the hybrid modeling scheme, the simulation accuracy is maintained for
the transient analysis, though a certain amount of error exists. For Station Cb-B1, since
all the schemes use the detailed model, the results using different partition schemes are
quite consistent with each other, especially at the beginning of the transients. However,
the waveforms notably differ from each other after around 400 milliseconds of the fault.
This is because the converters using simplified modeling schemes are generally far from
the fault location. The traveling wave latency of transmission lines delays the waveform
discrepancy. When the steady-steady is reached, the waveforms are become consistent
eventually. The errors for different schemes are relatively large at Station Cb-B1 at the
beginning of the transients due to the modeling difference at the Station Cb-B1 and other
nearby stations. Although the partitioning is based on different criteria, the zones over-
lap with each other to some extent. The similarity of AC/DC grid modeling between the
fully detailed model case and other cases using hybrid modeling is not as much as the
similarity among the different partition schemes, which is presented in Table 6.4. It ex-
plains the phenomenon that the waveforms of detailed model is slightly different from the
waveforms of the cases using hybrid modeling, while the waveforms between different
partition schemes are close to each other, which can be observed, especially in Fig. 6.10 (b)
and Fig. 6.11 (b). In Fig. 6.11 (a), the shaft speed and the mechanical torque of the case
using node number based scheme have notable error compared with other cases. Because
the MMC Station Cb-D1 uses average value model for node number case, while other cases
use at least the two-state resistor model. The control dynamics can affect simulation accu-
racy, which is neglected in the case using node number based scheme. In the on-shore AC
system, it is clearly observed that the disturbance is much smaller for the location far away
from the fault location.

If another location different from the fault location is desired, the partition schemes can
be applied independently, which is equivalent to applying the superposition theorem. The
modeling method of a certain station adopts the most detailed one, if the two partition
results are not consistent.

The execution time of a 5s run is listed in Table 6.4. Using hybrid modeling schemes
can reduce around 40% of the execution time compared with the case using fully detailed
model. The speed-up can be more significant for a larger system, where the averaged zone
can cover more converters. Although the case using distance based scheme consumes
longer computation time, the case using node number based scheme obtains higher accu-
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racy except for the waveform at the wind turbine connecting to Station Cb-D1 in Fig. 6.10
and Fig. 6.11. However, it is difficult to generally evaluate the performance of the three
partition schemes, since it is affected by the circuit topology and simulation purpose.

Table 6.4: Modeling Scheme, Converter Station Allocation, and Execution Time for the
AC/DC Grid Case Study

Converter/Partition scheme Modeling method/Converter station allocation Execution time
Detailed zone Accurate zone Averaged zone (for a 5s run)

MMC Proposed model Two-state resistor model Average value model NA
2L & 3L-NPC Discrete switches Switching function model Average value model NA

Full detailed model All Stations None None 738s

Distance based scheme Cb-B1,Cm-E1,Cm-B3 Cm-F1,Cm-A1,Cb-B2,
Cm-B2,Cb-D1,Cb-A1

Cm-C1,Cb-C2 499s

Node number based scheme Cb-B1,Cb-A1 Cb-B2, Cm-B3,
Cb-C2, Cm-A1

Cm-B2,Cm-F1,Cm-E1,
Cb-D1,Cm-C1

445s

Network coupling based scheme Cb-B1 Cb-A1,Cb-C2,
Cb-D1,Cb-B2

Cm-b2,Cm-B3,Cm-F1,
Cm-E1, Cm-A1, Cm-C1

432s

6.5 Summary

This chapter proposed the piecewise polynomial curve fitting scheme for MMC modeling,
and presented the simulation results of a complete AC/DC grid using fully detailed model
and hybrid modeling schemes. The hybrid modeling scheme can effectively balance the
accuracy and the simulation speed. Although this work used PSCAD/EMTDCr as the
implementation platform, the proposed model and the simulation of the AC/DC grid can
be accomplished in other EMT tools, such as EMTP-RVr. The purpose of this work is to
provide comprehensive electromagnetic modeling schemes and guidelines to develop the
complex AC/DC grid system. Insights and accelerate gained through such simulation can
greatly enhance the control and protection studies of the AC/DC grid system.



7
Real-Time Emulation of CIGRÉ DC Grid on

MPSoC-FPGA Platform

7.1 Introduction

In this chapter, a hybrid MPSoC-FPGA platform using Xilinxr Zynq Ultrascale+ XCZU9EG
and Virtex Ultrascale+ XCVU9P devices is established for the realization of CIGRÉ DC
grid real-time emulator. For the purpose of providing both the accurate and detailed
results of the components in the local study zone, and the global interactive results of
other components in the DC grid with relatively low hardware resource and design cost,
a feasible hybrid modeling scheme is utilized for representing various MMCs in the DC
grid. Device-level electrothermal model, equivalent circuit model, and the average value
model are used for representing different components and zones in the emulated sys-
tem [12, 20, 23, 48, 100]. The complete system is fully decomposed to 20 sub-systems to
achieve high parallelism and modularity.

The contribution of this chapter is the development and detailed presentation of the
algorithm decomposition, hardware design partitioning and implementation methodolo-
gies for the CIGRÉ DC grid emulator. It is the first time that the emulator of such complex
DC grid which includes the device-level models are developed and operated in real-time
whether on the conventional simulator or the proposed hybrid digital hardware platform.
The system-level and the device-level emulation results captured in real-time on the os-
cilloscope are compared with commercial EMT tools PSCAD/EMTDCr and SaberRDr,
respectively. The developed emulation system can significantly enhance the accuracy and
efficiency of HIL test for the control and protection schemes in the DC grid.

This chapter briefly presents the topology and control scheme of the CIGRÉ DC grid
test system and the hybrid modeling scheme of the MMCs and other devices particularly

105
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Figure 7.1: Topology of the: (a) CIGRÉ DC grid test system, (b) modular multi-level con-
verter, and (c) half-bridge sub-module.

applied in this work. The detailed partitioning and design implementation methodologies
of the emulation system are described. The captured real-time system-level and device-
level results during normal operation, power flow control, and DC fault conditions with
the validation are presented.

7.2 CIGRÉ DC Grid Network Topology, Control Scheme, and Hy-
brid Modeling Methodology

7.2.1 Network Topology

The CIGRÉ DC grid test system emulated in this chapter is shown in Fig. 7.1 (a), with
the parameters from [2]. The DC System 3 uses the meshed topology with the DC-DC
converter Cd-B1 to provide an extra degree of freedom for controlling the loop power flow.
DC System 1 and DC System 3 are connected through AC system, while DC System 2 and
DC System 3 are connected directly by the DC-DC converter Cd-E1. The circuit topology
of MMC, which is used for all the AC-DC converters, is shown in Fig. 7.1 (b). The MMC
contains 6 arms, and each arm is composed of the series connected sub-modules and arm
inductor Lm. Half-bridge SM topology is utilized for all the MMCs containing the upper
IGBT module (IGBT S1 and Diode D1), the lower IGBT module (IGBT S2 and Diode D2),
and the SM capacitor as shown in Fig. 7.1 (c).
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Figure 7.2: Control diagram of MMC: (a) outer loop control for power and DC voltage, (b)
inner current loop control (c) MMC valve-level control.

7.2.2 Control Scheme

The control diagram of the MMC is shown in Fig. 7.2, which is composed of the outer
loop control, inner current loop control, and valve-level control. The controlled variables
are determined by the converter function and the type of the AC system. In this chapter,
Converters Cm-A1, Cb-A1, Cm-B2 connecting to the relatively strong on-shore AC system
are utilized for DC voltage regulation, while the other AC-DC converters primarily control
the active power flow. The reactive power flow can be regulated independently for all
converters. Capacitor-sorting based control scheme is used for the valve-level control of
MMC [5, 21]. It is noted that the computation effort of valve-level control is dependent
on the SM number in an arm, and can be significantly larger than the system-level control
including the outer and inner loop controls.

7.2.3 Hybrid Modeling Methodology of MMC

The major challenge and the focus of this chapter are the modeling and implementation
of all the converters in the DC grid for real-time EMT simulation with limited hardware
resources. Although the FPGA board can provide high parallelism, the realization of all
converters using detailed models can consume a huge amount of resources, which ex-
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ceeds the capacity of a single board. Hybrid modeling strategy is applied to reduce the
resource consumption and maintain the accuracy of the study zone and the size of the
complete system. Among various modeling methods, device-level electrothermal model,
equivalent circuit model, and average value model, which cover a wide range of model-
ing complexity, are adopted for various locations in the DC grid [12, 20, 23, 48, 100]. The
detailed modeling scheme is used at the local element or zone which is of most interest
and can be the closest converter to the fault location for transient analysis; the equivalent
circuit modeling scheme is applied for the converters surrounding the local element; the
average value model is used for the converters in remote locations. In Fig. 7.1, the model-
ing schemes adopted for various converters are annotated. Such strategy is also applicable
for other elements, such as the transmission lines, etc.

7.2.3.1 Device-Level Electrothermal Model

Device-level electrothermal model is the most complex method adopted in this chapter,
which can provide the power losses, the junction temperatures and device-level switching
transients of any single IGBT or diode. The parameters of the electrical model interface
obtained from manufacture’s datasheet [91] are dependent on the values of the junction
temperature, which matches the actual physical phenomena of power electronic devices.
Using such a modeling scheme in the real-time simulation can provide the comprehen-
sive on-line evaluation of the power converter for efficiency and security under normal
condition and fault transients with direct thermal indicators.

The major processes of the electrothermal model are illustrated in Fig. 7.3. During each
system-level time-step, the system-level results, such as current waveforms and switching
signals, from the electromagnetic transient simulation are used to calculate the conduc-
tion and switching power losses. Then the power losses of individual switches are im-
ported as equivalent current sources into a thermal network, which is composed of mul-
tiple series-connected thermal impedance of various devices in the same heatsink. The
calculated junction temperatures are used to update the electrical parameters of the inter-
face, which is used for the next time-step calculation. The device-level calculation requires
the temperature-dependent parameters, such as the rise-time and fall-time of the voltage
and current waveforms, and the system-level results. When implemented on hardware,
the device-level waveform generation module can update at each FPGA clock frequency,
which is 100MHz in this work.

7.2.3.2 Equivalent Circuit Model

Since an MMC with high level number contains many SMs, which can generate a large
number of system matrix nodes, the conventional EMT simulation can be extremely time-
consuming and is not able to execute in real-time. Equivalent or surrogate circuit is com-
monly used for the simplification of a sub-module model shown in Fig. 7.4 (b). The sim-
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Figure 7.3: Major procedures of device-level electrothermal model.

plified SM model shown in Fig. 7.4 (c) can be further summed generating the interface of
a converter arm, which decreases the electrical nodes substantially. The equivalent circuit
modeling scheme accurately calculates the SM capacitor voltages and verify the funda-
mental function of the complete control algorithm. The equivalent circuit model is also
applied to combine the device-level electrothermal model of IGBT modules to the inter-
face of MMC model ensuring the real-time performance. Taking the example of upper
IGBT module, the resistor r1 and voltage source v1 are calculated using piecewise polyno-
mial functions based on the temperature dependent characteristics of IGBT module shown
in Fig. 7.4 (a) and the operating conditions determined by the gate signal and the arm cur-
rent direction. For conventional equivalent circuit modeling scheme, r1 and v1 only have
two fixed values to represent the on-state and off-state, respectively.

7.2.3.3 Average Value Model (AVM)

The average value model is the simplest modeling scheme for an MMC converter applied
in this work. The voltage waveform with fundamental frequency is generated at the AC
side of a converter, and the DC side current is generated conserving the transferred power.
The valve-level control cannot be verified with this model, since all the SM capacitor volt-
ages are assumed to be balanced at all time. The average value model uses the controlled
voltage and current sources with one time-step latency, which provides the matrix sepa-
ration capability between the AC and DC side. Such a feature is beneficial for the system
decomposition of reducing the matrix size, while may also bring numerical consequences
during faults.

7.2.3.4 Transmission Line Model

A hybrid modeling methodology is also applied to the transmission line model by using
both universal line model (ULM) and Bergeron line model (BLM) [11, 102]. The ULM
fully considers the frequency-dependent characteristics of the transmission lines, while the



Chapter 7. Real-Time Emulation of CIGRÉ DC Grid on MPSoC-FPGA Platform 110
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time-domain convolution required for such model consumes relatively larger computation
and memory resources. On the other hand, BLM is simpler and less accurate considering
only the fundamental frequency. ULM is applied to the lines in the study zone connecting
the interested local elements, while BLM is used for short lines or remote locations in AC
system. The PI section model is avoided in this work due to its inaccuracy and the absence
of latency feature for decomposing the DC grid.

In this work, the Converter Cb-A1 is chosen as the component of interest; and the
detailed electrothermal model is applied to all the IGBT modules of this converter. The
nearby three Converters Cb-B1, Cb-C2, and Cm-A1 utilize the equivalent circuit model.
The modeling schemes used for various converters in this work are presented in Table 7.1 .
Each of the above four converters has 65 levels or 384 modules. Multiple IGBT modules are
connected in parallel and in series, which are 10 and 7 in this work respectively, to provide
sufficient voltage and current rating for the converter. The transmission lines connecting
between these converters utilize the ULM. The rest of the converters and transmission
lines use AVM and BLM, respectively. A uniform modeling scheme is used for the power
sources and transformers in the grid. In future work, hybrid modeling schemes could
also be used for these elements, such as connecting a detailed wind power plant on the
off-shore side.

Table 7.1: Modeling Scheme for Converter Stations
Modeling scheme Converter station

Electrothermal model Cb-A1
Equivalent circuit model Cb-B1, Cb-C2, Cm-A1

Average value model
Cb-D1, Cb-B2, Cm-B2, Cm-B3, Cm-C1,

Cm-E1, Cm-F1, Cd-B1, Cd-E1
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7.3 Design and Implementation of Real-Time MPSoC-FPGA Based
DC Grid Emulator

7.3.1 System Decomposition Method

Besides the rapid development of IC technology, the feasibility of conducting real-time
electromagnetic transient simulation for large-scale power systems relies on the appropri-
ate decomposition or relaxation of the system, which is to divide the complete system to
multiple smaller sub-systems. Therefore, the large system matrix is decomposed into mul-
tiple sub-matrices, which can be calculated in parallel. The delay property is required for
the decomposition scheme which was realized by following means applied in this work:

1. using distributed line models, such as ULM and BLM, for the widely existing trans-
mission lines in the DC grid;

2. using the delay property of the average value model of the converters.

When using disturbed line models, the line length must be sufficiently long, which
makes the traveling time at least longer than the system simulation time-step, which is
20µs in this work. The traveling time of some specific transmission lines shall also be
longer than the communication latencies between various hardware computing units. Such
requirements can be generally met for a transmission network, while may be an issue for
a smaller system, such as a microgrid. It can be solved by inserting short distributed line
models for decomposition. As previously explained, average value model of MMC can
also provide the system decomposition with the sacrifice of accuracy and numerical stabil-
ity.

During the periodical calculation for each time-step, the EMT simulation includes three
major steps, which are the electrical and control element calculation, the data exchange
between sub-systems, and the matrix equation formation and solution as shown in Fig. 7.5
(a). Except for the exchange of history values of transmission line models and the voltage
and current values of MMC average value model, the calculations among the sub-systems
are independent and can be parallelized.

7.3.2 Hardware Resource Allocation and Task Partitioning

The multi-core CPU is often used for the real-time EMT simulation. Admittedly, the com-
munication latencies among the CPU cores are small, but frequent and large-amount of
data exchange between cores is a heavy burden and is seldom recommended. For such
reason, the complete calculation of a sub-system often resides in a single thread or core
illustrated in Fig. 7.5 (a). Since a CPU core is a sequential calculation device, the compute
capability is limiting the number of sub-systems which can be contained in a single core.
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Figure 7.5: (a) System decomposition and conventional processor-based partition scheme,
(b) MPSoC-FPGA based partition and implementation details.

When complex topologies and components exist, it is necessary to use multiple cores in-
creasing the parallelism to some extent for the calculation of the sub-system ensuring the
real-time performance, which in effect increases the inter-core communication burden.

The utilization of FPGA resources can effectively eliminate the above dilemma, since
various modules are connected directly by appropriate routing design without the com-
plex mechanism for generalized communication. In effect, the module-level connections
have no fundamental differences from the internal connections for various logic resources
within an FPGA module. Instead of partitioning the system by sub-systems used in the
conventional CPU-based simulator, this work partitions the system by different functions.
The internal design of the modules uses pipelined structures to optimize the resource uti-
lization. One or multiple module instances are applied to different components based on
the timing requirements. Such processes are automatically done by HLS tools with the
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input of C code and directives enforcing specific resource and latency requirements. Gen-
erally, resource and latency optimization cannot be achieved simultaneously, which may
require multiple design iterations to achieve the balance for a specific design.

The resources on one FPGA or MPSoC board may not be sufficient for the emulator of
a large and detailed system. Multiple boards can be interconnected providing enormous
computation capability. The board-level partition scheme is similar to the sub-system
based partition, due to the relatively high communication cost. A sub-system group con-
taining a large number of sub-systems is assigned to a board. In order to present the
versatility of the proposed CIGRÉ DC grid emulator, which can conduct control device
HIL test, power equipment HIL test and the multi-board expansion, the MMC control of
all 11 converters and the calculation of two AC buses Ba-A0 and Ba-B0 alone with the
corresponding equivalent power source and solver modules reside in the MPSoC board.

7.3.3 Design and Implementation

Fig. 7.5 (b) shows the hardware implementation of the CIGRÉ DC grid emulator on MPSoC-
FPGA platform. The resource consumption and the latency of major components or func-
tions are also presented. When the emulator starts, the initialized coefficients and variables
are loaded to all the modules. Then all the modules of the electrical element calculation
and converter model calculation begin simultaneously. When all the values of the matrix
equations are updated, the solver modules run simultaneously. The communication mod-
ules exchange the data between the FPGA board and the MPSoC board through Aurora
IP core, which handles the data conversion for serial transceivers. The transferred data
includes the emulation control signals, MMC control input and output data, transmission
line data, and chosen emulation results for observation. The MPSoC board follows the con-
trol signals from the FPGA board for synchronization and accomplishes the tasks of MMC
control and the calculation of two AC buses. When the exact time of the next time-step
reaches, the periodical calculation starts again.

There are 20 sub-matrices existing in the DC grid emulator with sizes varying from 2×2
to 13×13. Four types of solvers are implemented calculating different size range to achieve
the optimized resource and latency performance as shown in Fig. 7.5 (b). For example, a
9×9 matrix equation can be solved by a 13×13 solver; while the matrix equation with
smaller size such as 6×6 can use another smaller matrix solver.

The implementation of the MMC controller takes the advantages of MPSoC devices.
The relatively complex and sequential calculations of the system-level control of the 11
MMC converters are completed in the four APU cores. The system-level control schemes
and parameters can also be conveniently modified in the APU cores for HIL test. The
valve-level control required by Converters Cb-A1, Cb-B1, Cb-C2, and Cm-A1, includes
the sorting of all the SM capacitors in an arm and the gate signal generation of all IGBT
modules, which is computationally demanding assigned on PL for acceleration.
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Figure 7.6: Hybrid platform configuration of the DC grid emulator.

There are various design flexibilities regarding the latency and resource consumption,
when using the same devices or other devices, such as Xilinxr XCVU13P, which has 46%
more logic blocks and 80% more DSP slices compared with Xilinxr XCVU9P used in this
work. In this work, the calculation modules for converters on the FPGA board wait for
the MMC control signals from the MPSoC board within the same time-step. Sometimes
there could be a delay for the MMC control signals, and the converter calculation modules
can use the control signals of the previous time-step. In this way, the simulation time-
step can be further reduced. In terms of resource consumption, the number of SMs using
electrothermal model within an MMC model, the number of MMC converters using elec-
trothermal model or equivalent circuit model, and the MMC level numbers can be adjusted
based on the available resources and emulation requirements.

7.3.4 MPSoC-FPGA Hybrid Hardware Configuration

Fig. 7.6 shows the hybrid platform configuration of the emulator. The VCU118 FPGA
board is connected to the ZCU102 board through QSFP to 4×SFP cable. The programmable
logics of both boards are running at 100MHz. The USB-JTAG cables of the two boards are
connected to the host computer for downloading the configuration files. A digital-analog
converter board is used to connect the FPGA mezzanine card of the VCU118 board and
the oscilloscope to capture the real-time results from the emulator.
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Figure 7.7: System-level steady-state results: (a) (b) AC voltages of Converter Cb-A1, (c)
(d) AC voltages of Converter Cm-C1, and (e) (f) the first upper arm SM capacitor volt-
ages of Converter Cb-A1. ((a) (c) (e) are the real-time results; (b) (d) (f) are the offline
PSCAD/EMTDCr results.)

7.4 Real-Time Emulation Results, Validation, and Discussion

Various studies and tests along with substantial results can be accomplished with the pro-
posed real-time CIGRÉ DC grid emulator. The emulator uses 20µs as the time-step for the
system-level calculation and 10ns as the time-step for the device-level transient waveform
update. This section presents some of the system-level and device-level real-time results
under both normal operation and DC fault transient validated with commercial software
PSCAD/EMTDCr and SaberRDr respectively. The complete CIGRÉ DC grid is modeled
in PSCAD/EMTDCr with the same hybrid modeling scheme as the real-time emulator,
except that the electrothermal model is not used. However, the complete DC grid could
not be implemented in SaberRDr due to the numerical stability and convergence issue for
the complex DC grid system, and the external system-level waveforms are imported to the
precisely modeled sub-module for device-level results verification.
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Figure 7.8: Device-level steady-state results of the first SM in Converter Cb-A1 upper arm
Phase A: (a) (b) junction temperatures of IGBTs S1 and S2, (c) (d) junction temperatures of
Diodes D1 and D2, (e) (f) voltage vce and current ic of S1 during switching-on transient,
(g) (h) voltage vce and current ic of S1 during switching-off transient, ((a) (c) (e) (g) are the
real-time results; (b) (d) (f) (h) are the offline SaberRDr results.)

7.4.1 Steady-State Operation Results

Fig. 7.7 shows the system-level steady-state operation results including the AC voltages
of Converters Cb-A1 and Cm-C1, and the SM capacitor voltages of the first upper arm
SM of Converter Cb-A1, which are compared with PSCAD/EMTDCr. Since the MMCs
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Figure 7.9: Results during power flow command change: (a) (b) active power of Con-
verter Cb-C2, (c) power loss of IGBT S1 from the first SM in Converter Cb-A1 upper arm
Phase A, and (d) zoomed power loss. ((a) (c) (d) are the real-time results; (b) is the offline
PSCAD/EMTDCr result.)

modeled in this work have 65 levels, the AC voltage of the Converter Cb-A1 is close to
sinusoidal waveforms with few harmonics. Such harmonics can also be observed for Con-
verter Cm-C1 modeled with average value model since the other converter Cm-A1 uses
the equivalent circuit model and can affect the waveforms of Converter Cm-C1, which
are in the same DC system. The SM capacitor voltages of the real-time results and the
PSCAD/EMTDCr results have some differences, due to the different modeling schemes.
The IGBT model used in PSCAD/EMTDCr simulation is the two-state resistor model with
a small resistance representing on-state and a large resistance representing the off-state.
While the electrothermal model used for Converter Cb-A1 is based on the detailed and
accurate temperature-dependent nonlinear output characteristics of the IGBT module ob-
tained from the manufacturer’s datasheet for FZ400R33KL2C B5 IGBT module [91].

The device-level results of IGBTs and diodes are presented in Fig. 7.8 with the steady-
state initial condition. SaberRDr is utilized for the verification, which uses dynamic ther-
mal IGBT transistor model and dynamic thermal power diode model. The final values and
dynamical changing patterns of the junction temperatures for S1, S2, D1, and D2 are con-
sistent between the real-time results and SaberRDr results shown in Fig. 7.8 (a)-(d). The
linearized voltage and current waveforms can give a good estimation for the switching
transients with small amount of additional computation effort shown in Fig. 7.8 (e)-(h).
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Figure 7.10: Results during DC fault: (a) (b) DC voltage of Converter CB-A1, (c) (d) DC
voltage of Converter Cm-B3, (e) (f) DC voltage of Converter Cm-C1, (g) (h) active power of
Converter Cb-D1, (i) (j) active power of Converter Cm-F1, and (k) (l) junction temperatures
of S1 and D2. ((a) (c) (e) (g) (i) (k) are the real-time results; (b) (d) (f) (h) (j) are the offline
PSCAD/EMTDCr results; (l) is the offline SaberRDr result.)

7.4.2 Results during Power Flow Command Change

Fig. 7.9 shows the results during power flow command change. The power generation
from Converter Cb-C2 changes from 600MW to 0MW from 3.5s to 4.5s of the simulation
run representing the scenario of cutting-off an off-shore power plant. Fig. 7.9 (a)-(b) shows
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the active power tracking performance of Converter Cb-C2. Since Converter Cb-A1 is
responsible for DC voltage regulation, the power flow increases responding to the power
flow change of Converter Cb-C2, which influences the corresponding power losses of the
IGBT as shown in Fig. 7.9 (c)-(d).

7.4.3 Results during DC Fault

A DC ground fault of both poles is applied to the Bus Bb-A1 at 1.0s of the simulation run
with the steady-state initial condition. The DC voltages of Converter Cb-A1, Cm-B3, and
Cm-C1 are shown in Fig. 7.10 (a)-(f), which are located in DC System 3, DC System 2,
and DC System 1. The real-time results are accurate compared with PSCAD/EMTDCr.
Although Converter Cm-B3 is far away from the fault location, the DC voltage is seriously
affected by the fault. It is because the DC System 3 and DC System 2 are directly connected
by the DC-DC converter without galvanic isolation. On the other hand, the fault effect is
small for DC System 1 due to the galvanic isolation and the support from the relatively
strong AC system. Fig. 7.10 (g)-(j) presents active powers of Converters Cb-D1 and Cm-F1
during the DC fault. Fig. 7.10 (k)-(l) shows the junction temperatures of S1 and D2, where
the fault current flows through. The characteristics and parameters of high temperatures
and high currents are estimated from the normal operation data from the datasheet and
the IGBT and diode parameter fitting tools provided by SaberRDr. It is observed that
the temperatures increase significantly within few milliseconds. The times for the devices
reaching 150◦C since the begin of the fault are measured and compared with SaberRDr.
When temperatures exceed 150◦C, the devices are no longer safe for operation. It is noted
that such results may not be accurate with extreme high temperatures, where the devices
could be damaged and the characteristics are fundamentally changed in practical situation.
The electrothermal model can still give a rough estimation of the junction temperatures
during the faults to evaluate the potential damage to the devices and to verifies the control
and protection algorithms for the devices.

7.5 Summary

This chapter presented the design and implementation of a hybrid real-time DC grid em-
ulator on MPSoC-FPGA platform. Hybrid modeling scheme and detailed hardware im-
plementation of the real-time EMT emulation system of the complete CIGRÉ DC grid test
system are presented, which are flexible and extensible respectively. PSCAD/EMTDCr

and SaberRDr were used to validate the results of system-level and device-level hard-
ware emulation results. The improvement of the modeling schemes and implementation
techniques can enlarge the functionality and the scope of the EMT study and provide com-
prehensive analyses of the AC/DC grid.



8
Conclusions and Future Work

During recent years, more advanced power electronics devices, novel sub-module and
converter topologies have been developed and applied to practical projects. With more
HVDC and MTDC systems in construction and operation, the large-scale AC/DC grid is
also realizable in the near future. All these emerging technologies require the develop-
ment of modeling, simulation, and implementation methodologies for off-line and real-
time electromagnetic transient simulation. The simulation in the multi-physics domain
can substantially increase the accuracy, since more realistic and detailed physical phenom-
ena are taken into account. The advancements in IC technology and computing science
can benefit the development of the real-time simulator, which has been examined in this
work and requires further exploration.

In this thesis, variable time-stepping schemes for real-time simulation, device-level
datasheet-based electrothermal model for HBSM and CDSM MMC have been proposed.
The AC/DC grid has been simulated using hybrid modeling schemes and corresponding
partition schemes in PSCAD/EMTDCr. The CIGRÉ DC grid has been modeled and em-
ulated in real-time on MPSoC-FPGA platform. The proposed methodologies in this thesis
address some perspectives of the above discussion; however, substantially more work is
required to be conducted in the future driven by the continuous progress on the system
to be simulated and the platform simulated on. The specific and detailed contributions of
this thesis, corresponding applications, and the directions of future work are described in
this chapter.

8.1 Contributions of This Thesis

The main contributions of this thesis are summarized as follows:

120
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• Variable Time-Stepping Schemes for Real-Time EMT Simulation
For the first time, variable time-stepping schemes have been applied to real-time
EMT simulation for optimal utilization of computation capability and higher accu-
racy of high-frequency transients. The restrictions and the corresponding mitigating
measurements are presented in detail. The hardware implementation especially for
the modules related to the realization of the variable time-stepping schemes are de-
scribed.

• Datasheet-Based Device-Level Electrothermal Model for MMC
Datasheet-based device-level electrothermal model has been proposed. Such a mod-
eling scheme uses the parameters and plots which can be obtained from manufac-
turer’s datasheet. The calculated power losses and the junction temperatures dy-
namically affect the electrical model parameters of IGBT and diode. The electrother-
mal model not only improves the calculation accuracy, but also provides the direct
indicators to evaluate the converter efficiency and operation security. This work also
develops the appropriate interface schemes for both HBSM and CDSM to combine
the electrothermal model to the MMC model. Equivalent circuit modeling scheme is
applied to simplify the complex circuit model of CDSM ensuring the real-time per-
formance.

• Hybrid Modeling Scheme and Grid Partition Schemes
The hybrid modeling scheme for converters and other elements is proposed to con-
duct the detailed and accurate simulation for the zone of interest and maintain the
scale of a large grid. Such a scheme is applied to the off-line simulation of the AC/DC
grid and the real-time emulation of the CIGRÉ DC grid. The grid partition schemes
based on the distance, the node number, and the network coupling are proposed to
decompose the gird to the detailed zone, the accurate zone, and the averaged zone.

• CIGRÉ DC Grid and AC/DC Grid Modeling
The AC/DC grid composed of the complete CIGRÉ DC gird, 39-bus AC grid, and the
wind farm has been detailed modeled in PSCAD/EMTDCr. The algorithm of the
solver and the components existing in CIGRÉ DC grid, such as MMC, transformer,
frequency dependent transmission lines, are developed for further real-time hard-
ware implementation and emulation.

• MPSoC-FPGA Platform Development
This work explores the use of the MPSoC device and develops the hybrid MPSoC-
FPGA platform to provide more logic resources and more flexible computing archi-
tecture. The communication between the FPGA board and the MPSoC board has
been established through QSFP/SPF cable and Aurora IP core.

• Hardware Implementation for Real-Time Emulator
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FPGA boards, MPSoC board, and the MPSoC-FPGA platform are all utilized to im-
plement the real-time emulator realizing and verifying the proposed methodologies.
The detailed hardware design of various case studies are developed and presented
in detail in the corresponding chapters.

8.2 Applications

This section describes the applications of applying the detailed electrothermal model for
off-line and real-time simulation of AC/DC grid. Such applications exist in the design,
testing, and operation stages of the power converter and power system, which are sum-
marized as follows:

• In the design stage, the detailed device-level data provided by the electrothermal
model can be used to evaluate the model selection of IGBT modules, control algo-
rithm, and the heatsink design from thermal perspective. In this stage, real-time
simulation is not required, however, it can substantially increase the efficiency for
design iterations.

• Once the control and power equipment are designed, they are often required to con-
duct HIL test before installing. The operator may require a comprehensive verifi-
cation of the product from the manufacturer, which includes the basic functionality,
security, and economy. The thermal data is useful for the verification of economic
efficiency during the normal operation and the security during the fault transients.
Such simulation must be conducted in real-time.

• In the operation stage, the operators need to run a large power system with sophis-
ticated control and protection schemes. The real-time simulator can be used to train
the operator for different scenarios. The detailed modeling scheme can present a
high-fidelity simulation environment representing the real power system.

• It is envisioned that the real-time simulation of the power system can be very accu-
rate in the future. The real-time simulation and the real system operate using the
same control data and they respond in a very similar fashion. If the monitored elec-
trical parameters and waveforms from the real system are very different from the
simulation results, the real-time simulator can be used to detect the fault of the real
system in the life cycle. It is believed that the electrothermal and other physical phe-
nomena must be considered to achieve the high accuracy of the real-time simulation.

8.3 Directions for Future Work

The following topics are proposed for future work:
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• The variable time-stepping schemes can be developed for larger power system and
power electronics system. The modeling schemes and solution schemes for various
components, such as converters, electrical machines, need to be developed.

• The electrothermal modeling scheme can be further improved, especially for the
power losses and electrical parameter fitting. Higher order equations can be applied
instead of linearized interpolation, which also requires more inputs from a detailed
datasheet or field experiments.

• Transient stability simulation can be applied to the AC/DC grid. It can also work
with EMT simulation to compose a co-simulation strategy.

• More FPGA and MPSoC boards can be interconnected to provide significantly more
logic resources and higher computing performance. More communication channels
can be established.

• The host computer system and graphical processing unit for general-purpose com-
puting can be integrated with the FPGA-MPSoC platform to form a more power-
ful computing system, which provides more flexibility and computing capability for
various tasks.

• With the accurately modeled AC/DC grid on PSCAD/EMTDCr and the real-time
DC grid emulator, more tests and researches can be conducted to study the interac-
tive phenomena of the AC and DC grid. Novel supervisory control and protection
strategy can be verified with the simulation system.
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A
Parameters for Case Studies

A.1 Parameters of Case 1 in Chapter 3

Table A.1: Parameters of Case 1
Circuit parameter Value
V s (peak-peak) 10V
V s frequency 5kHz

Rs 1mΩ

RL 1Ω

Is 10−12A
τ 10µs
Tm 5µs
VT 25.9mV
n 2

A.2 Parameters of Case 2 in Chapter 3

V-I characteristics for surge arresters: [(0kV, 0kA), (263.82kV, 0.001kA), (317.19kV, 0.1kA),
(362.42kV, 2.8kA), (429.89kV, 200kA)].

A.3 Parameters for Case Study in Chapter 4

133
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Table A.2: Parameters of Case 2
Circuit parameter Value

Base power 200MW
Base frequency 60Hz
V s(L− L) 120kV

Rs 1Ω

Transformer voltage 115kV/230kV
Transformer leakage inductance 0.16pu

Transformer copper loss 0.004pu
Line segment L1 length 50km
Line segment L2 length 50km

Line inductance: mode + 0.9337mH/km
Line inductance: mode 0 4.1264mH/km
Line capacitance: mode + 12.74nF/km
Line capacitance: mode 0 7.751nF/km

LL 2mH
RL 265Ω

Table A.3: Circuit Parameters for two MMC test cases
Circuit parameter Single-phase 5-level Three-phase 9-level
SMs in one phase 8 16

VDC 7200V 14400V
Lm 2mH 5mH

C (for each SM) 4000µF 4000µF
Rs 3.6Ω 7.4mΩ

Ls 1mH 2.5mH
Vs (L-L) n/a 7200V

A.4 Parameters for Case Study in Chapter 5

Table A.4: Parameters of Case Study
Circuit parameter Value

V s amplitude (RMS) 220kV
V s frequency 50Hz

Rs 0.6Ω

Ls 30mH
Arm inductor Lm 18.9mH
SM capacitance 2mF

Transmission line voltage +/-200kV
Transmission line distance 100km

Transmission line surge impedance 394Ω
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A.5 Parameters of CIGRÉ DC grid test system

This section presents some major parameters of the CIGRÉ DC grid test system [2].

Table A.5: System Data
System Voltage[kV]

AC Onshore 380
AC Offshore 145

DC Sym. Monopole +/- 200
DC Bipole +/- 400

Table A.6: AC Bus Data
Bus Bus Type Generation [MW] Load [MW]

Ba-A0 Slack Bus - -
Ba-A1 PQ -2000 1000
Ba-B0 Slack Bus - -
Ba-B1 PQ -1000 2200
Ba-B2 PQ -1000 2300
Ba-B3 PQ -1000 1900
Ba-C1 PQ -500 0
Ba-C2 PQ -500 0
Ba-D1 PQ -1000 0
Ba-E1 PQ 0 100
Ba-F1 PQ -500 0

Table A.7: Converter Station Data
AC-DC Converter Station Power Rating [MVA]

Cm-A1 800
Cm-C1 800
Cm-B2 800
Cm-B3 1200
Cm-E1 200
Cm-F1 800
Cb-A1 2*1200
Cb-B1 2*1200
Cb-B2 2*1200
Cb-C2 2*400
Cb-D1 2*800
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