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Abstract

Magnetization dynamics in various ferromagnetic thin film samples is 

investigated using time-resolved magneto-optical Kerr effect microscopy. The 

results have sub-picosecond time resolution and sub-micrometer spatial resolution, 

and are successfully compared with micromagnetic simulations. Related 

theoretical models and calculations are also discussed.

There are two types of spatial inhomogeneity that influence the observed 

magnetization dynamics. In the first project, the magnetic sample is a uniform, 

continuous thin film, but the excitation magnetic pulse is highly localized within 

several micrometers (in one dimension). Different types of spin waves can be 

excited depending on the relation between the bias magnetic field and the wave 

vector, and they can be quantitatively described by micromagnetic simulations. 

A semi-analytical £-space integration method is also proposed; this method is 

effectively as accurate as those obtained by micromagnetic simulations, but can 

save a great deal of time and computer resources. It is also found that a single 

magnetic damping constant is enough to interpret all the observed phenomena, 

although their apparent damping may look very different.

The second type of spatial inhomogeneity means that the sample itself is
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patterned into very small elements with the diameters less than 200 nm, while the 

excitation pulse is relatively uniform. The nanomagnets (nanodisks in this case) 

are either in quasi-single domain state or in vortex state at equilibrium, and they 

can switch from one to another by changing the applied bias field. As a result, 

the magnetization dynamics and associated frequencies will change dramatically 

when the state transitions (vortex annihilation and vortex nucleation) occur. The 

real shape of the nanodisks characterized by a “domed” top, rather than the 

normal “flat” top cylinder model, needs to be considered in micromagnetic 

simulations to accurately reproduce the critical fields for both vortex annihilation 

and nucleation. The physical nature of these phenomena is also discussed based 

on the simulated results.
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Chapter 1
Background introduction

1.1. Motivations

The last two decades have seen a phenomenal bloom of research on 

magnetism and magnetic materials. Condensed matter physicists have realized 

that the magnetic nature of electrons, a.k.a. spins, can be used as a new degree of 

freedom (other than electric charge) to carry and process information, opening a 

new field known as magnetoelectronics or spintronics [Bergerl996, 

Slonczewskil996, Zutic2004, Johnson2005]. This idea calls for deeper 

investigations on magnetic systems themselves and their interactions with 

surrounding nonmagnetic media. In the same period, new technologies and 

instruments have been developed and have made great advances on microscopic 

material synthesis, fabrication, inspection and manipulation. Now researchers 

are able to make and study systems smaller than one nanometer (i.e., size of 

single atoms or molecules), and many new phenomena and open questions have 

arisen in the presence of such nanoscale spatial confinements.
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There are also other driving forces, such as invention of new magnetic 

materials, novel magnetic phenomena in organic and biological objects, rapidly 

growing power of computers, etc. Today’s magnetism has become an 

interdisciplinary test-bed, attracting wide interests and offering exciting 

opportunities for fundamental physics, nanotechnology, material engineering, 

computer simulation techniques and much more.

1.2. Brief survey on studies of spin wave dynamics

A magnetic system usually consists of a very large number (O(1023)) of 

electron spins which interact nonlinearly with each other via many different 

mechanisms, so to exactly describe the associated phenomena has been 

formidably difficult. In 1930, Bloch introduced the concept of spin wave as the 

elementary excitation in magnetism [Bloch 1930], This idea has been so 

important because the dynamics in any magnet, which is usually excited out of its 

static state, can be written in terms of (sinusoidal) spin waves (Taylor’s 

expansion); based on this representation, the dynamics can be greatly simplified 

by using, for example, well-developed Fourier transform techniques. In 1935, 

Landau and Lifshitz proposed the equation of motion (LL equation) under a
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classical interpretation [Landau 1935]. Spin wave solutions under specific

geometries can be derived by linearization of the LL equation with proper 

boundary conditions (Maxwell equations). Gilbert also made an important 

contribution by proposing an equation of motion conditionally equivalent to that 

of Landau and Lifshitz (therefore it is known as LL equation of Gilbert form or 

simply LLG equation) [Gilbertl955], Using the LLG equation, the energy loss 

of a magnetic system is addressed by a dimensionless, phenomenological 

damping coefficient, a. Other forms of equation of motion were also developed 

due to, for example, Bloch and Bloembergen [Bloch 1946, Bloembergenl950]. 

Based on these theories, some pioneering studies were carried out by Feynman, 

Kittel, Herring, Rado, Walker etc. to determine the properties of spin waves 

(dispersion laws, spectral densities) in ferromagnetic thin films [Herring 1951, 

Walker1957]. Spin wave modes in which magnetostatic interaction plays a 

dominant role, such as those first studied by and named after Damon and Eshbach 

[Damonl961], have been attracting wide interest since then. There were also a 

great deal of contributions on the more complicated dipole-exchange spin waves, 

such as those due to De Wames and Wolfram [DeWamesl970], and those 

generalized by Kalinikos and Slavin for arbitrary bias field orientation (with 

respect to the wave vector and thin film plane) [Kalinikos 1986].
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Ferromagnetic resonance was experimentally observed as early as 1946 by 

Griffiths [Griffiths 1946] and then by Yager et al. [Yager1950], Magnetic 

reversal experiments also appeared a little later [Smith1958], where an 

oscilloscope was already able to show the time-resolved magnetization change of 

a Permalloy film. Non-metallic ferrimagnet yttrium iron garnet (YIG) has also 

been intensively studied over many decades partially because of its very low 

damping (a  ~ 10'4). In addition, YIG samples are perfect for studying highly 

nonlinear spin wave phenomena. With the deeper involvement of 

nanotechnology, new techniques have been developed in the demand of 

investigating microstructured magnetic samples. For static magnetic properties, 

there are powerful tools such as scanning SQUID microscopy [Kirtleyl995, 

Kirtleyl999, Woods2001], magnetic force microscopy (MFM) [Seo2005], 

scanning electron microscopy with polarization analysis (SEMPA) 

[Scheinfeinl991] and spin-polarized scanning tunneling microscopy (SP-STM) 

[Bode 1999], To investigate the dynamics in real time, the successful techniques 

include scanning Kerr effect microscopy [Hiebertl997, Acremann2000, 

Choi2001], micro-focus Brillouin light scattering (BLS) [Demidov2004, 

Perzlmaier2005], and various inductive FMR techniques [Silval999], In 1997, 

Hiebert et al. performed the first spatiotemporal spin wave measurement on an 8
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/urn Permalloy disk [Hiebertl997]. The frequency information can be deduced 

from the time-domain data by Fourier transform analyses. This type of 

investigations has also been done on other micrometer-scale disks, squares, rings, 

narrow strips, etc. [Park2002, Choe2004, Perzlmaier2005, Neudecker2006a, 

Neudecker2006b]. Buess et al. adopted a useful Fourier transform technique to 

resolve both the amplitudes and phases of the time-domain data from a Permalloy 

disk, such that the spatial distributions of individual spin wave modes can be 

separated (mode reconstruction) [Buess2004], Continuous films excited by a 

tiny excitation source are also interesting and challenging in detection, such as the 

work of Covington et al. who demonstrated the Damon and Eshbach modes in 

real time and space [Covington2002], For the technologically important 

switching dynamics, it has been shown that domain wall motion (not 

small-amplitude spin waves) is the dominant mechanism; but even in such 

problems, the LLG formalism has still been successful, and many concepts and 

techniques in spin wave studies remain useful [Choi2001, Schumacher2003a, 

Schumacher2003b, Gerrits2002],

Other than spin wave dynamics, some recent outstanding accomplishments in 

magnetism are worthy to be listed below for a more general view (a very limited
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list, of course): magnetic behavior of a single molecule has been measured by 

superconducting quantum interference devices (SQUID) [Wemsdorfer2000]; 

magnetic resonance force microscopy (MRFM) is now able to detect signals from 

virtually a single spin [Sidles 1992, Rugar2004]; time-resolved measurements 

have been achieved on nanomagnet dynamics driven by a spin-polarized current 

[Krivorotov2005]; Bose-Einstein condensation of spin wave modes has been 

experimentally observed [Demokritov2006, Dzyapko2007]. Most of these 

cutting-edge developments need thorough knowledge of magnetic dynamics on 

very small scales.

1.3. About this thesis

The present work aims to addressing some of the widely-concerned issues on 

the spatiotemporal dynamics in ferromagnetic thin film samples using 

magneto-optic measurements. Basic theoretical discussions are presented in the 

next Chapter. Most texts just follow the existing theories, but certain problems 

are closely related to the subsequent experimental work and will be discussed 

based on the author’s own derivations. The appendix of Chapter 2 presents a 

formalism for calculating volume-average demagnetization tensors, which
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belongs to one of the kernel problems in micromagnetic simulation. Chapter 3 

introduces the experimental aspects of this work, including sample preparation 

and experimental methods. Chapter 4 presents the results on the magnetostatic 

spin waves in a Permalloy thin film excited by a micrometer-scale transmission 

line structure, and Chapter 5 presents the results on the spin dynamics in 

102-nm-scale Permalloy nanomagnets. Note the different types of 

inhomogeneities: in Chapter 4 the sample is a uniform continuous film but the 

excitation pulse is highly localized, while in Chapter 5 the sample itself is 

spatially confined but the excitation is rather uniform. Clearly, both of these 

spatial inhomogeneities are important for fundamental research and applications, 

and the conclusion remarks on them are presented in Chapter 6.
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Chapter 2
Theoretical basis and numerical calculations

2.1. The basic equation

A magnetic dipole moment fi behaves like a spinning top in a magnetic field 

H, driven by a torque in the form of

T - f i x H  (2-1)

The torque is the time derivative of the angular momentum:

where y  is the gyromagnetic ratio (of the magnetic dipole moment to the 

mechanical angular momentum):

Fundamentally, n  stems from electron’s intrinsic spin angular momentum s. 

If classical mechanics was good enough to describe an electron, Eq.(2-4) would 

have led to

T = —
dt

(2-2)

so Eq.(2-1) can be written as

(2-3)

(2-4)
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^classical n, ^  ^2 e

However this is not true, since an electron is not a classical sphere whose angular 

momentum can be deduced classically; quantum electrodynamics has to take over 

here to capture the right picture, which introduces in the electron’s g-factor (g ~ 

2.00232):

^quantum 8 ^  ^
e

As a spin-half fermion, electron’s spin is quantized as

s  = - g  (2-7)
2

where h is the Planck’s constant, and a is a dimensionless “spin” (or “spinor”), 

with eigenvalues of ±1 corresponding to the so-called spin-up and spin-down 

electrons. Measuring the z-component of electron’s magnetic dipole moment 

will then give the expectation values

= (2-8)
2 me 2 2

where /us is the Bohr magneton.

In macroscopic systems, ft can also belong to a nanometer-scale magnetic 

grain in a material, in which a large number of electron spins are forced to orient 

along one direction to form a single domain, due to the strong internal interactions
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-10-

which will be discussed in detail later in Section 2.3. The grain can then be 

classically treated as an individual dipole using Eq.(2-3), since the behavior of all 

spins will be coherent. When the grain size goes larger, the single domain 

cannot hold on and nonuniform magnetic structures will emerge, such as domain 

walls and magnetic vortices (of course, these cannot be considered as a “grain” 

any more). In addition, if the material is excited by nonuniform magnetic fields, 

the dynamics will also be nonuniform. An effective tool to solve these problems 

is numerical calculation, which usually divides the system into many 

finite-elements. Each finite-element is set sufficiently small (but still 

macroscopic as compared to single electrons or atoms) so that the nonuniformity 

is negligible as if it was a single-domain grain, and then Eq.(2-3) can be directly 

applied. The behavior of the whole system can be obtained by solving all the 

finite-elements simultaneously.

There is a unique type of magnet that naturally allows the single-domain 

configuration for arbitrary sizes, as long as the shape belongs to the general group 

of ellipsoid [Gurevich 1996]. These shapes include spheres, infinitely thin planes 

and infinitely thin cylinders. They are related to some very important magnetic 

samples such as nanoparticles, thin films, and nanowires. Eq.(2-3) can be used
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to describe their coherent dynamics, and it will be shown that even incoherent 

dynamics can be studied rather easily for these special shapes.

So far, this section has discussed a wide range of magnetic objects that obey 

the simple Eq.(2-3), but there is a fundamental question -  are these classical and 

quantum mechanical treatments equivalent? According to Arrott in [Arrott2005], 

this question was answered by Rabi and Schwinger, quoted here as “the classical 

motion of an electron in a magnetic field can be taken over into quantum 

mechanics without change, provided that a quantum interpretation is given in 

terms of the two components of the spin”. Therefore in the remainder of this 

thesis, the magnetic dynamics will be interpreted in a classical frame, but the 

quantum-mechanically determined ye will be used. It is then more convenient to 

use the magnetization M as the basic quantity, defined as the averaged magnetic 

moment in a sufficiently small volume V:

y  //
M  = (2-9)

V

which is usually a continuous function of space and time, M(r,t). Eq.(2-3) is 

rewritten as

^ -  = - y 0M x H eS (2-10)
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Here two notation changes are made. The negative-valued yis  replaced by 

- y o, where y o is the absolute value of the gyromagnetic ratio. A subscript is 

added for the magnetic field; / / cfT is called the effective field, in order to describe 

the complicated magnetic interactions between the studied object (a grain or a 

finite-element) and its macroscopic environment, which will be discussed in detail 

in Section 2.3.

2.2. Magnetic damping: Landau-Lifshitz’s form and Gilbert’s 

form

In real materials, a magnetic sub-system will exchange energy with its 

nonmagnetic environment; without external pumping, the magnetization will 

finally stop at its equilibrium state. Therefore a dissipation term must be added 

to the equation of motion to bring the magnetization to equilibrium. According 

to Eq.(2-10), this can be realized by making M  // Hcff, when there is no torque to 

be applied on the magnetization. Some phenomenological damping terms have 

been proposed, and the widely acknowledged versions are due to Landau and 

Lifshitz [LL1935], and Gilbert [Gilbert1955], The Landau-Lifshitz (LL) 

equation is
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(2- 11)
at M

The Landau-Lifshitz-Gilbert (LLG) equation is

(2- 12)

The damping parameters are X (with dimensionality of M) and a  (dimensionless), 

respectively. These two equations is formally equivalent by making the 

substitutions

The approximation signs are valid since most known materials have very small 

damping, in general a  < 0.01. The physical interpretations of these two 

mechanisms are also similar. The added damping torques in Eq.(2-ll,2-12) are 

perpendicular to M  and pointing to the vector of H&, so both of them can pull the 

M  vector towards Hef{ (the equilibrium orientation) through a damping precession.

Another important property of the two damping torques is that they will not 

change the length of the M  vector, ensured by the cross products in Eq.(2-ll,2-12). 

This is consistent with most observations that the magnetization within a small 

single domain is constant, usually referred to as the saturation magnetization Ms

(2-13)
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(the temperature is usually required to be well below Tc, the Curie temperature of 

specific materials). The conservation of Ms is very useful in research, as it 

reduces the degree of freedom from three to two and can simplify various 

problems. A good example is that magnetization dynamics can be investigated 

in spherical coordinates system using the polar and azimuthal angles (6\ (py.

' M x(t)S ^sintfcos q?
M (r,t) = M y(t) = M S sin 6 sin cp

cos <p

Some theoretical and computational applications benefiting from this approach 

will be presented in the following sections.

2.3. Interactions contributing to /7etf

2.3.1. The magnetic energy density

The energy of a magnetic system is a summation of various physical 

mechanisms, and this energy can be treated as the point product of the local 

magnetic dipole moments and the effective field:

£  = - 2 > ' » -  (2-15)
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so the energy density is

e = ^ = - M - H «  (2-16)

To calculate the effective field, one can assume an infinitesimal rotation of M, 

and examine how the energy density is changed [Mansuripurl988]:

S e  = - S M - H es (2-17)

then the effective field can be expressed as

<2' 18)

In Cartesian coordinates system, Eq.(2~18) simply leads to

In spherical coordinates system, however, the conservation of Ms provides the

following way to express the components:

Se = - ( H rr + H e6 + H 9(p) • (MsS0d + M s sin e&pqi)

= - M sH 0Sd -  M sH f  sin 05q>

so they are directly related to the derivatives of the energy density in terms of (0, 

<p), which are usually convenient to derive.

h * = —

Mg /  (2' 21)
H

9 M s sin 6 d(p
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2.3.2. External energy

The energy associated to the applied bias field and the excitation pulse field 

has the simple form similar to Eq.(2-16), and the components of these fields can 

be directly added into H eg. The bias field is known; the pulse field usually 

cannot be precisely measured in experiments, but can be calculated using the 

Biot-Savart law. Fortunately, the pulse strength does not need to be calculated 

exactly, since the scaling of spin dynamics with the pulse strength is almost linear 

in the small-amplitude regime.

2.3.3. Demagnetization energy

This contribution is caused by the magnetostatic interaction between 

magnetic dipole moments:

1 „ X f i i - ru)(Mi'ri i ) - rn2ed — 2-  (2 -2 2 )
2 #  rtJ3

where rtj is the vector connecting any two dipole moments jUi and JU2 in the system, 

and the 1/2 factor reflects the fact that the summation is double counted. The 

energy density is always positive, so the effective field due to this interaction, 

defined as
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(2-23)

is generally anti-parallel to the external field, thus is called “demagnetizing” field. 

In many cases, Eq.(2-23) can be written in the form of

where fA£is called the demagnetization tensor. For example, from Eq.(2-22) one 

can find the tensor between two dipole moments (with Cartesian coordinates),

For magnetic bodies with ellipsoidal shape, the demagnetization tensor has 

some good properties (for example, it will be diagonal). Fig.2-1 presents the 

results for several special cases. The geometry for a tangentally magnetized thin 

film is particularly useful for discussing the experimental results in later chapters. 

In this case, the demagnetizing field is simply [Gurevich 1996, Miltat2002]

Clearly, this field is trying to pull back (“demagnetize”) the magnetization into the 

film plane.

(2-24)

^3x2 -  r 2 3xy 3xz

5V0 = — \  3xy 3y 2 -  r2 3yz

 ̂ 3xz 3yz 3z2 - r 2 ̂

(2-25)

H d = - A t tM xx (2-26)
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(a)

X
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0 0 0
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0 0 0

0 0 0
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z(M 0)
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An
~3

0

0

0  0

^  0  
3

An 
0  —  

3

Fig. 2-1: Demagnetization tensors for selected ellipsoid

geometries, (a), an infinite thin film with in-plane magnetization, 

(b), an infinite thin film with out-of-plane magnetization, (c), a

When the interested system has arbitrary shapes, numerical calculations are 

usually the only effective method for demagnetization problems. Then the 

demagnetization tensors for small rectangular cells (the finite elements used in the
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calculations) are particularly interesting. This problem has been solved with 

different methods [Nakatanil989, Newelll993, Hayashil996, Fukushimal998]; a 

relatively new approach was also studied by the present author, and the results are 

summarized in the appendix of this Chapter.

2.3.4. Exchange energy

Exchange energy is related with the short-range interactions between 

neighboring magnetic atoms or molecules, mainly due to the Pauli principle 

modification of Coulomb interaction between neighboring electron spins. 

Unlike the long-range magnetostatic interactions which prefer anti-parallel 

configurations, exchange interactions tend to pull neighboring magnetic dipole 

moments towards the same direction. Exchange mechanisms are addressed 

using profound knowledge on quantum mechanics and chemistry, and will not be 

covered here. In common practice, the exchange energy density can be 

described by the following phenomenological equation:

/ x
2AVf  ~   £.

exchange ^ 2 l —

M 2 ,
{2- 21)

where Ax is the exchange stiffness coefficient, and d is the distance between the 

two magnetization vectors Mi and M2 [Mansuripurl988], The effective field
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can be similarly derived from the exchange energy density.

2.3.5. Anisotropy energy

Anisotropies are manifest as certain preferred configurations of the 

magnetization, arising from multiple physical origins such as anisotropic 

crystalline structures, magnetic memory, macroscopic shapes, different material 

properties at surfaces, etc. Mostly governed by quantum physics, many of these 

effects can still be described with phenomenological approaches and can be 

calculated classically [Mansuripurl995]. Since the material studied in this thesis, 

Permalloy, does not have notable anisotropies (one of the reasons it extensively 

appears in researches when people want to make the problem more concise), this 

term is neglected in the following chapters.

2.3.6. Thermal fluctuations

The magnetic dipole moments in a system are also subject to 

temperature-dependent interactions with the environment (primarily phonons). 

The resulting effect is that after a small amount of time At, each spin will be
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randomly pushed away from the projected final state uniquely determined by the 

LLG equation [Palacios 1998]. This kind of thermal fluctuations are proved to 

behave as a Gaussian random process, and the associated effective field can be 

expressed as

where kB is the Boltzmann constant, and G is a vector whose components are 

within the range of (-1, 1] and are created by a Gaussian random number 

generator. In numerical calculations, At can just equal the time step because it is 

usually small enough.

2.4. Small-amplitude solutions of LLG equation; spin waves.

The experiments discussed in the following chapters will be using a rather 

weak magnetic pulse ( - 1 0  Oe) to drive the ferromagnetic specimens slightly out 

of equilibrium, so the resulting phenomena are mostly small-amplitude 

perturbations (spin waves), instead of those with large angle rotations (such as 

magnetic switching). This section will present some results that have provided 

support for those experimental projects.

(2-28)
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2.4.1. Linearization of LLG equation

In general, magnetization dynamics can be investigated based on the concept 

of spin waves. Since magnetization M(r,t) and H(r,t) are continuous and smooth 

functions of space and time, they can always be written as the sums of their 

Fourier transform components:

M{r,t) = Y ^ L m o>,k exP( ic o t-k -r )
co k ( 2 _ 2 9 )

H (r >t) =  X X K k  exPd c o t - k  r )
co k

Individual spin wave components are described by their frequency co and wave 

vector k, whose relation is determined by the dispersion law, co(k). m 0J,k and h0Jtk 

are the Fourier coefficients of magnetization and magnetic field, respectively, and 

the summations are taken over all excited spin waves in the system.

When only small-amplitude coherent (i.e., k  = 0) spin waves are concerned, 

the Fourier space representations of spin waves and magnetic fields can be 

conventionally separated into their static part and alternating part:

M  = M n + m exp (icot)
0 V (2-30)

H eff = H eff 0 +*eff expO0)t)

where M q is the equilibrium state magnetization, and M0 = Ms; f /efro is the static 

effective field. The harmonic components m and hC{\ are much smaller than the 

static counterparts: m «  Ms, hetf «  / /ctro- Substitute M and H eff into the LLG
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equation Eq.(2-12) and the linearized LLG equation is obtained [Gurevich 1996]:

icom + y0m x H elf0 + ̂ ^ - m x M 0 = ~y0M 0 x h eS (2-31)
Ms

Consider an isolated single-domain grain (equivalent to a dipole moment),

where the effective field just consists of the applied bias field H0 and the

excitation pulse field h. This simple case is the basis for more complicated

systems where the effects discussed in Section 2.3 have to be incorporated into

the effective field. To investigate eigenoscillations the damping is also

neglected for now. Suppose H q and Mo are along the z-axis (see Fig.2-l(a) for

reference), the Cartesian coordinates components of Eq.(2-37) are 

ia m x + y0H 0my = y0M 0hy

~ 7 oH0mx + icomy = - y 0M 0hx (2-32)

iO)mz = 0

The solution can be written in a tensor form:

m = %h =
J  ixa O'

-iXa X  0
0 0 0

h (2-33)

The tensor jp is called the high-frequency magnetic susceptibility, and the 

components are
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where con = YqHo- From the denominators of Eq.(2-34) it is clear that (On is the

resonance frequency (eigenfrequency) of this particular system.

Eq.(2-33) describes how the magnetic oscillations respond to an external ac

field. Now substitute Eq.(2-33) into b = h + Anm  and one gets

b = juh (2-35)

where ju is called the high-frequency magnetic permeability, defined as

p . - 1 + 4 n  x  (2-36)

Eq.(2-35) tells how the magnetic induction behaves subject to an external pulse

field. Therefore, x  and fi can completely describe the dynamics of a magnetic

system [Gurevich 1996, Cottam2005]; they will have more complicated forms

under different conditions, but the basic linearization method presented above is

quite general. For example, consider coherent oscillations in ellipsoid-shaped

samples, where both the static and alternating parts of effective fields can be

quantified using their demagnetizing tensor:

^effO = ^ 0  — N  '^ 0  (2 37)
Ktt = h - 9 f - m

Again, H q and h are the external static field and the pulse field, respectively.
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Eq.(2-31) can then be rewritten as

icom + yQm  x (H0 - 5V-M0) + 7'0(w -m )x M 0 + — fflxM 0 = - y 0M 0x h  (2-38)
M  s

The quantities in Eq.(2-38) are usually known (the applied bias field, the 

excitation pulse, and the demagnetizing factors for thin films, spheres etc.), thus it 

is very useful in solving magnetization dynamics in various geometries. Further 

details will be presented in Chapter 4.

2.4.2. General damping behavior of pulsed spin dynamics

Fig. 2-2: The geometry for deriving Eq.(2-26) to Eq.(2-32).

The small angles tj and Chave been exaggerated for clarity.

Spin dynamics in response to a short magnetic pulse is an extensively studied 

phenomenon, and many observations indicate that the damping oscillations 

generally follow an exponential profile. This can be easily deduced from the
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LLG equation; here the spherical coordinates are used (see Eq.(2-14)) to rewrite 

the LLG equation as [Miltat2002]

The energy density functional can be very complicated for different conditions. 

A simple case is considered here, as shown in Fig.2-2, where an isotropic thin 

film is magnetized in-plane along x-direction by a bias field Hq, and all spins 

oscillate coherently (exchange interaction can be neglected). The energy density 

functional is then

The first term is the Zeeman energy provided by the bias field, and the second 

term is the demagnetization energy. Since the equilibrium orientation is (90°, 0°), 

the following transformations are needed:

so that (;/, Q correspond to small-angle perturbations, and the following 

approximations can be made:

(2-39)

w = -ju0MsH0 sin#cos^+(//0M s2 cos2 6)12 (2-40)

6 = 90° + tj (2-41)
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Using these approximations, Eq.(2-25) is differentiated as

dw 2
— -  =  - j u 0 M s H o c o s 0 c o s 0 - j U o M s c o s 0 s i n  0  ~  j u 0 M S ( H 0 +  M s ) t }

Z  (2_43)
= M0M SHo sin 0sin <j> * ju0M sHoC 

Inputting Eq.(2-28) into Eq.(2-24) leads to the equation of motion for (rj, O'

+Ms)r?~HoC
To  ̂ d t (2 44)

1± £ ? _ &  = (H0+M ,)n -a H 0£
To  d t

Therefore this is also a linearization approach for the LLG equation. According 

to standard theories of first-order differential equations, the solutions can be found 

by the characteristic equation:

= 0 (2-45)- a ( H 0 + M s) ~ P  ~ H 0
H 0 + M s - a H Q- p

where p  is the eigenvalue. The solutions of p are conjugate complex numbers 

P =  ~ a ( 2 H ° + M *) ± ,• 1  ̂ 4(1 + a 2) H 0( H 0 + M s) - o c \ 2 H , + M s)2 (2-46)

The real part of p  corresponds to a damping term and the imaginary part

corresponds to a sinusoidal terms; so the spin dynamics in terms of the
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off-equilibrium components will have the general form of 

rj, £  oz e~t!r sin(ryt + ys0) (2-47)

where r is the exponential decay time, which is directly related to Gilbert’s 

damping constant:

t  =---------   (2-48)
M  s)

The phase parameter y/o can be set to zero if one assumes the dynamics 

immediately follows the rise of the excitation pulse.

The eigenfrequency <yhas the simple form after neglecting the of terms, 

O)=y]H0(H0+Ms) (2-49)

which is the Kittel’s famous formula for this geometry. With the spherical 

coordinates approach, the eigenfrequency can also be determined by the 

Smit-Suhl formula [Gurevich 1996]:

(O-
yQ ld2w d2w ( d2w ^

M s sin<?0 ^ d62 d<p2 \^d6d(p 

where 6q is the polar angle of the equilibrium orientation

(2-50)

Although the solutions in Eq.(2-32) are derived for the simple geometry 

shown in Fig.2-2, the exponential damping behavior is a general result, as can be
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seen from Eq.(2-29). No matter how complicated the system’s Hamiltonian is, 

the energy density functional w will end up with a Taylor’s expansion in terms of 

the angles and (. In the small-angle regime, the terms with power of two or

9 9higher (rj , C , rj( etc.) can always be neglected and the differential equations in 

Eq.(2-29) will remain first-order. The exponentially damping sinusoid in 

Eq.(2-32) will always be the general solutions of such equations.

2.4.3. Magnetostatic limit

This section begins to consider incoherent spin waves, i.e. k  ^  0. Fig.2-3 

shows a categorization according to k [DeWamesl970]. This thesis focuses on 

the magnetostatic spin waves because the size of excitation devices to be 

introduced in the later experimental chapters are on the jum scales, which means 

the majority of the excited spin waves fall into the magnetostatic region.
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exchange
dipole-exchange

magnetostatic
electromagnetic |___________ |___________ |___________ |___________ |___

105 106 107 108 109

wavevector k (nrf1)

Fig.2-3: Typical spin waves with different ranges of wavevectors.

We start from the Maxwell equations:

„  1 dBV x E  +-------= 0
c dt

V B =  0
(2-51)

V x t f - - ^  = —  J  
c at c

V D = \ n p

where D = E + 4nP, H  = B -  AnM. These quantities can also be divided into 

their static and alternating components (complex amplitudes), and one can easily 

derive the equations for electrostatics and magnetostatics:

V7 n  4 ^  '

"“ c 70 (2-52)
V- B„ = 0

and those for small-amplitude electromagnetic waves:
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It is the third equation in Eq.(2-5-3) that is useful here to establish the so-called 

magnetostatic limit; for the magnetic systems considered in this thesis, the spin 

waves are too slow as compared with light, and there is no current, so we simply 

have

W xh = 0 (2-54)

Therefore, the magnetostatic potential can be introduced to reduce the vector

problem into a scalar one:

h = Vy/ (2-55)

The divergence equation of b in Eq.(2-53) can be rewritten as (also recall 

Eq.(2-35)) [Gurevich 1996]

V • (h + Amn) = V • (fih) = V • (JN y/) = 0 (2-56)

which is named after Walker [Walkerl957], one of the pioneers in exploring the 

field. Clearly, in free space the Walker’s equation reduces to the Laplace 

equation:

V V  = 0  (2-57)

At the interfaces between two media, the boundary conditions for the
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magnetostatic potential yj can be deduced from the Maxwell equations regarding 

the continuity of h and b fields. Suppose the interface is in y-z plane and x-axis 

is the normal, these boundary conditions are [Gurevich 1996]:

dy'i _
dy dy

_ %yr2 
dz dz

( f i F v X  = ( f i F v 2\

(2-58)

2.4.4. Magnetostatic spin waves

Magnetostatic spin waves, in terms of yj, can be generally expressed as

y/ = ¥n exp(- ikxx  -  ikyy -  ik,z) (2-59)

where y/o is a constant. When the permeability tensor for a specific problem is 

deduced, one can substitute Eq.(2-59) into Eq.(2-56) and Eq.(2-57), then use the 

boundary conditions Eq.(2-58) to find the dispersion law of the spin waves of 

interest. The studies on this subject have been intensive through 1950’s to 

1970’s by many authors, such as Kittel, Walker, Damon and Eshbach, Wolfram 

etc. [Kittell948, Walkerl957, DE1961, DeWamesl970]. Their methods were 

somewhat different, some were approximated, but mostly were consistent with 

each other. Elere we jump to the typical results for two special cases -  an
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infinitely large, tangentally magnetized thin film, with wave vectors parallel or 

perpendicular to the saturated magnetization [Gurevich 1996, Cottam2005]. 

These two cases will be experimentally studied in Chapter 4.

When k  1  Mq (i.e., k -  ky and kz = 0, since it is assumed that Mo is on the 

z-axis), it has been shown that the wave vector along the film thickness (kx) will 

be imaginary: kx = ±iky. The spin waves are then localized near the surface and 

are exponentially decaying along the film thickness. Therefore they are called 

magnetostatic surface spin waves (MSSW). Their dispersion law is:

0 )- 0)H + -
(0, \ 2

M CO,M exp(- 2  kd)

1/2

(2-60)

where (Oh = To Ho, (Om = Ax yo Mo, and d is the film thickness. The group velocity,

defined as v» = dcddk, is

dco,M
4 co

exp( - 2  kd) (2-61)

When k  II Mo, the excited spin waves belong to volume waves, with the

dispersion law [Bailleul2001]:

l - e x p ( -  kd)
(0 =

kd

1 / 2

(2-62)

and the group velocity is
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(kd + l)exp(— kd ) —1

 2  J d  (2' 63)

When kd «  1 (thin film limit), the numerator in Eq.(2-63) can be approximated 

as -  (k d f /2  and is negative, indicating that the waves propagate anti-parallel to 

the wave vector (and the phase velocity), so they are called magnetostatic 

backward volume waves (MSBVW). More details on the group velocities of 

MSSW and MSBVW will be discussed in Chapter 4.

2.5. Numerical approach -  micromagnetic simulation

Micromagnetic simulation has been proven a very useful tool to study both 

the quasi-static behavior and ultrafast dynamics of magnetic systems. This is a 

highly participated-in research area, and a large variety of numerical methods 

have been established, such as finite-element methods, finite-variance methods, 

and Monte-Carlo methods. The studies discussed in this thesis adopt a standard 

finite-element approach, in which the magnetic specimen is divided into many 

sufficiently small rectangular cells, each of which obeys the LLG equation in the 

spherical coordinates form (Eq.(2-39)). The energy terms contributed to the 

effective field have been discussed in Section 2.3. The effective field
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calculations occupy the majority of the computation loads, especially for the 

demagnetization field which requires a fast Fourier transform (FFT) algorithm. 

Starting from an initial magnetization configuration, Eq.(2-39) is then solved 

step-by-step using a fifth-order, self-adaptive Runge-Kutta algorithm [Press 1992], 

and the evolutions of 6 and (p for all the cells can be revealed. The details of the 

calculations are included in the author’s Master thesis [Liu2003].

2.6. A brief introduction to the magneto-optical Kerr effect

Magneto-optical effects were first discovered as early as 1845 by Faraday, 

who observed that the plane of polarization of a linearly polarized light was 

rotated after going through a medium in a magnetic field. If the light is reflected 

from the medium surface, similar polarization change also occurs, and is known 

as the magneto-optical Kerr effect (MOKE). These effects originate from the 

interactions between the intrinsic electron spins and the angular momentum of the 

orbiting electrons (spin-orbital coupling). In the presence of a magnetic field, 

these interactions will generate multiple spin-dependent energy levels in the 

system’s Hamiltonian [Freiserl968], Light emission from such a system will
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show Zeeman splitting: the majority of the light is polarized parallel to the 

magnetic field with unchanged frequency, while two small components are 

polarized perpendicular to the magnetic field with displaced frequencies; if more 

than three components are observed, the effect is usually referred to as the 

“anomalous” Zeeman splitting. As a macroscopic result, certain optical 

properties of the materials will also be changed by the magnetic field, such as the 

index of refraction and the coefficients for absorption and reflection, and the 

polarization rotations of an incident light are induced by these changes. The 

solutions of such problems certainly have involved a great deal of work in many 

decades, but the phenomenological description, which is the basis for most 

magneto-optical applications, is quite straightforward. If the complex amplitude 

of the incident polarized light is taken as unity, the reflected light will consist of 

two orthogonal parts: the Fresnel reflection component r and the Kerr component 

k. The effect can be specified by writing

-  = dK +ieK (2-64)
r

where 6k is called Kerr rotation and £k is called Kerr ellipticity (both are real 

quantities), and \k!r\ «  1 for all materials.
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(a) (b) (c)

Fig-2-4 : The three types of magneto-optical Kerr effect, (a), Polar.
(b), Longitudinal, (c), Transverse. The dashed rectangles stand for 
the plane of incidence.

There are three types of MOKE’s according to the geometry, as illustrated in 

Fig.2-4 [Freiserl968]. If the magnetization is parallel to the plane of incidence 

and is perpendicular to the sample surface, it is called the polar Kerr effect 

(Fig.2-4(a)); if the magnetization is parallel both to the plane of incidence and to 

the surface, it is called the longitudinal Kerr effect (Fig.2-4(b)); if the 

magnetization is perpendicular to the plane of incidence (and therefore is 

necessarily parallel to the surface), it is called the transverse or equatorial Kerr 

effect (Fig.2-4(c)).

Now consider normal incidence of a linearly polarized light for the case of 

polar Kerr effect, which is the geometry adopted in many experiments including
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those to be discussed in this thesis. Linear polarization means that the light can 

be decomposed into two circularly polarized lights with equal amplitude and 

opposite helicities. Due to the Zeeman effect, the indices of refraction of these 

two components are different, denoted as n+(co) and njco), where a> is the 

frequency of the light. In this geometry, the reflected amplitudes (Fresnel 

coefficient) can be expressed as

r+ = —^ — 7 = |r±| exp(/^±) (2-65)
n± + 1

where </)± are the phase angles. When these two reflected components are 

combined together, the result will be an elliptically (no longer linearly) polarized 

light. It can be shown that to the first order of n+ -  n_, the Kerr rotation is

(2-66)
2  n+n_ - 1

The Kerr ellipticity is then

£r g - Re .l+-Z.Zk (2-67)
n+n_ - 1

Now the important question is how the magnetic field is related to the polar 

Kerr effect described by Eq.(2-66,2-67). When a magnetic field is present, the 

index of refraction will change from n to n', and can be generally written, to the 

first order, as
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n'(co) = n(a))-\ A co (2-68)
dco

where A® is the small frequency shift (perturbation) as a result of turning on the 

magnetic field. In classical physics, this kind of induced oscillation is nothing 

but the Larmor precession driven by the Lorentz force, and Aco is just the Larmor 

frequency:

cor = —  H  (2-69)
2m,

This simple model can be generalized and is called Larmor’s theorem, which says

that the properties of a system of electrons in a magnetic field are the same as the

zero-field case but are observed from a frame that rotates about the field direction

with the Larmor frequency. Concerning the indices of refraction of the circularly

polarized lights, Eq.(2-68) will give

n+ (co) -  n (co) = 2coL —  (2-70)
dco

Combining Eq.(2-69, 2-70) with Eq.(2-66, 2-67) it is clear that Kerr rotation and 

Kerr ellipticity are indeed proportional to the magnetic field (or the magnetization 

of the sample itself). The quantum mechanical version of the theory is much 

more complicated but yields a similar result, that Kerr rotation and Kerr ellipticity 

are proportional to the expectation value of the average spin components along 

the surface normal (Mz). Thus the out-of-plane magnetization near the sample 

surface can be measured through the polar Kerr effect.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-40-

Appendix of Chapter 2 

Volume-average magnetostatic interaction between single domain 

magnets with arbitrary shapes

Assume two objects, A and B, are labeled by a reference point inside each of 

them, Pq and Pi. For simplicity, Pq is set as the origin of the coordinates system, 

and Pi is now located at r, as illustrated in Fig.2-5. If A is uniformly magnetized 

with magnetization M, the average magnetic vector potential that is applied on B 

can be written as [Brownl962, Jacksonl975]

where t 0 and r, are arbitrary points inside A and B, Vo and Vi are the volumes of A

Fig. 2-5 : Two objects, A and B, with arbitrary shapes. 

A is uniformly magnetized with magnetization M.

(A2-1)
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and B, respectively. The shape functions, Dq(t0) and D are used to describe 

the spatial confinements of the two objects. They are generally defined as

fl, if a point r is inside the object 
£>(r)sJ f  j (A2-2)

[0 , otherwise

Now the integrals in Eq.A2-l can be extended to the whole space, and the 

following deductions can be made using the properties of convolution and 

cross-correlation:

(A)(r) = ~  \ d h M r , )  \ d \ D , { r a)M
r + r, -  t 0 x- 1 0

V' J  i l ' - J . - ' J  U U - U '

1- -  r + Tj -rJ

= 1  [ d ^ p ^ t D ^ r  + Tj) ® (Af x - ^ 5-)]
lr  + T l̂ (A2-3)

= l D 1(-r)0Do(r)®(5fx4)Vj r

= V0S ( r )® (M  x-^-) 
r

where ® is the convolution operator, and a shape factor for a two-body system is 

introduced, which plays a key role in this model:

S(r) s - L - D ^ - r )  ® D0(r) (A2-4)

To compute the magnetic flux density, we start from

B(r) = V x /l(r)  (A2-5)

Recall the macroscopic version of Maxwell’s equations, and follow the discussion 

in Ref.[Newell 1993], we shall have the same relation after averaging over the
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source and observing objects, provided that sizes of the objects are much larger 

than atomic spacing while small enough to build a smooth field:

(B ) ( r )  = V x ( A ) ( r )  (A2-6)

Plug (A2-3) into (A2-6), and use the derivation rule of convolution, we have

(B}(r) = V0S(r) <8>(VxM x-^-)
r (A2-7)

= V0S(r ) ® (V • 4 ) M  -  V0S(r ) <g> (M • V) 
r r

In the second line of (A2-7), the first term can be easily shown to be

The second term is then the average demagnetizing field, which has the following

form after some vector algebra:

(H)ir) = -S ir )  ® 3V0 (r) • M  (A2-8)

where %(r) is the dipolar demagnetizing tensor introduced in Eq.(2-25). 

Compare Eq.(A2-8) with Eq.(2-24), the volume-averaged demagnetizing tensor is 

simply given by

^ ( r )  = 5 ( r ) ® f^ ( r )  (A2-9)

The physical significance of above relations is that the volume-averaged 

interaction differs from the ideal dipolar interaction only by a convolution with 

the shape factor, S(r), which reflects the intrinsic geometric property of a 

two-body system.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-43-

Now focus on a special case of above model, namely the two objects are

rectangular cells (cuboids) with same dimensions a, b, c in the x, y and z

directions, respectively. The shape function is simply a 3D rectangle function:

D(r) = n ( - ) I I ( f ) I I ( ^ )  (A2-10)
a b c

with FI(x) = 1 if -1/2 < x < 1/2 and 0 otherwise. It is easy to show from 

Eq.(A2-4) that the shape factor is a modified 3D triangle function:

5 (r > = — j - I A(x,a)A(y,b)A(z,c)  (A2-11)
(.abc)

with

A (x,a) =
x + a, if - a <  x<  0
- x  + a, if 0 < x <  a (A2-12)
0 , otherwise

The elements of can be analytically computed. Take %x as an example:

1 a b c

9iu (x,y,z) = — — jdx '  jdy '  jdz'A(x',a)A(y',b)A(z',c)
abc „ ,

-O -b  - c  (A2-13)
2 (x -x ' )2- ( y - y ' ) 2- ( z - z ' ) 2

[ { x - x ' f  + { y - y ' f  + ( z - z ' ) 2]5/2 

Because the 3D triangle function is piecewise linear in each octant in the

Cartesian coordinates, it is convenient to split Eq.(A2-13) into eight terms.

Changes of variables and integration limits can be performed to write the integrals

in a unified form:
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2 2 2

9{xx(x,y,z) = —
a b c j - ^ j ^ t i  (A2-14)

Fxxi\x + (-1)! a l» I* l\ y + l \ y l \ z + (-1)* c |,| z |]

where

Fxx(x0,xv y0,yl,z0,zl) =

( x - x 0) ( y - y 0) ( z - z 0)(2x2- y 2- z 2) (A2-15)jdx jdy  jrfe-
* ,  * (*2 + / + z T 2

Note all input variables of Fxx are non-negative. According to the first 

fundamental theorem of calculus, multi-fold definite integrals can be evaluated 

via their indefinite counterparts. A relevant discussion on this topic can be found

in Ref.[Fukushimal998], and the result is:

Fja(xo>Xi>yo>yvZo’Zi) =
~ Gxx ( x 0 ’ 3\) ’ ^0 ) Gxx ’ ^0 )

+ Gxx(xo’yvZ0) + Gxx(x(),y0,z1) (A2-16)

— Gxx (X1 ’ 3̂ 1 ’ ^ 0  )  ~  Gxx ( “*1 ’ ^ 0  ’ ^ 1 )

-G „ (xQJy1,zl) + Gxx(x1,y1,z1) 

where Gxx is an indefinite integral:

f*  u  f a ( ± - ^ y - y J ( z - z « n f - y 2--zz) ( A 2 . 1 7 )
J J J ( x  + y  + z I y u

where x0, y0 and zo are the same input variables of Fxx. The integration result 

contains lengthy terms, but some of them will be cancelled out when evaluating 

Eq.(A2-16). By omitting such terms, we finally find

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-45-

G „(x,y,z) = (y0z /2 )(z -2 z 0)ln(y + r)

-  (z0 / 2 )(x2 -  2 x0x -  y 2 + 2 y0y)ln(z + r)

- ( y 0x /4 )(x -2 x 0)ln[(x2 + y2 + y r )2 + x2z2] (A2-18)

- x 0y0z0 arctan[xz/(x2 + y2 + yr)]

+ (r/6)(4x2 -6 x 0x - 2 y 2 + 3y0y - 2 z 2 +3z0z)

where r = (x2 + y2 + z2)1/2. From Eq.(A2-14) and Eq.(A2-16) one can see that

either x = xo, or y = yo, or z = zo will hold for every Gxx. Therefore, no

divergence will occur at the odd point x = y = z = 0 , ensuring this formula for to

be complete.

Now turn to the off-diagonal element, 9^y(r):

9ixy(x,y,z) = — j—  J  dx |  dy‘' J  d z A ( x \  a)A(y',b)A(z,c)
~a ~b ~c (A2-19)

3 ( x - x ' ) ( y - y ' )
[ ( x - x y + ( y - y T H z - z r ] 5U 

It can be calculated in the same way as but the result looks a little more

complicated due to the anti-symmetry in terms of (x -  x ) and ( y -  y ):

oi (x, y , z) = — S I  +  ' s^ y  +
a b c ^ M t t  (A2-20)

' Fxyi\x + (“ !)' a |,| x |,| y + ( - iy  H | y\,\z + (-1)*c |,| z |]} 

where sgn(x) = +1 for x > 0  and - 1  for x < 0 , and
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Fxy(x0,xl,yQ,y1,z0,zl) =

- G x y i ^ y o ’Z^ + G ^ i ^ y ^ Z o )

+Gxy(x0,yl,z0) + Gxy(x0,y0,z1) (A2 -2 1 )

- Gxy(xv yv z0) - G xy(x1,y0,z1)

Gxy (x0, »  ,z, ) + (Xi, yl ,Zj)

with

G^ (x, y , z )  = - ( z 0y / 2 ) ( y - 2 y 0) arctan(x^ / yr)

+ (z2 /6 )(2z-3£ 0)arctan[-yz/(x2 + z 2 + xr)2] 

- ( z 0x / 2 ) ( x - 2 x0)arctan[xy/(x2 +z2 + zr)2]

- ( / / 6 ) ( 2 , - 3 y 0)l„(* + r) (A2 22)

-(l/6 )(2 x 3 -3 x 0x2 -3 x 0z2 + 6 x0z0z)ln(y + r)

+ (y0z / 4) (z - 2z 0)ln[(x2 + z 2 + x r )2 + y 2z2]

-  12) ln[(*2 +z2+ + x2y 21

+ ( r / 6 )(6 x0y0 -  3y0x -  3x0y + 2xy)

Again, xo, yo and zo are just the same input variables of and no divergence will 

occur at the pointx - y  = z = 0 .

Since and %y have been found, other elements of jy[r) can be obtained 

simply by commutations of variables [Newelll993, Fukushimal998].

An obvious feature of the model, as shown from Eq.(A2-3) to Eq.(A2-9), is 

the intensive involvement of real-space convolutions. This inspires us to map 

the problem into the Fourier space [Mansuripurl995, Beleggia2003a, 

Belleggia2003b, Tandon2004, Beleggia2004], where convolutions become direct 

products. First, the Fourier transform (FT) of the shape factor is given by
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S(k)  = FT [S(r)] = - ± - D / k ) D / - k )  (A2-23)
T l

Eq.(A2-3) can also be transformed into Fourier space:

(A){k) = VQS { k ) M x ( - A 7 t i \ )  (A2-24)
k

where the following FT identity is used [Mansuripurl995]: 

f  , , . k
- 7 ) =  - * m ~k

FT(— ) = - A m —j  (A2-25)

In Fourier space, the nabla operator is transformed as ik [Beleggia2003a], so the 

FT of magnetic induction is

B( k ) = ikx[V0S(k)M  x ( -4m  \ ) ]
k (A2-26)

= 4rtV0S ( k ) [ M - (k ' f ^ -J
k

Analogous to the discussion following (A2-7), the first term in the second line of 

(4.4) gives 4nM(k), and the second term corresponds to the average 

demagnetizing field:

( H) ( k)  = - W ( k ) - M  (A2-27)

with the elements of 94k) given by

9iti(k)  = 47rV()S ( k &  (A2-28)
K

and the elements of 94/) can be obtained by inverse Fourier transform (IFT):

4 r , k k ,
N / r )  = l d / S ( k ) ^ - e x p ( i k - r )  (A2-29)

V  /  CO

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-48-

Chapter 3
Sample preparation and experimental techniques

3.1. Selecting the materials

The experimental projects to be discussed in the following chapters will use 

different kinds of materials. Firstly, various thin film ferromagnetic samples, 

some of which will be patterned into elements under 100  nm in lateral size, need 

to be deposited. Permalloy, an alloy of ~ 80% nickel and ~ 20% iron (the atomic 

percentage ratio can span a wide range for different applications), is a good 

candidate for our experiments. It has a strong saturation magnetization ~ 800 

emu/cm under room temperature, and the Curie temperature is about 850 K (~ 

580°C) [Bozorthl994], Compared to some ferromagnetic metals (pure iron for 

example) that are vulnerable to oxidation and other degradations, Permalloy has 

good chemical stability to allow for several months of operations under ambient 

conditions. High quality polycrystalline Permalloy thin films can be readily 

grown using low-cost techniques such as magnetron sputtering, thermal 

evaporation and electron-beam evaporation. Coercive fields of Permalloy films 

magnetized along the easy axis are very low (typically a few Oersted) [Bloisl955],
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making single-domain investigations easier. Permalloy films also have very 

small crystalline anisotropy (usually on the order of 103 erg/cm and can be 

minimized down to zero by changing the composition of Ni and Fe; in some 

applications, an external field is intentionally applied during the film growth to 

create an extra uniaxial anisotropy) [Smith 1958, Lewis 1964], which simplifies the 

systems under study.

Nonmagnetic metals are necessary to fabricate photoconductive switches and 

transmission lines for generating and carrying the excitation pulses. Gold (> 

99.99%) is used for the switches because of its excellent chemical stability 

(copper switches also work, but have shorter life time). For the transmission 

lines, however, gold is not rigid enough since the coplanar structures are subject 

to direct contact and friction with the samples to be measured; therefore, a thick 

copper film (~ 250 nm) is grown first and then a gold cap layer of ~ 10 nm is 

deposited for chemical protection. In some cases, chromium (Cr) is also used to 

form a cohesion enhancement layer, because gold or copper films may not stick 

well on certain types of glass.

Finally, substrate materials need to be carefully selected according to

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-50-

different applications. The photoconductive switches are grown on 

semi-insulating GaAs substrates. The transmission lines are grown on ~ 1.5 mm 

thick borofloat glass, since they need to be relatively rigid. The Permalloy films, 

however, are grown on much thinner glass substrates (~ 150 /an) because the 

probe laser beam has to penetrate the substrate in some experiments. For the 

project covered in Chapter 5, the patterned Permalloy samples are very small (< 

2 0 0  nm in lateral sizes) and the transmission lines have to be fabricated on the 

same substrate; for better results, sapphire substrates are used for such samples 

thanks to their excellent surface quality (they are single crystals), low electrical 

conductivity (to avoid short circuit between the transmission lines and the 

Permalloy elements) and high thermal conductivity (sapphire’s 25.1 W/m-K 

versus borofloat’s 1.2 W/m-K at ~ 100°C).

3.2. Sample fabrications

3.2.1. Substrate cleaning

Glass substrates (including sapphire) can be cleaned in hot Piranha solution 

for about 15 minutes; the recipe is 3:1 mixture of H2SO4 and H2O2. Operators
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must make sure that H20 2 is gently poured into H2S 04, not the other way, 

otherwise explosive damages may occur. The substrates are then rinsed in 

distilled water and are dried with a nitrogen gun. Piranha will destroy GaAs 

substrates (but OK for some other semiconductor wafers like Si), so diluted 

hydrochloric acid (< 20%) is used for cleaning. Noncorrosive recipes are also 

available, such as acetone and isopropyl alcohol (IPA), to clean the samples when 

metal films are already present.

3.2.2. Thin film deposition

Thin films of gold, copper and other nonmagnetic metals were deposited in 

the sputtering system in the Nanofab. The system can be pumped down to ~ 5 x 

10-7 Torr, and two targets can be mounted in the main chamber, so that bilayers of 

copper and gold (for the transmission lines) can be deposited without breaking the 

vacuum. However, this sputtering system cannot monitor the film thickness in 

situ; the Nanofab staff offers calibration data for a variety of materials, and the 

film thickness can be measured more accurately using the Nanofab’s Alphastep 

200 profilometer.
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The Permalloy films were deposited using electron beam evaporation because 

the Nanofab’s sputtering machine does not show satisfactory burning conditions 

for the Permalloy target that used to be good (e.g. for the Ph.D projects conducted 

by Belov [Belov2004]). E-beam evaporation can be done in the Nanofab and in 

the high vacuum lab of the Department of Physics. Both systems have a digital 

crystal thickness monitor to measure the film thickness and the deposition rates, 

thus the rates can be controlled by adjusting the electron beam intensity. The 

system in the Physics building also has a thermal couple attached to the substrate 

holder to measure the substrate temperature, since there are concerns that the 

melted metals in the evaporation chamber may overheat the substrate and damage 

some structures (such as photoresist patterns). Since the Permalloy films are 

quite thin in these projects and do not need a long growth time, the measured 

substrate temperatures never exceeded 80°C. The base pressures of the 

evaporation systems are in the same level with the sputtering system.

3.2.3. Micrometer-scale patterning: photolithography

The Nanofab’s photolithography facilities include a pattern generator, three 

mask aligners specialized for different wavelengths, and equipments for
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wet-processing, baking, spin-coating, etc. The masks were first designed using 

Tanner L-Edit® layout editor. The designs were then converted into standard 

GDSII files that can be processed by the pattern generator (Heidelberg DWL-200). 

Raw masks are 4-inch square quartz plates and have an opaque chrome layer 

covered by a HPR504 photoresist layer. The pattern generator decomposes the 

photoresist in the specified areas with a focused laser beam, thus minimum 

features ~ 1 jum can be safely generated. But the following steps of resist 

developing and Chrome etching are tricky handwork, so the minimum features of 

the finished masks are 1.5 ~ 3.0 jam.

The cleaned substrates are firstly spin-coated with a LOR-series (MicroChem 

Corp.) resist layer, depending on the desired thickness of the thin films; LOR-5B 

is usually adopted for samples below 300 nm. Then a second spin-coating is 

processed with HPR504 resist. When such samples are exposed under 

ultraviolet light (for 4.0 second) in the mask aligner, the decomposing rate of the 

top HPR504 layer is lower than the bottom LOR layer, such that an “undercut” 

structure can be generated after the decomposed resists are removed by standard 

developing procedures, as shown in Fig.3-1. Thin films are then grown on these 

developed samples, as introduced in Section 3.2.2. The undercuts can avoid the
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deposited materials from sticking with the bottom resist layer and being damaged 

in the lift-off process (using Remover PG from MicroChem Corp., operating 

temperature 70 -  80°C).

exposure

generate masksdesign masks

first spin- 

coating
clean

substrate
first

developing

second

developing

second spin- 

coating

Fig.3-1: Rowing chart for double-resists photolithography. The
cartoons beneath some of the charts are schematics of the samples at the 
corresponding stages. The thicknesses of the substrate and the resist 
layers are not drawn in-scale for visibility.

Two types of samples were fabricated by photolithography: transmission lines 

and photoconductive switches. The size parameters of the transmission lines are 

the width of the two striplines and the gap between them, w, and the length of the 

parallel part of the striplines, L. For the project covered in Chapter 4 

(magnetostatic spin waves in continuous Permalloy films), w = 3 jum and L = 400
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//m; the particularly long striplines can ensure the excited spin waves to be 

quasi-one-dimensional. For the project covered in Chapter 5 (spin dynamics in 

Permalloy nanomagnets), the striplines do not need to be long, so w = 3 jum and L 

= 80 jam. A major difficulty in fabricating the photoconductive switches arises 

because it takes two rounds of photolithography. The first layer is thin ( - 1 0  nm) 

and has wider finger structures; the second layer is aligned right on top of the first 

layer, but is thick (~ 250 nm) and has narrower fingers, as shown in Fig.3-2. 

This design can reduce the illumination loss due to the shadow of the fingers 

when the pump beam is not perfectly perpendicular to the sample plane.

(b)
2-jum gap

X,

Fig. 3-2 (color): Images of photoconductive switches fabricated
through the two-step photolithography scheme described in the text.

The minimum feature of the samples fabricated by photolithography depends

5-//m gap
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on various factors. The spatial resolution of the pattern generator is determined 

by the diffraction limit of the focused laser beam, which is significantly less than 

1 /an for the Heidelberg DWL-200 model in the Nanofab. The subsequent 

photoresist developing and chrome etching will slightly enlarge the openings, but 

for skilled operators, the minimum feature on finished masks can still be less than 

1 /an. When the patterns are to be converted onto the substrates covered with 

photoresist, further difficulties will come up, especially in the second developing 

process for creating the undercuts (the developer for LOR-series resist is 

Shipley’s MF-319). If the developing time is too short, the lateral size of the 

undercuts may not be enough to avoid the metal structures from sticking with the 

photoresist; if the developing time is too long instead, the undercuts may be too 

large and neighboring resist openings may crash with each other and the sample 

will fail. These complications make the minimum feature of the finished 

samples larger than 1 /an. Fig.3-3 shows the image of transmission lines with w 

= 1.5 /an, which is the smallest feature ever produced in these projects. It can be 

seen that the gap looks a little larger than the width of the striplines, which may 

also be attributed by the undercut size.
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Fig. 3-3 (color): The smallest structures generated by photolithography, 
(a), the zoom-out image of the transmission lines with w = 1.5 jum and L = 
40 fjm. (b), the zoom-in image of the same transmission lines.
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3.2.4.102-nm-scale patterning: electron beam lithography

To fabricate sub-//m structures like the Permalloy nanomagnets to be 

discussed in Chapter 5, electron beam lithography (EBL) is utilized taking 

advantage of the Nanofab’s Raithl50 system (whose ultimate resolution is down 

to 20 nm). The patterns are designed using L-Edit® and are converted into 

GDSII files. The resists used in EBL are copolymer EL6 (bottom layer) and 

polymethylmethacrylate (PMMA) 950 (top layer); they are spin-coated on 

cleaned sapphire substrates by using Head-way Resist Spinner. The electron 

exposure rates are different for the two resists so that after being developed, the 

resists openings will have undercuts analogous to the photolithography case. 

The metallization is done by e-beam evaporation, as introduced in Section 3.2.2. 

The lift-off is performed in an acetone bath for about 20 minutes, assisted by an 

ultrasonic treatment. Then, the samples with Permalloy nanostructures are 

immediately processed with the second round of photolithography to fabricate the 

transmission lines. A number of markers are carefully designed around the 

nanomagnets and transmission lines that can match each other by using the mask 

aligner. The details of the designs and the samples will be presented in the first 

section of Chapter 5.
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3.3. Time-resolved magneto-optical Kerr effect microscopy

To measure magnetization dynamics using the polar Kerr effect introduced in 

Section 2.6, it is the change of Mz with respect to its equilibrium value that needs 

to be concerned. The reflected probe beam which contains the Kerr signals is 

usually analyzed by a polarization-dependent beam splitter such as the 

Glan-Thompson prism. The outcoming 5-light and /3-light are separately 

collected by a pair of semiconductor photodiodes. When the system is at 

equilibrium, the photodiodes are manually balanced to give equal signals; 

consequently, any out-of-equilibrium Kerr signals will be obtained by subtracting 

the off-balanced signals from the two photodiodes. This differential approach 

can enhance the signals by a factor of two, and can reduce noise by 

common-mode rejection.

To perform time-resolved measurements, an optical time delay is established 

between the pump and probe beams; by setting a proper starting point to (usually 

~ 200 ps before the onset of the excitation pulse) and then controlling the time 

delay At, the evolution of the magnetization Mz(to + At) can be monitored. The 

time delay can be as large as ~ 5 ns, and can be changed almost continuously (the
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time resolution is less than 0.5 ps for the current settings, and can be further 

refined by using better gearing shafts). On the other hand, spatially resolved 

measurements are implemented by mounting the sample onto a piezo-stage, 

which can move in three dimensions (while the probe beam and the objective lens 

are fixed); the spatial resolution of the piezo-stage is less than 50 nm, much better 

than the diffraction limit of the optical objectives.

Since the magnetic signals are very small (typical Kerr rotation angles are 

10'5 -  103 rad), the pump-probe measurements are performed in a stroboscopic 

scheme. A 2.3 kHz reference signal is used to trigger the pump pulses, and the 

data acquisition system is also phase-locked at this frequency. Then the signals 

from about 103 repeated events can be summed up to yield notable signals (102-  

103//V).
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Chapter 4:
Locally-excited magnetostatic spin waves in Permalloy 

films

4.1. Project overview.

The main purpose of this project is to measure and quantitatively explain the 

spin wave dynamics excited by spatially inhomogeneous magnetic pulses in a 

continuous Permalloy film (that is, the sample itself is spatially homogeneous). 

These pulses are generated by the photoconductive switch and transmission lines 

introduced in Section 3.2; the excited spin waves in the Permalloy film are 

measured by means of time-resolved scanning Kerr effect microscopy; the 

measured data are then compared with results calculated by micromagnetic 

simulations and by a semi-analytical method. Emphasis will be taken on the 

properties of the localized pulse (in both the real space and the Fourier space) and 

their effects on the spin wave dynamics. Main results of this project has been 

published in Ref.[Liu2007].
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4.2. Experiment details and representative results.

The Permalloy film was deposited on a 150 jum thick glass substrate using 

e-beam evaporation introduced in Section 3.2, with a base pressure of ~ 7 x 10'7 

Torr and a deposition rate of ~ 0.2 A/s. The film thickness was measured in situ 

by the crystal thickness monitor to be 10 ± 1 nm. The substrate was then cut into 

pieces of about 3 mm in size, and was clamped on a 3-/rm wide, 400-/1 m long 

transmission line structure that has also been introduced in Section 3.2 (although 

the sizes are different with what were shown in Fig.3-3). A small amount of 

high-vacuum dielectric grease (Dow Coming® High Vacuum Grease) was applied 

to stick the Permalloy film on the transmission lines with a strong surface-tension 

bond and to ensure electrical isolation.
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Permallov

►

trai rssioi les

PC
probe beam (time delayed)

pump beam

Fig.4-1 : Schematic of the experiment layout. The coordinates
system is also defined.

In some of our previous experiments [Zhu2005APL, Zhu2005JAP], the probe 

beam had to penetrate through - 1 . 5  mm thick glass (the substrate for the 

transmission lines) before hitting the magnetic film. The sample holder was also 

-  1.5 mm thick, so the working distance of the objective lens cannot be very short, 

limiting the measurement’s spatial resolution. In this project, thanks to the thin 

glass substrate, the whole sample was mounted in a reverse way such that the 

probe beam penetrated through the 150-/<m glass to reach the Permalloy film, as 

illustrated in Fig.4-1. Thus, an objective lens with numeric aperture (NA) = 0.9 

can be used, allowing for spatial resolution down to -  500 nm. Some other 

experiments also adopted this alignment but the measurements were not taken in
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scanning mode and spatial resolution was not a critical concern [Buchanan2004, 

Buchan an2005, Zhu2005PRB],

A bias field H q was applied in-plane (i.e., parallel to the film plane). 

Because of the low coercive field for Permalloy, the static magnetization Mo was 

sufficiently saturated to be parallel to H0 in the interested range (Ho = 30 -  300 

Oe). In this project, the bias field was either parallel to the transmission lines or 

perpendicular to them, corresponding to two typical geometries in spin wave 

studies: k  _L M0 and k  // Mo.

The measurements were typically carried out in scanning mode, that is, the 

Kerr effect signals were collected together with the spatial scans, which requires 

much longer integration time for the lock-in amplifier than pure spatial scans 

(which only record reflected light intensity). The scans were taken one 

dimensionally, along the direction of the k  vector (i.e., perpendicular to the 

transmission lines). Thus, a two dimensional dataset can be obtained after each 

scan, with a time axis and a spatial axis. Representative intensity images are 

shown in Fig.4-2(a,c), and their corresponding magnetic images are shown in 

Fig.4-2(b,d). It can be seen that the spin waves behave very differently for the
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two excitation schemes. In the k  L  M$ geometry, the spin waves are clearly 

moving along the x-axis (Fig.4-2(b)), while the spin waves appear to be stationary 

in the k  II Mo geometry (Fig.4-2(d)). These two distinct behaviors were then 

measured under varying bias fields (both parallel and perpendicular to the 

transmission lines) for further analyses.
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0 1 2 3 4  0 1 2 3 4
optical delay time (ns)

Fig. 4-2 (color): Typical experimental data obtained by TRSKEM. The 
scans are 1-dimensional along the x-axis; the horizontal axis gives the optical 
delay time, and the vertical axis gives the locations along the x-axis. The 
color bars represent normalized values of corresponding channels of the 
lock-in amplifier, therefore are dimensionless. (a), spatial image near one of 
the transmission lines. The red area is the transmission line, and the blue area 
is the background (substrate etc.). (b), polar Kerr signals obtained from the 
area shown in (a). The colors represent for the Mz(x,t) values and are scaled
f r o m  m i n i m u m  ( b l u e )  t o  m a x i m u m  ( r e d ) .  O r i e n t a t i o n  a n d  s t r e n g t h  o f  t h e  b i a s  

field are shown, corresponding to the k  J_ Mo geometry, (c), spatial image 
above one of the transmission lines. (d), the magnetic image for the area 
shown in (c), with the bias field is rotated for 90° as compared to the case in 
(b), corresponding to the k  // M0 geometry.
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4.3. Semi-analytical analysis: /c-space integration

Spin wave theories in thin film ferromagnetic materials have been well 

established, as briefly introduced in Chapter 1 and 2. Most types of 

magnetization dynamics, which may be characterized by small-amplitude 

perturbations (spin waves) or large-angle rotations (magnetic switching), should 

be continuous and smooth functions of time and space, so they can always be 

expressed as the superposition of their Fourier components. Theoretically, the 

wavelength of these components can go from zero to infinity, but the “dominant” 

range should match the characteristic length of the excitation source. In this 

experiment, this characteristic length is ~ 3 fjra (width and gap of the transmission 

lines), so the majority of excited spin waves are within the magnetostatic limit, 

which means the exchange interaction can be neglected (recall the discussion in 

Section 2.4.3).

Under the condition of linear behavior of magnetostatic spin waves in the 

small-amplitude regime, the magnetic response is the linear superposition of all 

plane wave components that can be excited by the pulse. The magnetic energy 

of these spin wave components dissipates into non-magnetic environment with
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practically a single damping rate (intrinsic damping) [Suhll998], In our case, 

since the spin waves will only propagate in ^-direction (perpendicular to the 

transmission lines), the out-of-plane component of magnetization can be 

described by:

k c

M z(x,t)°°e~,lr ^P(k,oo(k))sin[kx-co(k)t + <p]dk (4-1)
o

where ris the intrinsic damping rate, oik) is the dispersion relation, and P(k, oik)) 

is the spectral density of the pulse field determined from its spatial and temporal 

profiles and acts as a relative weighting factor for the different spin wave 

components in &-space. kc is the length of a cut-off wave vector for numerical 

integration (kc = 5 f jm 1 is sufficient for the magnetostatic spin wave regime). 

The initial phase angle (p is taken to be independent of frequency on account of 

the pulse excitation. This equation is actually a Fourier integral representation 

for Mz(x,t), and explicitly includes the influences of the pulse field parameters, the 

intrinsic damping, and the dispersion relation of the spin waves.

To calculate Eq.(4-1), the dispersion law of spin waves must be known. 

According to the magnetostatic spin wave theories discussed in Section 2.4.4, the 

k  II Mo geometry will produce magnetostatic backward volume waves (MSBVW) 

with the dispersion law given by Eq.(2-63), while the k 1  Mo geometry is
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responsible for magnetostatic surface spin waves (MSSW), whose dispersion law 

is given by Eq.(2-60). These geometries are schematically shown in 

Fig.4-3(a,b).

h l y

trans. lines.

MSBVW

(C)

COc

> s
■Moo
§
Q.
3O

12

/  MSSW
8

Ms = 760(Oe)
4

= 1000 (Oe)

0
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■4
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-0.5 „
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Fig. 4-3: (a), excitation scheme for magnetostatic backward volume

waves (MSBVW). (b), excitation scheme for magnetostatic surface waves 

(MSSW). (c), group velocity as a function of film thickness for MSSW 

and MSBVW, under the given conditions, (d), group velocity as a 

function of wave vector for MSSW and MSBVW.
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Another important quantity to be determined is the weighting factor P(k, oik)), 

which is closely related to the Fourier space representation of the spin wave 

dynamics. A standard linearization method can be used here to solve the 

problem. The linearized LLG equation without the damping term can be 

expressed as [Gurevich 1996]

ia)m + y m x H 0 = - y M 0x.h (4 -4 )

If the Gilbert damping is taken into account, the final results will contain a  with 

power of two or even higher, and only lead to minor corrections. In Cartesian 

coordinates system, the three components of Eq.(4-4) are:

io)mz +y(mxH 0y- m yH 0x) = - y ( M 0xhy - M 0yhx)

For the k IIM0 geometry, certain terms in Eq.(4-5) will vanish except Hqx 4- 0, M()x 

4 0 ,h x 4 0 ,hz4 0 (see Fig.4-3(a)), so the equation reduces to:

icomx + y(myH 0z - m zH 0y) = - y (M 0yhz - M 0zhy) 

io)my + y(mzH 0x - mxH 0z) = - y ( M 0zhx - M 0xhz) (4 -5 )

i(Omx = 0
icomy + ymzH 0x = yM 0xhz
i c o m z - y m y H 0 x = 0

m x =  0
rH0x->a>„,rM 0x - > coM iO)my + 0)Hmz = 0)Mhz (4 -  6 )

— COtI  m y  +  i  (O m z = 0

The solution for mz is then

m (4 -7 )
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For the k  ±  Mo geometry, the non-vanishing terms are H()y ^  0, A/0v ̂  0,h x ^  0, hz 

^  0 (see Fig.4-3(b)), so Eq.(4-5) reduces to

icomx -  ym.H0v = - y M 0yh.0y z

icomy = 0 yH0y , yM0y ->o)m

icomz + ymxH 0y = yM 0yhQy *x

i0)mx -0 )Hmz =-0)Mhz 

my =0
0)Hmx +icomz = coMhx

(4 -8 )

The solution is:

rn = —r V — UOuh. + ic o h j« M • iah  ( 4 -9 )
z 2 , . 2  1 (Oh  — CO 0 )H — co

The right hand sides of Eq.(4-7) and Eq.(4-9) quantify the magnetic pulse’s 

“ability” to excite a spin wave component with given wave vector k and 

frequency co. They should then be proportional to P(k, oik)) for the 

corresponding geometries. Therefore, the weighting function is just the Fourier 

transform of the pulse shape, multiplied by a frequency-dependent factor. The

pulse profile as a function of x  is calculated based on the Biot-Savart law.

Typical results for hx(x) and h7(x) are shown in Fig.4-4(a). The total pulse

2 2 1/2strength, h -  (hx + h7 ) , is also shown by the solid curve. The Fourier 

transform of the fields, hx(k) and h7(k), are shown in Fig.4-4(b); they have exactly 

the same profiles, as expected. The pulse profiles (in both real- and ft-space)
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strongly depend on the gap between the film plane and the top plane of 

transmission lines, which is denoted as A. Accurate measurement of A is not 

quite feasible under the current experimental conditions, so it acts as a fitting 

parameter in the calculations in Section 4.6 (A = 500 nm in Fig.4-4). It is also 

found that the ry-dependent quantities are insignificant in the calculations (except 

for a negative sign if a> > t%), so the weighting function can be well 

approximated by P(k) = \h(k)\.

The dispersion relation oik) also determines the group velocity of the excited 

spin waves: vg = dcoldk. Although this quantity is not necessary in doing the 

&-space calculation, it is worthwhile to show it now because some of the 

discussions presented in the next few sections will rely on the understanding of 

group velocity. Fig.4-3(c) presents the group velocities of MSBVW and MSSW 

as a function of film thickness for a given wave vector, and in Fig.4-3(d) group 

velocities vary with the wave vector for a given film thickness (10 nm). In both 

scenarios, MSBVW propagates much slower than MSSW and can be considered 

effectively stationary [Bailleul2001]. Moreover, in a thin film (thickness is 

fixed), vg is effectively independent of wave vectors, i.e., it is insensitive to the 

spatial properties of the excitation pulse.
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Fig. 4-4 : Calculated spatial properties of the magnetic pulse, (a), the 

field components hx (dotted curve), hz (dashed curve), and the total field 

strength h (solid curve) as a function of x, with A = 500 nm. (b), Fourier 

transforms of hx (solid curve) and hz (crosses). Their profiles are identical.
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After the dispersion law and the ft-space weighting function are known, 

Eq.(4-1) can be numerically integrated along &-axis using a sufficiently small step, 

such as 0 .0 0 1  /an '1; the memory and time required for the computer calculation 

are much less than what would be required in a micromagnetic simulation.

4.4. Micromagnetic simulation: a quasi-one-dimensional version.

Micromagnetic simulation serves in this project as a “bridge” tool to explain 

the experimental results and to test the proposed semi-analytical k-space 

calculation. The spatial scale of the system raises certain difficulties, because 

the spin waves are expected to propagate for tens of micrometers before damping 

out. Thus, periodic boundary conditions have to be applied to allow spin waves 

freely to move away, instead of being reflected back by numerical boundaries that 

are not present in the experiments. Furthermore, these periodic boundary 

conditions can also produce unwanted spin waves as if they come from a pair of 

“mirror” transmission lines, as illustrated in Fig.4-5 which is a schematic of the 

simulation model. As a result, the calculation must be able to cover at least 100 

jLtxn in the propagating direction (along x-axis in our case), which is formidably
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large for any two dimensional simulation model (the third dimension, along the 

z-axis, can always be neglected thanks to the small thickness (~ 10 nm)).

“mirror” transmission lines transmission
0 nm

Py film,

one of the finite

periodic boundary 16384x 10
conditions

Fig. 4-5 : The quasi-ID micromagnetic simulation model. The actual 

grid is drawn by the dark box, and the transmission lines are located in the 

middle (the actual input will be the magnetic pulse generated by them).

The grey box is one of the “mirror” grids as the consequence of the 

periodic boundary conditions. The “mirror” transmission lines and the 

generated “mirror” spin waves are also illustrated.

In this project, the FORTRAN simulation codes are modified into a one 

dimensional version, taking advantage of the system’s symmetry along the y-axis 

(the directions of the transmission lines). As shown in Fig.4-5, the thin film is 

discretized only along the x-axis. The “finite elements” are 10 nm in both x- and
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z-directions, while infinitely long in y-direction. The spin motion of each element 

obeys the Landau-Lifshitz-Gilbert (LLG) equation. The spin wave dynamics is 

then simulated in accordance with the experimental conditions (except for the 

pulse profiles which use the calculated results introduced in Section 4.3). 

Calculated spatiotemporal datasets for Mz(x,t) are collected in similar way as in 

the experiments. Fig.4-6 shows representative results simulated for k  X Mo and 

k  II Mo geometries. The main features, such as the effectively stationary volume 

waves and the propagating surface waves can be clearly sorted out, in consistence 

with the observations. More quantitative analyses will be presented in the next 

two sections.
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Fig. 4-6 (color): Representative results obtained by the quasi-ID

micromagnetic simulations. The color bars represent the normalized 

out-of-plane magnetization (M,/ Ms). The bias field strength is 200 Oe for 

both cases, but is differently aligned to generate (a), MSSW and (b), 

MSBVW, respectively. The pulse field remains the same.

4.5. Results in the “source” area: spin wave relaxation and the 

determination of a

In this section, the magnetization dynamics near the excitation source is 

considered. As can be seen in Fig.4-4(a), the magnetic pulse is highly localized 

near the transmission lines that its components quickly fade to under 1 0% of the
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maximum amplitude when |x| > 8 jum. The area for |x| < 8 «m can be defined as 

the “source” area. The magnetic energy is initially pumped in the source area 

and then is transferred into the so-called “propagation” area (|x| > 8 n m), also 

accompanied with the intrinsic damping. The main results can be obtained at * = 

0 , because optical imaging on this point will not be significantly affected by the 

nearby transmission lines, and the dynamics at other points inside the source area 

is qualitatively similar to Mz(0,t). This kind of measurement can be taken in 

either scanning mode (for consistent comparison with other points) or stationary 

mode (to save time).

4.5.1. Volume waves in the k  II Mo geometry.

Fig.4-7 presents the results for spin wave dynamics at x = 0, when a bias field 

of 200 Oe is applied perpendicular to the transmission lines. Good agreements 

can be seen between the measured data (solid curve), the micromagnetic 

simulation (circles), and the k-space calculation (crosses). The key observation 

in this k  II Mo configuration is that other positions (x ^ 0 ) show almost the same 

profile but with amplitude decrease with increasing |x|. That is, the damping is 

spatially uniform and not influenced by the propagation of spin waves, consistent
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with the expectation for magnetostatic backward volume waves (recall the 

discussion on group velocities in Section 4.3). The Gilbert damping constant a  

is a fitting parameter in the LLG-based simulations, and the result here is a  -  

0.0081 ± 0.0003. However, this fitting is not enough to claim that the damping 

is exponential, although it should go that way according to spin wave relaxation 

discussed in Section 2.2.2. To verify this point in the measured waveforms, one 

can apply a low-frequency filtering to the data to remove the background tailing 

signals, and fit the resulted waveform with a function of the form sin(&>H-<po)cr/r, 

which can be realized in standard data processing software such as Origin and 

Matlab. However, to avoid applying any “canned” functions to the raw data, a 

simple algorithm is used here.
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Fig. 4-7: Dynamics of MSBVW at x = 0, with the experimental 

conditions illustrated by the inset. The measured data are plotted by 

the solid curve, simulated results are plotted by the circles, and the 

crosses are calculated by the &-space integration method.

First, the maxima (peaks) and minima (valleys) of the oscillations are picked 

out. These two arrays have different time points, but can be cubic-interpolated 

onto a same time axis to outline the upper and lower envelopes of the waveform 

(Fig.4-8(a)). Generally speaking, data points for t < 0.5 ns are interfered with 

too much by the sharp peak of the pulse shape and are not considered; data points 

close to 5 ns are also dropped because the amplitudes have become too small to 

sustain a good signal-to-noise ratio. The difference between these two envelopes 

is a good approximation for the decaying amplitudes. Logarithms of the 

amplitudes data are plotted in Fig.4-8(b), showing fairly good linearity. The
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line’s slope is then found by linear fitting, and the inverse of its absolute value 

gives the decay time, in this case t =  1.40 ± 0.01 ns. Using the conversion 

formula between r  and a  derived in Section 2.2.2 (Eq.(2-48)), the effective 

Gilbert damping is found to be at -  0.00817 ± 0.00006, which is consistent with 

that determined from the LLG simulation. Finally, this f  value is used in the 

k-space calculation (plotted by crosses in Fig.4-7); but keep in mind, the whole 

procedure can go in the opposite way -  t  can be independently fitted with 

multiple runs of k-space calculations, and one can use this result to compare with 

experimentally determined t, then work out the a  value using Eq.(2-48) which the 

LLG simulations need.

Fig.4-8(c-d) show similar processing on the measured data with a much 

stronger bias field Ho -  1500 Oe, so that more oscillation cycles are available to 

reduce fitting errors. In this case, the decay time is determined to be r=  1.13 ± 

0.003 ns, leading to a r = 0.00803 ± 0.00002, again agrees well with the simulated 

result. This indicates that a single damping coefficient (a  or t) is sufficient to 

describe the spin wave relaxation in the k  II Mo geometry as long as the bias field 

is strong enough to fully saturate the magnetization in the probed area. The next 

question is: what about the k  1  Mo geometry?
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Fig. 4-8 (color): Procedures for fitting the exponential decay rate 1 I t  

from the experimental data, (a), The black curve corresponds to the 

experimental data in Fig.4-7. As explained in the text, data for t < 0.5 ns 

and t close to 5 ns are not considered. The upper and lower envelopes are 

plotted by red curves, (b), logarithm plot of the amplitudes data in (a) 

(red); the slope is shown for the fitted straight line (blue), (c -  d) show 

the same procedure when Hq = 1500 Oe. Data for t < 0.5 ns and t > 3.5 ns 

are not considered.
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4.5.2. Surface waves in the k  _L Mo geometry.

In the k  _L M0 geometry, the magnetization dynamics at x = 0 behaves very 

differently, but again, good agreements between the measurements, k-space 

calculations, and quasi-ID simulations have been obtained. Some examples are 

presented in Fig.4-9, when different bias field strengths (110, 200 and 300 Oe) are 

applied parallel to the transmission lines. The Mz(0,t) traces show significantly 

enhanced apparent damping (compare Fig.4-9(b) to Fig.4-7), caused by the 

outflow of spin wave energy from the source area. The apparent damping also 

varies as Ho changes; when Ho goes stronger, the group velocity of MSSW 

decreases according to Eq.(4-ll), which means that the spin wave energy will 

dissipate from the source area with a lower rate, leading to slower apparent 

damping.

In this configuration, it is clear that the MSSW’s do not decay exponentially, 

so the intrinsic damping rate Tcannot be fitted directly from the experimental data 

as for the MSBVW’s. As already mentioned in Section 4.5.1, we still can 

perform independent fittings by k-space calculations and the best estimates of fs  

for different bias fields are also consistent with the simulated results since they
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both agree with the measured waveforms reasonably well. After these fitted r  

values are translated into a T’s, they are all fairly close to the simulated result 

0.0081, although having a much larger error bar of about ±0.0006. The larger 

uncertainties are understandable because the surface waves have higher spatial 

inhomogeneity as compared to the relatively stationary volume waves. 

Therefore, the intrinsic damping parameter should preferably be determined using 

magnetostatic backward volume waves in the k IIM0 geometry.
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Fig. 4-9 : Results obtained by similar approaches with what has

been presented in Fig.4-7, but the bias field is aligned to generate 

MSSW’s (with the k  ± M q geometry). The bias field strength is 

also varying: 110 Oe in (a), 200 Oe in (b), and 300 Oe in (c).
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4.6. Results outside the source area: propagation of individual 

spin wave packets

When the probing point is moved far away from the transmission lines (|x| > 8 

um), the spin wave dynamics for the k  // M q geometry is similar to what has 

discussed inside the source area (see Fig.4-2(d) and Fig.4-6(b) for the examples 

by experiment and simulation, respectively). The amplitudes of the oscillations 

are much smaller, as expected, due to the small local pulse fields. There are also 

phase lags of up to n, determined by the varying initial torques at different 

locations. These features, as well as the spatially uniform damping discussed in 

the last section, do not complicate the problem too much, so the following part of 

this section will focus on the surface waves in the k  ±  Mo geometry.

The results for Ho = 80 Oe are shown in Fig.4-10. The previously 

determined damping constant a=  0.0081 is directly used here, and once again the 

quasi-ID simulation (circles) and the k-space integration calculation (crosses) 

agree well with the experimental data. Of particular interest is the asymmetric 

shape of the wave packets -  the increase of the oscillation amplitude appears 

“slower” than the following decline. Therefore this kind of spin dynamics
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cannot be accurately described by the Gaussian-type wave packet model (which is 

symmetric) proposed by Covington et al. [Covington2002], but has to be 

addressed by the more general approach based on Eq.(4-1).

90

0

30 

0  

-30

0 1 2 3 4 5 0 1 2 3 4 5  
time (ns) time (ns)

Fig. 4-10: Propagation of a spin wave packet, (a) -  (d): Mz(t) traces at x  

= 10, 12.5, 15 and 17.5 jum, respectively, when H()y = 80 Oe. The solid 

curves represent the measured data, which are extracted from a single 

spatiotemporal scan, the crosses are the Cspace calculation results based 

on Eq.(4-1), and the circles are the simulated results using the quasi-ID 

LLG model. The simulated and calculated waveforms are scaled to 

the same amplitude as the experimental data.
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From Fig.4-10 it is clear that the group velocity of MSSW is high enough 

(several micrometers per nanosecond) to be observed in this type of experiment, 

as also been studied by a number of other groups [Brundlel968, Xial998, 

Silva2002, Covington2002, Bailleul2003, Wu2006], When the pulsed excitation 

is sufficiently localized in a few-//m region (as for our case and for Covington et 

al.) a well-defined spin wave packet can be observed; then it is quite easy to 

measure the group velocity -  just find the peak times (tp) of the traveling wave 

packets at different locations (x), and find the slope in the x-tp plot by linear fitting. 

The results are presented in Fig.4-11, where the measurements (dots) and 

simulations (crosses) both agree with the theoretical prediction (the grey curve) 

within the studied bias field range (30 -  300 Oe). In some other experiments 

mentioned above, the excitations were not as localized and the observed surface 

spin waves did not show explicit wave packets, but the authors still could find the 

group velocity through a weighted integration algorithm (analogous to the method 

to find the center of mass of a rigid body).
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Fig. 4-11: Group velocity of the spin wave packet as a function of

oscillation frequency, with H()y ranging from 30 to 300 Oe. The black dots 

are measured data, and the crosses are results from quasi-ID simulations. 

The error bars are calculated from the time and space uncertainties when 

comparing different wave packets measured at different locations. The grey 

shadow is the theoretical curve calculated from MSSW dispersion law 

(Eq.(2-61)), with the width reflecting systematic uncertainty in the cutoff 

wavelength and film thickness {k = 0 ~ 5 //m' 1 and d = 9 ~ 11 nm.)

As mentioned in the last section, the gap A between the Permalloy film and 

the top plane of transmission lines is a parameter that significantly affects the 

spatial distribution of the pulse fields, and consequently can change the 

waveforms of MSSW. This effect can be demonstrated by first calculating the 

P(k) distributions with different A values, as shown in Fig.4-12(a). These P(k)'s 

are then plugged in Eq.4-1 for the &-space calculations, and the results are shown
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in Fig.4-12(b-d). As A increases, the spatial variation of field becomes smoother 

and P(k) acquires relatively higher spectral density at smaller k. This yields 

larger relative amplitude at early times before the wave packet peaks, and can be 

understood here as a consequence of more spin wave components with higher 

phase velocity vp = colk. Among the three figures, Fig.4-12(c) is the “best-fit” to 

the experimental data (already shown in Fig.4-10(d)), with A = 1.6 jitm. This A 

value is also used to fit all the waveforms in Figs. 4-7, 4-9 and 4-10, indicating 

that different bias fields do not influence the gap significantly (although the gap 

can still be changed by other experimental conditions -  after all, this is a 

“free-chip” sample).

As the spin wave packet propagates farther away from the source, its shape is 

gradually broadened and the peak time eventually exceeds the maximum optical 

delay of the apparatus (5 ns). In this situation, the oscillations are dominated by 

small-k components. The experiments yield a unique position at each bias field 

(x ~ 30 jum for the case of Hoy = 80 Oe) where the incoming energy from the 

propagating mode effectively balances the intrinsic dissipation at that position, 

such that a nearly time-independent oscillation amplitude is observed throughout 

the measurement window, as shown in Fig.4-13(a). This “metastable” spin
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oscillation in response to a transient pulsed excitation might be useful in magnetic 

or spintronic devices. For larger x, the power balance is broken and the intrinsic 

decay of the long-wavelength oscillations dominates (Fig.4-13(b)).
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Fig.4-12: Influence of the spatial distribution of the pulse field,

(a), Calculated distributions of P(k) for A = 0.5 jum (dotted curve), 

A = 1.6 jum (solid curve), and A = 2.5 jam (dashed curve), (b) -  (d), 

Mz(t) traces at x = 17.5 /am calculated with Eq.(l), using A = 0.5 

jum, A = 1.6  jum, and A = 2.5 jum, respectively.
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Fig.4-13: Spin wave oscillations measured at (a), x ~ 30 jum and 

(b), x  ~ 35 //m. The experimental conditions are the same as those in 

Fig.4-10.
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Chapter 5
Spin dynamics in individual Permalloy nanomagnets

5.1. The samples and the experiments

5.1.1. Introduction

As already introduced in Chapter 1, investigations on the magnetization 

dynamics in sub-micrometer thin film elements have been more and more active 

in recent years, and the size of the nanomagnets of interest has been decreased 

dramatically, due to the demand for high-density magnetic storage applications. 

A technical basis for realizing such applications is the different ground states of 

nanomagnets under certain conditions, such as the vortex state and quasi-single 

domain state in a ferromagnetic nanodisk. Therefore it is important to know 

how these states switch from one to another (state transitions). When the 

nanomagnets are too small, it can be very difficult to investigate them individually, 

and some experiments measure the total signals from a large number of elements 

in two-dimensional arrays, self-assembled composite, etc. [Cowbuml999,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-94-

Kruglyak2005, Jausovec2006], Uncertainties due to size and shape variation, 

and in some cases dipolar coupling within arrays, can give unclear information 

concerning the behavior of state transitions. Experiments on individual 

nanomagnets below 200 nm have recently begun to be reported [Krivorotov2005, 

Barman2006, Pribiag2007], focusing on either the vortex state or the quasi-single 

domain state. The present project is expected to measure and examine both of 

these two states and their transitions on individual Permalloy nanodisks with 

diameter less than 200 nm. Nanofab’s e-beam lithography (EBL) system, 

Raithl50, is utilized to fabricate such small structures. Sapphire substrates are 

used in favor of their good surface quality, low electric conductivity and relatively 

high thermal conductivity (to reduce laser heating on the metallic samples). 

After the Permalloy nanomagnets are prepared, a second round of fabrication is 

conducted to make the excitation device (transmission lines) near the 

nanomagnets on the same wafer, to realize strong and damage-free excitations in 

contrast to the “flip-chip” scheme introduced in the last chapter. With minimal 

features of the transmission lines in few-/rm scale, photolithography can be used, 

but the alignment will be very important and tricky because the mismatch created 

in a photomask aligner can easily go to several micrometers. Note that for best 

results, the two fabrication steps should not be swapped (i.e., it is not
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recommended to do photolithography first and then pattern nanomagnets on top 

of the transmission lines), since the sapphire surface may not be smooth and clean 

enough for fabricating small nanomagnets with EBL. Finally, since the 

TRMOKE setup is about to measure individual nanodisks, special points have to 

be considered in designing the samples, as elaborated below.

5.1.2. First lithography procedure.

1, Pattern designing for EBL: Fig.5-1 shows part of the patterns generated by 

L-Edit® (software available in Nanofab). This is a negative mask design, which 

means the red-color features will be deposited with materials (Permalloy for this 

project). The diameters of various nanodisks are shown. The distance between 

neighboring nanodisks is about 900 nm, hence their magnetic interactions can be 

neglected, and only one nanodisk will be imaged and measured by the probe laser 

beam. The larger ring structures and the numbers (“2”, “3”, “4”, etc.) can help 

to identify the sample area in the magneto-optical measurements. Not shown in 

Fig.5-1 are four “corner” patterns to define this EBL area; they are large enough 

(~ 2 0  jam) for making alignment in the later photolithography procedure, which 

will be introduced in Section 5.1.4.
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Fig. 5-1 (color): The workspace of L-Edit® showing part of the designed 

patterns for electron beam lithography. Sizes of the objects are 

determined by the small black points in the layout background which 

define a grid with l x l  //m2 square cells.

2, Brief procedure for EBL: As introduced in Section 3.2.4, two layers of EBL

resists are successively spin-coated on a piranha-cleaned sapphire substrate. The 

substrate is then baked and sent into the Raithl50 for electron beam exposure.
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The programmed exposure is repeated for thirteen times at different positions on 

the substrate (see the schematic in Fig.5-2), but with various electron dosages. 

In this way, a few optimally exposed patterns can be found out of the thirteen 

units. After the exposure, the sample is developed using standard recipes. The 

resulted structures will exhibit “undercuts” due to different development rates of 

the two PMMA layers, so that the material deposited on the substrate will not 

directly contact with EBL resists to avoid possible damage in the subsequent 

lift-off process.

3, Metallization: Electron-beam evaporation is used to successively deposit

Permalloy and gold (~ 2 nm as cap layer), as introduced in Chapter 3. The 

thickness of the film is 30 ± 3 nm as measured by the Alphastep 200 profilometer.

4, Lift-off: The sample is then immersed into acetone for about 15 minutes to 

remove the EBL resists. This lift-off procedure is carried out in an ultrasonic 

water bath to accelerate the removal.
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first patterning (EBL) second patterning (photolithography)

13 units 
with varying e-beam 

dosages for EBL

Fig. 5-2 : Schematic of the samples on the 2-inch sapphire substrate.

The small dotted boxes represent for the nanomagnets patterns made 

by EBL, and the grey lines are the transmission line structures 

fabricated in the followed photolithography step.

5.1.3. The second lithography procedure

The photolithography steps were introduced in Chapter 3, but used a different 

mask than that introduced in Chapter 4. The “kernel” part of the transmission 

lines (with two arms parallel to each other) was just 80 jum in length to cover the 

nanomagnet pattern area. Because the mask for patterning the transmission lines
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must be precisely aligned with the nanomagnet structures, specific markers were 

designed near the transmission lines according to the EBL patterns. It turned out 

that the alignment could be controlled within 3 jjm  (the width of the transmission 

lines), so that reasonably strong excitation is ensured.

5.1.4. Microscopy inspection of the integrated chip.

Fig.5-3 shows an image of the nanomagnet patterns (grey yellow) and the 

transmission lines (bright yellow), captured by the optical microscope in Nanofab. 

The alignment markers match fairly well. The width and separation of the two 

transmission lines are 3 nm.

Fig. 5-3 (color): Image of one of the nanomagnet samples captured

by an optical microscope in the Nanofab.
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Another sample was sent to the SEM in NINT for high-resolution inspection 

[NINTSEM], About 2 nm gold was first sputtered on the entire sample to form a 

conductive surface (a standard step to avoid sample charging). An overview of

o

the central part of the sample is shown in Fig.5-4(a), which is captured at a 45 

tilting angle. There are some darker areas around individual disks, which are 

caused by zoom-in imaging with much slower scanning speed. The zoom-in 

images are shown in Fig.5-4(b-e). From the top views one can identify the 

diameters of the disks, as marked by the red arrows in Fig.5-4(b-d) (the numbers 

in the images are not very clear and are quoted in the figure caption). From 

these images one can observe a center-to-edge gradient in the thickness, such that 

the disks have a “domed” top. These features will be taken into account in later 

micromagnetic simulations.
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The sputtered 

gold (~ 2 nm) 

before SEM for (d) and (e)

Fig. 5-4 (color): SEM images of the Permalloy disks, (a), Part of the sample 
c a p t u r e d  a t  4 5  t i l t e d  a n g le .  T h e  d a r k e n e d  a r e a s  a r e  c a u s e d  b y  th e  
fine-imaging operations for results shown in (b-e). (b), Top view of one
of the disks shown in (a); its diameter is displayed by the SEM software, 
reading “202.9 nm”. The designed size was 200 nm. (c), Top view of one 
of the disks shown in (a) with diameter measured to be “164.5 nm”. The 
designed size was 160 nm. (d), Top view of an imperfect disk with one axis 
measured to be “96.4 nm” and the other reading “79.12 nm”. The design 
size was 100 nm. (e), 45 tilted image of the sample shown in (d).
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5.1.5. TRMOKE setup and measurement

The magneto-optical measurements are similar with those introduced in the 

last chapter, except that the spatial scans are not to acquire spatiotemporal Kerr 

effect signals, but to optimize the focusing of the probe beam. This is done by 

repeating the scans with fine adjustment to the piezo-stage (along the axis of the 

objective lens) to find the largest contrast for the spatial intensity signals. A 

typical spatial image of individual Permalloy disks is shown in Fig.5-5(a). One 

can see that such optical scans are capable of resolving features smaller than 2 0 0  

nm, even though the nearby gold transmission lines considerably overshadow the 

intensity signals from the Permally disks.

When the probe beam is properly focused, the spatial scans are stopped to 

leave the Permalloy disk at the center of the imaging area, so that the probe beam 

fully covers the disk. TRMOKE measurements (or “time scans”) are then 

performed to obtain the spin dynamics data. A typical time trace is shown in 

Fig.5-5(b) (blue curve), and there is an obvious background due to electrical cross 

talk from the excitation source to the detector. This background can be reduced 

but not completely eliminated. If a second scan is immediately followed with
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the probing laser spot moved out of the nanomagnet (typically ~ 2  jJm away by 

tuning the piezo-stage), the background signal can be recorded without the 

magnetic signal superimposed, as shown by the red curve in Fig.5-5(b). Then, 

by subtracting the two time traces (Fig.5-5(c)), the background can be cancelled 

out. The subtracted time trace is used in fast Fourier transform (FFT) analyses 

to obtain the frequencies of the disk’s fundamental modes.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



- 104-

200 nm disks 

/  \
M

160 nm
disks '(/>

4-*o
CD**—
©

©
oQ.

I
edge of the transmission line

K
0.4 0.5 0.6 0.7

Fig. 5-5 (color): Typical operations to collect data from a single nanodisk.

(a), Image of the Permalloy disks by spatial intensity scanning of the 

TRMOKE system. The color bar represents the range of the normalized 

intensity signals (dimensionless). The center of this image (a 160 nm disk) 

is where the probe beam stays to take TRMOKE time scans shown in (b).

(b), The measured magnetic (blue) and background (red) signals by two 

successive time scans, (c), Subtraction of the signals in (b).
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5.2. Experimental results

5.2.1. Time-domain and frequency-domain results

Representative results measured by TRMOKE are shown in Fig.5-6. The 

Permalloy disk is in a single domain state when sufficiently saturated by a strong 

bias field (H0 = 1200 Oe in Fig.5-6(a)), and the measured waveform is 

characterized by low-frequency, fairly coherent oscillations. When the bias field 

is very small (Ho = 3 Oe in Fig.5-6(b)), the disk favors the vortex state with much 

higher mode frequencies. For certain intermediate bias fields, however, both 

states can be energetically stable such that entirely different dynamics can be 

observed under the same bias field (Ho = 500 Oe in Fig.5-6(c-d)). This indicates 

that the evolution of the disk’s ground state must exhibit a hysteresis behavior 

when the bias field is sweeping up and down in the described range. The most 

convenient way to investigate such hysteresis behavior is to plot the characteristic 

frequency of the dynamics (denoted as /o) as a function of the bias field strength 

Ho. This requires the spectra of the measured waveforms, which are created by 

fast Fourier transform (FFT) and shown in the inset of each panel in Fig.5-6. 

The dynamics associated with quasi-single domain states usually shows a unique, 

shape peak in frequency domain, and this frequency is selected as fo. The
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dynamics associated with vortex states, however, has relatively more complicated 

spectral profiles, with more than one peaks distributed in the range of 10 -  14 

GHz. Although each of these frequencies is much higher than those in the 

quasi-single domain branch and can serve as an indicator for the vortex state, it is 

typically the largest frequency that possesses the largest spectral power, and is 

selected as/o. Here, the determination o f /0’s is for describing the evolution and 

transition of the ground states. More detailed investigations are needed to 

interpret the nature of these modes, and are presented in the Appendix of this 

Chapter with the help of micromagnetic simulation.
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Fig. 5-6: Evolutions of Mz as a function of the pump-probe optical delay 

time measured under different bias fields and ground states (quasi-single 

domain (a,c) or vortex (b,d)), as illustrated by the cartoons in each 

panel. The power spectral densities (PSD) of the time traces are shown 

by the insets, with the arrows marking the characteristic frequencies as 

the indicator for state transitions discussed in the text.

5.2.2. Hysteresis behavior; vortex nucleation and annihilation.

The measured results for the/o-Z/o relation are shown in Fig.5-7, showing the 

hysteresis loop. The two branches, for quasi-single domain and vortex states, 

are well separated. A frequency drop of ~ 10 GHz occurs when Hq is increased
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up to ~ 850 Oe, indicating a vortex-to-single transition (vortex annihilation); 

when Ho is then decreased (from high-field region) down to ~ 365 Oe, the 

frequency jumps up for ~ 5 GHz to register a single-to-vortex transition (vortex 

nucleation). The measurements were performed with multiple bias field 

sweepings, and the measured nucleation and annihilation fields varied with an 

uncertainty of ~ 10 Oe, and also had uncertainties of ~ 20 Oe for different disks. 

However, in a single sweeping cycle, it was observed that a transition can be 

spontaneously triggered when the bias field was fixed in the critical region. 

Fig.5-8(a) shows an example for Hq being fixed at 847 Oe. Here one should be 

reminded that each 12-picosecond delay time step in the pump-probe 

measurement took about 4 seconds in real time, which is mainly determined by 

the operation time of the lock-in amplifier. So, before the moment recorded for 

the annihilation (marked by the small arrow), the vortex state was sustained for 

more than 10 minutes after the last change in the applied field. Similar behavior 

was also observed for the vortex nucleation process (Fig.5-8(b)). These 

observations suggest that there are no metastable intermediate states in terms of 

the change in bias fields and associated frequency shifts. These observations can 

only be achieved by measuring individual nanodisks; the transition events are 

stochastic in time and would produce incoherent temporal data if many disks were
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measured collectively.
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Fig. 5-7 : Measured hysteresis behavior of the nanodisk’s eigenfrequencies. 

The arrows indicate the sweeping history of the bias field.
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Fig. 5-8: Spontaneous transitions of vortex nucleation and vortex 

annihilation, (a), the solid curve shows the temporal scan of Mz with an 

abrupt change in precession behavior, indicating a vortex-to-single 

transition (marked by the arrow); the dashed curve shows an 

immediately-followed scan to confirm the disk was already in the single 

state. The bias field was fixed at 847 Oe during the scans, (b), 

similar consecutive scans for detecting a single-to-vortex transition. 

The bias field was fixed at 366 Oe.
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5.3. Analytical and numerical calculations: comparison with 

experiment

5.3.1. Analytical approach for quasi-single domain states.

The eigenfrequency of an infinite thin film with a perfect single domain 

configuration can be expressed by the well-known Kittel’s formula [Kittell948, 

Van Vleck 1951]:

Guslienko et al. discussed the case when the thin film is spatially confined to 

form a flat cylinder shape, but is still in a perfect single domain state -  which is a 

theoretical paradox often being a good enough approximation. This theory 

modifies the Kittel’s equation as following:

where F(f)  is the effective demagnetizing factor for a cylinder with f  equal to the 

thickness-to-radius ratio [Guslienko2000]. It basically says that the frequency 

will be lowered by the demagnetization energy, whose effect becomes more and 

more significant with increasing aspect ratio of the cylinder.

(5-1)

(5-2)
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Fig. 5-9: Analytical results for hysteresis behavior of the nanodisk’s 

eigenfrequencies. The grey curve is calculated based on Eq.(5-2) (for 

our samples, [i = 0.375 and F(/J) ~ 0.1537, see Ref.[Guslienko2000] for 

details); the grey dashed curve represents a reference calculation based on 

the unmodified Kittel’s formula, Eq.(5-1), with F(J3) = 0. The measured 

data in Fig.5-8 are also present for comparison.

In real samples, however, the magnetization can only be partially magnetized 

by a finite bias field to form a “quasi-single domain” state that can have either 

“C” shape or “S” shape [Rahm2003]. The demagnetization effect will then have 

extra influence to the eigen-frequency, especially when the bias field is not very 

strong. The calculated results with Eq.(5-1) and Eq.(5-2) are shown in Fig.5-9,
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together with the measured data points. The modified Kittel’s formula fits the 

experiment fairly well, except for the Iow-Hq region (near the critical field for 

vortex nucleation) where/o decreases “faster” than the theory, as expected.

5.3.2. Micromagnetic simulation results.

Analytical approaches for eigenfrequencies in vortex states and the state 

transition fields (Hm and Hm) are also available [Guslienko2001], but their 

agreement with experiments is relatively coarse as compared to the quasi-single 

domain case. The following part of this section will present results by 

micromagnetic simulations for quantitative comparison.

Basic principles of LLG-based micromagnetic simulations have been 

introduced in Chapter 2, and the one-dimensional version has been used in 

Chapter 3. Here a three-dimensional version is used, and the shape of the 

Permalloy disk is defined by a controllable mask within a 64x64x8 grid; the cell 

size is about 2.6x2.6x3.8 nm3. For a given bias field, the equilibrium state of the 

disk is obtained by free relaxation under a very large damping constant a  -  1.8 

(for fast execution). The result can be used as the initial state for pulsed 

dynamics calculation, with the damping constant a  = 0.008 for the real material.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-114 -

The frequency data can then be obtained by FFT analysis on the calculated 

waveforms. To investigate the vortex annihilation process, the system begins 

with a vortex state and undergoes a stepping stabilization. In each step, the bias 

field is increased by just 10 Oe or even smaller, so the critical field for triggering 

the vortex annihilation (Han) can be found with fairly good accuracy. Similar 

approach is applied for vortex nucleation process, with the bias field stepping 

down to find Hnu.

The most simple and widely-used model for a nanodisk is a flat cylinder, with 

geometric symmetry along the out-of-plane direction (defined as the z-axis). 

Many theoretical and numerical studies have been using this model [Aharonil990, 

Novosad2001, Rahm2003, Zaspel2005, Zivieri2005], and the simulations on the 

present work agree considerably well with some of those results. The simulated 

results using flat cylinder model are plotted by triangles in Fig.5-11, where the 

measured data are also there. It can be seen that although the simulated 

frequencies are consistent with the measurement, the state transitions are poorly 

described -  the simulated annihilation field (~ 1150 Oe) is much larger than the 

measured value (~ 860 Oe). This discrepancy is unlikely to come from 

systematic errors in the calculation, because the other critical field for vortex
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nucleation is reproduced quite well (~ 350 Oe). Moreover, these simulated 

critical fields are fairly close to the published results by Guslienko et al. who also 

employed the flat cylinder model [Guslienko2001],

Fig. 5-10: The flat cylinder model and the domed cylinder model used 

in the micromagnetic simulations.

Therefore, some physical aspect must be missed with the flat cylinder model. 

Since the vortex annihilation takes place when the vortex core is pushed 

sufficiently close to the disk edge where it is destabilized geometrically, and then 

disappears, it is then reasonable to attribute the reduction of to extra shape 

effect at the edge beyond the coverage of the flat cylinder model, so a “domed” 

cylinder model is proposed based on observation of the sample shape in Section

5.1.4. The flat and domed cylinder models are shown in Fig.5-10, which are 3D 

plot of the “mask” array for the simulations. Fig. 5-11 shows the simulated 

results using the domed cylinder model (circles), also with the measured data
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(squares), the analytical curves and the simulated results by the flat cylinder 

model (triangles). The annihilation field obtained by the domed cylinder model 

matches measurement very well, since now the vortex core can touch the disk 

edge at the top under a much lower bias field, resulting to the earlier annihilation.
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Fig.5-11: Simulation results for hysteresis behavior of the nanodisk’s 

eigenfrequencies. The open circles and triangles are simulated with the 

domed cylinder model and the flat cylinder model, respectively. The 

measured data (squares) and the analytical results (grey curves) are also 

present for comparison, borrowed from Fig.5-8 and Fig.5-10, respectively.
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The vortex annihilation process can be conveniently visualized by 3D 

snapshots of the magnetization configurations, as shown in Fig.5-12. It can be 

seen that there is a clear intermediate stage for the domed cylinder model where a 

big part of the vortex core has been destabilized (disappeared) near the top 

(Fig.5-12(b3)), but the bottom part still exists. For the flat cylinder model, 

however, the vortex core can sustain all over the thickness direction until a very 

abrupt annihilation occurs (see Fig.5-12(a3-a4))
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min max

Fig. 5-12 (color): Evolution of magnetization configuration in the vortex 

annihilation process, simulated with the flat cylinder model (al -  a4) and the 

domed cylinder model (bl -  b4). The disks are stabilized into equilibrium 

with Ho = 850 Oe (al) and 1150 Oe (bl), respectively. Then the bias fields 

increase to 900 Oe and 1200 Oe, respectively, to trigger the annihilation, and 

typical snapshots are recorded in (a2-a4) and (b2-b4). The t  values are the 

“effective” time in the simulations with a large damping a  = 1.8 , so these 

snapshots do not reflect real time points (in real time, the evolution would be 

much slower). In each frame, the Mz values at the top and bottom layers of 
the 3D models are shown by the colored surfaces; the color bar shows a fixed 
minimum value (-1, assigned for cells outside the disk) and different 

maximum values for different frames. The small cones between the two
o

surfaces represent the spins within the vortex core (the criterion is at least 25 
angle off the disk plane); the colors of these cones are also scaled with Mz.
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Also shown in Fig.5-11 is the fact that both models produce consistent 

nucleation field as compared to the experimental value. This indicates that the 

nucleation process must be governed by a different mechanism that does not rely 

on changing the top shape of the disk. The simulated evolution of magnetization 

configurations at different times during vortex nucleation can be revealed by the 

3D plots shown in Fig.5-13. In both models, the vortex core emerges from the 

bottom edge of the nanodisk (although for the flat cylinder model, the bottom and 

top sides are symmetric in geometry), while the spins near the top of the nanodisk 

still remain in quasi-single domain state, as can be seen in Fig.5-13(a2,b2); note in 

these two cases, the spins in the nucleation area just start popping out of the disk 

plane, and cannot be called as an explicit vortex. This “kernel” region then 

quickly grows up by involving more and more spins near the top edge of the 

nanodisk, during the time the spins rotate towards the z-axis to form a complete 

vortex core. Therefore, the early stage of the vortex nucleation has no geometric 

engagement with the domed top of the nanodisk, and this explains why the 

nucleation fields produced by the two models are fairly close. After the 

nucleation, the vortex core moves from the edge to its equilibrium location near 

the disk center, and its height increases when passing across the edge region 

(Fig.5-13(b3-b5)).
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Fig. 5-13 (color): Evolution of magnetization configuration in the vortex 

nucleation process, simulated with the flat cylinder model (al -  a5) and the 

domed cylinder model (bl -  b5). The disks are stabilized into equilibrium 
with Ho -  370 Oe (al) and 350 Oe (bl), respectively. Then the bias fields 
decrease to 360 Oe and 340 Oe, respectively, to trigger the nucleation, and 

typical snapshots are recorded in (a2-a5) and (b2-b5). Other features are the 

same as in Fig. 5-12.
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Appendix 1 of Chapter 5: 

Spatial distributions of the vortex-state modes (simulation results)

As mentioned in Section 5.2.1, the oscillation modes in the vortex state are 

more complicated than those in the quasi-single domain state, and magnetic 

dynamics must be examined with a good spatial resolution to figure out the 

modes’ physical nature. However this is not feasible for the current 

magneto-optical techniques, as the diffraction limit of the probe beam (a few 

hundreds of nanometers) is much larger than the nanodisk itself. Micromagnetic 

simulations do not have such restrictions, though, and some typical results are 

presented in this section to provide a supplementary view.

Since the transmission lines are very close to the nanodisks being measured, 

both in-plane and out-of-plane components of the excitation pulse can affect the 

spin dynamics, which will lead to quite different spin wave patterns 

[Zhu2005PRB]. It is then reasonable to simulate them separately. Fig.5-14 

gives the result for out-of-plane excitation under zero bias fields (using the domed 

cylinder model), and the magnetic response is fairly coherent (Fig.5-14(a)) with a 

clear peak at ~ 14.8 GHz in frequency domain (Fig.5-14(b)). The dynamics in
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each cell in the domed cylinder model can be separately Fourier transformed to 

obtain the magnitude and phase of the oscillations at this particular frequency. 

After being averaged over the thickness, the 2D distributions of the magnitude 

and phase can be plotted, as shown in Fig.5-14(c). Then, the real-time behavior 

of this mode can be reconstmcted based on a simple sinusoid waveform: 

Asin(2 ^ / t  + <p)

Thus, the 14.8 GFlz oscillations in all cells can be plotted together to make a 

movie; one can also add an exponential damping term to the waveform, but the 

main features of the mode distribution do not change much. This kind of movies 

cannot be shown here but the movie files (.avi) can be found in the accessory CD 

of this thesis. It turns out this mode does not have explicit azimuthal rotation 

around the vortex core [Buess2004, Buess2005, Neudecker2006], which is within 

expectation because the vortex core is at the disk center, and the out-of-plane 

pulse does not apply significant torque to the vortex core to break the system’s 

symmetry [Zhu2005PRB],
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Fig. 5-14 (color): Simulated mode distribution of the vortex state when the

excitation pulse is perpendicular to the nanodisk plane and Ho = 0 Oe. The 

domed cylinder model is used, (a), Time evolution of Mz averaged over the 

entire disk, (b), Fourier spectrum of (a), (c), the spatial distribution of the

14.8 GHz mode. The top panel shows the magnitude and the bottom panel 

shows the phase, with color bars labeling their values. The text in the blue 

parenthesis mark means that the 14.8 GHz mode is not rotating around the 

vortex core (stationary), as can be seen in the movie stored in the accessory 

CD.

In the in-plane pulse case, however, the vortex core does have a significant 

torque due to the excitation pulse and a gyrotropic mode at ~ 1.5 GHz will be
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created. Consequently, the high-frequency (10 -  15 GHz) mode distributions 

show quite complicated profiles, with three splitting peaks (Fig.5-15(b)). The 

magnitude and phase distributions at different frequencies also show different 

patterns (Fig.5-15(c)); the modes at 12.1 GHz and 13.5 GHz clearly show some 

azimuthal nodes, indicating they are rotating around the vortex core. These are 

proved by the movies, and the two modes actually rotate in opposite directions 

(one clockwise and the other counter-clockwise). The highest-frequency mode 

(~ 14.7 GHz) is almost stationary, but compared to the one shown in Fig.(5-14), 

one still can find the difference caused by the vortex core motion.

One drawback of such simulation results is that they seem to be unable to 

explain the nonuniformity along the azimuthal direction, because the simulations 

are based on rectangular finite elements and it is usually not easy to exclude the 

“intrinsic” nonuniformity due to the zigzag edges (which is not physical), 

especially for such small disks.
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Fig. 5-15 (color): Simulated mode distribution of the vortex state when

the excitation pulse is parallel to the nanodisk plane and Hq ~ 0  Oe. (a), 

Time evolution of Mz averaged over the entire disk, (b), Fourier spectrum 

of (a), (c), the spatial distribution of the 14.8 GHz mode. The top panel

shows the magnitude and the bottom panel shows the phase, with color bars 

labeling their values. The text in the blue parenthesis mark means that the

14.8 GHz mode is not rotating around the vortex core (stationary), as can be 

seen in the movie stored in the accessory CD.
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Appendix 2 of Chapter 5: 

A brief user guide to the FORTRAN codes for micromagnetic 

simulations

The FORTRAN codes for micromagnetic simulations were based on the work 

of previous colleagues, especially Greg Ballentine [Ballentine2003] and Miroslav 

Belov [Belov2004]. The codes can be found in the present author’s Master 

thesis [Liu2003]; they were then upgraded from FORTRAN77 to FORTRAN95, 

plus various improvements, and now can be found in the accessory CD of this 

thesis. The program is saved in several FORTRAN files according to different 

purposes; their basic structures and functions are similar with those discussed in 

Ref.[Liu2003], and are briefly summarized below:

globaLf: contains the global module; defines the variables and arrays; set 

mathematical and material parameters (sizes of the sample and the cells, 

saturation magnetization, temperature, damping constant, exchange stiffness 

coefficient, etc.).

sim3d.f: initializes the problem; receive preset data if necessary (e.g.,

resume a simulation from a previously initialized state). This data file is called
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“datapool.dat”.

ode3d.f: runs the ODE solver; saves the results after each step and outputs 

if necessary.

rk3d.f: the ODE solver; performs self-adjustment to the time step.

deriv3d.f: calculates the exchange field; incorporates all components of the

effective field into the LLG equation; define periodic boundary conditions if 

necessary.

demag3d.f: calculates the demagnetization field; calculates the anisotropy

field and thermal-induced field if necessary.

init3d.f: the functions for calculating the external field and for initializing

the problem (e.g., define the mask and initial magnetization configuration, 

calculate the components of the demagnetization tensor).

output3d.f: saves spatial configurations of the magnetization.

func3d.f: miscellaneous functions, such as the subroutine to calculate the

components of averaged magnetization, and the formulas for calculating 

demagnetization tensors

Inside all these files, there are detailed comments to explain and specify the 

individual variables and operations, thus many tasks can be implemented by 

simple modifications to the codes.
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Chapter 6:
Conclusion and outlook

Two types of experiments have been discussed in this thesis, both having very 

small spatial confinements (//m-scale excitation devices in Chapter 4 and 

100-nm-scale ferromagnetic samples in Chapter 5). Time-resolved 

magneto-optical Kerr effect microscopy has proved to be an effective technique to 

detect how the ferromagnetic samples behave where those spatial confinements 

play a key role.

When the excited spin waves belong to the magnetostatic regime, it has been 

quantitatively verified that a single parameter is sufficient to describe the intrinsic 

damping of the magnetic system, although the damping behavior may appear 

differently at different locations due to the propagation of spin wave energy. The 

magnetostatic spin waves can be consistently described by a semi-analytical 

model (Eq.(4-1)), which is closely related to the spatial distribution of the 

excitation pulse; the calculations bear a same level of accuracy as those produced 

by micromagnetic simulations, but consume much less computational resources 

than the latter. This improvement enables us to conveniently invert the problem
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so that arbitrary magnetic waveforms can be “designed” for various spin wave 

applications.

When thin film magnetic samples are patterned down to 102 nm in size, the 

magnetization configuration at equilibrium will change depending on different 

conditions, such as the applied bias field, the shape of the nanomagnets, and their 

magnetic history. For the case of Permalloy nanodisks under studied, the spin 

dynamics associated with two equilibrium configurations -  vortex state and 

quasi-single domain state -  are totally different. The state transitions (vortex 

annihilation and vortex nucleation) can be detected by the abrupt changes of the 

waveforms or the modal frequencies. The critical bias fields to trigger such 

transitions have been determined, and evidences indicate that there is no 

intermediate or metastable phase between the two states (transitions can occur 

spontaneously when the bias field is fixed at certain values). When modeling the 

observed phenomena with micromagnetic simulations, it is found that the 

extensively used model (a flat cylinder) does not produce consistent critical bias 

fields as compared to the measurements; a modified domed cylinder model gives 

much better results, because more realistic shape effects are taken into 

consideration. These studies have important meaning in the applications
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dedicated to magnetic storage technologies, which utilize the different magnetic 

states to store and process information. For example, the read/write operations 

are typically realized through state transitions of selected magnetic elements 

(while keep some others “pinned”), whose critical fields are controlled by electric 

currents (command signals). The circuits then have to be carefully designed 

based on the nanomagnet state transitions discussed in Chapter 5 to avoid 

operation errors and to optimize the energy consumption of related devices.

Although TRMOKE is a well developed technique for looking inside tiny 

magnetic systems, its spatial resolution can hardly be smaller than 300 nm and 

starts to become incapable in the area of nanomagnetism. For example, as 

already mentioned in Chapter 5, the spatial distributions of the vortex-state modes 

cannot be measured at present, but have to resort to micromagnetic simulations. 

Today a number of new techniques begin to show promises of ultrafine spatial 

resolution in magnetic dynamics research, mostly relying on certain local probing 

schemes (in contrast to the normal far-field optical focusing), such as scanning 

tunneling microscopy (resolution < 1 nm), magnetic resonance force microscopy 

(< 1 nm), and electron holography based on transmission electron microscopy (< 

10 nm). X-ray based microscopies (scanning transmission X-ray microscopy
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(STXM) and X-ray photoemission electron microscopy (X-PEEM)) are now 

available for stroboscopic operation at several synchrotrons. In the optics 

community, there are also good opportunities for near-field scanning optical 

microscopy (NSOM) [Pohll990, Levyl996a, Levyl996b, Petersen1998], which 

uses a very small optical fiber to detect the magnetic information, and the 

resolution has now reached 20 -  50 nm, depending on the fiber’s quality. The 

measurement ability and the knowledge on nanoscale magnetic dynamics will 

likely be upgraded dramatically in the next several years.
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