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ABSTRACT

Land surface schemes in atmospheric General Circulation Models (GCMs) 

significantly affect the predicted surface climate. Over the past decade, several 

“second-generation” land surface schemes have emerged and dominated the 

modelling studies of climate by GCMs; CLASS, the Canadian Land Surface Scheme 

which was developed at the Canadian Climate Center for the Canadian GCM, is one 

of them. While it greatly improved the evaluations of land surface processes over its 

earlier version of the “first-generation” land surface scheme, it was realized recently 

that improperly prescribed vegetation parameters were the largest source of error in 

climate modelling.

These limitations were addressed in this thesis research by developing three 

modules in the current version of CLASS V2.6: SVATC -  a carbon-coupled water 

transfer module in the soil-vegetation-atmosphere system; PLANTC -  a dynamic 

plant module designed to simulate plant carbon and nitrogen processes including 

photosynthesis, respiration, growth and litterfall, etc.; and SOILC -  a soil carbon and 

nitrogen module designed to simulate organic matter transformation processes in and 

on soil. This new version of CLASS physiologically couples plant water and carbon 

dynamics, implements plant litter and soil carbon biogeochemical cycles, emphasizes 

the role of nitrogen in land surface processes, and feeds back dynamically based 

vegetation parameters to the GCM. The CLASS has been improved by including
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carbon dioxide (CO2) flux between land surfaces and the atmosphere, thus making the 

predictions of climate change more realistic.

Simulations were implemented on deciduous trees. Data from the Old Aspen 

(Populus tremuloides) site in the Southern Study Area (SSA-OA) of the Boreal 

Ecosystem-Atmosphere Study (BOREAS) were used to initialize and drive the 

model. Comparisons show that annual root mean square error and correlation 

coefficient between model output and measurements for daily evapotranspiration 

were 0.71 mm H2O d*1 and 0.87, and for carbon exchange were 1.10 g C m'2 d '1 and 

0.93. The model predicted this aspen ecosystem was a net carbon sink of 163.6 g C 

m‘2 y'1 and 203.2 g C m'2 y 1 for 1994 and 1996, respectively. It accounted for about 

16.7% of the total gross primary production (GPP) on average for the two years.
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1

Chapter 1 Introduction

Global climate change is one of the most complex and perplexing 

environmental issues of the present age. It has been studied intensively by scientists 

for several decades now. One of the central features of this research has been the 

development of numerical models -  and, in particular, the powerful computer-based 

representation of the global climate system known as the General Circulation Model 

(GCM). Though it is just around 30 years old, it has become the essential tool in the 

practice of applied climatology and been widely considered to be the “best science” 

for the study of future climate change (Thompson and Perry, 1997).

A very important component of any GCM is the process coupling the land 

surface to the atmosphere -  the land surface scheme. The land surface areas of the 

Earth represent significant sources, sinks, and reservoirs of heat, water, and carbon 

with respect to the atmosphere. In recent years, along with the proliferation of climate 

change studies using GCMs, the construction and refinement of land surface schemes 

suitable for coupling to GCMs has received increasing attention. With the recognition 

of their importance and the proliferation of land surface schemes, the Project for 

Inter-comparison of Land-surface Parameterization Schemes (PUPS) was conducted 

(Henderson-Sellers et al., 1993). It was concluded that simulations of the surface 

climate by GCMs in terms of hydrological variables, temperature, heat fluxes, and 

circulations are very much dependent on the formulation of their land surface 

schemes. With the same atmospheric forcing data, different land surface schemes and 

parameters can achieve quite different annual equilibria of climate.

Recent examples that show the importance of land surface schemes in GCMs 

can be found from the improvements on climate predictions brought by the more 

realistic estimations of land surface albedo and water flux. It was found from the 

Boreal Ecosystem-Atmosphere Study (BOREAS) that the wintertime albedo of the 

boreal coniferous forest was measured to be much lower than the values used by a 

number of GCMs. Most land surface schemes treat snow albedo effects over the
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forest in the same way as for grass-covered or agricultural surfaces where the 

vegetation can be completely covered by snow to give a very high surface reflectance. 

In fact, forest vegetation usually projects above the snow, and even bare deciduous 

trees can present a very dark surface to the solar radiation (Betts and Ball, 1997). 

Shortwave radiation is therefore efficiently intercepted by the forest and largely 

converted into sensible heat flux and outgoing longwave radiation during the winter. 

Omission of this effect, for example, in the ECMWF (European Center for Medium- 

Range Weather Forecasting) model, which carried a winter albedo of around 0.8 as 

opposed to a value of around 0.25 as observed in the field, resulted in the systematic 

underestimation of near-surface winter air temperatures by up to 15°C during the 

BOREAS 1996 winter field campaign. By incorporating more representative winter 

albedo, the model has been greatly improved in the prediction of the near-surface air 

temperature, resulting in reduced lower tropospheric temperature biases and improved 

forecast scores over the North Pacific and North Atlantic (Sellers et al., 1997a).

Water fluxes between the land surface and the atmosphere, as another 

example, were observed low at the above BOREAS forest sites and are not 

represented correctly in most atmospheric models. Due to low stomatal conductance, 

the transpiration rates are significantly depressed in the middle of the growing season. 

This makes the boreal forest a surprisingly strong source of sensible heat and a weak 

source of latent heat (Baldocchi et al., 1997; Jarvis et al., 1997), compared with 

temperate grassland sites (Sellers and Hall, 1992) and tropical forests (Shuttleworth et 

al., 1984a, b). This situation often results in the generation of a very dry, warm lower 

troposphere with a deep and turbulent atmospheric boundary layer over the forest 

during the growing season, more typical o f a lower-latitude arid zone than would be 

expected for a high-latitude biome supplied with plentiful water. In the ECMWF 

model, the systematic overestimation of the latent heat flux over the boreal forest 

resulted in over prediction of precipitation and cloudiness within the region during the 

BOREAS 1994 growing season (Sellers et al., 1995). Again, improvements of the
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3

land surface water flux based on BOREAS measurements have had an immediate 

impact on the ECMWF performance (Sellers et al., 1997b).

In the earlier land surface schemes, in order to avoid undue computational 

expense, land surfaces were treated as simple, finite reservoirs of heat and moisture -  

the so-called bucket schemes (Manabe, 1969; Carson, 1982), or the “first-generation” 

land surface schemes. For the surface thermal regime, the methods used included the 

assumption of zero heat capacity for the soil; the setting of the ground heat flux equal 

to a constant fraction of the surface net radiation; the “slab” approach for soil heat 

storage; and the force-restore approach of Deardorff (1978) for soil temperature. For 

the surface moisture regime, nearly all GCMs modelled a near-surface layer of soil as 

a bucket that could be filled by precipitation and snow melt (if any) and emptied by 

evaporation and by runoff; the latter occurred only when the bucket was full. The 

evaporation rate was a linear function of the amount of water in the bucket below 

some critical value. In these early models vegetation was not modelled as separate 

from the soil; its only effect was to change the surface roughness and albedo.

Over the past decade, with the advent of larger and faster computers and the 

increase of GCM spatial resolutions, several “second-generation” land surface 

schemes of varying complexity have been proposed. The marked difference between 

these two generations was the inclusion of the soil-vegetation-atmosphere transfer 

schemes (SVATs). In SVATs, vegetation is treated as a separate layer. Soil is divided 

into different layers and soil heat and moisture movement is simulated dynamically 

between these layers. The key elements of the surface calculations in most of the 

current land surface schemes include canopy conductance, aerodynamic resistance, 

albedo, water holding capacity and runoff. The first two land surface models of this 

type to be developed were the Biosphere-Atmosphere Transfer Scheme (BATS) 

(Dickinson et aL, 1986, 1992), and the Simple Biosphere scheme (SiB) (Sellers et al., 

1986). Some other schemes rapidly followed, such as the Goddard Institute for Space 

Studies (GISS) Model (Abramopoulos et al., 1988), the Bare Essentials of Surface 

Transfer (BEST) (Pitman, 1988; Pitman et al., 1991; Yang, 1992), and the Interaction
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Soil-Biosphere-Atmosphere (ISBA) (Noilhan and Planton, 1989). In Canada, model 

development has been focused on the Canadian Land Surface Scheme “CLASS” 

(Verseghy, 1991,2000; Verseghy e ta i, 1993).

In recent years, it has been found that in current land surface schemes the 

neglect of dynamic biological processes of vegetation and climatic feedbacks on them 

is likely the largest error in climate modelling (Dickinson, 1995). Therefore much 

current work at the interface of climatology, geophysics, environmental physics and 

ecology is aimed at understanding such processes and feedbacks and including them 

in GCMs (Shackley et al., 1998; Bounoua et al., 1999). Sellers et al. (1997b) 

discussed the development for the “third-generation” land surface models which can 

be marked by including the coupled water-carbon cycles in plants. Nutrient 

conditions of the terrestrial ecosystems can also play important roles in the land 

surface processes. As observed at the BOREAS forest sites, the depressed 

transpiration rates in the middle of growing season are due to the low stomatal 

conductance associated with the low photosynthetic rates of these species, which are 

supposed to be the results of nutrient limitations, particularly nitrogen. However, to 

the best of the author's knowledge, most of the land surface schemes to date still do 

not have coupled water, carbon and nitrogen simulations. Impacts of nitrogen on the 

carbon processes, and thus on the water and energy processes, of vegetated land 

surfaces, have rarely been addressed. In addition, most of these schemes have focused 

on the momentum, radiation, sensible heat, and water vapour exchanges interactions 

between land surface and the atmosphere. The most important inducers of climate 

change, greenhouse gases such as CO2, have not been involved.

To address these shortcomings and limitations, my research is focused on 

developing coupled water, carbon and nitrogen processes within the current version 

of CLASS -  V2.6, which is a second-generation land surface model. Through 

physiological and biogeochemical simulations of the vegetated land surface, I try to 

improve the current energy and water calculations in CLASS, and enhance its ability 

by including the exchanges and interactions of greenhouse gas (CO2), carbon, and
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nitrogen between the earth's terrestrial ecosystem and the atmosphere. Three new 

modules were developed for the purpose in this research, namely SVATC -  a carbon 

coupled soil-vegetation-atmosphere water transfer module, PLANTC -  a plant module 

for simulating the plant carbon and nitrogen processes, and SOILC -  a soil module for 

simulating the plant litter and soil organic matter transformation processes. These 

three modules are closely linked with each other and with the calculations in the 

current CLASS model. Important outputs from this new version of CLASS include 

ecosystem CO2 exchange with the atmosphere, gross primary production, net primary 

production, autotrophic respiration, heterotrophic respiration, plant tissue growth, 

litterfall production, root nitrogen uptake, and the revised energy balance and 

transpiration.

While a general introduction has been given in this chapter, the general model 

structure is introduced in Chapter 2. The main calculations in the current version of 

the CLASS model, V2.6, are outlined first, with emphasis on the parts that I am going 

to modify. The general scheme for the new development and improvement is 

discussed and sketched afterwards. At the end of Chapter 2, the main dataset used for 

driving and testing the model is briefly introduced. Chapter 3 describes the strategy 

and algorithm for the calculations in the SVATC module. The model outputs for 

energy and water exchanges based on the above calculations are then tested against 

measurements. Relationships between plant transpiration and root water uptake are 

also discussed. Sensitivity analyses of the model against some environmental 

variables are presented afterward. Chapters 4 and S follow the same format as 

Chapter 3, and give model descriptions, test, and sensitivity analyses for the PLANTC 

and SOILC modules, respectively. Also in Chapter 5, after all the three modules and 

their tests are finished, the overall model behavior on the carbon exchanges at the 

ecosystem level is evaluated. Chapter 6 gives some general conclusions from the 

model results and discussion on future developments.
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Chapter 2 General Model Structure

The CLASS model is a second-generation land surface scheme that began to 

be developed in 1987 at the Canadian Climate Center (CCC) (Verseghy, 1991; 

Verseghy et al., 1993). It is used to replace the former land surface scheme in the 

CCC GCM (McFarlane et al., 1985, 1992), which like many older schemes, treated 

the soil as one layer and incorporated the force-restore method for the soil thermal 

regime and a “bucket” approach for the moisture regime. This new scheme 

incorporates three soil layers with physically-based calculations of heat and moisture 

transfers at the surface and across the layer boundaries. CLASS also developed the 

algorithms for heat transfer in snow distinguished from that in the soil. Another 

important development in CLASS is the treatment of vegetation. It includes 

physically-based calculation of energy and moisture fluxes from the canopy as well as 

radiation and precipitation cascades through it, and incorporates explicit thermal 

separation of the vegetation from the underlying ground.

The CLASS model has been developed to its version 2.6, with which my code 

will be developed and executed. The development phases of CLASS over the past ten 

years were traced by Verseghy (2000). In this chapter, the CLASS model is briefly 

outlined first in section 2.1, with emphasis on the parts that I am going to modify. 

Further details can be found in Verseghy (1991) and Verseghy et al. (1993). In 

section 2.2, the limitations in the current CLASS model are discussed first, followed 

by the strategy for the new model developments. Section 2.3 gives the background 

information about the main datasets used for the model initialization, boundary 

control and result test.

2.1 Outline of Current Version of CLASS Model -  V2.6

Figure 2.1 shows the schematic diagram of the CLASS model organisation. 

Each modelled grid cell can have up to four subareas, representing bare soil, 

vegetation-covered, snow-covered and snow-and-vegetation covered “patches” of
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the landscape. Inputs o f meteorological variables at the bottom of the atmosphere are 

used to drive the energy and moisture balances for each of the subareas, and the 

resulting fluxes to the atmosphere are passed back to the GCM. The driving variables 

include the total incoming shortwave radiation, the incoming (or net) longwave 

radiation at the surface, the precipitation rate, the air temperature, the wind speed, the 

surface pressure, and the specific humidity of the air. The time step can be 30 minutes 

or shorter. In this research, it was set to 30 minutes.

The main calculations conducted in the model include energy balance, 

temperature regime, and water transfers of soil, snow and vegetation on the land 

surface.

2.1.1 Soil

CLASS represents three non-over lapping soil layers with the layer 

thicknesses of 0.10 m, 0.2S m, and 3.75 m. Soil layer temperatures and liquid and 

frozen moisture contents are carried as prognostic variables and are stepped forward 

in time. The change of average soil temperature T over one time step At of each layer 

/ is calculated by applying the following finite-difference form of the one­

dimensional heat conservation equation (Verseghy, 1991):

f,(( + 1) = r,(0 + [G (2 ,.„ 0 -G (Z„ / ) ] - ^ -  + S, (2.1)

where G(z/./,r) and G(zf,t) are the heat fluxes at the top and bottom of the layer, C, is 

the volumetric heat capacity o f the soil, Azt is the layer depth, and St is a correction 

term applied in case of freezing or thawing, or the percolation of ground water.

The heat fluxes between adjacent soil layers are calculated using the soil layer 

temperatures obtained in the previous time step. These two sets o f variables are 

related by assuming that the temperature in each layer is a quadratic function of 

depth. Expressions for the average temperatures 7\are obtained by integrating TXz) 

over each layer. G is then obtained by making use of Fourier’s law for heat 

conduction in one dimension
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dz (2.2)
X

where A(z) is the thermal conductivity.

By assuming dT/dz at the bottom of the deepest layer is zero we can obtain a 

system of three linear equations in the unknown G, the surface temperature 7(0), and 

the known layer temperatures. Thus, if 7(0) is found, the heat flux terms can be 

evaluated.

Soil surface temperature can be obtained by combining the above system of 

equations for soil heat flux with the energy balance equation on the soil surface:

where K• and L* are, respectively, the net shortwave and net longwave radiation 

absorbed at the surface, Qh.s and Q z , are the sensible and latent heat fluxes at the soil- 

atmosphere interface, and G(0) is the surface heat flux into the ground. In this 

equation, K* and L> are evaluated from the observed incoming shortwave and 

longwave radiation and the surface conditions, such as the albedo and temperature 

7(0). Qh.i and Qe.s can be expressed as functions of surface temperature 7(0) and 

some atmospheric and surface conditions. Finally, the system of equations in the soil 

heat flux and surface energy balance is a function only of 7(0), certain atmospheric 

variables supplied by the GCM, and a set of known surface and soil properties. 7(0) 

can thus be evaluated by solving the above equations iteratively and substituted back 

to determine the energy balance terms, the heat fluxes between soil layers, and 

ultimately the layer temperatures for the next time step.

The average volumetric liquid and frozen moisture content, 9i,t and 9 , are 

modelled for the same three soil layers as for the soil temperature, to allow coupling 

between soil temperature and water content. The change in 9u  over a time step is 

calculated using the conservation equation analogous to temperature:

K , +L. +QHs +Qb'S =G(0) (2.3)

9u ( t+1) = 9u(t)+ [F(zw ,0  -  F (V ) ] -^ -+ QrJ (2.4)
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where F(zi.i,t) and F(zitt) represent the liquid water flow rates at the top and bottom of 

the layer, respectively, evaluated using Darcy's equation. In the case of infiltration, 

the Green-Ampt method is used. If the infiltration capacity is exceeded, water is 

allowed to pond on the surface up to a maximum surface retention capacity which 

varies according to land cover. On the soil surface, F(0) is given by the surface 

evaporation rate Qe,j /(Lvpw) (Ly = latent heat of water evaporation, pw -  water 

density). When there is rain and its rate exceeds the evaporation rate, F(0) is set to the 

infiltration rate. At the bottom of the third layer, F(3) is calculated by the assumption 

of zero gradient of soil water potential (dy/s /dz = 0). The term Q,i in the above 

equation represents plant root water uptake in the soil layer. It was not included in the 

original publication.

2.1.2 Snow

In CLASS, the snow pack is modelled as a fourth, variable-depth layer 

distinguished from the soil. The same set of equations for heat fluxes and surface 

energy balance as in the soil part are used for the snow calculations. The snow albedo 

and density are assumed to vary with time according to simple exponential decay 

functions and the calculated result for snow density is used to evaluate the snow heat 

capacity and thermal conductivity. The shortwave transmission within snow is 

calculated according to Beer's law using a constant extinction coefficient. Melting of 

the snow pack is simulated either when the solution of the surface energy balance 

equation results in a value of snow surface temperature greater than 0°C, or by 

conduction of heat from the soil underlying the snow pack, which may result in a soil 

temperature above zero. In this case, the excess energy is used to melt part of the 

snowpack and the temperature is set back to 0°C. Melted water percolates into the 

pack and refreezes until the temperature of the snowpack reaches the freezing point; 

any further melt is then allowed to reach the soil. The snow cover is assumed to be 

complete as long as the modelled snow depth does not fall below 0.10 m. When this
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occurs, the depth is reset to 0 . 1 0  m and a fractional snow coverage is calculated 

through the employment of conservation of snow mass.

2.1.3 Vegetation

In CLASS, the vegetation is treated as a single layer with up to two separate 

subareas in each grid square: vegetation-covered and vegetation-and-snow covered. 

Four broad vegetation groups are recognised within each canopy-covered subarea: 

needleleaf trees, broadleaf trees, crops and grass. Each of these vegetation types is 

characterised by a distinctive form of canopy architecture. They are therefore treated 

separately, and their effects are averaged to obtain “composite canopy” values of 

albedo, transmissivity, roughness length, unstressed stomatal resistance, standing 

mass, and rooting depth, etc. The canopy interception capacity of precipitation is 

calculated as a function of the leaf area index. Rain or snow which does not fall 

through gaps in the canopy fills the interception store until the capacity is exceeded, 

at which point any excess is allowed to run off and reach the ground.

The canopy is treated as a big leaf. Since the absorptivity, albedo, 

transmissivity, and other radiative properties of vegetation can show marked 

dependence on the wavelength and the angle of incoming radiation, CLASS uses 

different strategies for canopy radiation calculations under different wavelength 

(visible and near-infrared) and weather conditions (clear and cloudy skies). As shown 

later, CLASS is extremely successful in radiation estimations after it is modified.

Sensible and latent heat fluxes between the canopy and the atmosphere, Qh.c 

and Qe.c, are modelled using the bulk aerodynamic approach which can be written as:

T —T
Qh.c = PaCp a C- (2.5)

' a

Qb. c  P a r-^v  (2.6)
'a c

where p», Cp, Ta, and qa represent the density, specific heat, temperature, and specific 

humidity respectively of the air at a reference height Zr above the vegetation,
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9 Jat( r e)is the saturation specific humidity at the canopy temperature T e, and r„ and

rc are the aerodynamic resistance and canopy stomatal resistance, respectively. When 

the canopy surface is covered with a film of intercepted precipitation, evaporation or 

sublimation takes place at the potential rate (re = 0 ) until the intercepted rain or snow 

is completely consumed.

Stomatal resistance is assumed to be affected by the environmental factors of 

the incoming solar radiation Kt , the air vapor pressure deficit Ae, the soil water

suction if/, in the rooting zone (as a surrogate for leaf water potential since it is not 

calculated in the model, the value of y, takes the minimum value of soil moisture 

suction found for the soil layers contained within the rooting zone), and the air 

temperature Ta. The effects of these factors are treated as multiplicative. Making use 

of the assumption that leaf resistance acts in parallel, rc is obtained as:

r, = ', . .* / ( * ! ) / :  (27)

where re.m/„ is a minimum resistance representing dense, green, unstressed canopies 

and /I mu* and A  are the maximum and actual leaf area indices of the canopy.

To account for seasonal variations in the morphological characteristics of the 

four major canopy types, a growth index /  is carried for each. It has a value of 1 

during periods when the vegetation is mature and/or fully leafed, and a value of 0  

during dormant and leafless periods; the transition between the two is taken to be 

linear. With the prescribed parameters of maximum canopy height (//max), maximum 

standing mass, maximum vegetation rooting depth, and maximum and minimum leaf 

area index, the roughness length for momentum, the standing biomass, the rooting 

depth, and the leaf area index at each time step can thus be calculated using /based 

linear equations. For example, the canopy leaf area index A  for needleleaf and 

broadleaf trees is calculated according to the following equation:

^ = A n m  +  - A m )  ( 2 - 8 )
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2.2 Discussion and Strategy on the New Developments in CLASS

2.2.1 Physiology in Land Surface Processes

The inclusion of vegetation in land surface schemes as a layer distinct from 

soil in energy and water calculations in the CLASS model is a marked difference 

from the earlier generation schemes. However, as we can see from the model outline 

above, the vegetation is treated only as an additional physical layer in the model. 

There have been no dynamic plant physiological processes included yet. Some 

important parameters and processes of the vegetation, such as the stomatal resistance 

and plant leaf area index, are strongly controlled by plant physiological activities. But 

in the current model, these parameters or processes are fitted by prescribed curves or 

calculated from empirical equations. In fact, all of the second-generation land surface 

schemes coupled with GCMs represent poorly the physiological processes of 

vegetation. For example, in BATS (Dickinson et al., 1986, 1992), canopy resistance 

is a function of minimum stomatal resistance, maximum stomatal resistance, visible 

solar radiation, leaf temperature, vapor pressure deficit, and soil moisture. As in 

CLASS, these limit factors are expressed in a multiplicative form. The same approach 

has been followed in BEST (Pitman, 1988; Pitman et al., 1991; Yang, 1992) and in 

ISBA (Noilhan and Planton, 1989). In the GISS (Abramopoulos et al., 1988), a bulk 

canopy stomatal resistance is given by /w L 47 , , where LAI« is the effective leaf area 

index used to account for the attenuation of radiation as light passes through the 

canopy and the coincident decrease in plant surface that is actively transpiring. In the 

UKMO (Warrilow et al., 1986), a constant value of the stomatal resistance is used. In 

SiB (Dorman and Sellers, 1989), a more elaborate formulation of rc is used in which a 

sophisticated account of PAR (Photosynthetic Active Radiation) flux within the 

canopy is considered. In all of these schemes above, the physiological and 

biochemical controlling mechanisms on rc are not considered.

Physiological processes o f vegetation play important roles in determining the 

land surface processes and affecting the climate. Changes in the resistance from the 

soil-root-canopy system have profound impacts on shaping the energy partitioning of
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ecosystem. For example, the sensible heat flux over the boreal forest was observed to 

be unexpectedly high in the spring (Baldocchi et al., 1997; Jarvis et al., 1997). This 

seems to be due to late thawing of the soil, so the root systems remain frozen, which 

leads to a very high soil rhizosphere-root resistance to the water flow and canopy 

transpiration is thus cut off. In the middle of the growing season, the transpiration was 

also depressed, which was speculated to be due to the low stomatal conductance 

caused by the nutrient-poor environments. These small-scale physiological processes 

greatly impact the land surface processes and can have large-scale consequences. For 

example, observations from the BOREAS project have shown that the boundary layer 

depth over the boreal coniferous forest is similar to that measured over the Arabian 

desert even though the boreal landscape is wet (Margolis and Ryan, 1997). Through 

analyses and comparisons of the currently available GCMs, it was found that the 

largest source of error for determining climate over land is from the neglect of the 

resistance by stomata to water flux (Dickinson, 1995). It is therefore expected that 

better representations of this resistance and its dependencies on biological and 

environmental factors will provide further improvements to climate models, which 

may only be obtained by developing more physiologically-based models.

On the other hand, only with the inclusion of physiological processes can a 

climate model reflect the mechanisms of the many climatic feedbacks on the 

terrestrial ecosystems. Changes in the physical climate system can bring changes in 

the ecological functioning of the biome. It is anticipated that these may be 

accompanied by alterations in the biophysical characteristics of the surface; namely 

albedo, surface roughness, plant phenology, etc. Any changes in these may have 

feedback effects on the near-surface climatology, such as temperature, humidity, 

precipitation and cloudiness fields (Sato et al., 1989).

2.2.2 Carbon and Nitrogen Biogeochemicai Cycle in Land Surface Processes

The biogeochemicai processes of terrestrial ecosystems, such as the carbon 

and nitrogen cycles, also interact with climate to a great extent. Temperature and 

precipitation anomalies have been compared with seasonal variations in atmospheric
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CO* concentration. It is found that warm years over the northern continents are 

associated with a net terrestrial carbon sink, while cold and/or dry years are 

associated with a net source o f terrestrial carbon (Keeling et al., 199S; Ciais et al., 

1995; Denning et al., 1995). It was estimated that the standing stocks of soil carbon in 

the top 1 m are three times as large as all of the standing crop biomass carbon in the 

global terrestrial biomes (Houghton et al., 1985) and twice the 750 Pg carbon present 

in the atmosphere as CO2 (Eswaran et al., 1993). The soil and plant carbon dynamics 

and thereby the evolution of the principal greenhouse gases, namely carbon dioxide, 

methane, and nitrous oxide, are strongly controlled by climatic conditions, such as 

temperature and humidity. The extent of involvement of the terrestrial ecosystems in 

the evolution of greenhouse gases now becomes one of the major concerns of 

scientists interested in global change.

On the other hand, the feedbacks of climatic change on primary production 

and then on soil carbon stocks, are very large. Many results from experiments show 

that CO2 enrichment can significantly increase the photosynthetic rate of plants, 

especially C3 plants. Plant derived inputs are the primary source of organic substrate 

to soils, and such inputs, both from turnover of dead material and release of organic 

compounds from growing roots, are likely to increase at elevated CO2 . In addition, 

several studies have indicated that the biochemical composition of plant tissue is 

altered at elevated CO2 (Curtis et al., 1989; Conroy, 1992; Smart et al., 1994), thus 

altering the quality of substrate entering soil. Typically, tissue C:N ratios increase at 

elevated CO2 and the rate o f microbial decomposition of both shoot and root material 

in soil is reduced (Couteaux et al., 1991; Gorissen et al., 1995). Concurrent with 

increased organic input from plants, uptake of mineral nutrients from soil to support 

growth is likely to increase. Therefore, the nutritional status of the soil is likely to 

shift in response to elevated atmospheric CO2 concentration. Nutrients such as 

nitrogen can significantly affect the carbon cycles in the terrestrial ecosystems. This 

shift in soil nutrient status will in turn affect the land surface processes through their 

impacts on plant physiological processes.
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Another point that illustrates the importance of developing the algorithms on 

biogeochemicai cycles in land surface models is that only by completing the carbon 

and nitrogen biogeochemicai cycles can we achieve the net carbon estimations in a 

ecosystem, such as the CO2 flux between the land surface and the atmosphere. CO2 is 

a very important variable in GCM simulations and climate studies. Improving the 

land surface scheme by including a CO2 flux which is a dynamic result of the 

interactions between climate and ecosystem will significantly enhance the capabilities 

for climate simulations.

Recently, Sellers et al. (1996) revised their land surface scheme (SiB) into a 

new version (SiB2) by linking the stomatal resistance with photosynthesis, thus 

coupling water process with carbon process. This new scheme of coupling water and 

carbon has been proposed as the "third-generation" land surface models (Sellers et al., 

1997a), which has caused much interest in land surface modelling research. However, 

in the available land surface schemes coupled with GCMs to date, systematically 

addressed physiological and biogeochemicai processes have not been included yet. 

With the realisation of the importance of the terrestrial ecosystems in the global 

climate change, there is a rapidly growing interest in coupling these processes with 

climate models (Dickinson et al., 1998).

2.2.3 Proposed Model Development

In the research of this thesis, I intend to implement plant physiological 

algorithms that control the land surface energy and water processes, and 

biogeochemicai algorithms that control the plant and soil carbon and nitrogen 

dynamics and their interactions with the atmosphere. Three modules (SVATC, 

PLANTC, and SOILC) and one interface (CLASSC) were developed in CLASS for 

this purpose as shown by the dotted part in Figure 2.2.

SVATC  is a carbon coupled water transfer module in the soil-vegetation- 

atmosphere system designed to improve the energy balance calculations of the 

canopy in CLASS. A series of hydraulic resistances in the soil rhizosphere and plant 

root systems, the stomatal resistance coupled with carbon calculations using the Ball-
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Berry model (Ball et al, 1987), and the plant water capacitance were explicitly 

calculated in this module. The canopy temperature and water potential were used as 

the prognostic variables and obtained by iteratively solving the energy and water 

balance equations. Energy and water exchanges between vegetated land surfaces and 

the atmosphere are directly determined by this module.

C M IV26 .INI

CLASSC

PLANTCi I SOILC

V26 .MET

W. iter

CLASSA CLASSWCLASST

RUNCLASS

_ ± ------

SVATC

Figure 2.2 The new model structure for CLASS
(RUNCLASS -  a driver programme which effectively takes the place of the GCM in the 

stand-alone or point version of CLASS. It feeds the initialization data and the 
meteorological data to the model;

CLASSA -  the main subroutine controlling albedo and radiation calculations;
CLASST -  the main subroutine controlling temperature and energy balance calculations; 
CLASSW -  the main subroutine controlling calculations associated with water budget; 
CLASSC -  the newly developed subroutine controlling carbon related calculations;
V26.MET, V26.INI, and C.INI represent the inputs o f meteorological and initialization data.)
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PLANTC is a plant module for simulating the plant carbon and nitrogen 

processes. Canopy photosynthesis was calculated first in this module by the method 

proposed by Farquhar et al. (1980). Root nitrogen uptake was simulated according to 

the mass movement of nitrogen with root water uptake and its diffusion in the soil 

solution. Other processes simulated in this module include the translocation of carbon 

and nitrogen substrates between sources and sinks within the plant, tissue growth, 

maintenance and growth respiration, and plant litterfall, etc. PLANTC plays the 

determining role in the whole model. Main outputs from this module include CO2 

exchanges between plant and its environment estimated from photosynthesis and 

autotrophic respiration, internal vegetation parameters such as plant leaf area index, 

and litterfall which is the main carbon and nitrogen input for the SOILC module.

SOILC is a soil carbon and nitrogen module designed to calculate the 

biogeochemicai processes in soil. Plant litterfall is first partitioned into different pools 

according to the biochemical constituents of the litter. Together with the soil organic 

matter that already exists in the soil, decomposition of these organic materials is 

calculated using first-order kinetics. While heterotrophic respiration simulated in this 

module contributes to the CO2 exchanges between the ecosystem and the atmosphere, 

nitrogen mineralised during the decomposition process is used as the main N source 

for the plant root uptake which plays important roles for plant simulation in the 

PLANTC module.

The three modules above are closely linked with each other and can be used to 

address the many climatic feedbacks on the biological processes that are not currently 

included in GCMs (Shackley et a l, 1998). Together they enhance the model by 

including the CO2 exchanges between the land surface and the atmosphere. They 

provide the dynamically based internal parameters to other calculations in CLASS, 

such as canopy water potential, plant leaf area index, canopy stomatal resistance, and 

plant root distribution, etc., so prescriptions of these parameters as inputs are no 

longer required. Additional outputs from this new version of CLASS include revised 

ecosystem evapotranspiration, gross primary production, net primary production, net
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ecosystem production, autotrophic respiration, heterotrophic respiration, plant tissue 

growth, litterfall production, and soil carbon dynamics, etc. Detailed discussions on 

these three modules are given in Chapter 3, Chapter 4, and Chapter S, respectively.

CLASSC is designed as an interface between the driver programme 

(RUNCLASS) and the new subroutines (PLANTC and SOILC). It initializes arrays 

and updates the vegetation and soil characteristics at the current time step. It also 

handles the scaling up calculations for each individual sub-land surface and 

vegetation type to the grid cell level after PLANTC and SOILC are invoked. Since it is 

more technique in code programming than scientific in research, it is not discussed in 

this thesis.

2.3 Datasets Used by the Model

To accommodate GCMs for the global run, CLASS was developed to include 

up to four vegetation types in each grid cell, namely evergreen tree, deciduous tree, 

crop, and grass. This research is focused on the vegetation type of deciduous trees. 

The main datasets that were used to initialise, drive and test the model are from the 

observations in the Boreal Ecosystem-Atmosphere Study (BOREAS) project at the 

Old Aspen (OA) site in the Southern Study Area (SSA).

BOREAS was a large-scale international interdisciplinary experiment in the 

northern boreal forests of Canada. Its goal was to improve our understanding of the 

boreal forests, particularly their interactions with the lower atmosphere, such as the 

exchanges of radiative energy, sensible heat, water, CO2 and trace gases. Primary 

objectives of BOREAS were to collect the data needed to improve computer 

simulation models of the important processes controlling these exchanges so that the 

effects of global change on the biome can be anticipated, in particular the effects of 

altered temperature and precipitation, as well as to provide GCMs with better land 

surface process schemes and data sets for the boreal zone. The field phase of the 

experiment extended from 1993 to 1997 and included two series of intensive field 

campaigns in 1994 and 1996, which two years data were used in the present model
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development and testing. A detailed experimental overview and result summary was 

given by Sellers et al. (1997b).

The Southern Study Area (SSA) in BOREAS was placed near the southern 

ecotone of the biome and, together with the Northern Study Area (NSA), comprises 

the two BOREAS study areas. It is located near Prince Albert, Saskatchewan, 

Canada. The SSA relief is gentle, with a elevation of 550 m to 730 m. Soils range 

from gray wooded to degraded black classified as Brunisolic, Gleysolic, 

Chemozemic, Luvisolic and Organic soil orders. There are two major vegetation 

zones in the study area, the mixed wood section of the boreal forest region and the 

aspen grove section.

The Old Aspen (OA) site in the SSA is about 50 km Northwest of Prince 

Albert (106.196°W, 53.628°N). It is in an extensive stand of aspen (Populus 

tremuloides) about 70-years old that naturally established after a forest fire. The mean 

height of the trees was 21 m, while that of the canopy base was 15 m. Average tree 

diameter at the 1.5 m height was 17 cm and the stand density was 830 stems ha'1. The 

understorey was mainly composed of hazelnut (Corylus comuta Marsh.) about 2 m 

tall with occasional clumps of alder (Alm s crispa (Ait.) Pursch). A variety of shrubs 

(e.g., prickly rose, Rosa acicularis Lindl.) occurred sparsely on the forest floor. The 

soil is an Orthic Gray Luvisol with an 8-10 cm deep surface organic layer. The 

mineral soil .has a silty-clay texture. Further information on the site can be found in 

Black et al. (1996) and Blanken et al. (1997).

The BOREAS project has provided us with very comprehensive data covering 

almost all components of the ecosystem-atmosphere interactions. Observations were 

made at different scales and from different view points o f scientific disciplines which 

included Airborne Fluxes and Meteorology (AFM), Tower Fluxes (TF), Terrestrial 

Ecology (TE), Trace Gas Biogeochemistry (TGB), Hydrology (HYD), and Remote 

Sensing Science (RSS) (Sellers et al., 1997). Most of the data used in the model 

initialization, boundary control, and output test were obtained from these data sets. 

Soil background information for the model initialisation, such as bulk density,
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texture, organic carbon and nitrogen content, was mainly obtained from the 

observations published by Huang and Schoenau (1996). Data sets used for the plant 

initialisation such as plant root biomass and length, plant stem and sapwood volume, 

and plant N content, etc, were mainly obtained from Lavigne and Ryan (1997), Steele 

et al. (1997), and Gower et al. (1997).

The most important data used in this research were the meteorological 

observations for the model boundary control and tower flux measurements for the 

model tests. Meteorological observations include incoming shortwave radiation, 

incoming long wave radiation, air temperature, humidity, precipitation, wind speed, 

and atmospheric pressure. Tower flux measurements used in the model test include 

the sensible heat, latent heat, and CO2 over the aspen canopy. These fluxes were 

measured using eddy-correlation at the 39.S m height on a 37 m walk-up scaffold 

tower. Three-dimensional sonic anemometer-thermometers were used for the wind 

speed and temperature measurements. Fluctuations in CO2 and water vapor 

concentration were measured using the closed-path approach with temperature- 

controlled infrared gas analysers. Half-hour fluxes were calculated on-line. 

Corrections were made for the effect of fluctuations in air density on the fluxes of 

CO2 and water vapor. Canopy airspace CO2 storage was approximated using the half- 

hour average CO2 concentrations measured at the 39 m and 4 m level by the eddy 

correlation gas analysers. Storage within the hazelnut canopy was found to be small 

and was neglected. Both of the meteorology and flux data sets were provided by Dr. 

Black and his research group, namely the Tower Fluxes team 1 (TF1) -  “Boreal 

Forest Atmosphere Interactions: Exchanges of Energy, Water vapor and Trace Gases 

(SSA-OA)”. Detailed information on the measurements such as the instrumentation 

and quality control can be found in Black et al. (1996), Blanken et al. (1997), and 

Chen et al. (1999), or traced from there. Other data sets that were used for the model 

comparisons and analyses in this research are acknowledged later in the text.
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Chapter 3 Modelling Energy and Water Exchanges between Canopy and the 

Atmosphere in CLASS -  the SVATC Module

3.1 Introduction

Calculations of the energy and water exchanges between land surface and the 

atmosphere are the primary objective of land surface schemes coupled with 

atmospheric GCMs. The fluxes of energy and water estimated from land surface 

schemes and passed back to GCMs can significantly affect the equilibrium surface 

climate simulated by GCMs. It is therefore very important to design the modelling 

algorithms that control these exchanging processes in the actual ecosystems. Much of 

the current work at the interface of climatology, geophysics, environmental physics 

and ecology is aimed at understanding such processes, and trying to include them in 

GCMs and improve the accuracy of the simulations has always been the main effort 

on the research of the land surface scheme.

On vegetated land surfaces, the dynamic vegetation processes play the 

controlling roles in determining the energy balance and water flux between the 

canopy and the lower atmosphere. Biophysical characteristics of the surface, such as 

albedo and surface roughness which are determined by the vegetation types and 

growing conditions, control the radiation balance and strongly affect the momentum 

transfer and the near surface boundary-layer structure. Physiological characteristics of 

the surface, such as the canopy stomatal resistance, the plant water storage capacity 

and root water up-take ability, control the plant water movement and transpiration 

processes and strongly affect the energy partitioning between sensible heat and latent 

heat. Treating vegetation separately from soil in the land surface schemes has brought 

land surface schemes up to the new stage which is recognised as the “second 

generation” model. However, nearly all of them use very simple and empirical 

schemes in calculating the plant processes, and these processes are usually focused on 

the physical aspect of the vegetation. Very rarely have the physiological and 

biochemical processes of the plant been involved.
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Models that attempt to predict stomatal resistance (re) directly from factors of 

the environment, while making no attempt to address the fundamental underlying 

mechanisms, are presently the approach of choice in constructing models of 

transpiration and energy balance of land surfaces. Of the models available, most of 

the calculations of rc are based on the empirical relationships regressed from direct 

observations on leaf stomatal resistance and environment factors, either under 

controlled or natural conditions (Jarvis, 1976; Avissar et al., 1985; Jones and Higgs, 

1989). For example, in CLASS, canopy stomatal resistance is calculated using the 

method proposed by Jarvis (1976), which uses a minimum value for the 

unconstrained re, multiplied by a series of dimensionless factors representing the 

effects imposed by each environmental variable known to affect stomatal resistance 

(equation 2.7). There are some shortcomings with these models. First, they tend to be 

specific to particular vegetation-climate systems (e.g., Gash et al., 1989; Jones and 

Higgs, 1989). Parameters such as the minimum stomatal resistance, or the sensitivity 

of stomatal resistance to the air vapour pressure deficit, must be readjusted to fit a 

particular vegetation type, or prevailing conditions. Second, the interactions of 

different environmental variables on stomatal resistance are difficult to determine, 

and may not be multiplicative. Such a non-mechanistic technique for calculating 

canopy resistance may cause inaccuracy in the simulation of energy partitioning on 

the land surface and limitations on the application of land surface schemes.

The physiological and biochemical mechanisms governing stomatal resistance 

have been widely studied by plant physiologists in the last two decades. The most 

interesting theory can be attributed to the feedback hypothesis on the stomatal 

aperture proposed by Wong et al. (1979). They claimed that stomatal aperture may be 

determined by the capacity of the mesophyll tissue to fix carbon and by some sort of 

communication from the photosynthetic mechanism to the stomatal control system. 

This theory attracted great attention and has been developed in detail by many 

researchers (Cowan, 1982; Farquhar and Sharkey, 1982; Ball and Berry, 1982; Wong 

et aL, 1985a, b, c; Ball et al., 1987; Collatz et al., 1991,1992). These works led to the
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concept that the responses of stomata to changes in the environment conditions can be 

partitioned into components that are dependent on photosynthesis and others that are 

independent of photosynthesis (CO2 and H2O concentrations of the air). Details about 

this analysis were described by Ball (1988). In my research, the model used for the 

stomatal resistance calculations is based on this theory, which includes an implicit 

dependence of stomatal resistance on photosynthesis.

Resistance to water movement from soil to plant root is another important 

factor in controlling the canopy transpiration and energy balance. In the soil- 

vegetation-atmosphere transfer system, the catenary hypothesis or Ohm's Law 

analogue for water movement has provided an important conceptual framework for 

the study of crop water relations. This hypothesis was first proposed by van den 

Honert (1948) and could be described by an equation of the form

2  = - ^  (3 D

where Q is the water flux between any two points (from s to /) within the system, y/i 

and y/i are the water potentials (negative) at the points / and s, and Ru is the hydraulic 

resistance of the pathway between the two points. For the soil-plant system, y/j and y/i 

can be regarded as the plant leaf water potential and soil water potential, respectively, 

Ru then represents the total resistance from the soil rhizosphere and plant, and Q thus 

refers to the plant root water uptake. If Q is less than transpiration, the plant will be 

subjected to a net water loss, which will eventually lead to the closure of stomata and 

finally decrease canopy latent heat exchange. On the other hand, higher Q than 

transpiration will increase the plant water content and hence canopy water potential, 

which may lead to the opening of stomata and increase of canopy water loss.

Resistance from the soil rhizosphere and the plant is strongly dependent on 

soil water potential, plant root length density and its spatial distribution 

characteristics. Pioneer modelling work on the calculations of soil and plant root 

resistance can be attributed to Gardner (1960) and Cowan (1965). They predicted, on 

the basis o f mathematical models, that the rhizosphere resistance could be appreciable
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when the soil matric potential is a few bars below zero. However, in a later study, 

Newman (1969) analysed the importance of root length and suggested that for most 

herbaceous and some woody species, the rhizosphere resistance will remain smaller 

than the plant resistance (and for some species will not even become appreciable) 

until the soil reaches near or beyond its permanent wilting point. A general agreement 

can be gleaned from all the studies that the hydraulic resistance from soil and plant 

root system are important in determining the water transfer processes in ecosystems at 

least under dry soil conditions. It is therefore necessary to explicitly implement these 

calculations in the land surface schemes.

Equation (3.1) can be seriously at fault because of its reliance upon a single 

number to represent soil water potential. For example, because of spatial variation in 

soil water potential, resistance from soil rhizosphere and plant root may vary with 

plant water conditions. When plant transpiration demand is small and leaf water 

potential is relatively high, roots extract water mainly from those regions of the soil 

profile where soil water potential is also high (usually deep in the profile). As plant 

transpiration demand is high and leaf water potential becomes more negative, roots 

begin removing water from regions of the profile where soil water potential is more 

negative. Hence the total length of roots actually taking up water at a particular time, 

and therefore its corresponding resistance, may vary with the plant water and 

environmental conditions (Reid and Huck, 1990). In addition, the carbon partition in 

the root profile or the root growth rates in different soil layers may also change with 

the changing conditions. Variations of plant resistance may also happen in other parts 

o f the plants, as suggested by Boyer (1974), or by other mechanisms, as suggested by 

Dalton et al. (1975), Fiscus (1975), Jones (1978), and Biscoe et al. (1976). So, it is 

important to divide the soil and plant into different segments and treat them 

separately according their local conditions. CLASS divides the soil profile into three 

layers for the soil temperature and moisture calculations. By developing a dynamic 

plant root growth scheme which is driven by the local soil microclimate conditions 

and the internal plant characteristics, and implementing it in each soil layer, we can
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effectively simulate the root growth pattern in the soil profile and the actual water 

flow processes under changing conditions.

Plant water storage affects plant water conditions and alters the daily pattern 

of transpiration. For canopies with large biomass, water stored in the canopy can 

significantly adjust the relationship between transpiration and root water uptake, 

which can be marked by the time lag between these two fluxes as observed at this 

SSA-OA site (Hogg and Hurdle, 1997; Saugier et al., 1997). Directly coupling 

equation (3.1) with transpiration calculations may bring errors in the temporal 

distribution of transpiration calculations. CLASS is developed for GCM studies and it 

is run at a short time step (30 minutes or less). Therefore I included plant water 

capacity calculations and coupled it in the water transfer scheme in this study.

Recently, the physiological processes controlling the stomatal resistance have 

been considered in the land surface schemes of SiB (Sellers et al., 1996) and BATS 

(Dickinson and Shaikh, 1998). The soil-plant water dynamic processes are still a 

vacant area and have not been dealt with in any available land surface schemes. 

Without explicit calculation of plant water conditions, the estimation of soil 

rhizosphere and plant root resistances have to be ignored or evaluated in a very 

unrealistic way. In addition, some important parameters used for calculating the 

stomatal resistance, such as the leaf water potential, have to be replaced by other 

variables, such as the soil water content. As discussed above, these will bring 

considerable limitations to the application of the model.

In this chapter, the dynamic water transfer module SVATC is developed. 

Model algorithms are described first, which include the explicit calculations of 

stomatal resistance, soil rhizosphere resistance, plant root resistance, and plant water 

storage change within each time step. The dynamic water transport process in this 

soil-plant system is then coupled with the energy balance calculations of the land 

surface. The canopy surface temperature and canopy water potential are used as the 

prognostic variables and solved in each time step using an iterative technique. Results 

are then used for the energy and water flux calculations as well as for other
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calculations on the physiological and biogeochemical processes discussed in the next 

two chapters. Model predictions of net radiation, sensible heat and latent heat fluxes 

are compared with the tower flux measurements. Relationships between canopy 

transpiration and root water uptake are also discussed. Finally, the model sensitivity 

of evapotranspiration to the variations in climatic drivers is analysed.

3.2 Module Description

3.2.1 Resistances to Water Flow in Soil-Plant-Atmosphere System

The widely accepted approach to date for water movement studies in the soil- 

plant-atmosphere system is based on the concept that soil, plant, and atmosphere form 

a physically unified and dynamic system like links in a chain. Water flow takes place 

along the water potential gradient in the chain (Cowan, 1965; Philip, 1966). The flow 

path includes the water movement in the soil toward the roots, absorption into the 

roots, transport in the roots to the stems and through the xylem to the leaves, 

evaporation in the intercellular air space of the leaves, vapor diffusion through the 

stomata and finally transport to the external atmosphere. Resistances in this path are 

one o f the major factors in determining the water flow rate. Under most 

circumstances, the highest resistance is believed to occur between the leaf and the 

atmosphere, a resistance which is controlled mainly by stomata. Resistances from the 

soil rhizosphere and plant root can also play significant role in the total resistance 

when the soil water content is low. In the water transfer model, the resistances from 

stomata, soil, and plant root are simulated explicitly. Boundary-layer resistance in 

CLASS is formulated by Abdella and McFarlane (1996) based on the Monin- 

Obukhov similarity theory, but with modifications in my calculations under stable 

atmospheric stratification. Resistances from other parts of the soil-plant-atmosphere 

system, such as the plant stem, are not considered in the model.

Stomatal resistance of a plant leaf r? is calculated according to the model 

proposed by Ball et al. (1987) as follows:

1 Hereafter, the term "stomatal conductance", gi, is occasionally used, which refers to the inverse of rt.
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where h, and Ca are the relative humidity and CO2 concentration of the air near the 

leaf surface, and Vi is the CO2 assimilation rate. Vi is controlled by leaf dark and light 

reaction rates and affected by leaf water and nutrient conditions. The relevant 

biochemical calculations will be discussed in the next chapter. The parameter m 

represents the composite sensitivity of stomatal conductance to carbon assimilation, 

CO2 concentration, and relative humidity. The parameter b is found to be very close 

to zero and here I take it to be the cuticle conductance of the leaf when the stomata 

are completely closed. Figure 3.1 shows the processes related to the n  calculations.

Scaling stomatal resistance at the leaf level (r/) up to the canopy (rc) and 

coupling it with the boundary layer resistance (ra) can be complicated. One line of 

thinking leads to the development of single-layer models, or big-leaf models, which 

ignore the detailed and complex spatial structure of the actual canopy and treat it as 

no more than a partly wet plane at the lower boundary of the atmosphere. The total 

resistance is then calculated as the sum of a physiological canopy resistance (rc) and 

an aerodynamic boundary-layer resistance (r„). This scaling method is very simple, 

but it carries substantial problems in estimating rc, especially for vegetation of large 

scale like forest. Another line of thinking considers the details of the canopy structure 

and microclimate conditions explicitly. Attention is usually focused on the vertical 

distributions of the canopy leaves and/or microclimatic conditions and this leads to 

the so-called multi-layer models. Multi-layer models address the reality of the 

transport processes of a scalar entity (e.g., water), but calculations are much more 

complicated than for the single-layer models. For example, scalar turbulent fluxes in 

single-layer models are usually based on the gradient-diffusion hypothesis. However, 

accumulated evidence shows that this hypothesis frequently fails inside and just 

above plant canopies, i.e. counter-gradient fluxes for heat, water vapor, and CO2 can 

occur within forest canopies (Denmead and Bradley, 1985, 1987). One option in 

dealing with the situation is by replacing the gradient-diffusion hypothesis with the
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Lagrangian approach (Taylor, 1921) and implementing this in the multi-layer models 

(Wilson et al., 1981; Raupach, 1987, 1989a, 1989b). This approach gives us very 

good theoretical estimation o f scalar entity fluxes as well as the detailed spatial 

structure of the scalar entities within the canopy. On the other hand, it involves more 

parameters and greatly increases the computing time.

Sensible heat HjO C 02

Boundary layer

Stomate

co,

\D PH

dark reactions Leaf interiorlight reactions

Photosynthate

Figure 3.1 Schematic diagram for water and CO2 processes around a stomate

Since CLASS is intended to function within atmospheric GCMs, it is 

concerned with vegetation essentially as a permeable lower boundary to the 

atmosphere. In this system, the length scale is much larger than that of the vegetation 

itself which gives us the opportunity to pay less attention to the canopy and 

microclimate structures. Therefore, I developed a simple scheme in scaling up leaf 

stomatal resistance to the canopy level which can be regarded as a modified two-layer 

model. Since the physiological activities of plant leaves, and therefore their stomatal 

resistance, may differ markedly when they are sunlit or shaded, I first divided the 

total canopy leaves into two "layers" of functional types: sunlit and shaded, rather
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than dividing them according to their spatial (vertical) distributions. This is more 

consistent with the r* scheme in the model. From equation (3.2) we can see that leaf 

stomatal resistance is mainly controlled by photosynthesis rate V\. For different leaves 

within a canopy, the biggest difference of microclimatic conditions that affect their 

photosynthesis rates is usually the light interception intensity. The differences of 

other factors, such as temperature and humidity, are usually minor.

The segregation of the canopy into sunlit and shaded leaves begins by 

calculating the fraction (/}) of radiation intercepted by the total canopy (Sinclair and 

Lemon, 1974)
kA

f t  = 1 .0 -e  *“* (3.3)

where k  is the extinction coefficient, f3 is the solar elevation, and A  is the total leaf 

area index obtained from plant growth simulations implemented in the PLANTC 

module. This equation has been well established as describing the geometry of 

radiation interception for a canopy with leaves randomly dispersed in the horizontal 

plane. For leaf canopies where the leaf area index approaches 3 or more, this equation 

has been shown to depict radiation interception well (e.g., Sinclair and Knoerr, 1982). 

From basic geometrical considerations, the amount of leaf area that actually intercepts 

the direct-beam radiation, Asuniit, can be calculated as

Auniif = / /  sin/?/£ (3.4)

By simple difference, the remaining leaf area is regarded as the shaded part 

(AshatUd) that intercepts only diffusive and scattered radiation.

■̂thadtd = A —Ajmtit (3.5)

Leaf stomatal resistance r/ for both the sunlit (nMnat) and shaded fo,>,«/«/) 

leaves is explicitly calculated. The total canopy stomatal resistance rc is then scaled 

up based on the assumption of parallel resistance.

1 _ ^su n lit ^shaded  ^
rc ^I .shaded
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In general, the model is like a 2-layer model, but I recognize leaf "layer" 

according to its functionality instead of vertical placement (on which most multi-layer 

models are based). Compared with the big-leaf models, this segregation scheme 

provides a considerable advantage and improvement in the scale-up calculations from 

leaf to canopy (Boote and Loomis, 1991), while still keeping the question relatively 

ample. However, limitations apply to the process studies within the canopy, since 

neither explicit calculation of the diffusive processes within the canopy nor spatial 

distributions of the microclimatic conditions (except radiation) are included.

The hydraulic resistance of the soil and plant root system is modelled as the 

sum of three components: soil rhizosphere resistance r„ root radial resistance rr, and 

root axial resistance rx, as shown in Figure 3.2. The resistance rs is a property of the 

soil around each individual root. It differs from the resistance to water movement 

from one part of the soil to another (the pararhizal resistance) (Newman, 1969). In the 

model, rs is simulated for each soil layer / following single root radial flow theory and 

the steady rate approximation (Gardner, 1960; Passioura and Cowan, 1968):

where a  is root radius, Kt is the soil hydraulic conductivity, L& is the root length 

density (total root length in a unit soil volume), and Azt is the soil layer depth. Total 

root length is converted from root biomass which is obtained from the result of root 

growth simulated in the PLANTC module. bt is the path length for water uptake (half 

distance between adjacent roots) approximated by:

The resistance to water flow radially across the roots into the plant, within soil 

layer /, rrj, is estimated from

where r} is root radial resistivity (resistance per unit root length). Some authors (e.g., 

Herkelrath et al., 1977) modify the above calculation by the degree of soil water

10(6 , /a ) (3.7)

6, =(n-Lrf,)-°5 (3.8)
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saturation to account for the fraction of the root surface not in contact with water 

filled soil pores, and hence unable to conduct water. This factor is not included in my 

calculation, considering that the modelling site (SSA-OA, BOREAS) is dominated by 

relatively high soil water content during most of the time.

Atmosphere

Canopy

Figure 3.2 W ater flow processes in the soil-plant-atmosphere system 
implemented in thtSV A TC  module

The axial resistance to water flow from a soil layer to the stem base, r^ , is 

difficult to estimate accurately because of the complicated rooting pattern. Here I 

follow the method proposed by Klepper et al. (1983)

rx zdJ
(3.10)

0-5 f L dJ

where rz' is the root axial resistivity, zjj is the depth of the midpoint of the soil layer /, 

and /  represents the fraction of the number of roots which connect directly to the stem 

base to the total number of roots crossing a horizontal plane at that depth.
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3.2.2 Plant Water Capacity

Water flow in the soil-plant-atmosphere system is an transient process most of 

the time. Water needs of plants are at least partly fulfilled by water stored in leaves, 

stems and roots when root water uptake can not meet the requirement for 

transpiration. Hysteresis between plant transpiration and soil water potential, which 

can be attributed to the changes in plant water storage, has been observed in many 

studies of plant-water relations (e.g., Jarvis, 1976; Wallace and Biscoe, 1983). For 

vegetation with large biomass, water storage capacity can be very high. For example, 

the total water storage capacity of a pseudotsuga menziesii (Douglass-fir) forest was 

estimated at 270 m3 ha' 1 (26.7 mm) (Kozlowski, 1982). This large water reservoir can 

significantly affect the short-term (e.g., hourly) pattern of the latent heat exchange 

between canopies and the atmosphere. As a land surface scheme to be coupled with 

GCMs, CLASS is run at a time step no longer than 30 minutes and is sensitive to the 

short-term distributions of energy partitioning. Therefore, it is necessary to implement 

the internal plant water adjusting mechanism within the whole water transfer scheme 

in the soil-plant-atmosphere system.

To simulate this process, the plant water capacity (Cw) is introduced into the 

model, as shown in Figure 3.2. It is defined as the rate of change of plant stored water 

0C with canopy water potential y/c

Water storage can occur in plants by different mechanisms. Therefore Cw can 

be very different when plants are at different water conditions. Here the hypothesis 

and experimental results by Tyree and Yang (1990) are adopted, and Cw is calculated 

in three phases. The first phase is capillary water stored at a high capacity and at high 

plant water potential (y/c from 0 to about -0.5 MPa). It represents a substantial 

fraction of the water use in wet environments. The second phase is an elastic storage 

component of minimum storage capacity at yre values of about -0.5 to -3.0 MPa. This 

is the normal “operating” range of y/c in terms of trees during summer. The last phase

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4 i

of stored water is water released by cavitation events. It is a high capacity component 

that is released at about y/c < -3.0 MPa and occurs when stomata are likely to be 

closed and water uptake from soil is at a minimum. Specific parameter values are 

listed in Table 3.1.

Coupling Water Balance with Energy Balance

Plant water dynamics include three processes: canopy transpiration, root water 

uptake, and plant water storage change. If the amount of water used in the 

biochemical reactions is neglected, these three items should add up to zero in each 

time step in order to keep the water balanced. Taking canopy water potential (y/c) as 

the prognostic variable and using the resistance and capacitance calculations 

discussed above, we can write the plant water balance equation as

Pg[<ia -<!«*(?')] £  ¥c ~ ¥ ,j C C d V c Q (3.12)
ra +rc t? r ri +rJti +rxj dt

where IG represents the total number of soil layers included in the model (IG = 3 for 

CLASS), Cs is the plant biomass (see Chapter 4). Definitions for other variables can 

be found in the discussions above and in equation (2.6) of Chapter 2. The three items 

on the left side of this equation represent canopy transpiration, total plant root water 

uptake from each soil layer, and the change in plant water content, respectively.

In equation (3.12), canopy stomatal resistance rc is related to carbon fixation 

Vi according to equation (3.2) and (3.6). Since Vi can be affected by y/e through 

equation (4.8) and (4.9) which are implemented in the PLANTC module and 

discussed latter in Chapter 4, rc is thus finally related to y/e. The canopy temperature 

Te is also affected by y/c through its impact on the energy partition between sensible 

and latent heat exchanges of the canopy. While transpiration (the first item) decreases 

with decreasing yrc through the effect of yc on re, root water uptake (the second item) 

will increase through the effect of the difference between y/c and the soil water 

potential Plant water content (the third item) also changes with yrc- There is 

therefore a unique solution for y/e under any combination of soil and atmospheric
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conditions at which the difference between canopy transpiration and root uptake 

during any time step equals the difference in plant water storage between the current 

time step and the previous one.

There are two unknown prognostic variables in equation (3.12), y/c and Tc. To 

close the problem, we introduce the canopy energy balance.

Qh,c + Qb,c + Qs.e + = 0 (3-13)

where Qh.c and Qe,c, represent sensible and latent heat exchanges between canopy and 

the atmosphere, and are calculated according to equation (2 .S) and (2 .6 ), Qs,c 

represents the canopy heat storage change, and Rn.c represents the canopy net 

radiation (longwave + shortwave). The detailed formulations of Qs.c and Rvx  can be 

found in Verseghy et al. (1993) and are not discussed here. All of the four items in 

equation (3.13) can be finally expressed as functions of a set of known boundary 

conditions and two unknown prognostic variables the same as those in equation 

(3.12), that is, y/c and Tc. Therefore if we couple equation (3.12) with (3.13), we have 

two equations with those two unknown variables, and they can then be solved. Since 

these two equations are highly non-linear, an iterative technique is used. After y/e and 

Tc are obtained in each time step, the canopy net radiation, sensible heat and latent 

heat exchanges, root water uptake, and the canopy storage change of water and heat 

can then be calculated.

3.3 Parameterization, Simulation Results and Tests

3.3.1 Parameterization

To be consistent with the overall design of CLASS, the SVATC module is 

parameterized generally to the functional type of deciduous trees, or the second 

vegetation type recognised in CLASS. Specific parameters for aspen are only taken 

when it is considered significantly different with other deciduous trees and easily 

available. The main parameters are adopted from research that is independent of the 

model used datasets. This strategy is also used in the parameterization of the PLANTC 

and SOILC modules discussed in the next two chapters.
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Some state variables and driving variables that are important to this module, 

such as the plant leaf area, plant root length, and photosynthetic rate, etc., are 

determined by other modules in the model and will be discussed in the next two 

chapters. The independent parameters used in this module, their values and references 

are listed in Table 3.1.

3.3.2 Simulation Results and Tests

(1) Energy Balance

Tower measurements of net radiation R„, sensible heat flux density H, and 

latent heat flux density LE above the aspen canopy for 1994 and 1996 were compared 

with the model outputs. Other energy items, such as canopy heat storage change, soil 

heat flux, and snow melt and re-freezing, were also simulated in the model to balance 

energy at each time step. Since these items can be regarded as the residue of R„, H, 

and LE, and usually have relatively small values, they are not discussed in the 

following energy comparisons. Another reason for not including them in the 

comparisons is that the calculations for these energy items were not specifically 

addressed and therefore not modified in this research; all of their algorithms were 

kept the same as the original CLASS version 2 .6 .

Continuous comparisons of measured versus simulated half-hourly R„, H, and 

LE for three weeks in 1994 are shown in Figure 3.3, 3.5 and 3.7, respectively. These 

three weeks were selected in order to cover the model responses in different growing 

seasons (early, middle and late) and in different weather conditions (clear, cloudy and 

rainy). The main driving variables corresponding to these comparison periods are 

plotted in Figure 3.4, 3.6 and 3.8, respectively. It can be found that the modelled 

energy exchanges between the atmosphere and canopy successfully traced the diurnal 

variations of the measured values. In the early growing season as shown in Figure 

3.3, both the simulated and measured values show that the radiative energy received 

by the canopy during daytime was mainly dissipated as sensible heat exchange. The 

amount of latent heat exchange was very small. At this stage, the leaf emergence had
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Table 3.1 Parameters Used in the SV A TC  Module.

Sym bol E quation Value U nits Reference

cm 3.2 350 ppm
m 3.2 9.00* unitless Ball e ta/., 1987
b 3.2 l.OxlO"4* m s'1 Kozlowski, 1997
k 3.3 0.5* unitless Sinclair, 1991
a 3.7 2.0xl0"3 m Steele et al., 1997
r ,’ 3.9 4.9x10" 1 * is m Reid and Huck, 1990
r , ’ 3.10 3.5x10'°f „ -3s m Reid and Huck, 1990
/ 3.10 0.22 Unitless Reid and Huck, 1990
cw 3.12 0.694, (y/e > -0.5 MPa) kg MPa 'k g  'DW* Tyree and Yang, 1990

0.014, (-0.5 > \ffc> -3.0 MPa) kg M Pa'kg 'D W * Tyree and Yang, 1990
0.046, (y/e< -3.0 MPa) kg MPa'1 kg ' DW* Tyree and Yang, 1990

* The slope parameters were observed very close to each other for the plants with the same photosynthetic pathway. For C3 plants, m « 9,
and for C4 plants, m «4 .

* The b parameter represents the minimum conductance of the leaves when stomata are closed. Its role in total conductance is limited and
neglected in some model applications. Here I assign it the value of cuticle conductance of deciduous tree leaves.

5 Spherical leaf-angle distribution, random. The extinction coefficient depends on leaf angle and solar elevation angle (3. It varies by a 
factor of 1.0/sin/? with the solar position changes as represented by equation (3.3). Variations in leaf angle also have a large effect on 
k  because less light is intercepted when leaves are displayed obliquely to the direct beam. An assumption of randomness 
approximates most crop canopies. Departures are noticeable in clumped, regular, and solar-tracking communities.

* Root radial and axial resistivity may change significantly within different parts of root and with the environmental conditions. For
example, the values for root tips were reported smaller than other parts of the root. Here I use an intermediate value to represent the 
average of the whole root systems.

* DW = dry wood biomass.

*
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just begun and plant branches and stems mainly composed the canopy. Since rc was 

simulated inversely proportional to leaf area index LAI (equation 3.6), small LAI 

contributed to the high canopy resistance on the ground area basis, even though the 

resistance on the leaf area basis (n) was within the normal range. This made the low 

ratio of ra / (r„+rc) at the early growing season, which finally led to the large 

partitioning of radiative energy into sensible heat.

Net radiation during this period reached about 600 W m*2 under clear weather 

conditions. In the original version of CLASS, R„ tends to be underestimated in 

wintertime and in the early growing season which is due to the neglect of the impact 

of plant stems and twigs on the energy balance. In the non-growing season or when 

the LAI is very small, land surface albedo in the deciduous forest is still quite low 

even if the ground surface is covered by snow, which is due to the covering by plant 

wood. After the variable of “wood area index” {WAT) (discussed in Chapter 4) was 

added to the model, there was a significant improvement on the net radiation 

simulations in the model as can be seen from Figure 3.3. Due to the high net radiation 

and depressed evapotranspiration of the ecosystem, sensible heat exchange was 

simulated as high as about 400 W m'2 under clear weather conditions, such as day 

131, and 133 to 135, similar to the magnitude of measurements.

During night time in the early growing season, while simulated latent heat 

exchange agreed well with the observations and was close to zero, negative net 

radiation and downward sensible heat flux tended to be exaggerated (up to 40 W m*2) 

by the model. It was found that these discrepancies occurred mostly during clear 

nights. In addition, comparisons among different growing seasons show that these 

discrepancies diminished when the above ground biomass got larger in the middle 

and late growing season. These simulation errors were due to over-estimation of 

canopy temperatures, probably due to underestimation of boundary-layer resistance 

under stable atmospheric stratification. During clear nights, along with the decrease 

of land surface temperature, stable atmospheric stratification dominated most of the 

time which caused significant increase in boundary layer resistance ra. Lower
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estimates of ra under this condition led to the over estimation of downward sensible 

heat flux, which would retard the surface temperature drop and thus cause higher 

emission of longwave radiation. When the canopy biomass and LAI were high, such 

as at the full growing period of the aspen forest, heat capacity of the canopy was also 

high, which could weaken the degree of atmosphere stability during night. Therefore 

the errors in R„ and H  estimations were decreased. The calculation of boundary-layer 

resistance under stable atmospheric conditions in the CLASS model was formulated 

by Abdella and McFarlane (1996) following Beljaars and Holtslag (1991). 

Unfortunately, its output for ra under stable conditions was unreasonable. I modified 

ra calculations according to Webb (1970) and Pruitt et al. (1973) which significantly 

improved its estimation. But problems with lower estimation under strongly stable 

conditions still need to be solved. Detailed calculations of ra is beyond the focus of 

this thesis and will not be discussed.

The comparisons in the mid-growing season are shown in Figure 3.5. Plant 

LAI at this stage was simulated to be around 4.5-5.0 which was close to the modelled 

and observed peak values (see Figure 4.10 in Chapter 4). Plant and soil water 

potentials at this time were still relatively high and not strong limiting factors for 

transpiration. As a result, modelled latent heat exchange was significantly increased 

and exceeded sensible heat exchanges during most of the daytime. The tower flux 

measurements on H  and LE also show this seasonal shift in energy partitioning. For 

different weather cases, day 182 was clear in the daytime with very high solar 

radiation. The observed net radiation around the noontime was about 650 W m*2. Day 

183 was a cloudy day with the net radiation lower than 100 W m'2 during most of the 

daytime. On day 185 there were some shower in the afternoon which caused the sharp 

decreases of observed R„ at these times. It can be seen that the modelled Rn traced the 

observations extremely well under all these weather conditions. The modelled H  and 

LE  also successfully reflected the general pattern of observations on day 183 and 185. 

However, large discrepancies occurred in the afternoon on day 182. Reasons for these 

differences may be limited to this specific situation since it did not happen
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Figure 3.3 Simulated (lines) and tower measured (symbols) half-hourly fluxes of net radiation, sensible heat and latent
heat over the aspen canopy in the early growing season
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Figure 3.4 The corresponding meteorological conditions during the comparison week in the early growing season
A: shortwave radiation R, and air temperature Ta, B: precipitation P and water vapor pressure ea
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Figure 3.5 Simulated (lines) and tower measured (symbols) half-hourly fluxes of net radiation, sensible heat and latent
heat over the aspen canopy in the mid-growing season
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Figure 3.6 The corresponding meteorological conditions during the comparison week in the mid-growing season
A: shortwave radiation R, and air temperature Ta, B: precipitation P and water vapor pressure ea
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Figure 3.7 Simulated (lines) and tower measured (symbols) half-hourly fluxes of net radiation, sensible heat and latent
heat over the aspen canopy in the late growing season
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systematically on other clear days. On cloudy nights such as the nights of day 183- 

184 and 185-187, high incoming longwave radiation slowed down the decrease in 

canopy temperatures thus prevented the formation of strong atmospheric inversion. 

Both the simulated and observed energy fluxes of R„, H, and LE were close to zero 

under these conditions. During clear nights such as the nights of day 181-182 and 

184-185, the model overestimated the negative net radiation and downward sensible 

heat flux as discussed above. However, the discrepancies were less than those in the 

early growing season as shown in Figure 3.3, which was likely due to the impact of 

the increased canopy heat capacity on the ra estimations.

Patterns of energy exchanges in the late growing season before leaf 

senescence are illustrated in Figure 3.7. On day 245 the soil was relatively dry and 

both the observed and modelled results reflected this water stress by having higher H 

than LE around the noontime. In the next two days (day 246-247), there was a 10.7 

mm rainfall. Both the measured and modelled latent heat exchanges were 

significantly increased and exceeded the sensible heat fluxes after this rain event in 

the following 4 clear days (day 248-251). It is also worth noting that large negative R„ 

and downward H  (about 80 W m*2) were both observed and simulated during the clear 

nights of this period (e.g., day 245-246, 247-249), thus making the differences 

between modelled and observed values much smaller than those in the early growing 

season (Figure 3.3). Overall, the net radiation received by the ecosystem during this 

time period had significantly decreased due to the decrease in solar radiation, which 

also caused the decreases in the intensity of sensible heat and latent heat exchanges 

between the ecosystem and the atmosphere.

Even though there is a considerable increase in the fraction of R„ going to LE 

as the forest leaf area developed, we can still find significant sensible heat exchanges 

during the middle to late growing season in this aspen forest. Blanken et al. (1997) 

compared the seasonal pattern of daily mean H  and LE at this site and it was indicated 

that H  was much lower than LE  after the canopy was leafed. Since there was 

considerable amount of downward H  in cloud-free nights as shown in Figure 3.7,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



54

Bowen ratio fi (P = H/LE) based on daily means of H  and LE can be significantly 

lower than the daytime values when the energy exchange on the land surface is most 

intensive. If we calculate P for each 30 minutes during the daytime, we find that for 

most of the time during the middle and late growing seasons it was over 0.5. For 

example, the average P around the noontime ( 1 1  a.m. - I p.m.) for the five clear days 

shown in Figure 3.7 was observed to be 0.71. This number is significantly higher than 

Bowen ratios observed in tropical forests (e.g., Shuttleworth et al., 1984), irrigated 

crops under different climatic regions (e.g., Wang and Chen, 1993; Wang et a l, 1994; 

Wang et al., 1996), and grassland (e.g., Fritschen and Qian, 1992; Smith et al., 1992) 

under similar soil water conditions to this aspen forest. Higher Bowen ratio has been 

recognised as an important characteristic in the boreal forest which is found to have 

significant effects on the land surface-atmosphere interactions, such as the observed 

high boundary layer depth over the northern boreal forest (Margolis and Ryan, 1997). 

Some explanations for the occurrence of high P values for this ecosystem will be 

given in the next two chapters based on the plant and soil simulations.

Net radiation is the most important driving variable for almost all of the 

processes in ecosystems. Therefore its simulation plays a critical role in ecosystem 

modelling. Only with good estimations in radiation can a model have the potential to 

explore correctly other processes of an ecosystem. After the new modules were 

developed and a few bugs were fixed in the original program regarding radiation 

calculations, CLASS performs extremely well in radiation simulations throughout all 

the seasons of a year. Figure 3.9 gives an example of the correlation between the 

simulated and observed half-hourly R„. There are, for each year in 1994 and 1996, 30 

days data randomly selected from the three growing seasons in this plot, with ten days 

in each growing season (May, July, September). The simulated results for 1994 in the 

positive region (the first quadrant) are extremely good; only a few data sets in the low 

value region were scattered away. There is a systematic error in the high negative 

region which causes the data to deviate down from the 1:1 line. This error is mainly 

caused by the overestimation of negative R„ during nighttime in the early growing
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season as discussed above. The results for 1996 are a little more scattered compared 

with that 1994. A slight underestimation in the high radiation region can be noticed in 

this year. Overall, the slope and intercept obtained from least-squares linear 

regression are 0.98 and -11.02 W m'2, respectively. The correlation coefficient 

between modelled and observed R„ for the more than three thousand data samples 

shown in Figure 3.9 is 0.993. The root mean square error (RMSE) is only 27.2 W m"2.

Unlike the simulations on radiation which has solid physical laws underlying 

it and less parameters in simulation, latent heat or evapotranspiration estimation is 

much more complicated and many processes are still empirical. Figure 3.10 shows the 

regression relationship of simulated daily evapotranspiration to the measured results 

during the growing seasons of both 1994 and 1996. The data in this graph include all
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Figure 3.9 Linear regression relationship between simulated and tower 
measured half-hourly net radiation
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the days (188 days) that have 24-hour continuous observations in 1994 ( 6 6  days) and 

1996 (122 days). While underestimation of evapotranspiration in the low values can 

be found in 1994, there is no significant systematic deviation for 1996. The slope and 

intercept from linear regression of the two years' data are 0.94 and -0.14 mm H2O 

day'1. The RMSE and correlation coefficient are 0.71 mm day' 1 and 0.866.
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Figure 3.10 Linear regression relationship between simulated and tower 
measured daily evapotranspiration

Discrepancies between simulated and tower measured energy fluxes were 

probably a result of several factors. The model was initialised and driven by data 

measured from a specific site, while tower flux measurements represented the general 

results from a certain sized area. So the prerequisite for their comparisons is the 

homogeneity of land surface characteristics, such as the stand depth, stand structure,
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LAI, soil water content, and topography, etc. However, these conditions can be hardly 

met. Stand conditions at the SSA-OA sites were both spatially and temporally diverse 

and were composed of different age types, biomass densities and species 

compositions (Baldocchi and Vogel, 1996; Black et al., 1996). Site heterogeneity 

may be an important factor responsible for the discrepancies between measured and 

modelled results.

There was a large proportion of biomass distributed in the understory plants 

that might contribute a significant amount of transpiration in this boreal forest (Black 

et al., 1996). The understory plants that adapted to the shaded environment may 

behave quite differently from the overstory aspen with respect to the relationship 

between stomatal activity and the plant and microclimatic conditions. The model does 

not treat the overstory and understory plants separately. This may be another source 

causing the scattering of the simulated results.

Discrepancies could also be induced by inaccurate model parameterisations. 

Use of realistic site parameters is essential to model evaluations with measurements. 

However, most of the model parameters in this research were adopted to let the model 

behave as a functional vegetation type of deciduous tree rather than the aspen at the 

specific site. While this generalisation makes it easy for the coupled run with GCMs 

in the global scale, it could cause disagreement with specific site measurements.

Another reason for the discrepancies was related to the quality of the 

measurements. As shown in Figures 3.3, 3.5 and 3.7, the observed fluxes often 

revealed a pronounced "saw-blade" pattern in both LE and H. The sudden "up" and 

"down" in LE and H  was physically unrealistic since there were no coincidental 

changes in any of the variables known to promote such changes (Blanken et al., 

1997). Detailed analyses on the data quality in flux measurements introduced by eddy 

correlation can be found in Blanken et al. (1997) and it is not addressed here.

(2) Root Water Uptake and Transpiration

By coupling plant water capacity into the dynamic water flow processes, we 

can use the model to explore the relationship between root water uptake Qr and
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transpiration Q e.c- Tw o typical patterns of Q r with Q e,c are given in Figure 3.11 and 

Figure 3.12, together with their corresponding soil water potential (simulated) and 

canopy water potential^ (simulated). Changes in canopy water potential indicate 

whether the plant is losing water faster than it can replace losses by uptake from the 

soil. When leaf water loss exceeds root water uptake rates, both plant water content 

and canopy water potential decline. Recovery occurs when the root water uptake 

exceeds the rate of water loss from the leaves.
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Figure 3.11 Diurnal pattern of plant root water uptake and transpiration under 
wet soil conditions (June 17 and 18,1994)
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Figure 3.12 Diurnal pattern of plant root water uptake and transpiration under 
dry soil conditions (August 1 and 2,1994)

Under wet soil conditions as shown in Figure 3.11 (June 17 and 18, 1994), the 

plant water capacity Cw (Table 3.1) was high. Transpiration under these conditions 

caused small decrease in y/c. Therefore there was a large time lag in Q r with respect to 

Q e.c (3-4 hours). Due to the small gradient of water potential between soil and plant 

leaf (Figure 3.1 IB), the difference between the maximum transpiration rate and root 

uptake rate was also very large as shown in Finger 3.11 A. Water lost in the plant 

during the daytime was replenished gradually with the onset of darkness until the next 

day when transpiration began to climb up with sunrise. This recovery phase was
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closely related to the ability of soil-root systems to transport water into the leaves. 

When yrs was high, y/c became quite close to y/, in the early morning. In the two days 

shown in Figure 3.11, transpiration reached its peak of 0.23 mm per hour on June 17 

and 0.35 mm per hour on June 18 around 2 p.m., while the peak values for Qr were 

around 6  p.m., with the respective values of only 0.08 mm per hour and 0.16 mm per 

hour, about 35% and 47% of the maximum Q e.c-

Figure 3.12 shows another pattern when the soil was relatively dry (August 1 

and 2, 1994). Soil water potential in the first soil layer where the major part of plant 

root was distributed had dropped to -100—125 m H20  on the two days (Figure 

3.12B). Under these conditions, Cw was low. Water loss in this range can cause 

significant decrease in yte and therefore increase the water potential gradient between 

leaf and soil. Both the time lag of Qr with Qe,c and the difference of peak values 

between Qr and Qe,c under these conditions were much smaller than those under wet 

soil conditions discussed above. Another characteristic was the peak values of 

transpiration appeared earlier when soil was dry. As shown in Figure 3.12A, Qe.c 

reached its maximum value around 12 a.m. on both August 1 and August 2, two 

hours earlier than that on June 17 and June 18 on Figure 3.11 A. Maximum Qr under 

the drier soil conditions was increased to about 90% and 95% of maximum Q^c. The 

time lags of Qr with Qe.c on these two days were only about 1 hour. The deep soil 

layer on these two days was still quite wet as shown in Figure 3.12B, but a very 

limited amount of plant roots were distributed at this depth and this constrained the 

root water uptake rate. Therefore, even with the water replenishment after a whole 

night, the canopy water potential in the early morning was still significantly lower 

than the soil water potential.

Another point that can be addressed from the results is the duration of water 

availability in the dry soil layers. During night and in the early morning, yre was even 

higher than the yfs in the first soil layer. Therefore the trees could not extract water 

from the dry top soil. The functioning roots for water uptake at this time were only 

those distributed in the deep and wet soil layers (e.g., layer 3 in Figure 3.12B), which
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was only a small fraction of the total root system. Since the root hydraulic resistance 

and soil rhizosphere resistance are formulated directly as a function of root length in 

the model (equation 3.7, 3.9, and 3.10), we can speculate that the total resistance from 

plant roots and soil was high during this time period which retarded water 

replenishment at night. In the daytime from around 11 a.m. to 7 p.m. on these two 

days, y/e had dropped lower than the yrs of the top soil layer which made the water in 

this dry soil layer available to plant. This change also greatly increased the total 

functioning root amount and hence decreased its hydraulic resistance. Therefore there 

was a diurnal change in the hydraulic resistance of the soil-plant systems. This 

phenomenon has been observed in studies on crops {e.g., Biscoe et al., 1976; Jones, 

1978; Choudhury and Idso, 1985; Reid and Huck, 1990).

The simulated results on the relationship between root water uptake and 

transpiration can be supported by the field observations from BOREAS. 

Simultaneous measurements were made in aspen at this study site by Hogg and 

Hurdle (1997) on sap flow, determined by the heat pulse method at a height of about

1.3 m above the ground, and transpiration rate, determined by eddy correlation. It was 

indicated that sap flow measurements showed a diurnal time lag of about 1 hour 

relative to aspen canopy transpiration. In another study at the BOREAS site, Saugier 

et al. (1997) analysed the time lag observations of a boreal pine forest. It was found 

that a half-hour time lag clearly gave a hysteresis loop in the plot of sap flow against 

transpiration measured by branch bag, whereas there was a better fit for the 1 h and 

1.5 h time lag. It was also indicated that the time lag was not constant (see also 

Loustau et al., 1996). For instance, on cloudy days the time lag was found to be in 

excess of 2 hours. The model outputs on the length of time lag were consistent with 

these observations. Under wet soil conditions, longer time lags were simulated than 

those observed. This was probably because the observed data were a result of changes 

in water storage within the tree above the point of sap flow measurement (1.3 m 

above ground), whereas the simulated data represented the changes in the water 

content of the whole trees including roots.
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3.4 Sensitivity Analyses

Sensitivity tests can help quantify the general variability in modelled 

responses to changing climate and other model inputs and parameters. In this thesis, 

sensitivity analyses are focused on the model response to the variations in climate 

drivers. A series of sensitivity simulations were performed by changing a single 

climate driver in separate model runs. These individual sensitivity runs were not 

intended to model scenario studies, which can be defined as using physically 

consistent, simultaneous changes or variations in all drivers or site parameters. This 

strategy for model sensitivity tests was also used in Chapter 4 and Chapter S.

Three climate variables were selected for the model sensitivity tests, namely, 

air temperature Ta, precipitation P, and atmospheric carbon dioxide concentration 

CO2 . The variations for these drivers were prescribed principally to be large enough 

to identify and isolate the major differences in model responses, while also remaining 

within the range of variability that the boreal forest ecosystem may be exposed to 

over a time period of about 50 to 100 years (Potter et al., 2000; Kattenberg et al., 

1996; Kirschbaum et al., 1996). The changes included: i), r a±2.0°C -  add or subtract 

2.0°C to Ta in each time step; ii), P±50% -  multiply the amount in each precipitation 

event by 50% or 150%, so the total number of rain events in a year remained the 

same; and, iii), CO2 ± 1 0 0  ppm -  that is, CO2=250 ppm or CO2=450 ppm. To test the 

model responses and predictions with the changes of these environmental factors, 

model evapotranspiration ET  was selected as the prognostic variable.

Figure 3.13 shows the sensitivity results represented by the relative changes of 

E T  from the model runs. Variations in temperature brought the most significant 

changes in ET. A raise in air temperature by 2.0°C increased ET by 34.6%. This 

change was probably an integrated result attributed by several processes that directly 

or indirectly acted on ET. Temperature increase caused atmospheric potential 

evapotranspiration increase which could significantly increase the actual ET  if the 

ecosystem was not water limited. This direct impact of temperature increase was 

represented in the model by an augmented humidity gradient between the air inside
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the stomata and the atmosphere. Some indirect impacts can also play important roles. 

Increase in the growing season length due to the Ta rise could help explain this 

change to some extent. Temperature increase at this boreal site also improved the 

conditions for plant photosynthesis and growth, and hence the canopy tended to have 

large LAI. According to Ball-Berry model (equation 3.2) and the scaling up 

formulations for canopy resistance (equation 3.6), both increase in photosynthesis and 

LAI will decrease rc and finally increase ET. Soil temperature was also higher when 

air temperature was increased. Decomposition of the huge amount of soil organic 

matter will be accelerated under high soil temperatures which will cause more release 

of mineral nitrogen and improve the plant nutrient condition and therefore its growth. 

In addition, some increase in ET  could be attributed to the higher snow sublimation 

and soil water evaporation under increased air temperature.
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Figure 3.13 Sensitivity of simulated evapotranspiration (ET) to the variations of 
temperature, precipitation and CO2 concentration

Decrease in air temperature affects all of the above processes in the other 

direction. A prescribed decline of 2.0°C in air temperature decreased ET  by 81.7%
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according to the model. Significant delay in leaf emergence date and earlier 

senescence of the plant contributed to the ET  decrease to a large extent. It was also 

found that after Ta was decreased by 2°C, plant growth was apparently inhibited. A 

point that needs to be noted is that when the air temperature was decreased by 2°C, 

other climate drivers such as atmosphere water content were not changed. This may 

cause some unrealistic conditions that lead to the overestimation of atmospheric 

relative humidity (sometimes above 100%), which will decrease the ET  estimations 

and may even cause the formation of condensation. The decrease of ET  can be 

exaggerated by the model due to these improper variations in climate conditions.

There was no severe water stress found during most of the time in the two- 

year’s simulations. This was consistent with observations by Black et a l  (1996). 

Therefore increase in precipitation did not affect the simulated ET  very much in the 

sensitivity test. A 50% increase in annual precipitation only slightly increased 

ecosystem ET  by about 2.6%. However, a decline of 50% precipitation caused water 

stresses sometime in August and September. The simulated ET was dropped by 6.3% 

under this test. Small response of simulated ET  to the variations in precipitation 

indicates that the model predicted the ecosystem as not strongly water limited. It is 

also worthwhile to note that the small response may be attributed partly to improper 

model initializations. For example, CLASS treats the soil profile to a depth of 4.1 m. 

The huge amount of water stored in this soil column can compensate the water 

shortage brought by the decreased precipitation amount and therefore lessen the 

model response to the prescribed drier conditions.

CO2 concentration in the atmosphere can affect the ET estimation in two 

different ways. Leaf photosynthesis was enhanced under high CO2 concentration 

(simulated in the next chapter) and plant growth can then be accelerated. Plants thus 

tended to have large LAI under enriched CO2  conditions. This process can increase 

the ET  of ecosystems. On the other hand, stomatal resistance was increased 

proportionally with CO2 concentration of the air following equation (3.2). Increase in 

n  by this process could significantly decrease transpiration rate. As a result, the
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integrated effects simulated by the model show that an increase of 100 ppm CO2  

finally decreased ET  by 14.3%, and a decrease of 100 ppm CO2 finally increased ET  

by 18.4%. Therefore under elevated COj conditions, plants tend to conserve water 

which may benefit water-limited ecosystems. These trends of simulated effects have 

been observed on many CO2 enrichment experiments on crops (Strain and Cure, 

1985; Wang and Yu, 1993; Yu et al., 1993).

3.5 Condusions and Discussion

Canopy stomatal resistance plays a key role in determining plant transpiration. 

Field and laboratory studies have documented tight linkage between leaf 

photosynthesis and stomatal resistance. Theoretical work also shows that stomata 

function so as to maximise the plant water use efficiency. The relationship established 

by Ball-Berry model (equation 3.2) can be successfully used to couple the plant water 

and carbon processes and implemented in land surface schemes. It has some 

advantages over older schemes such as equation (2.7). First, though equation (3.2) is 

still an empirical equation, it is more biologically realistic in coupled water and 

carbon calculations. Second, it needs few parameters and is very applicable to the 

large scale generalised simulations like land surface schemes in GCMs. Third, other 

processes in the plant such as nutrient conditions can be included in the stomatal 

resistance calculations. For example, N is regarded as an important stress factor in the 

boreal forest. This nutrient limitation on stomatal resistance and hence on mass and 

energy exchange can be represented by the effects of N deficits on plant CO2 fixation.

Plant water storage can greatly affect the temporal distributions of 

transpiration and root water uptake. Since land surface schemes coupled with GCMs 

are usually run at short time steps, this buffering process has practical significance. 

Coupling plant water capacity in the water transfer models in the soil-plant system 

can successfully simulate this impact.

The diagnostic variables of surface temperatures (canopy, ground, or snow) 

are the most important variable in the whole model. Their simulated results directly 

determine the amount and direction of mass and energy exchanges between land
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surfaces and the atmosphere. Therefore, the correctness in simulating surface 

temperatures determines the whole model behaviour to a great extent. For vegetated 

land surfaces, canopy temperature plays the key role in controlling the energy balance 

of the ecosystem. In this revised version of CLASS, canopy energy balance is 

coupled with the water transfer dynamics in the soil-plant system in which another 

diagnostic variable of canopy water potential is added. Since canopy temperature is 

the main factor in determining the net radiation calculations in the model, extremely 

good estimations in net radiation during the daytime by the model implies the 

correctness in the canopy temperature and water potential simulations. Boundary- 

layer resistance can affect surface temperature by controlling the intensity of latent 

and sensible heat exchanges. Unrealistic high r„ happened in the original model when 

the atmosphere is under stable stratification. Modified calculations in ra were used in 

this research which greatly improved the model outputs. However, errors in the 

simulations during the nighttime of winter and early growing season still exist. 

Further work on the ra formulation is required.

Sensitivity analyses show that evapotranspiration from this boreal ecosystem 

is most sensitive to changes in temperature and least sensitive to precipitation. Higher 

air temperatures can significantly increase the ecosystem water loss, while lower 

temperatures can greatly decrease this amount, though the number generated by the 

model may be exaggerated. CO2 concentrations can also significantly affect the water 

budgets of ecosystems by altering the canopy stomatal resistance and plant growth. It 

was simulated that for the C3 plant of the deciduous tree, elevated atmospheric CO2 

can help the ecosystems conserve water, which will benefit water-limited ecosystems.
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Chapter 4 Modelling Plant Carbon and Nitrogen Processes in CLASS -  the 

PLANTC Module

4.1 Introduction

The terrestrial biosphere plays several important roles in determining the 

global climate system. The physical part of the land surface processes, such as energy 

and water exchanges, can be strongly affected by the plant physiology, such as the 

stomatal control in canopy transpiration discussed in Chapter 3. These plant 

physiology also controls some other important processes in the land surfaces. For 

example, as a main greenhouse gas affecting global change, net CO2 flux between 

ecosystems and the atmosphere is largely determined by a combined result of plant 

photosynthesis and autotrophic respiration. Moreover, plant litter production and root 

carbon exudation are the main soil organic matter inputs. Both their quantity and 

quality drive the heterotrophic respiration and control the CO2 flux between soil and 

the atmosphere. Carbon exchange between the terrestrial ecosystem and the 

atmosphere is the dominant processe in atmosphere CO2 budgets. Small shifts in the 

C fixation ability of the ecosystems may bring significant change in the atmospheric 

CO2 conditions, which is expected to impact the climate system of the earth.

In second-generation land surface schemes, plant processes at the 

physiological level have not been considered. The CO2 exchanges between land 

surfaces and the atmosphere are thus not included. Atmospheric CO2 conditions in 

GCMs are usually prescribed as model inputs, instead of being calculated based on 

the atmosphere and land surface interactions. Energy and water calculations are 

treated independently of the plant carbon processes. Some vegetation parameters that 

are important to the land surface processes, such as canopy resistance and plant leaf 

area index (LAI), are usually treated simply and obtained from prescribed 

formulations (Henderson-Sellers etal., 1993).

There are some disadvantages with these kinds of simplifications in land 

surface schemes. First, the dynamic characteristics of the plant growth and
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development are in reality driven by the physiological activities of the plants 

themselves. Many factors including the intrinsic characteristics of the plants and their 

interactions with the environmental factors control the plant status at a specific time. 

To prescribe these parameters and processes in a model is not a realistic way to 

reflect the dynamic aspect of plant biological processes and their potential 

interactions with the climate system. Second, feedbacks of the canopy changes 

induced by climatic change can not be easily implemented in the model. It is 

anticipated that climate changes may cause alterations in the biophysical 

characteristics of the surface; namely albedo, surface roughness and the biophysical 

control of evapotranspiration (surface and internal resistance). Any changes in these 

may have feedback effects on the near-surface climatology, such as temperature, 

humidity, precipitation and cloudiness fields.

Recently, some efforts have been made to overcome these disadvantages. In 

the land surface scheme of BATS (Dickinson and Shaikh, 1998), simple methods on 

plant carbon uptake, allocation between plant tissues, and respiration loss were 

implemented; so the seasonal growth of plant leaf area was inferred from these 

calculations. In IBIS (Foley, 1996), the vegetation dynamics which reflect the 

transient changes in vegetation cover in response to environmental conditions were 

addressed. The annual carbon balance was estimated and used to predict changes in 

the leaf area index and biomass.

In this chapter, I developed a physiologically based plant module -  PLANTC, 

for the dynamic plant growth and development simulations. It is focused on the 

carbon and nitrogen dynamics of the plant and provides the basis for the coupled 

water and carbon calculations in the land surface scheme as discussed in Chapter 3. 

The main physiological processes developed in this module include plant 

photosynthesis, root nitrogen uptake, respiration, substrate C and N translocation and 

plant tissue growth, and plant litter production, etc. This module is closely related to 

other modules in the CLASS model. Some important variables and parameters used 

in other parts of the model, such as the carbon fixation rate used for the stomatal
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resistance calculations (Vi in equation 3.2), LAI, and root distributions in different soil 

layers, are obtained from the calculations in this module. Therefore these parameters 

and processes no longer need to be prescribed by the model as independent inputs. 

This module also provides carbon and nitrogen influx to the SOILC module through 

plant litter and root exudation calculations.

4.2 Module Description

4.2.1 General Module Structure

Figure 4.1 shows the general structure of the PLANTC module that represents 

the plant system. The plant is divided into three different functional parts: foliage, 

sapwood of branch, stem and coarse root, and fine root. Carbon and nitrogen in each 

of these three physiologically active parts are considered to comprise the plant dry 

matter. They are assumed to exist in two different states: substrate and structural. 

Substrate C refers to the carbon fixed during leaf photosynthesis and substrate N is 

obtained by root uptake from soil. Both substrate C and N can be either transported 

between or stored within different plant parts according to the source-sink strength 

relations. Structural C and N represents the outcome of plant growth by chemical 

and/or biochemical conversions of the substrate C and N and it forms the main part of 

the plant biomass. The structural C and N pools for plant fine root are further divided 

into three sub-pools, with each sub-pool representing the amount of structural C and 

N of the root in that specific soil layer. Heartwood is also recognised as the fourth 

part of plants in the module, but it is treated as physiologically inactive.

The inputs to the PLANTC module include carbon fixed in photosynthesis 

which is directly added to the substrate C pool of the foliage, and nitrogen extracted 

from each soil layer which is added to substrate N pool of the fine root (Figure 4.1). 

The outputs of the module include the CO2 production from the substrate C pools of 

each plant part due to autotrophic respiration, the root carbon exudation from root 

substrate C pool, and the plant litterfall produced from both the substrate and 

structural C and N pools of each plant part. Plant litterfall and root carbon exudation
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will be used as the main C and N inputs in the SOILC module discussed in Chapter 5. 

The translocation of substrate C and N between adjacent plant parts is formulated 

according to their concentration gradient and transfer resistance. Heartwood growth is 

estimated by the senescence rate of structural sapwood.

Foliage Fine Root
Respiration
CO,

CA

Resistance

•oHeartwood

Substrate N

Substrate C

Structural

Substrate N

Substrate C

Structural

Substrate C

Substrate N

Structural

Litter Fall

Figure 4.1 Schematic diagram of the PLANTC module

Processes included in each of these three physiologically active plant parts are 

shown in Figure 4.2. It is assumed that the substrate C in each plant part is consumed 

by maintenance respiration which is required to maintain the biological integrity of 

the plant. The remaining substrate C and the substrate N are then used for the 

translocation and tissue growth calculations. In case the storage of substrate C is less 

than the requirement for maintenance respiration, remobilization of C and N in 

structural materials is assumed to happen. Nitrogen remobilized during this process is 

assumed to return to the local substrate N pool. Before litter fall, a fraction of N is 

considered to translocate back to the local substrate N pool to represent the plant N 

biochemical cycles.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



77

C input

M
8 0
§ e 
5 .2 4

i t  s !

Growth 
respiration C 02

C output

Growth
N output

Substrate Structural Substrate

C C N N

________ _ _ j  L........... -------- -- _____ i 1_______ j k....... w|;

Rpmnhi lira firm

1r N biochemical cycle

Litterfall N input

Figure 4.2 Schematic diagram of the components in the PLANTC module

4.2.2 Plant Photosynthesis

Photosynthesis involves the interception of light energy and its conversion to 

chemical energy in intermediates of high chemical potential, which are then used to 

drive the catalytic fixation of CO2 into sugars and other compounds. Canopy 

photosynthesis plays the key role in the land surface processes and ecosystem 

simulations. In the coupled water-carbon hypothesis it is one of the main factors in 

determining leaf stomatal resistance (equation 3.2) which significantly shapes the 

energy partitioning patterns of the vegetated land surfaces. Photosynthesis is also the 

main process in forming the gross primary production of terrestrial ecosystems. All of 

the biological processes in plants and biogeochemical processes in ecosystems are 

ultimately driven by the products of photosynthesis. Traditionally, plant 

photosynthesis is estimated using regressive relationships with the environmental 

conditions, e.g., light, temperature, and soil moisture, etc. These kinds of methods are 

useful in the general evaluations of plant productivity or in analysing the agro- 

climatic characteristics of ecosystems. However, they are not applicable to the land
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surface schemes in GCMs which address the physical interactions and processes 

between vegetation and the atmosphere in a short time step.

In the past two decades, mechanistic methods for calculating photosynthesis 

have been formulated. The biochemical model developed by Farquhar et al. (1980) 

has been of particular interest. Since its publication, considerable experimental 

evidence has been obtained that substantiates much of the theory and has enriched the 

detail of the underlying biochemical mechanism of the model. It describes CO2 

assimilation by chloroplasts as rate-limited by the enzyme kinetics (dark reaction), 

specifically the amount and cycle time of the carboxylating enzyme Rubisco, and the 

electron transport (light reaction), which is a function of incident photosynthetic 

active radiation (PAR) (see Figure 3.1). This theory has been widely recognised and 

used in many studies (e.g., Farquhar and Caemmerer, 1982; Evans and Farquhar, 

1991; Gutschick, 1991; Norman and Arkebauer, 1991; Collatz et al., 1991; Foley et 

al., 1996; Sellers et al., 1996). I will follow this theory and implement it in the carbon 

fixation calculations. Detailed formulations used in this research are discussed below.

For C3 plants, leaf photosynthesis under unconstrained conditions of water 

and nutrients, Vl, is expressed as the minimum of two potential capacities to fix 

carbon.

VL =Ka*(Vd,Vt) (4.1)

where Vd represents the dark reaction rate which is limited by the efficiency of the

photosynthetic enzyme system (Rubisco-limited), and V, represents the light reaction

rate which is limited by the electron transport rate and its utilization efficiency.

The dark reaction rate for each leaf can be calculated according to Farquhar et 

al. (1980)

y  =  ( 4  2 )
C( +*c(l+ < V *0) t4.Z)

where V&mac is the maximum capacity of Rubisco to perform the carboxylase function 

under saturated CO2 conditions, C( and Ot represent the liquid concentrations of CO2  

and O2 in the chloroplasts, r  is the compensation point for CO2 fixation at current Ci
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and Oj, and kc and k0 are the Michaelis-Menten constants for CO2 and O2 . Values of 

Ci and Oi are calculated from the intercellular gaseous concentrations of CO2 and O2  

using temperature-dependent solubility functions (Wilhelm et al.y 1977) assuming 

that mesophyll resistance to CO2 diffusion is negligible. Intercellular CO2 

concentration is set to be a constant fraction of the atmospheric CO2 concentration 

(0.7 for C3 plants). The value of / 'is  calculated as:

r = y  t  (43)
d .m tx o

where V0,max is the maximum 0 2 -saturated rate of oxygenation. It is assumed to be 

0.21 of Vimax according to Farquhar et al. (1980).

The light CO2 fixation rate Ve is given by:

V ,= JE  (4.4)

where J  is the electron transport rate at ambient irradiance and temperature, and E  is 

the ratio of CO2 fixation to electron transport which is estimated as (Farquhar and von 

Caemmerer, 1982):

C -  r
E - -    (4.5)

eCi +10.5r K J

The term e is the electron requirement for CO2 fixation.

The electron transport rate J  is obtained using a nonrectangular hyperbolic 

equation (Evans and Farquhar, 1991):

, a l + J ^  - m + / _ ) =  - 4 f i a T J ^ r  
J ------------------------Tp---------------------- <4 6 >

where a  is the quantum efficiency, I  is the absorbed photosynthetically active 

radiation, and Jm*x is the maximum rate of electron transport. The parameter /? is a 

curvature factor, 0  £ fi £ 1 , which determines how quickly the transition is made from 

the region of maximum quantum yield to the light-saturated rate. Detailed analysis of 

the use of this nonrectangular hyperbola for predicting photosynthetic response to 

PPFD (photosynthetic photon flux density) can be found in Johnson and Thomley 

(1984).
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The maximum dark reaction rate Vd,max and electron transport rate /max in the 

above equations (4.2, 4.3, and 4.6) are highly temperature dependent. Here they are 

modified according to the following Arrhenius temperature equation (Sharpe and 

DeMicheUe, 1977):

/ K ) -------- . % -'si-s-  <4 7 >
1+e RT‘ +e ” *

where Tc is the canopy temperature, A is a parameter selected such that ./(TV) = 1.0 at 

Te = 30°C, R is the universal gas constant, S  is the change in entropy, Ha is the energy 

of activation, Hdh is the energy of high temperature deactivation, and H# is the energy 

of low temperature deactivation.

Leaf photosynthesis rate Vl obtained by light and dark reaction rates (equation 

4.1) is a function of absorbed PAR, leaf temperature, carbon dioxide concentration 

within the leaf, and the Rubisco enzyme capacity for photosynthesis. The actual 

photosynthetic rate of plant leaves can also be affected by some other factors, 

particularly the plant water and nutrient conditions. To account for the impacts from 

water and nitrogen limitations on photosynthesis, Vl is modified according to the 

following equation for the actual carbon fixation (Vi) calculations.

Vt =VLf ( r c)f(M t) (4.8)

where X^c) and f(Ni) are the functions of canopy water potential y/c and leaf nitrogen 

concentration A/j, representing the constraints of water and N nutrition on leaf 

photosynthesis, respectively.

Limitations of CO? fixation with decreasing plant water potential have been 

widely observed. Comprehensive reviews on their relationship can be found in 

Kozlowski (1982) and Larcher (1995). It is pointed out that the curves of 

photosynthesis vs. plant leaf water potential show two critical points: the threshold 

between full photosynthetic capacity and reduced capacity and the null point for gas 

exchange. The threshold is reached when water stress is such that the stomata begin 

to close. The null point is determined by the total or near total closure of the stomata
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and by the direct effect of water deficiency on the protoplasm; it is reached only when 

dehydration of the leaves is well advanced. The sensitivity of CO2 fixation to water 

shortage, which is reflected by the positions of the two critical values described 

above, is to a large extent a characteristic feature of plant species, which can be 

classified into hydrophytes, mesophytes, and xerophytes according to their 

adaptations to water stress (Kimmins, 1997). Here the above concept is used for the 

water impact formulations.

/(r.) =
00 Wc^Vc.™

¥ c ~ ¥ c * u n

¥ c .  max ~ ¥ c .  nun

1.0 ¥c'*Vc,a~

¥ c . mB < ¥ c <  ¥  c,m»x ( 4 -9 )

where y/c.mm and y/c.max, respectively, represents the null point and threshold point of 

canopy water potential for photosynthesis. Their values for mesophytes are taken in 

this research and are listed in Table 4.1. Canopy water potential y/c at each time step 

is obtained from the coupled energy and water convergence solutions obtained in 

equation (3.12) of Chapter 3.

Nitrogen deficiency occurs commonly and usually decreases photosynthesis 

more than deficiencies of other nutrients. Since the soluble proteins of the Calvin 

cycle and thylakoid membranes contain most of the leaf N, strong linear correlations 

between the rate of photosynthesis and leaf N content have been demonstrated in a 

wide variety of plants (e.g., Field, 1983; Evans, 1989; Leuning et al., 1991; Harley et 

al., 1992; Abrams and Mostoller, 199S). In this research, a linear relationship

m )  = < ^ <  (4 .1 0 )

^

is assumed, where is a threshold value of Mi below which there is no 

photosynthesis, and when Ni exceeds Mmax, it is assumed that there is no N constraint 

on photosynthesis. The N constraint factor f ( N i)  moves linearly from 0 to 1 as the 

foliage nitrogen concentration changes from Mm.» to Mmix-

0 . 0

* 1 - ^ l .  min

1 .0
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Leaf photosynthesis calculated from equation (4.1) -  (4.10) is controlled 

significantly by several environmental factors, e.g., radiation intensity on the leaf 

surface (equation 4.6), temperature (equation 4.7), leaf water potential (equation 4.9), 

and leaf N concentration (equation 4.10), etc. If we neglect the temperature difference 

within the canopy and assume that all leaves experience the same water and N 

conditions, the differences of photosynthesis among plant leaves are then caused 

mainly by the differences in radiation. Since the radiation intensity on the leaf surface 

may differ markedly when they are sunlit and shaded, the canopy leaves are first 

separated into two categories: sunlit and shaded (see Chapter 3, equation 3.3 -  3.S). 

The radiation intensity for each category is calculated from solar zenith angle and by 

assuming random leaf inclination distribution (Campbell, 1977). The photosynthesis 

calculations discussed above are then executed separately on both sunlit and shaded 

leaves. The resulting CO2 fixation rates and 1̂  (equation 4.8) are

thereafter used for the stomatal resistance estimations according to equation (3.2), and 

for the canopy gross photosynthesis Ve estimations through multiplication by their 

respective leaf areas.

K  -  A jxnlitV l.nnlit +  ^jhad tdK .ihad td  ( 4 . 1 1 )

where Am„iit and are the plant leaf areas for the sunlit and shaded leaves.

4.2.3 Root Nitrogen Uptake

Among the macronutrients, nitrogen is especially important. Many carbon 

processes in plants, such as photosynthesis, are dependent on nitrogen-containing 

compounds such as chlorophyll. Therefore the nitrogen conditions of a canopy can 

not only affect the ecosystem primary production, but also alter canopy transpiration 

and then the energy exchanges between the ecosystem and the atmosphere by 

controlling the stomatal resistance (equation 3.2). For example, in the boreal region, 

most of the forested areas are thought to be poor in soil nutrients, especially nitrogen. 

It is speculated that this nitrogen limitation may contribute to the high stomatal 

resistance observed (Sellers et al., 1997). To explore the roles of nitrogen in the
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ecosystem production and land surface processes, algorithms for the root nitrogen 

uptake from the soil are developed based on mechanistic processes. These algorithms 

also provide a framework for including other mineral nutrients. Mineral nitrogen 

extracted by plant roots is coupled with the substrate carbon fixed by photosynthesis 

to drive plant growth and other physiological processes in the model. Though a small 

amount of nitrogen can enter through the surface of plant shoots, I only include the 

process of root uptake here since this is regarded as the main mechanism for 

terrestrial species to acquire their mineral substances.

The nitrogen uptake rate of roots from the soil (Qn) is dependent on two 

factors, the N supply characteristics of the soil, and the N uptake kinetics of the root. 

Research in the last two decades on nutrient flux into plant roots growing in soil has 

greatly increased our understanding of the processes involved. A series of 

mechanistic mathematical models describing these processes have been developed 

(e.g., Claassen and Barber, 1976; Barber and Cushman, 1981; Siddiqi and Glass, 

1982; Lauchli, 1984; Barber, 1995). In the model of N uptake, I explicitly calculate 

the N diffusion and mass flow processes in soil using the methods proposed by 

Barber and Silberbush (1984). These two processes are then dynamically coupled to 

root N uptake formulated according to Siddiqi and Glass (1982), which follows 

Michaelis-Menten kinetics with negative feedback from uptake products.

Nitrogen flows in soil to the root surface either by mass flow with the root 

water absorption which is mainly driven by plant transpiration, or by diffusion 

according to the N concentration gradient in the soil solution. The amount of mass 

flow in soil layer h e ; , ,  is related to the water extracted and N concentration of that 

water. It can be calculated as

q : ,  = e . A . ,  = Q,, (4 .1 2 )

where QrJ and C m  are the root water uptake and the concentration of mineral 

nitrogen in the soil solution, respectively, in soil layer / within a time step. Cv,., is 

calculated from the ratio of mineral N amount (Nrj) and the liquid soil water content
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(#;/). In this equation, Qrj  is obtained in the water convergence solutions according to 

equation (3.12). Nu is obtained through soil organic matter decomposition 

calculations implemented in the SOILC module in Chapter 5. 9u is obtained from the 

original CLASS calculations as illustrated by equation (2.4) in Chapter 2.

When mass flow does not supply the root with sufficient quantities of N, 

continued uptake reduces the concentration of available N in the soil at the root 

surface. This in turn causes a concentration gradient perpendicular to the root surface, 

with nutrients subsequently diffusing along the gradient toward the root surface. The 

amount ofN  transported by diffusion in soil layer /, ,, is calculated as:

8Cu 2nD b LA Az
Q tt = D b A , — =  L-L-£f_l(C - C N ) (4.13)

‘ p rJ dr In(b,la) N,J No-'

where D, is the effective diffusion coefficient for nitrogen, bp is the buffer power 

representing a mean value describing the changes of N concentration on solid phase 

with the changes of N concentration in soil solution, Arj is the root surface area, and r 

is the distance to the root axes. Its approximate form shown in the right side of the 

equation is obtained from Campbell (1985), where Cuo.i represents the N 

concentration in the soil solution at the root surface, is the root length density, Az, 

is the soil layer depth, a is root radius, and b, is the path length for nitrogen uptake 

(half distance between adjacent roots).

Knowledge about the mechanisms of root nutrient uptake has led to the carrier 

concept of ion transport through root cell membranes. It is postulated that carrier- 

mediated transport of an ion is analogous to the process of enzyme-mediated catalysis 

of a substrate and follows the Michaelis-Menten kinetics. It is also found from 

observations that ion uptake is profoundly influenced by the nutrient status of the 

root. Influx of ions appears to be negatively correlated with the tissue concentration 

of the particular ion (Cram, 1973; Glass, 1975). Here I take tissue N concentration 

into consideration and use equation (4.14) for the root N uptake calculations. This 

equation is modified from Siddiqi and Glass (1982) which is an extension of the 
Michaelis-Menten equation.
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Ql4 =r^(JJN̂ y ^ A ri

where QKN i is the N influx at a given tissue N concentration Cn  n ,  Un  max is the

maximum transport rate per unit root surface area, Km the Michaelis-Menten constant, 

vcox(U n  max) and min(Km) are the maximum Un  max and minimum Km when they are 

determined at varying tissue concentration, respectively, s is the slope relating Un  max 

and s' is the slope relating Km to the tissue concentration, and Cn  min is the N 

concentration in the soil solution at the root surface when the net influx equals to 0. 

The same Arrhenius equation J{T SJ) as equation (4.7) is used to describe the 

sensitivity of Q^t to soil temperature.

There is an unknown variable (Cnoj) in both equation (4.13) and (4.14) so the 

nitrogen flow can not be solved directly. Making assumption that N uptake by plant 

roots equals to the sum of N fluxes of mass flow and diffusion in the same soil layer 

in each time step, we have

Substituting for the three terms in (4.15) by equations (4.12), (4.13), and (4.14), we 

can obtain an equation with only one unknown variable, Cnoj■ Root N uptake rate can 

thus be calculated by solving for Cn 0j  first. Total N uptake by plant roots Qn  is taken 

as the sum of Q*HJ in each soil layer.

where IG represents the total soil layers in the model.

4.2.4 Substrate Transport and Plant Growth

The C fixed in photosynthesis Ve (equation 4.11) and N extracted by plant 

roots Qn  (equation 4.16) are added to the foliage substrate C pool and root substrate N 

pool, respectively, as shown in Figure 4.1. These two substrates are then used to drive 

the plant growth and other processes. Simulation of plant growth has been a widely

(4.15)

(4.16)
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researched topic. Some quite comprehensive reviews have been given by Wilson 

(1988), Dixon et al. (1990), Agren et al. (1990), Marcelis (1993), and Cannell and 

Dewar (1994). Empirically based models may work well in fitting the patterns of 

observed data. However, it is difficult to extend such models to topics that are of 

concern to the short term interactions with climate conditions or the plant 

physiological processes. Thomley (1972) developed a mechanistic model based on 

the transport-resistance approach for shoot.root partitioning in relation to the 

availability of C and N on crops. A similar model was constructed later on forest 

growth and partitioning based on the same theory (Thomley, 1991b). In this approach 

substrate sources are connected with transport resistances to substrate sinks where 

chemical/biochemical conversions take place. The substrate allocation is the outcome 

of the processes of substrate supply, transport, and utilization. This approach is 

described as 'irreducible' because transport and chemical conversion are processes 

which must take place in order that allocation is accomplished, although how these 

processes are controlled is arguable (Thomley, 1997). Many model applications have 

employed this method since it was proposed (e.g., Wann et al., 1978; Makela and 

Sievdnen, 1987; Rastetter et al., 1991; Minchin et al., 1993).

In PLANTC, the concept of this transport-resistance hypothesis for the plant 

substrate allocation is adopted. Transport of substrate (L) C and N between plant 

tissues is driven by the concentration gradient of the substrates. It is also dependent 

on the conductivity of the tissues. Conductivity is scaled according to the tissue sizes 

represented by their structural (S) C pools as shown in equation (4.17) to (4.20)*.

1 The scaling term for the conductivity of a substrate flow between tissue X and Y, Cs-xC?-r , is used
cs.x+csx

yC» »
to make the product of acLjr 1 - [ct  j  D e +c the maximum amount that the substrate can

s*x sjr
transport in a time step. The maximum amount of a substrate transport, Txxmax, is assumed to be the 
amount that makes the substrate concentration in the two tissues equal, which has the relation: 
c “T c +ru c  xjomx _ Ljr xjmMx. [£• w  rearrange this equation we can obtain the expression:

csjr
CSJCCSJT

TXJTmDC = ^ CLJC1 -  [CL J  D CSJC+CS J  •
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(4.17)

(4.18)

(4.19)

(4.20)

where T£s , , T^s , and are the substrate C and N transport rates between the

two tissues represented by their subscript (F=foliage, S=sapwood, i?=fine root), and 

Dk ,D&,D%s , andD& are their corresponding transport coefficients. The substrate

C and N concentrations of the tissues, [Ci^] and [A'u'] (X=F, S, R), are expressed as 

the amount of substrate C (Cux) or N (Nuc) per unit of structural C (Csjc)-

The structural C pool for the fine root in the above equations Csm is the sum of the 

sub-pools of root structural C in all of soil layers.
to

Plant tissue growth are simulated according to the bisubstrate, Michaelis- 

Menten equation, but modified to simulate the changes of C:N ratio in the newly 

formed material with that of the substrate C and N availability (Rastetter et al., 1991).

(4.21)

(4.22)

(4.23)

0 CX = g x f(T x )C, Lje JL* T LJt J___________________

<*, ]+M ,  [WtJ. ])+[C „  ][tf„  ]+*,
(4.24)

G j = ^ / ( Z i ) C
Ar

[t̂ rKJVLrl
(4.25)
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where X  = F, S, R, Gx and Gx  represent the amounts of substrate C and N used in 

constructing structural materials in tissue X\ gx is the maximum growth rate, bx is the 

C to N range parameter, Ax is the non-restricted C:N ratio, ax and kx are parameters 

derived from the Michaelis-Menten constants of C and N, and/(ft) is the temperature 

impact function with the same form as equation (4.7). If X  = R, growth calculations 

for fine root will be conducted for each individual soil layer according to its own 

structural C sub-pool size in that layer and its respective soil layer temperature.

This growth scheme allows the C:N ratios of the newly constructed biomass to 

be controlled by the availability of substrate C and N in the plant tissue. From 

equation (4.24) and (4.25) we have
Q C

lim —jr = Axbx (4.26)
[w]-*°G£

Gc A
lim %  = ̂  (4 27)
[ch<>G£ bx V }

which means that when the plant is under N limitation (equation 4.26), it tends to 

construct structural materials with a higher C:N ratio. On the other hand, when 

substrate N is not constrained but substrate C is limited (equation 4.27), the newly 

constructed materials will have lower C:N ratios.

4.2.5 Plant Respiration

The substrate carbon stored in each plant tissue is used first for respiration to 

meet the plant requirement for energy. It has become common to consider respiration 

as consisting of two separate components, the maintenance respiration associated 

with protein turnover and the growth respiration considered to involve the use of 

energy to synthesize new tissue (Amthor, 1986). Maintenance respiration Rm has been 

reported to vary with temperature, protein content, atmospheric CO2 concentration, 

pollutants and general physiological activity (Amthor, 1989, 1991; Ryan, 1991).

While Rm is considered to be proportional to the amount of tissue biomass in most

models, tissue N mass is used in this model for estimating Rm because, typically, most
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of the nitrogen in plant cells is associated with protein. A better relationship between 

Rm and N content than that between Rm and dry biomass has been reported in some 

studies (Ryan, 1995; Ryan et al., 1996). Another consideration in using a nitrogen- 

based model for Rm is that it would link respiration dynamically with other processes, 

such as photosynthesis, carbon allocation, litter quality and decomposition, etc. The 

maintenance respiration rate of tissue A*, Rmjc (X  = F, S, R), is calculated as:

RmJc=rmJc fr(Tx )Nsje (4.28)

where r„jc is the maintenance respiration coefficient at the reference temperature Trtf, 

and f (T x )  is a dimensionless temperature function representing the impact of the 

tissue temperature on its respiration rate, which can be expressed by the Q\o function.

f r V x ) - < £ f '  <*•»)

Growth respiration of tissue X  (Rgjc) is assumed to be a constant proportion of 

tissue growth from equation (4.24). This is the method adopted by most modelling 

and observational studies.

= rtJ.G% (4.30)

where rgjc is the growth respiration coefficient.

If X  = R, both Rmjc and Rgjc are calculated separately for each soil layer 

according to the structural N amount of the root, soil temperature, and root growth 

rate in that specific soil layer.

Finally, the autotrophic respiration of the ecosystem R<, is evaluated as the 

sum of plant maintenance and growth respiration:

R-a -  ^(RmJC +Rgjc) (4-31)
X=F.SJi

4.2.6 Plant Litterfall

The rate and time of litterfall production of a plant tissue is mainly controlled 

by the size of the tissue and the plant phenological characteristics. Knowledge of 

phenology, even today, is based on the observation of externally visible stages of 

development. Calculations of litter production rates are usually treated simply as a
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constant percentage of the existing tissue biomass (Thomley, 1991a; Rastetter et al., 

1991). There is no intention in this research to explore the controlling mechanisms on 

litterfall production. Litter production rates of plant tissues are modelled according to 

a phenologically modified first order kinetics.

(4.32)

= p J x CSJt (4.33)

= Px^x (1 — (4 -34)

^ S . X  =  P x ^ x  0  — I  I f  ) N S ,X  ^

where Lcljc and I?SJC are the litterfall rates of carbon produced from the substrate (L)

and structural (5) pools of each plant tissue X, Lsl x and LNS X are the corresponding N

contents in the litterfall, px represents the impact of plant phenology, /*is the litterfall 

rate constant for tissue X, and tn is the N retranslocation coefficient. It is assumed that 

a proportion of N (/#) in the litterfall from both the substrate and structural N pools is 

retranslocated back to the plant at the time of senescence. This internal redistribution 

of nutrients in plants, or the biochemical cycle, has been recognized as an important 

mechanism by which plants conserve nutrients. Observations show that tti can vary 

significantly with different plant species and be affected by environmental factors 

such as the availability of N in the soil. Data for deciduous trees show that (y may 

vary from 1% -  52% (Kimmins, 1997). In this research, /y is taken to vary within this 

range according to the foliage N concentration Ni which is assumed to be an indicator 

in representing the soil nutrient conditions in N.

0.01 N, 2

0.01+0.51 "*■ N , ^  <N, <Nm  (4.36)

L°-52

where Mmm and Mm*x are the leaf N concentration parameters that are assumed to 

take the same values as those used for photosynthesis calculations in equation (4.10).
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This scheme let the retranslocation coefficient vary linearly from 1% when the leaf N 

concentration reaches or above to 52% when it is below

The phenological impact parameter px takes the value of 0.0-1.0 and is 

controlled by the plant growth index yas introduced in Chapter 2. The formulation for 

Y was originally developed in CLASS based on time. However, index formulated on 

temperature is usually considered to represent the plant growth and phenological 

stages better than that based on time. For example, the time of the onset of 

phenophases in the first half of the year depends primarily on certain temperature 

thresholds for the plants in the temperate zone. Phenological dates falling in the 

second half of the year, such as leaf fall, can be affected by many environmental 

conditions that delay or accelerate the processes of maturation and ageing. However, 

temperature is still of the greatest significance. Therefore I modified y by using 

accumulated temperature in this research instead of using time as in the original 

model. One advantage of using accumulated temperature over time is that it is 

sensitive to the changes of environmental factors which can affect plant physiological 

processes. This modification on yis important in the model sensitivity studies.

Plant litterfall provides the main source for the soil C and N. Another source 

of C input into the soil that is included in the model is root exudation. Knowledge of 

this process is still very limited. In the ecosys model (Grant, 1993), it is simulated as a 

radial flux driven by concentration gradients of soluble C between roots and the soil 

solution. In this model, root C exudation (Xc) is simply treated as a constant 

proportion ( c r )  of root growth rate.

* c , = crGrj (4.37)

Simulated exudation rate is thus sensitive to temperature, radiation and water 

conditions, as reported experimentally (Hale and Moore, 1979).

4.2.7 Plant State Variables

Plant state variables of substrate and structural C and N for each of the plant 

parts recognised in the model are obtained at the end of each time step according to
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the flux calculations formulated above and the controlling equations listed in 

Appendix A. Some important parameters of plants used in other parts of the model, 

such as plant leaf area index (LAI), root length and distributions in each soil layer, can 

then be calculated based on the respective pool size.

Leaf area change is assumed proportional to the change of the foliage 

structural C (Css)- Plant LAI is calculated by simply converting Css using the 

specific leaf area (SLA) parameter.

SLA may change significantly with plant phenology stage and environmental 

conditions as observed in this aspen site by Middleton et al. (1997). In the early 

growing stage or under shaded environment, plants tend to have high SLA values. To 

make the model simple, SLA is treated as a constant value in this research.

Similar to LAI, plant wood area index (WAI) is also calculated in the model by 

converting the structural carbon of stem sapwood (Cs,s) plus heartwood carbon (Ch) 
using a simple parameter of'specific wood area (SWA)'

Wood area here refers to the hemi-surface area of the stems and twigs. 

Therefore there are two area indexes related the vegetation after the CLASS model is 

revised, LAI and WAI. For the simulations such as radiation balance, the total area 

index of LAI plus WAI is used, while for the simulations such as stomatal resistance 

and carbon fixation, only the parameter of LAI is used. Plant WAI is an important 

parameter in the energy balance calculations particularly during the non-growing 

season. It significantly affects the land surface albedo and therefore greatly changes 

the radiation calculations.

Plant fine root length in soil layer i, Lr,i, is converted from its root structural C 

pool Cssi

LAI = SLA x CSJ? (4.38)

WAI = SWA x Css (4.39)

ncpRa (4.40)
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where c and Pr are the carbon concentration and density of the root biomass, and a is 

the root radius.

4.3 Parameterization, Simulation Results and Tests

4.3.1 Parameterization

Parameters used in the PLANTC module are listed in Table 4.1 .

4.3.2 Simulation Results and Tests

The PLANTC module plays an important role in the whole model. Its outputs 

determine the behaviour of the SVATC and SOILC modules and can significantly 

affect the whole model outputs. For example, the results of energy distribution and 

evapotranspiration of the canopy calculated in SVATC module are directly controlled 

by the canopy resistance (equation 3.6), which is determined by carbon fixation rate 

(equation 3.2) and plant leaf area index (equation 3.3 - 3.5) obtained in the PLANTC 

module (equation 4.8 and 4.38, respectively). Litterfall production (equation 4.32 - 

4.35), as another example, is the main input of organic matter to the soil that drives 

the soil biochemical transformation processes implemented in the SOILC module 

(discussed in Chapter 5). Therefore, to some extent, the PLANTC module has been 

tested by the results of energy and water exchanges discussed in the previous chapter 

and will be tested by the litterfall decomposition results discussed in the next chapter. 

The CO2 exchange of the plant with its environment is another key part of test for this 

module. Since the tower measurements of CO2 flux between the ecosystem and the 

atmosphere include the CO2 fluxes from both the plant and soil, the test for plant CO2 

dynamics against this dataset will be conducted after the SOILC module is 

introduced.

(1) Model Responses at Leaf Level

The model predictions of CO2 exchange and stomatal conductance were first 

tested at the leaf level. Measurements of response curves of leaf CO2 exchange and 

stomatal conductance to light, CO2, and temperature were made by the BOREAS TE
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Table 4.1 Parameters Used in the PLANTC Module

Equation Value Units Reference
Photosynthesis

pmol m'2 s'1(4.2-4.3) 57.0 Kozlowski and Pallardy, 1997
Ac (4.2-4.3) 12.5 pM Douglas and Ogren, 1984
A* (4.2-4.3) 500.0 pM Douglas and Ogren, 1984
e (4.5) 4.5 mol e mol'1 C02 Farquhar and von Caemmerer, 1982
Jmax (4.6) 127.0 pmol m'2 s'1 Kozlowski and Pallardy, 1997
a (4.6) 0.5 mol e' mol'1 quanta Evans and Farquhar, 1991
P (4.6) 0 .8 unitless Evans and Farquhar, 1991
A (4.7) 18.02 unitless
S (4.7) 710.0 J mol'1 K'1

H. (4.7) 57500.0 J mol'1
(4.7) 190000.0 J mol'1
(4.7) 214000.0 J mol'1

Wycfci (4.9) -2 0 0 .0 m H20 Larcher, 1995; Kimmins, 1997
|Kv m > (4.9) -1 0 0 .0 mHjO Larcher, 1995; Kimmins, 1997

(4.10) 0.005 kg N kg' 1 C Thomley and Cannell, 1992
Nljfm (4.10) 0.07 kg N kg'1 C Thomley and Cannell, 1992
N uptake
D. (4.13) 2.5x10* cm2 s'1 Barber and Silberbush, 1984
b (4.13) 1 .0 unitless Barber and Silberbush, 1984
Un man (4.14) 1 0 0 .0 nmol m2 s'1 Barber and Silberbush, 1984
S (4.14) -0.025 unitless Siddqi and Glass, 1982
s ’ (4.14) 0.009 unitless Siddqi and Glass, 1982
Km (4.14) 0.025 pmol cm'3 Barber and Silberbush, 1984
ClVmla (4.14) 0 .0 0 2 pmol cm'3 Barber and Silberbush, 1984
C and N allocation and tissue growth
Dc D ct- 'F S  * SR (4.17-4.18) 5.78x10* s'1 Thomley, 1991a

VOA



R
eproduced 

with 
perm

ission 
of the 

copyright 
ow

ner. 
Further 

reproduction 
prohibited 

w
ithout 

perm
ission.

D ”.t Z)" (4,19-4.20) 5.78x1O'5
gx,x-F ,s,R  (4.24-4.25) 2.08x10-*
aF (4.24-4.25) 1.18x10^
as (4.24-4.25) 2.95 xlO3

aR (4.24-4.25) 5.91 xlO'5

Ar  (4.24-4.25) 14.29
As (4.24-4.25) 57.16
Ak (4.24-4.25) 28.58
bx,x-F,s,R (4.24-4.25) 2.86
kF (4.24-4.25) 1.99 xlO*7

ks (4.24-4.25) 4.99 xlO*
kR (4.24-4.25) 9.98x10-*
Respiration
i"mXtX-F,s,R (4.28) 2.06x10"*
TV (4.29) 10
Q»r (429) 2.1
Qxv (4.29) 1.3
C.M (4.29) 1.9
fgXtX-F.s.R (4.30) 0.29
Litterfall
lF (4.32-4.35) 5.56x10-*
Is (4.32-4.35) 5.56xl0'7
Ir (4.32-4.35) 5.56xl0’7
c* (4.37) 0.1
State variable
SLA (4.38) 22.5
SWA (4.39) 0.06
c (4.40) 0.45
pR (4.40) 250
a___________(4.40)____________ IxlO'3

kgNLkg ' Cs
kg Nl kg'1 Cs
kg Nl kg"1 Cs
kgCkg'N
kgCkg'N
kgCkg'N
unitless
kg Cl kg Nl kg'2 Cs 
kg CL kg Nu kg"2 Cs 
kg Cl kg Nl kg’2 Cs

kg C kg'1 N s'1 

°C
unitless
unitless
unitless
unitless

unitless

m2 kg'C 
m2 kg'C 
unitless 
kg biomass m'3 

m

Thomley, 1991a
calculated from Thomley, 1991b
calculated
calculated
calculated

calculated
calculated
calculated

Ryan, 1995 
Ryan, 1995 
Ryan et al., 1997 
Ryan etal., 1997 
Ryan et al., 1997 
Lavigne and Ryan, 1997

calculated
calculated
calculated
estimated from Rovira, 1969

Kimball etal., 1997 
Estimated from Gower et al., 1997 
Atjay etal., 1977 
Ryan et al., 1997
Steele etal,, 1997____________
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04 team in the mid-August of 1994 using intact attached leaves of the aspen at this 

site (Berry et al’, 1998). Selected leaves near the top of the aspen canopy were 

enclosed in the cuvette of a portable gas exchange system with an infrared gas 

analyser and a dew point mirror which enabled precise control of CO2, temperature, 

irradiance, and humidity at the leaf surface. These measurements were decoupled 

from the ambient environment. There was no direct correspondence between the 

temperature, light intensity, or other environmental conditions in the cuvette during 

these experiments and the ambient environmental conditions at the site of the 

measurements. In each measurement, chamber CO2  concentration, incident flux 

density of photosynthetic active radiation, or chamber air temperature was varied 

while other factors were held constant. CO2 responses were measured at a high 

photon flux density (PPFD = 1477 pmol m'2 s'1), a high chamber relative humidity 

(76%), and a high temperature (Ta = 25.3°C). For light response curves, the leaf was 

preconditioned to 1 0 0 0  pmol m'2 s'1; light was then increased in increments of about 

300 pmol m*2 s' 1 until saturation was evident and then decreased in steps to zero. 

Temperature responses were measured by increasing the chamber temperature while 

PPFD was rate saturating and keeping the dew point temperature of inlet air constant. 

The starting temperature was low (about 15°C) and the chamber temperature was 

increased by about 2.5°C per step up to the highest chamber temperature that the gas 

exchange system could reach in field (about 38°C). This protocol was chosen to 

mimic the covariation of leaf temperature and vapor pressure deficit that occurs 

naturally on warm, dry days in this environment. Measurements of CO2 flux and 

stomatal conductance were taken when steady state values were achieved (usually 30 

minutes after conditions were changed).

The model outputs of net CO2 exchange (V/ - Rms - R&f) and stomatal 

conductance (gi) of the sunlit leaf were used to test against the observations. The 

model was first run using actual boundary conditions from the first day of 1994 to the 

date of the leaf experiment. Boundary conditions driving the model were then 

changed artificially to mimic the treatments in the leaf experiments. Figure 4.3 shows
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the response curves of the observed and simulated leaf CO2 exchanges to photon flux 

density, CO2 concentration, and air temperature, respectively.

The response curve of simulated CO2 exchange to PPFD fitted the 

measurements very well as shown in Figure 4.3A. The increasing rates of leaf 

photosynthesis decreased gradually with PAR until it became saturated around PPFD 

= 800 pmol m'2 s'1. The light compensation point, when leaf CO2 exchange reached 

zero, was simulated at about PPFD -  IS pmol m'2 s'1. This behaviour was mainly 

controlled by the model formulations on the electron transport rate (equation 4.6). 

The shape of the curve represented by this nonrectangular hyperbola equation is 

mainly determined by the curvature factor /?. When /? = 0, the response curve 

becomes a rectangular hyperbola curve, while /? = 1 describes the Blackman response 

of two straight lines representing light-dependent and light-saturated rates. A value 

between p  = 0.7 -  0.9 is suggested by most of the evidence (e.g., Marshall and 

Biscoe, 1980). In my model run I took the value of/? = 0.8.

The response of simulated leaf CO2 exchange to ambient CO2 concentration is 

different from the observed values (Figure 4.3B). The modelled CO2 exchange rates 

increased rapidly with increasing CO2 under low CO2 concentrations but levelled off 

when CO2 exceeded 500 ppm, while the observed rates showed an almost constant 

increasing rate with CO2 concentrations at least until it reached the maximum CO2 

concentration given in the experiment (729 ppm). According to the model, 

photosynthesis is mainly controlled by equation (4.2), when rubisco is limited, and 

equation (4.6), when electron transport is limited. Both of these equations give a 

response curve similar to a Michaelis-Menten function, that is, an almost linear 

response to increasing CO2  under low CO2 concentration and a less rapid response 

under high CO2  concentration, as shown by the modelled curve in Figure 4.3B. This 

kind of photosynthetic response to CO2 concentration has been widely demonstrated 

in experimental and modelling studies (e.g., Evans and Farquhar, 1991; Harley and 

Tenhunen, 1991). Possible reasons for the observed response and the discrepancies 

with the model output are discussed later. For the comparison in magnitude, when
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CO2 concentration was lower than 400-500 ppm, simulated CO2  exchanges were 

slightly higher than the observed results. Under higher CO2, the only one observation 

at 729 ppm showed it was significantly higher than the simulated results. Both the 

simulated and observed CO2 compensation points were around 50 ppm.

The observed and modelled temperature responses are shown in Figure 4.3C. 

Leaf CO2  exchange can be affected by temperature through several ways in the 

model, such as through respiration (equation 4.28 and 4.29) and the CO2 solubility 

which affects the CO2 concentration at the site of carboxylation C, (equation 4.2). 

However, the dominant process of temperature in controlling leaf CO2 exchanges 

during the photosynthetically active period is through its impact on the maximum 

carboxylation capacity and electron transport rate according to equation (4.7) in the 

model. The experiment was conducted at an air temperature range between 15°C -  

35°C. The simulated CO2 exchanges in this temperature range tended to be slightly 

higher than the observed values, but the changing pattern followed the observed 

results quite well.

Comparisons of the model predicted stomatal conductance (gi) of the sunlit 

leaf versus the observed values from the leaf experiment are given in Figure 4.4. 

Since leaf stomatal conductance was formulated as a function of photosynthesis, 

relative humidity, and CO2 concentration according to the Ball-Berry equation (3.2), 

simulated response of stomatal conductance to irradiance (Figure 4.4A, CO2 and 

humidity remained constant under this scenario) showed a similar shape to that of 

photosynthesis (Figure 4.3 A). Stomatal conductance increased more rapidly at low 

PPFD than at high PPFD levels, which was caused by the higher increase rate of 

photosynthesis at low irradiance conditions. There was no significant change with the 

simulated stomatal conductance when PPFD reached 800 pmol m*2 s' 1 or higher. For 

the observed values, only a slight increase of gi can be noticed in the low PPFD level, 

while in the high PPFD level, the pattern was not clear.

Unlike the irradiance response curve, stomatal conductance changed with CO2 

concentration differently from the photosynthesis-C0 2  curve due to the direct impact
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of CO2 concentration in controlling gi (equation 3.2). When CO2 concentration was 

above 250 ppm, increase of CO2 led to the decrease of stomatal conductance. The 

simulated gi decreased by half when CO2 was increased from 250 ppm (0.286 mol 

CO2 m'2 s*1) to 900 ppm (0.138 mol CO2 m*2 s'1). However, stomatal conductance 

increased with CO2 concentration under the extraordinary low levels when CO2 was 

between 0-250 ppm. The reason for this model behaviour was that when CO2 was 

very low, photosynthesis dropped rapidly. CO2 produced by leaf respiration provided 

a larger part in the CO2 requirement for gross photosynthesis. For example, when 

CO2 = 200 ppm, the simulated gross photosynthesis of the sunlit leaf was 13.12 (imol 

CO2 m‘2 s'1, the respiration rate was about 1.98 pmol CO2 m'2 s*1, about 15% of the 

total CO2 requirement. The plant leaf thus needed to get most of the CO2 (11.18 pmol 

CO2 m*2 s'1) diffused from ambient air through the stomata. Under CO2 = 50 ppm, the 

gross photosynthesis decreased to 2.67 pmol CO2 m'2 s'1 and the respiration keeps 

approximately the same. Therefore the CO2 requirement by photosynthesis could be 

largely met by the CO2 released from respiration by leaf itself (74%). Under this 

condition, CO2 demand from the ambient air was low and the leaf was modelled to 

close its stomata, which would cause the decrease in leaf conductance as shown in 

Figure 4.4B. The pattern of the observed response of stomatal conductance to CO2 

was not clear, within the CO2 range in the experiment (100 ppm-700 ppm), stomatal 

conductance did not show significant changes with CO2 variations but remained 

around 0.22 mol CO2 m'2 s'1.

The temperature response curve (Figure 4.4C) of stomatal conductance shows 

a slightly different shape from the photosynthesis-temperature curve as shown in 

Figure 4.3C, which can be attributed mostly to the impact of temperature on the 

relative humidity of the air. In both the experiment and simulation run, the specific 

humidity of the air was held constant. Therefore when temperature was forced to 

change, the leaf underwent different conditions with relative humidity (/»,) which is 

strongly temperature dependent. Since stomatal conductance is proportional to h, 

according to the Ball-Berry model (equation 3.2), the gi vs. Ta curve can be regarded
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as the integrated impact of temperature on both photosynthesis (Figure 4.3C) and 

relative humidity of the air. The simulated gr-T a relationship corresponded with the 

observed values well except the measurement at 1S°C. Unfortunately, temperature in 

the experiment was limited to above 1S°C and there were no comparisons available at 

low temperature ranges which happened frequently to the forest at this site.

Limitations existed with the above comparisons. In the field experiment, the 

leaf was treated only about 30 minutes for each condition. Therefore the 

measurements can be regarded as the temporal or short-term response of the leaf to 

the specific conditions. While for the model run, parameters were usually adopted 

from studies that had a time scale much longer than 30 minutes. Since the short-term 

responses of plants to the environmental changes can be quite different from their 

long-term responses (Wang and Yu, 1993), direct comparisons between these two can 

lead to a disagreement to some extent. In addition, only a few leaves in a tree were 

sampled in the leaf experiment. In the model simulations, however, the whole sunlit 

leaf area of the canopy was assumed to experience the same conditions as those in the 

experiment. This can lead to the different plant statuses which indirectly affect the 

responses tested.

Discrepancies between the simulated and observed responses may also arise 

from improper parameterizations in the model and the uncertainties in the experiment. 

Many of the parameters were taken generally for C3 woody plants instead for the 

aspen at this specific site, such as Vd,max (equation 4.2), J„ax (equation 4.6), and m 

(equation 3.2) etc., which played the key roles in simulating photosynthesis and 

stomatal conductance. Uncertainties in the experiments may include instrument noise 

and systematic calibration errors, and because of the somewhat different conditions 

the leaf experienced in the cuvette (e.g., spectral composition or anisotropy of light) 

than it would in a natural environment (Berry et al., 1998).

(2) Diurnal Patterns and Annual Courses of Plant Carbon Exchanges

Two successive days in 1994, July 1, a typical clear day, and July 2, a typical 

cloudy day, were chosen to show the modelled diurnal patterns of plant carbon
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exchanges under different weather conditions (Figure 4.5). The four carbon items 

(gross photosynthesis Ve, maintenance respiration Rm, growth respiration Rg, and net 

primary production NPP) were not directly measured in the field experiment, so only 

the model output were plotted and discussed. Verification of these simulations against 

the measured ecosystem CO2 flux will be conducted after the soil heterotrophic 

respiration is introduced in the next chapter.

Similar shape between the curves of photosynthesis Vc and shortwave 

radiation Riw indicated that the modelled Vc was strongly controlled by Rsw. 

Photosynthesis began very early in the morning at about 4 a.m. when shortwave 

radiation was available, and stopped very late at around 8 p.m. when the shortwave 

radiation dropped to zero. The total C fixation time in a day during this period of the 

year can be more than 16 hours. In the clear day when the solar radiation was high, 

gross photosynthesis of the canopy reached a maximum value of 26.1 |omol CO2 m'2 

s’1 (0.31 mg C m'2 s‘l) around noon. During the cloudy day, photosynthesis was 

apparently lower than that during the clear day, implying that C fixation rate was 

strongly constrained by the radiation intensity at this time. The accumulated gross 

photosynthesis (or gross primary production, GPP) in the cloudy day was simulated 

at 2.5 g C m*2 d*\ only about 40% of the GPP in the clear day (6.2 g C m'2 d*1).

Maintenance respiration Rm was strongly affected by temperature (equations 

4.28 and 4.29). The simulated Rm during this time period was around 2.27 (imol CO2 

m'2 s*1 (0.027 mg C m'2 s'1), and it changed mainly with temperature. High Rm values 

appeared in the afternoon when air temperature was high, and low values occurred in 

the early morning when temperature reached the lowest in a day. Growth respiration 

Rg was simulated as proportional to the growth rates of the plant tissues (equation 

4.30), which were mainly determined by the amount of available C and N substrates 

and affected by temperature (equation 4.24). It can be found that there was a 

significant increase of Rg during the daytime particularly in the clear day, implying 

the enhancement of growth rate induced by the substrate C accumulation from 

photosynthesis. Growth respiration rate was lower than maintenance respiration rate
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on both the clear and the cloudy days. The simulated daily totals of CO2 released 

from Rm and Rg were 1.47 g C m'2 <f1 and 0.82 g C m*2 d'1 on the clear day, and 1.48 g 

C m'2 d‘l and 0.64 g C m'2 d'1 on the cloudy day. It was worth noting that though the 

maximum intensity of Rm in the clear day was higher than that in the cloudy day, 

because of the higher daily maximum temperature, the daily sum of Rm of the clear 

day was smaller than that of the cloudy day, which was mainly due to the higher night 

temperature in the cloudy day than in the clear day.

Net primary production NPP, calculated as Vc-Rg-Rm, plays an important role 

in the carbon budget analysis of vegetation. Figure 4.5 shows that net carbon gain of 

the plant started about one hour later after photosynthesis began, and it ended 2 or 3 

hours earlier than when photosynthesis stopped. The longer time difference in the 

afternoon was mainly due to the higher plant respiration rates in the late afternoon 

than in the early morning. On the clear day high gross photosynthesis greatly 

increased the net C gain of the plant. Under cloudy conditions when the solar 

radiation was very low, a large part of the C fixed during the daytime was consumed 

by plant respiration. The simulated daily sum of NPP for the clear day was 3.91 g C 

m"2 d*1, while for the cloudy day it was only 0.39 g CO2 m'2 d'1, about 10 percent of 

the net carbon gain in the clear day.

The annual distributions of daily total Ve (or GPP), Rm, and Rg for 1994 and 

1996 were plotted in Figure 4.6, followed by the corresponding distributions of three 

main meteorological variables (radiation, temperature, and precipitation) in Figure 4.7 

and Figure 4.8 for the two years, respectively. Plant photosynthesis was simulated to 

begin during the middle of April when both the air temperature and the first soil layer 

temperature rose above zero. In the first month after the leaf emergence, 

photosynthesis rates remained low due to the small leaf area and cool temperature. 

Rapid increase in gross photosynthesis Ve (or GPP) occurred in late May, along with 

the rapid increase in leaf area, solar radiation, and air temperature. Ve reached its high 

values of above 12.0 g C m*2 d*1 in June, July, and early August. The maximum daily 

GPP in the model was 13.0 g C m*2 d'1 on July 13,1994, and 13.1 g C m*2 d*1 on June
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29, 1996. Fluctuations of daily GPP were very significant, caused primarily by the 

fluctuations in solar radiation. Great decrease in GPP can be found in cloudy days. 

Senescence occurred mainly in September and the plant stopped its growth 

completely in early October. The modelled duration of plant growing period was 178 

days for 1994 and 180 days for 1996.

Maintenance respiration was simulated to occur year round, with the 

exception of foliage in the non-growing season. During wintertime, Rm was very low 

due to the low air and soil temperatures, especially for December, January and 

February. Rm during these three months was simulated at around 0.23 g C m'2 d'1. 

After leaf emergence, Rm increased rapidly due to the increase of temperature and 

plant biomass pools (equation 4.28 and 4.29), particularly the foliage C and N pools. 

The peak values obtained for Rm were around 4.0 g C m'2 d*1, which lasted from June 

to early September. Growth respiration was assumed to be zero during the non­

growing season, and it started with the leaf emergence. Rg was simulated lower than 

Rm year round. The peak values for Rg were around 2.0 g C m’2 d'1 in the model.

The annual distributions of simulated daily NPP were plotted separately in 

Figure 4.9. During the non-growing season, NPP remained negative which means the 

net C loss of the plant. The magnitude of NPP at this time was the same as Rm since 

Rg and Vc were treated as zero. Just after the plant started to grow, plant respiration 

rate increased rapidly and photosynthesis rate at that time was still small due to the 

small plant leaf area and cool temperature. Plant NPP thus showed a slight increase in 

C loss in the first month after the leaf emergence. Along with the increase of plant 

leaf area and more favourable weather conditions such as temperature and radiation 

(Figure 4.7 and Figure 4.8), plant photosynthesis increased rapidly and finally 

exceeded the sum of plant maintenance and growth respiration, which led to the net 

carbon gain (positive NPP) of the plant. The time when NPP went through zero from 

negative to positive was simulated on May 23 in 1994 and on May 24 in 1996, about 

she weeks after photosynthesis started. NPP increased rapidly in May and early June 

and reached its peak value around July. The simulated maximum daily NPP for 1994
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and 1996 was 8.9 g C m"2 d'1 and 8.1 g C m'2 d'1, respectively. On September 20 in 

both 1994 and 1996, about two weeks before the plant stopped its growth, NPP was 

simulated to go through zero back to negative values which means the start of net 

carbon loss of the plant. There was a negative peak for NPP at the end of September 

in both of the two years, showing the maximum carbon loss of the plant due to the 

relative high respiration and low photosynthesis rates at this time of the year. The 

simulated duration for positive NPP (carbon gain) was about 120 days in a year.

1994
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Figure 4.9 Annual distributions of simulated daily net primary production NPP
for 1994 and 1996

The changing pattern of leaf area index LAI calculated from equation (4.38) 

was plotted in Figure 4.10. Leaf growth was simulated to start both from mid-April in 

1994 and 1996. While the leafing date simulated for 1994 was close to the 

observations (Chen et a i, 1999), leafing date for 1996 was observed to be 24 days 

later than 1994 due to the late spring in 1996. This difference was not reflected in the 

model. However, much slower increase in LAI for 1996 than that for 1994 in the early 

growing season was obtained in the model caused mainly by the cool spring 

temperature in 1996. Rapid increase occurred from late May until it reached the 

maximum value in mid-July. The simulated maximum LAI during the full growth
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period was about 5.5 for 1994 and 5.0 for 1996, compared with the observed 

maximum of total LAI (aspen plus hazelnut) of about 5.6 for 1994 and 4.4 for 1996, 

respectively (Chen et al., 1999). Decrease of LAI started earlier in 1994 than 1996 in 

the model, and both of them decreased rapidly in September until they reached zero at 

about the same time in early October. Observations, however, showed that growing 

period for 1996 ended 17 days later than that for 1994. The difference between 

modelled and observed growing dates was mainly due to the improper formulations 

and parameterizations on the plant phenology in the model.

6.0
1994 measured 
1994 simulated 
1996 measured 
1996 simulated

to 2.0 -

0.0
0 50 100 150 200 250 300 350

Day of Year

Figure 4.10 Simulated (line) and measured* (symbols) leaf area index (LAI) for
1994 and 1996

(* measured values are the sum of leaf area index of aspen plus hazelnut)

(3) Annual Budgets of Plant C Exchanges

Annual totals of C exchanges accumulated from half-hourly values in the 

model were summarised in Table 4.2. These results were compared with the 

estimations from CO2 flux measurements according to Chen et al. (1999) and from 

chamber measurements according to Ryan et al. (1997). The simulated annual 

ecosystem gross primary production (GPP) was 1103.8 g C m'2 year'1 for 1994 and 

1091 g C m*2 year'1 for 1996, about 1.5% lower and 5.9% higher than those estimated

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



112

by Chen et al. (1999) for the two years, respectively. A decrease of 90 g C m"2 in 

1996 compared with 1994 was obtained based on the flux measurement, which was 

mainly attributed to the combined effect of the late spring in 1996 and the 

asymmetrical distribution of incident PPFD over the growing season (Chen et al., 

1999). While in the model, since the simulated growing season for 1996 was similar 

to 1994, the simulated GPP for 1996 was only 13 g C m*2 lower than that for 1994.

Annual carbon cost in plant growth respiration Rg was simulated at 119.3 g C 

m*2 year'1 on the average for the two years, about 10.9% of GPP. Of this 10.9%, 6.0% 

was due to the foliage, 3.0% was due to the stem sapwood and coarse root, and 1.9% 

was due to the fine root growth respiration. Annual maintenance respiration R„ was 

much higher than Rg (515.2 g C m'2 year'1 vs. 119.3 g C m'2 year'1) and it took 47% of 

GPP. Of this 47%, 21.9% was simulated from stem sapwood and coarse root, 14.9% 

from fine root, and 10.2% from foliage maintenance respiration. Annual aboveground 

respiration Rc.abv was the sum of growth and maintenance requirements for all foliage 

and stem sapwood. Ra,abv values of 324.6 g C m'2 year'1 and 303.3 g C m'2 year*1 in 

the model for 1994 and 1996, respectively, were slightly lower than their 

corresponding below-ground autotrophic respiration R̂ biw (coarse root + fine root) of

332.2 g C m'2 year'1 and 309.0 g C m'2 year*1. Similar results on aboveground and 

below-ground respiration have been estimated by Ryan et al. (1997) to be about 290 g 

C m'2 year'1 and 314 g C m'2 year*1 for 1994. Autotrophic respiration Ra, the sum of 

Rg and Rm or Rc.abv and R*.biw, amounted to be 656.73 g C m'2 year'1 and 612.3 g C m'2 

year'1 for 1994 and 1996, respectively, which was 57.8% of the annual GPP on the 

average. This number was very close to the estimation from chamber measurement 

according to Ryan et a l  (1997) which showed a carbon use efficiency (1.0 - RJGPP 

or NPP/GPP) of 42%. So more than half of the C fixed by plant during a year was 

consumed by plant respiration and released back to the soil and atmosphere as CCh.

With a mean carbon use efficiency of 42.2% in the model, the simulated net 

primary production NPP was 462.88 g C m'2 year*1 on the average (447.0 g C m'2 

year'1 for 1994 and 478.7 g C m*2 year'1 for 1996). NPP in 1994 has been estimated
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Table 4.2 Annual Carbon Budgets for Plant and the Ecosystem Simulated by the 
Model and Estimated by Other Researchers (g C m'2 year'1)

Simulated Other Estimations

1994 1996 Average % GPP 1994 1996

GPP 1,104 1,091 1,097 1120 (±60)* 1030 (±60)*

* t 132 107 119 11%

Rm 525 506 515 47%

Rmj&r 325 303 314 29% SO O
or

R+bb* 332 309 321 29% 314 b

Ra 657 612 635 58% 604 b

NPP 447 479 463 42% 440 b

LFP 338 356 347 32% (123c + 46d)

Abiom 109 123 116 11%

R S 284 276 280 26%

R eos* 940 88S 914 83% 920 (±90)* 900 (±90)*

NEP* 164 203 183 17% 200 (±30)* 130 (±30)*

Abbreviations: GPP = gross primary production; Rg = growth respiration; Rm = maintenance 
respiration; R+a&v -  above ground autotrophic respiration; R^biw = below ground 
autotrophic respiration; R, = total autotrophic respiration (= Rg + Rm or = R a ,^  + R*«*); 
NPP = net primary production (GPP - R,); LFP = litterfall; -  plant biomass
change (NPP - LFP); Rh -  heterotrophic respiration; Reco = total ecosystem respiration 
(R*+ Rh); NEP = net ecosystem production (GPP - Reco)-

* Shaded values are obtained from the results simulated in Chapter S.
* Chen et al. (1999), estimations based on CO2 flux measurements using eddy correlation

technique. Data gaps when flux was not measured were filled using regression 
relationships obtained between photosynthesis and respiration and various climatic and 
biological variables. The uncertainty (numbers in brackets) is estimated from the filling 
processes.

b Ryan et al. (1997), estimations based on chamber measurements.
e Gower et al. (1997), estimations for the aboveground littler fall from litter traps.
d Steele et al (1997), estimations for the fine root C turnover from root growth measured in 

growth cores and a fine root turnover index.
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by Ryan et a l (1997) to be about 440 g C ra*2 year*1. Among this net carbon gain, 

about 75% was simulated as plant litterfall and root carbon exudation (LFP), which 

was regarded as the input of organic matter into the soil. This carbon loss from plant 

to soil was greater than that measured from litter traps for aboveground litterfall 

according to Gower et a l (1997) plus root carbon turnover measured from root 

growth by growth cores and a fine root turnover index of between 1.5 and 2 

calculated from minirhizotron measurements according to Steele et al. (1997) (338.1 

g C m"2 year1 versus 159 g C m'2 year'1 for 1994). Net plant growth, or the change in 

plant biomass Abi0m, was calculated as the difference between NPP and LFP. The 

average Abiom for 1994 and 1996 was modelled at 115.9 g C m'2, about 10.6% of the 

total GPP.

4.4 Sensitivity Analyses

The same strategy as used in Chapter 3 was used here to analyse the model 

sensitivity on the plant carbon simulations to the variation in climate drivers. Plant 

gross primary production (GPP), autotrophic respiration (Ra), and net primary 

production (NPP) were selected as the prognostic variables. Model behaviour under 

the variations of climate drivers are presented in Figure 4.11. As a general trend, 

modelled GPP, Ra, and NPP commonly decreased with the prescribed lower air 

temperature, precipitation, and CO2 concentration, and increased with the prescribed 

higher values of these climate drivers, with the exception of NPP under higher 

precipitation which also showed a slight decrease.

The great response of GPP to temperature changes indicates that the model 

predicted the plant carbon fixation in this boreal forest as mainly temperature 

constrained. GPP was simulated to decrease 46.9% if the temperature was 2°C lower, 

and to increase 17.6% if the temperature was 2°C higher. The main processes that 

contributed to these changes included the direct impact of temperature on leaf 

photosynthetic rates, changes in growing season length and in the plant nutrient (N) 

conditions, etc. According to the meteorological observations at this aspen site (see
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Figure 4.7 and 4.8), temperature in the main growing period (May -  August) was 

much lower than the optimum temperature according to the temperature response 

function for gross photosynthesis (equation 4.7). Therefore increase or decrease in 

temperature at this baseline would significantly increase or decrease the gross 

photosynthesis rate of per unit leaf area. Changes in temperature also caused the 

variation in growing season. Higher temperature resulted in earlier leaf emergence 

which allowed the plant to have longer time to gain carbon. Plant N conditions were 

also altered by the variations of temperatures according to the model. Higher 

temperature increased the decomposition rate of the huge soil organic matter pool 

(discussed in Chapter 5). As a result, mineral N release from the soil was increased 

which could accelerate the plant root N uptake. Since plant gross photosynthesis was 

formulated directly as a function of leaf N concentration (equation 4.8), improvement 

in plant N conditions would enhance its GPP.

The least response of GPP was to the variations in precipitation, particularly 

to the prescribed 50% increase in annual precipitation which caused only 0.3% 

increase. It indicates that the plant carbon fixation at this SSA-OA site was not 

predicted as being highly water limited during a near-average rainfall year 

represented by 1994 and 1996. Another reason for the smallest change in GPP with 

increasing precipitation was from the negative effect by the delay in plant leaf 

emergence. Precipitation increase in the model caused increase in the amount of snow 

during wintertime, which led to a late snowmelt prediction and therefore shortening 

the growing season. Decrease of precipitation by 50% caused water stress problems 

in this ecosystem according to the model, particularly in August and September. Even 

though less precipitation led to an earlier snow melt date and longer growing period, 

an overall decrease of 5.0% in annual GPP was predicted by the model under this 

prescribed drier conditions.

The effects of variation in CO2 concentration were somewhere between those 

of temperature and precipitation. Modelled GPP increased 4.6% with 100 ppm higher 

CO2 and decreased 9.6% with 100 ppm lower CO2 . The process that directly
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contributes to this response can be represented by the Farquhar equation (equation 

4.2), which shows that changes in CO2 strongly affect carbon fixation through 

Michaelis-Menten kinetics. Secondary effects such as larger LAI caused by the higher 

GPP also contributed to the changes to some extent.

Autotrophic respiration Ra is mainly determined by temperature. Plant growth 

rate also affects Ra by controlling Rg, but to a less extent according to the model. 

Similar magnitude of Ra response to temperature variations was obtained with those 

of GPP. Ra was increased 17.8% under 2°C higher temperature and decreased 43.8% 

under 2°C lower temperature. While higher temperature directly led to a higher plant 

maintenance respiration rate, growth respiration was also increased due to the higher 

plant growth rates, and vice versa. Another factor that attributed to this change was 

from the change in plant nitrogen content. Since plant maintenance respiration was 

calculated based on the plant N content (equation 4.28), the trees under lower 

temperatures tended to have lower amount of N due to the slower decomposition rates 

of soil organic matter.

Response of Ra to the variations in precipitation can be explained by the 

change in maintenance respiration and growth respiration. Slightly higher GPP with 

50% increase in precipitation and lower GPP with 50% decrease in precipitation 

contributed to the similar changing pattern of growth respiration as those of Ra. It is 

noteworthy that the increase of Ra under 50% higher precipitation was larger than that 

of GPP (2.0% vs. 0.3%), while the decrease of Ra under 50% lower precipitation was 

smaller than that of GPP (4.3% vs. 5.0%). It can be explained by the change in 

maintenance respiration due to the difference in plant N content under the dry and wet 

conditions. Under wet conditions, decomposition of soil organic matter was more 

rapid than under dry conditions (discussed in Chapter 5), which would lead the plants 

to have higher N content and thus higher maintenance respiration. Under drier 

conditions, maintenance respiration tended to be small due to the lower N content of 

the plant.
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Changes of Ra with CO2 concentration were mainly caused by the variation of 

growth respiration. Increase of GPP with 1 0 0  ppm higher CO2 and decrease of GPP 

with 1 0 0  ppm lower CO2 determined the response of Ra to CO2 variations. 

Maintenance respiration was not directly affected by the CO2 concentration, except 

when we consider the altered root growth by CO2 which may have some effect on 

plant N uptake.

Since NPP is calculated as the difference between GPP and Ra, response of 

NPP to the variations in climate drivers represents their integrated impacts on GPP 

and Ra. Due to the relatively larger decrease in GPP than in Ra with 2°C lower 

temperature, a decrease of 53.2% in NPP was obtained in the model under this cooler 

conditions, again indicating the temperature limitations to the plant carbon processes. 

Impacts of 2°C higher temperature on GPP and Ra were of similar magnitude, and led 

to the similar NPP increase of about 17.4%.

NPP was decreased for both the prescribed 50% decrease in precipitation and 

50% increase in precipitation. GPP was decreased more than Ra under the drier 

conditions which led to a 6.2% decrease in NPP. While under the prescribed wetter 

conditions, more increase in Ra was obtained than in GPP, and it finally caused NPP 

to be decreased by 2 .8 %.

Increase in CO2 concentration benefited GPP more than Ra. Therefore 

simulated sensitivity of NPP to CO2 variation was relatively higher than those of 

GPP and Ra. A. decrease of 12.8% in NPP was obtained under 100 ppm lower CO2, 

and an increase of 6.7% was obtained under 1 0 0  ppm higher CO2 .

4.5 Conclusions and Discussion

Developing process based plant models in land surface schemes is still very 

new. Errors caused from ignoring the impacts of plant physiological processes on the 

water and energy exchange of vegetated land surfaces have been realized in this 

decade. The coupled water-carbon models have been proposed as the direction for the 

development of the “third-generation” land surface schemes. In some ecosystems, 

limitation of plant nutrient conditions largely constrains the plant carbon process.
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This limitation may exert significant impacts on the land surface energy and water 

exchanges with the atmosphere, such as the nitrogen limitation in the boreal forest 

which is supposed to cause unexpectedly low stomatal conductance (Sellers et al., 

1997). However, implementation of coupled carbon and nutrition models in land 

surface schemes has not yet been realized, according to the knowledge of the author 

on the latest literature review.

In the PLANTC module developed for CLASS, explicit calculations of 

coupled carbon-nitrogen processes of photosynthesis, respiration, plant root N uptake, 

tissue growth, and litterfall production were explored. Just as the vegetation plays 

important roles in controlling the energy and water processes on the land surfaces and 

in determining the carbon biochemical and biogeochemical cycles in the terrestrial 

ecosystems, the PLANTC module has the decisive position in controlling the whole 

model behaviour and predictions. Simulation of photosynthesis and plant growth not 

only makes the coupled water-carbon calculations implemented in Chapter 3 possible, 

but also provides the basis for the estimation of plant parameters and ecosystem 

carbon budgets. Litterfall estimation, on the other hand, directly drives the carbon 

biochemical transformations occurring in the soil ecosystem and makes it possible to 

complete the carbon cycles in natural ecosystems.

A particular feature of the PLANTC module is the emphasis on the role of 

nitrogen in the plant carbon processes. The potential limitation of N on gross primary 

production is regarded to be of the same significance as that of water. This nitrogen 

scheme enables the effect of N deficits on stomatal resistance, and thereby on mass 

and energy exchange, to be represented by CLASS. Plant growth rates and biomass 

C:N ratios are also controlled by the availability of nitrogen. The C:N ratios of plant 

biomass determine the N concentration in the plant litterfall which is used as an index 

for representing the plant litter quality as discussed in Chapter S.

Estimation of gross photosynthesis is extremely important in simulating both 

the energy balance and ecosystem C budgets. Separating canopy leaves into sunlit 

and shaded categories is mainly based on the consideration that radiation difference
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on the leaf surfaces is the most significant factor in causing the photosynthetic 

differences among leaves. While this can greatly improve the scaled-up results from 

leaf calculation to the canopy level, limitations may apply due to the influences from 

other factors. For example, many researchers have demonstrated that the N 

concentration is very different with respect to the leaf position within canopy (e.g., 

Hirose and Werger, 1987; Schieving et al., 1992; Evans, 1993), leaf age (e.g., 

Middleton et al., 1997), and PAR interception (Dang et al., 1997), etc. Spatial 

inhomogeneities of leaf characteristics are not addressed in this model development, 

which may bring errors in the overall estimations.

Another simplification in the model that may cause improper estimations is 

the absence of canopy spatial structure and plant species difference. At the 

observation site, crown space of aspen is limited to the upper 5-6 m beneath which is 

a branchless trunk space. The understory is dominated by a uniform cover of hazelnut 

(Corylus comuta Marsh.) with a mean height of 2 m. Wild rose (Rosa woodsii) and 

alder (Alnus crispa) are also found intermittently (Black et al., 1996; Blanken et al., 

1997). LAI of the hazelnut at this site has the similar magnitude to that of the aspen. 

Hazelnuts in forest ecosystems may play important roles in altering the land surface 

energy, water and carbon processes. For example, Black and Kelliher (1989) 

summarized the research on evapotranspiration from understories in a wide range of 

forests and found that fraction of forest evapotranspiration contributed by 

understories varied from 1 0 % to 65%. Since the overstory canopies and the 

understory canopies have acclimated to very different microclimatic environments, 

their physiological characteristics may be quite different. In the model, the whole 

canopy (overstory + understory) was treated the same and with common 

physiological characteristics. While this simplification greatly decreases the 

calculation requirements, it may cause errors in estimation and bring limitations to 

model application such as in the spatial analyses of energy, water and carbon 

dynamics within the canopy.
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Since many processes developed in the PLANTC module are strongly 

dependent on the nitrogen condition of the plant, e.g., gross photosynthesis and 

maintenance respiration, model outputs such as NPP can be very sensitive to the N 

variations. Unfortunately, knowledge and measurements of the ecosystem N 

dynamics are much less than those for carbon. This makes the model more difficult to 

validate against the N dynamics. Net N input or output rate into or out of the natural 

ecosystems are usually small and have limited effects on the model behaviour on a 

short time scale (months to years). However, it may have significant impacts on a 

long-term run (decades to century). Since the nitrogen budgets on the ecosystem level 

are treated simply (discussed in Chapter 5), we must be cautious in applying the 

modelled results particularly from the long-term point of view.
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Chapter 5 Modelling Soil and Ecosystem Carbon and Nitrogen Processes in 

CLASS -  the SOILC Module and the Overall Model Evaluation

5.1 Introduction

Carbon and nitrogen processes in the soil ecosystem can also affect land 

surface processes and the global climate system. Soil organic matter (SOM) 

constitutes a basic component of any terrestrial ecosystem, SOM being structurally 

and functionally integrated into fundamental ecosystem processes. Besides being 

closely associated with physical and chemical soil properties vital to plant growth, 

SOM also provides carbon and energy to the saprotrophic system responsible for 

nutrient cycling. During biological turnover, plant nutrients held in SOM may 

become mineralised and available for root uptake or loss via leaching from the root 

zone or gaseous losses to the atmosphere.

The CO2 released during SOM turnover is one of the major contributors to the 

overall carbon exchange between terrestrial ecosystem and the atmosphere. In natural 

ecosystems, most of the carbon fixed by plants will finally go to the soil either as 

above ground litterfall or as below ground root residue and exudation. The carbon 

transferred to the soil then, together with the organic matter already in the soil, 

undergoes decomposition through which most of the carbon is returned to the 

atmosphere as CO2 . Estimates of the quantity of carbon held in SOM globally show it 

to be about twice the 750 Pg carbon present in the atmosphere as CO2 (Eswaran et al., 

1993). Therefore even a small change in this large stock could cause a significant 

change in atmospheric CO2 concentration which is responsible for 50*60% of the 

increase in radiative forcing arising from anthropogenic emissions of gases to the 

atmosphere (IPCC, 1995). The boreal forest biome covers approximately 1 1 % of the 

planet's terrestrial surface and its soils are a major storehouse for organic carbon 

(Bonan and Shugart, 1989; Tans et al., 1990; Schlesinger, 1991). Because of the size 

of the biome and the large amount of carbon stored in the soil, boreal forests are 

critically important to the global carbon cycle. Understanding the interactions
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between the soil carbon dynamics and climate change would enhance our ability to 

make climate change predictions.

Climate change can influence this stock of soil organic matter in several ways: 

i) through changes in soil temperature, moisture and other external abiotic factors 

which exert overall control over SOM dynamics; ii) by altering plant growth, thus 

altering the annual return of plant debris to the soil, both in quantity and quality; and, 

iii) through feedbacks such as changed nutritional conditions on plant productivity, 

etc. Changes in climate and in the properties of SOM present in natural soil 

ecosystems tend to occur slowly. In temperate regions it is common for changes in 

SOM content to be undetectable within 1 or 2 decades. It is generally impossible to 

conduct experiments that will provide results within a reasonable time scale. 

Similarly it is impossible to conduct experiments at sites covering all possible 

combinations of soil type, climate, vegetation, and climate change scenario, etc. 

Therefore SOM models are an essential tool in making projections of the likely trends 

in SOM, the interactions of SOM dynamics with the atmosphere and climate, and the 

related properties and processes in soil.

Modelling plant litter and soil organic matter dynamics has been undertaken 

for several decades. A large number of SOM models have been published at least 

since the 1940s. Jenny (1941) used a single state variable model form to represent the 

decline of organic C and N in cultivated soils. It has been recognised, however, that 

SOM has many components that vary in stability and decomposition rate, which led 

to the strategies for developing multicompartment models. For example, Campbell et 

al. (1978) improved upon Jenny’s approach by dividing soil organic matter into two 

different compartments, which included stable organic matter and labile organic 

matter represented by different turnover rates. Van Veen and Paul (1981) made 

further improvements in their models by dividing the plant residue into recalcitrant 

and decomposable fractions and introducing the concept of physically protected soil 

organic matter which had a much lower decomposition rate than non-physically 

protected organic matter. Jenkinson (1990) and Paustian (1994) reviewed some
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published SOM models and found some common elements: i) dominance of first- 

order kinetics; ii) discrete SOM components with characteristic rates of 

decomposition; and, iii) interconnected dynamics of C and N. The time steps used in 

the models can be very different. Some focus on the long-term changes in soil organic 

matter and the time step is usually long, e.g. one month in the CENTURY model 

(Parton et al., 1987). Another group of models use very short time step of hours {e.g., 

Juma and Paul, 1981, Molina et al., 1983) in which the dynamics of microbial 

biomass and the labile organic matter can be well represented. A comprehensive 

review and evaluation of some current models on soil organic matter can be found in 

Powlson et al. (1996).

In the available land surface schemes coupled with GCMs, process based 

calculations on the soil organic matter dynamics have not been included yet. 

However, with the realisation of the importance of soil carbon in climate change, 

there is a growing interest in coupling biogeochemical processes with the climate 

models. In fact, GCMs provide us the opportunity to develop the soil carbon 

processes within the land surface scheme since GCMs output the short-term variables 

that can be used to drive the soil biochemical reactions.

Transformation of organic matter in and on soil is mainly controlled by soil 

physical conditions {e.g., temperature, moisture, and texture), chemical conditions 

{e.g., pH), and biological and biochemical conditions {e.g., substrate availability and 

quality), with numerous feedback mechanisms operating in a hierarchical manner. In 

the SOILC module developed in this chapter, the partitioning of plant litterfall into 

different kinetic compartments is first conducted according to its biochemical 

characteristics. The organic matter that already existed in soil is also divided into 

different compartments with different decomposition rates. Carbon and nitrogen 

transformations of these organic materials are then conducted for each soil layer. In 

addition, a surface layer is represented separately to account for the foliage and stem 

litterfall on the mineral soil surface. An individual microbial pool and mineral N pool 

are also included in each of the layers. All of the decomposition processes in the
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compartments follow the first-order reaction kinetics. Soil temperature and moisture 

simulated in the CLASS model are used to modify the reaction rates.

By finishing the carbon transformation processes in soil in this Chapter, I have 

covered the main carbon pathways in the terrestrial ecosystems. Therefore after the 

SOILC module is introduced and its main output of heterotrophic respiration 

discussed, I combine the carbon calculations for plants implemented in Chapter 4 

with the soil results obtained in this chapter, which can be used to represent the 

carbon dynamics at the ecosystem level. The combined carbon fluxes simulated for 

the ecosystem are then compared with the tower flux measurements. Discussion and 

evaluation on the overall model behavior is given afterwards, followed by the model 

sensitivity analyses.

5.2 Module Description

5.2.1 General Module Structure

The structure of the SOILC module is shown in Figure 5.1. The pools for the 

newly formed plant litterfall and the soil organic matter (SOM) already in the soil 

were simulated for the same three soil layers as for the soil thermal and moisture 

regimes (see Chapter 2). In addition, a surface litter layer was recognized to account 

for the foliage and stem litterfall. The SOM carbon and nitrogen were divided into 

three compartments: i) an active compartment (CU, Na) consisted of SOM with a high 

turnover rate; ii) a slow compartment (Cs, Ms) that is physically protected and/or in 

chemical forms with more biological resistance to decomposition, with an 

intermediate turnover rate; and, iii) a humus compartment (Ch, Nh) that is chemically 

recalcitrant and that may also be physically protected, with the slowest turnover rate. 

This kind of classification scheme according to the decomposition ability of SOM has 

been widely adopted in modelling studies (e.g., Juma and Paul, 1981; van Veen et al., 

1985; Parton et al., 1987; and Verbeme et al., 1990).

Litterfall from the structural C and N pools of plant foliage, stem, and root 

(see Figure 4.1) was also partitioned into three compartments based on their

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



R
eproduced 

with 
perm

ission 
of the 

copyright 
ow

ner. 
Further 

reproduction 
prohibited 

w
ithout 

perm
ission.

1

£

¥

£
Extractable

z S z
Lignin

.
4-

substrate
Microbial

!
 ̂x ..........

■fct 8 substrate
■ • • • • • • • • • • • • • ■ a

I

a
Cellulose

y , .

Mineral N 
 x------

Surface Utter

* co 2
N deposition

Active j.....* Slow Humus*— > * ------1----►

w
Microbial

£
Extractable

*

Soil layer 1

t i -
Mineral N

-► C 0 2 

N uptake

5 • 
8

Lignin

f r — >• c o j

Cellulose

N Leaching

Figure 5.1 Schematic diagram of the SOILC module

Soil layer 2

to



133

biochemical characteristics. These were, with progressively more resistance to 

decomposition, i) extractable compartment (C e, N e), including carbohydrates and 

proteins; ii) cellulose and hemicellulose (Cc, Afc); and, iii) lignin (C l, N l ). Litterfall 

from the substrate C and N pools of plant foliage, stem, and root was assumed to be 

all extractable. A microbial pool (Cm , N m)  and an inorganic nitrogen pool (Nr) were 

also included in each layer. Microbial pools acted as the main pathway for plant litter 

to be transformed into SOM. Inorganic N pools were the sink of mineralised N and 

source of immobilized N for all of the mineralization and immobilization processes 

simulated in the system. Plant litterfall production simulated in the PLANTC module 

was the main source of C and N for the SOILC module. Litterfall from foliage and 

stem was contributed to the surface litter pools, and the plant root residue and carbon 

exudation in each soil layer was added to the litter pools of its respective soil layer. 

Figure 5.1 gives the C and N transformation processes of the surface litter layer and 

the first soil layer. The processes in the other two soil layers are the same as the first 

soil layer, but without the C and N transport from the surface litter layer.

5.2.2 Litterfall Partitioning

The structural component in the plant litter is partitioned into extractable, 

cellulose, and lignin pools according to its N concentration and the assumed ratio of 

cellulose to lignin in the litterfall (Rastetter et al., 1991). The C:N ratio of the 

structural component in the litterfall from tissue X, asjc (X  = F, S, R), is calculated 

directly from its C and N content:

• k r - l 4 - (5.1)
L'SJC

where LCSJC and LNSJC are the litterfall from the structural C and N pools of tissue X

(calculated in equation 4.33 and 4.35). The C:N ratio for the components of lignin 

plus cellulose, at+cx in the litterfall can be calculated as

dx a L +ac
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where dx is the cellulose to lignin ratio, Ol and a t  are the given parameters 

representing the C:N ratios of lignin and cellulose, respectively. The partitioning of 

litterfall into different soil litter pools is then formulated from the two indexes of asx 

and ccl+cjc obtained above:

where , and F^x  are the C fluxes from the litterfall of tissue X  to the soil

litter pools of lignin, cellulose, and extractable, respectively, w is the litterfall quality 

partitioning parameter according to Rastetter et al. (1991), and Lcl x is the substrate

component in the litterfall (calculated in equation 4.32). Lclx is assumed extractable 

and therefore added directly to F as shown in equation (5.5). The above

partitioning scheme allows that within the normal range of C:N ratios in the litterfall, 

increase in N content will decrease the fractions of lignin and cellulose and increase 

the extractable fraction. This agrees with the hypothesis that most of the nitrogen is 

contained in the easily decomposable materials such as protein.

The N partitioning of litterfall into lignin and cellulose, F ^  and , is

determined by the C fluxes ( F ^  and F ^ ) obtained above divided by their 

corresponding C:N ratios (a t and at). The N in the substrate component of the 

litterfall, Lsljc , together with the remaining N in the structural component, is assumed 

to be the N contained in the extractable materials. Therefore we have

where F ^  is the N flow into the extractable compartment, and LNSJC is the total N

content in the structural component of the litterfall from tissue X  (calculated in 

equation 4.35).

(5.3)

(5.4)

(5.5)

(5.6)
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5.2.3 Organic Matter Transformations

All transformations for the plant litter pools and SOM pools are considered to 

follow the first-order kinetics, on the assumption that the concentration of the 

material involved rather than the biological capacity is rate-limiting in decomposition. 

The transformation rates are then modified by multiplying three dimensionless 

functions of temperature^^), m o i s t u r e a n d  microbial C:N ratio

Dci  = krCTf(T ,) f ( y , ,) f (a u ) (5.7)

where Dj , ky, and Cy are the carbon decomposition rate, first-order rate constant, and 

the total carbon amount of pool Y (T represents: E  = extractable, C = cellulose, L = 

lignin, A = active, S -  slow, H  = humus, and M  = microbial), respectively. Ts and y/s 

are the soil temperature and water potential, and om represents the microbial C:N 

ratio. When Y — M, represents the microbial death rate. Each transformation in 

the different pools is given a specific decomposition rate constant.

The decomposition rate can be strongly affected by the climatic conditions. A 

great deal of information is available on the independent effect of climatic factors, but 

very little is known about the quantitative aspects of the combined effect. Expressing 

the effect of controlling factors by using reduction factors ranging from a value of 1 , 

at optimum conditions, down to zero, depending on the particular environmental 

conditions, is now common in soil organic matter simulation models. The combined 

effect is then expressed by multiplying the reduction factors with each other (McGill 

et al., 1981, Parton et al., 1987). In the model as shown in equation (5.7), I follow the 

same method to express the impacts of soil temperature and moisture, which are 

assumed the two main climatic factors in constraining decomposition rate in most 

natural ecosystems.

The same Arrhenius equation form as equation (4.7) with slightly different 

parameter values (see Table 5.1) is used for the formulation. The moisture 

functionX^j) is formulated according to Van Veen and Paul (1981) and Hunt (1977) 

(Figure 5.2), which shows that the maximum reaction rate of decomposition occurs

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



136

around the soil water potential of -50 -  -100 kP,. There is a rapid decrease when the 

soil is dried and it is assumed that decomposition nearly halts at -1500 kP,. The 

extension of the curve to zero at -4000 kP, allows for slight activity in very dry soil. 

Saturation of soil also causes lower reaction rate due to the limitation of oxygen in 

soil. Soil water potential in each soil layer is supplied by the water flow calculations 

in the original CLASS model.
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Figure 5.2 Impacts of soil water content on microbial decomposition rate

1.2 

&  1.0
1  0.8 
(0
2 0.6 
1  0.4 

a  0.2
0.0

0.0 10.0 20.0 30.0

Microbial C:N ratio

Figure 5.3 Impacts of microbial C:N ratio on the decomposition rate of
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Decomposition of lignin and cellulose may be slowed if insufficient N is 

available for microbial growth (McGill et al., 1981). Therefore another constraining 

factor, / ( cim), which is supposed to express the impact of N limitations on 

decomposition is added in equation (S.7) and it only applies to lignin and cellulose. It 

is formulated by microbial C:N ratio gm (= Cm /N m) following the relationship given 

in McGill et al. (1981) (Figure 5.3), which shows that there is a rapid decrease in the 

decomposition rate when the microbial C:N ratio exceeds 15-20.

Microorganisms use C compounds for biosynthesis forming new cellular or 

extracellular material and as energy supply. The fraction of the decomposing 

materials incorporated into microbial biomass is defined by the yield efficiency 

parameter fly The remainder (1 - fr)  is assumed to be respired and leaves the system 

as CO*. Therefore the total growth rate of microbial biomass-C G£ and the total 

heterotrophic respiration rate Rh can be obtained by:

Gm =  £ /W C (X = £ C, L, A, S, H) (5.8)
r

Rk = Z a - / W C (X = £  C, L,A, S. H) (5.9)
r

While decomposing the lignin D f (equation 5.7), a fraction (/ls) is assumed

to be directly transferred into the slow compartment of the SOM pools (7^). This

enables the simulation of the role of ligneous compounds in the chemical stabilisation

of organic matter in soil (Swift et al., 1979).

(510>

Transformation of the organic matter in the slow pool to the humus pools by 

chemical stabilisation, T&, is also included and assumed to follow first-order 

kinetics.

T * = * » ,C J (T ,) f(V,)  (5.11)

where km  is the rate constant, and J(TS) and are the temperature and moisture 

impact functions used in equation (5.7).
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Microbial death D£ is also described by the first-order kinetics. Upon death 

microbial tissue is considered to split into two fractions: the material that decomposes 

rapidly and is freely accessible is partitioned to the active SOM pool (7 ^ ) ,  and the 

material that is recalcitrant or physically protected against immediate microbial attack 

is added to the slow SOM pool (7 ^ ) .

= r,sDcu  (5.12)

(513)

where tas is the fraction of microbial products entering the active SOM pool.

The N fluxes in the decomposition processes D* are assumed to be 

proportional to the C fluxes. The rate of nitrogen release thus depends on the C:N 

ratio of the decomposed material ay.

D? = (5.14)
a r

The growth rate of microbial biomass-N is calculated according to an

optimum microbial C:N ratio (cw.o), and it is limited by the availability of the

inorganic nitrogen Nt mineralized and stored in that soil layer.

Gu = N ,)  (515)
aM.O

where is the total growth rate of microbial C calculated in equation (5.8).

5.2.4 Mineral N Input and Output

Nitrogen input into the ecosystem In due to atmospheric deposition is assumed 

to be controlled by precipitation (Parton et al., 1987).

I n =chP, (5.16)

where cy is the supposed concentration of N in the precipitation Pr. Other processes 

of N input such as from N bio-fixation are not considered in the model.
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Nitrogen removal from the soil O n  is mainly determined by the plant root N 

uptake (Q n ) simulated in the PLANTC module (equation 4.16). Nitrogen loss from 

ecosystem also occurs as a result of leaching and volatilization of NH3, N20  and N2. 

Here only the N leaching is considered and it is calculated by the product of 

downward water flux at the bottom of the soil column ( F wj g )  and the N concentration 

in the soil water of the bottom layer.

On = Qn + K jo  g J (5.17)

where Nijq and &ug are the mineral nitrogen and water content, respectively, of the 

bottom soil layer IG.

5.3 Parameterization, Simulation Results and Tests

5.3.1 Parameterization

Parameters used in the SOILC module are listed in Table 5.1.

5.3.2 Simulation Results and Tests

(1) Heterotrophic Respiration in Soil

Heterotrophic respiration Rh (equation 5.9) is one of the key variables in 

determining the soil ecosystem processes. The intensity of Rh directly controls the 

carbon source-sink relations of the soil. To show the changes of simulated half-hourly 

Rh, I plotted Rh for a two week period under extreme conditions, one in winter (DOY 

= 31 -  37) with low Rh and one in summer (DOY = 171-177) with high Rh (Figure 

5.4A). In the winter week (the bottom line), Rh was simulated as low as 0.05 pmol 

CO2 m'2 s*1. This was mainly due to the low soil temperatures (the bottom line in 

Figure 5.4B) which remained below -8 °C for the first soil layer. There was no 

apparent diurnal fluctuation of Rh found at this time period because of the stable soil 

temperatures. The magnitude of Rh from November through March was simulated 

under 0.07 pmol CO2 m*2 s' 1 for most of the time. Extremely low heterotrophic 

respiration rates during the wintertime that lasted about half of a year greatly
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Table 5.1 Parameters Used in the SOILC Module.

Symbol Equation Value Units Reference
dxve~F,S,K) (5.2-5.4) 2.35 Unitless Calculated from Trofymow et al., 1995
aL (5.2) 1 0 0 .0 Unitless Verbeme et al., 1990
ac (5.2) 150.0 Unitless Verbeme et al., 1990
w (5.3) 0.74 Unitless Calculated from Trofymow et al., 1995
ke (5.7) 4.60 x 10'3 30mm1 Calculated from van Veen and Paul, 1981
kc (5.7) 1.74 x 10'3 30mm'1 Calculated from van Veen and Paul, 1981
ki. (5.7) 2.09 x 10"* 30mm'1 Calculated from van Veen and Paul, 1981
kA (5.7) 2.09 x 10"* 30mm1 Calculated from Verbeme et al., 1990
ks (5.7) 6.25 x 10* 30mm’1 Calculated from Verbeme et al., 1990
ktt (5.7) 1.67 x 10* 30min'' Calculated from Verbeme et al,, 1990
ku (5.7) 3.00 x 10* 30mm1 Calculated from Juma and Paul, 1981
A (4.7) (5.7) 17.24 unitless
S (4.7) (5.7) 710.0 J mol'1 K'1

H. (4.7) (5.7) 57500.0 J mol'1
Ha (4.7) (5.7) 195000.0 J mol'1

(4.7) (5.7) 2 2 0 0 0 0 .0 J mol'1

ksH (5.11) 6.25 x 10 * 30 min'1 Calculated from Juma and Paul, 1981
fie (5.8—5.9) 0.5 unitless Verbeme et al., 1990
Pc (5.8-5.9J 0.3 unitless Verbeme eta!., 1990
Pu Ps, Ph (5.8-5.9) 0 .2 unitless Verbeme et al., 1990
Pa (5.8-5.9) 0.4 unitless Verbeme et al., 1990
fts (5.10) 1 .0 unitless
Tas (5.12-5.13) 0.5 unitless Verbeme et al., 1990
as (5.14) 15.0 unitless Verbeme et al., 1990
aH (5.14) 1 0 .0 unitless Verbeme et al., 1990
au,o (5.15) 8 .0 unitless Verbeme et al., 1990
cN (5.16) 7.76 x 1 O’7 kg N kg’1 H20 Calculated from Kimmins, 1997

O
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contributed to the soil carbon accumulation in the boreal forests.

In the summer week, Rh (the top line in Figure 5.4A) rose to about 1.0 -  2.5 

Umol CO2 m*2 s' 1 due to the increase in soil temperatures (the top line in Figure 5.4B) 

which was observed between 10 -  23°C. There existed an apparent diurnal change in 

the CO2  production which was similar to the diurnal change in soil temperature, 

indicating that soil temperature played the key roles in controlling heterotrophic 

respiration for this ecosystem. The daily maximum and minimum Rh values occurred 

a few hours after the noontime and midnight, respectively, following the same pattern 

as soil temperature variations. The magnitude of Rh in the summer was simulated 

between 1.0 -  2.5 pmol CO2 m’2 s' 1 for most of the time, with peak value reached 

about 3.5 pmol CO2 rn2 s‘l.

Annual courses of daily Rh for 1994 and 1996 (Figure 5.5) show that Rh 

remained at high value of 1.0 -  2 . 0  g C m"2 d*1 for most of the days between May to 

September. Rapid increase of Rh occurred in April in 1994, while in 1996, it was
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Figure 5.4 Diurnal changes of simulated heterotrophic respiration in winter and 
in summer (A), and the corresponding temperatures of the first soil layer (B)
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Figure 5.5 Annual courses of simulated daily heterotrophic respiration
for 1994 and 1996

significantly delayed during to the late spring. According to the model, the annual 

courses of Rh at this aspen site were mainly determined by two factors: temperature 

and litterfall. While Rh from SOM decomposition was mainly controlled by soil 

temperature, Rh from litterfall decomposition could also be strongly affected by the 

quantity and quality of the litter pools, namely, extractable, cellulose and lignin. Since 

most of the litterfall was simulated to occur in September, this caused the significant 

increase in these three litter pools which contributed to the high Rh values around 

September. New litterfall produced during the senescence period also enhanced the 

SOM pools later along the litterfall decomposition in the model, which led to the high 

Rh values in May.

(2) Below-ground CO2 Production

Heterotrophic respiration rate is very hard to determine separately from other 

processes occurring in soil that also produce CO2  at the field conditions, such as the 

autotrophic respiration due to the plant root. In order to test the model against the CO2 

flux measurements at the soil surface, I added the simulated root respiration to the Rh 

in Figure 5.5. Comparisons (Figure 5.6) show that the simulated CO2 fluxes at the soil
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surface (Rh + Rmji+ RgX, equation 5.9, 4.28 and 4.30, respectively) were only close to 

the chamber measurements* in April through June and in September during the 

growing period when observations were available. In July and August, however, the 

simulated values were significantly lower than the measurements. Peak values of CO2  

flux in summer at the soil surface were about 4.2 g C m*2 d' 1 in the model, less than 

half of the measurements. The magnitude of measured CO2 fluxes during this time 

period was similar to the total respiration rate simulated for the ecosystem, which also 

includes the plant leaf and stem respiration.
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Figure 5.6 Simulated (line) and measured (symbols) annual courses of 
daily CO2 fluxes on the soil surface

Comparisons between the chamber measurements and the total ecosystem 

respiration (soil + hazelnut + aspen) were also made by Black et al. (1996). It was 

found that in April through June the chamber measurements were less than the total 

ecosystem respiration, while in July and August there were no significant difference 

between them, which means that the total ecosystem respiration was mainly

f Measurements of COj flux at the soil surface were made from soil chambers with a Ll-Cor 6200 
portable photosynthesis unit Data are day-time averages of daily observations recorded between 10 
ajn. and 4 p.m. local time. This data, considered to be final data, is a joint University of Guelph and 
University of British Columbia contribution.
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contributed from soil (including plant root). The model hypothesis is not in agreement 

with this observational result, since it is assumed that the respiration reactions of plant 

leaf and stem have the similar intensities with those from plant root and soil. As can 

be seen from model outputs listed in Table 4.2, the annual totals of the above ground 

autotrophic respiration had the similar magnitude to the belowground respiration.

The modelled results are similar to the corresponding values of 4.7 g C m'2 d' 1 

measured by Schlentner and Van Cleve (1985) from the forest floor of a mature aspen 

stand in interior Alaska using soda lime to absorb CO2  that diffused from the soil into 

a chamber. Baldocchi and Vogel (1996) reported eddy-correlation fluxes approaching

3.5 g C m*2 d' 1 from the forest floors of the oak-hickory-pine forest near Oak Ridge 

and the old jack pine forest near Nipawin. Amthor (2000) calculated the nighttime 

CO2 fluxes from the forest floors of an old black spruce site in the northern study area 

of BOREAS according to the chamber measurements from Goulden and Crill (1997) 

(Daytime measurements were excluded because they included moss photosynthesis). 

It shows the annual peak values were around 3.3 g C m'2 d*1. This number is expected 

to be lower than the actual daily CO2 productions from soil and plant root because of 

slightly warmer temperatures during daytime.

(3) CO2 Exchanges between the Ecosystem and the Atmosphere

CO2 exchange between the ecosystem and the atmosphere represents the net 

ecosystem production (NEP) and is a key variable in understanding the carbon 

dynamics of the ecosystem. Instantaneous tower measurements on CO2 flux above the 

aspen canopy were measured using eddy correlation technique (see Chapter 2). CO2 

concentration within the canopy space and therefore the storage of CO2 was also 

observed and calculated. The sum of tower flux and storage change in each time step 

-  the corrected tower flux, can be used to represent the combined carbon fluxes from 

both plant and soil. Modelled heterotrophic respiration in soil, together with the 

autotrophic respiration and photosynthesis simulations for plant implemented in 

Chapter 4, were integrated and compared with the corrected tower CO2  flux 

measurements. Half-hourly comparisons at four different time periods of the year
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(winter, early, middle, and late growing season) are presented in Figures 5.7 and 5.8. 

The simulated and observed values at night or during the non-growing season 

represent the total ecosystem respiration which was the sum of autotrophic respiration 

by plant (equation 4.31) plus heterotrophic respiration from soil (equation 5.9). 

During daytime in the growing season, however, they were the difference between 

plant gross photosynthesis (equation 4.11) and the total ecosystem respiration.

During wintertime (Figure 5.7A) when there was no plant CO2 fixation, CO2 

flux was negative (upward, representing carbon loss of the ecosystem) with very 

small numbers. Low soil and air temperatures were the main constraining factors for 

the low CO2 flux in winter. Measurements were rather scattered with time when 

checked at an enlarged scale. There were no apparent patterns of diurnal change in 

both the measured and modelled CO2 fluxes due to the stable soil temperature. The 

simulated CO2 flux was around -0.57 (imol CO2 m'2 s' 1 and it was very close to the 

field measurements. Autotrophic respiration from the plant root was simulated to 

contribute the largest part in this carbon exchange, followed by that from plant 

sapwood. Rh from soil took the smallest fraction.

After about two weeks of the leaf emergence, solar radiation had risen to a 

very high value of above 800 W m'2 on clear days. Air temperature also increased to 

above 10°C during the daytime (see Figure 3.4). Both autotrophic respiration and 

heterotrophic respiration were greatly increased at this time. Plant photosynthesis had 

started, however, due to the small leaf area index and relatively low air temperature, 

the total canopy photosynthesis rate was low. As a result, both the measured and 

modelled CO2 exchanges between the ecosystem and the atmosphere (Figure 5.7B) 

began to show diurnal changes and they were much more negative compared with 

those in wintertime, indicating an increased rate of carbon loss of the ecosystem. At 

night, CO2 efflux was about eight times higher than the winter season, implying the 

increased plant maintenance respiration and soil heterotrophic respiration due to the 

increased air and soil temperatures and by the addition of plant growth respiration. 

CO2 flux values became less negative during daytime due to the photosynthetic C
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fixation of the canopy, however, it was still less than the total ecosystem CO2 

production, even around noontime when Vc reached its maximum rate.

In the mid-growing season when the plant was of the largest leaf area, CO2 

exchanges between the ecosystem and the atmosphere can be characterized by the 

apparent diurnal fluctuations and large positive (downward) CO2 fluxes during the 

daytime (Figure 5.8A). Temperature and water vapor pressure at this time (see Figure 

3.6) were higher than that in the early growing season. Solar radiation on clear days 

still reached above 800 W m'2. Favorable environmental conditions and large plant 

leaf area during this period of time led to the high canopy photosynthetic rate and 

thus high CO2 influx to the ecosystem during daytime. Peak values of CO2  influx 

under good weather conditions were simulated to exceed 2 0  jamol CO2 m'2 s‘l (e.g., 

day 182, 184, 185 and 187). Under cloudy weather conditions such as day 183, CO2 

influx was greatly decreased during the daytime due to the reduction in solar 

radiation. CO2 exchange rates during nighttime remained around 4 nmol CO2 m*2 s' 1 

in the model. It can be seen that the simulated results matched the measurements very 

well, both in amplitude and phase, or under different weather conditions.

Similar diurnal patterns in the ecosystem CO2 flux can be found in the late 

growing season as represented by the measured and modelled results on day 245 -  

251 (Figure 5.8B). However, the magnitudes of CO2 flux during daytime had been 

significantly decreased compared with those in the mid-growing season. Peak values 

for CO2 influx were simulated below 15 jimo! CO2  m*2 s*1 even under clear weather 

conditions (e.g., day 245 and 248 -  251). This was mainly caused by the decrease in 

solar radiation and plant leaf area. Maximum intensity of solar radiation during this 

time period was observed around 700 W m*2 on clear days (see Figure 3.8). Plant leaf 

area index was simulated under 4.0 (see Figure 4.10). CO2 flux at night had the 

similar magnitude with those in the mid-growing season, but with longer duration. As 

a result, the net carbon gain of the ecosystem was significantly decreased.

Unlike the bell shape of CO2 influx during daytime, CO2 efflux at night was 

rather stable, with a slight decrease from after sunset until photosynthesis began the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



149

next morning. This is because at daytime, the dominant component in NEP is the 

plant gross photosynthesis, which is mainly driven by the shortwave solar radiation 

and affected by the air temperature. Both the radiation and temperature posses the bell 

shapes during daytime, particularly under clear weather conditions. While at night, 

both air and soil temperatures decrease with time, which cause the plant maintenance 

respiration and soil heterotrophic respiration to decrease. Plant growth respiration rate 

also decreases with time at night, because the substrate C concentration in plant 

tissues is higher during early night due to daytime accumulation of photosynthesis 

and thus makes the tissue growth rates relatively high.

Scattering of the observed CO2 fluxes and the discrepancies between 

measurements and simulations are probably a result of several factors. The magnitude 

of CO2 flux during wintertime is quite small. Instrument noise and calibration errors 

may significantly affect the observation readings. Advection due to the site 

heterogeneity and other factors can also affect the representativeness of the 

measurements for the specific site. In addition, the comparisons between the 

corrected tower CO2 flux measurements and the simulated CO2 results can be affected 

by the CO2 buffering in soil. The transport processes of CO2 produced in soil by plant 

root and microbial respiration to the atmosphere can occur in both liquid and gas 

phases, and it can be affected by factors such as air temperature, soil temperature, and 

water content, etc. (Buyanovsky and Wagner, 1983; Buyanovsky et al., 1986). 

Studies on the process-based simulations of CO2  transport in soil can be found in 

Simunek and Suarez (1993a, 1993b). Considering that this process has limited 

significance in land surface models and climate change studies, I did not include any 

calculations on the CO2 diffusion processes in soil. Therefore CO2 production in a 

time step was treated the same as CO2 efflux in the model. This approximation can 

cause discrepancies between tower measurements and the model outputs, particularly 

when comparing them in short time steps and when the magnitude of CO2 production 

is small such as in the wintertime.
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Comparisons based on the daily values* (24-h) of CO2 exchange in 1994 and 

1996 are given in Figure 5.9. It can be seen that the simulated annual courses of 

ecosystem carbon exchange successfully traced the general changing patterns of the 

measurements. The ecosystem reached its highest carbon sequestration rates around 

July, when LAI was high and climate conditions were favorable. The daily average 

CO2 exchange in July was simulated at 4.87 g C m'2 d' 1 in 1994 and 4.92 g C m"2 d*1 

in 1996. Fluctuations of CO2 exchanges in summer among different days were very 

significant and mainly due to the change in weather conditions. The maximum daily 

net CO2 influxes into the ecosystem was simulated as high as 7.54 g C m*2 d*1 in 1994 

and 6.85 g C m‘2 d' 1 in 1996. On the other hand, the minimum daily net CO2 

exchange in summer can be negative, such as on the very cloudy day of 183 in 1994 

of which the net CO2 exchange was simulated as -0.25 g C m'2 d'1. It means that even 

during the summer time when plant is in full growth, the ecosystem may still act as a 

carbon source on a daily basis (24-h) under some extreme weather conditions.

CO2 exchange of the ecosystem in winter was stable, small and negative 

(carbon source). The average daily CO2  exchange for the five winter months from 

November through March was 0.48 g CO2 m’2 d*1, with 13% contributed by soil 

heterotrophic respiration and the rest from plant root and sapwood maintenance 

respiration. There were two peaks in terms of ecosystem carbon loss. These occurred 

in May and late September and were caused mainly by the high heterotrophic 

respiration rates. The simulated dates when the ecosystem switched between carbon 

source and carbon sink were May 25 and September 17 in 1994, and May 26 and 

September 16 in 1996. The duration for the ecosystem acting as a net carbon sink was 

therefore one week shorter than the plant net carbon fixation time (see Figure 4.9).

Regression analysis of daily CO2 exchange between simulated and tower 

measured was conducted based on the measurements available in 1994 and 1996 

(Figure 5.10). There were 243 days in total with complete measurements (48 records

f Daily values of the observed NEP were calculated by integrating the storage corrected tower CO2 
flux for each time step (30 minutes) in a day. Days with any missing observations were not included in 
the analysis.
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a day) (74 days in 1994 and 169 days in 1996). A good linear relationship with a 

correlation coefficient o f0.929 was obtained. The difference of daily means between 

the simulated (1.73 g C m*2 d'1) and observed (1.52 g C m'2 d*1) CO2 exchange was 

only -0.21 g C m'2 d*1. Root mean square error (RMSE) was 1.1 g C m'2 d'1.
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Figure 5.10 Linear regression relationship between simulated and tower 
measured daily CO2 exchanges between ecosystem and the atmosphere

(4) Annual Carbon Budgets of the Ecosystem

The overall annual C behaviour of the ecosystem simulated by the model is 

presented in Figure 5.11 and Table 4.2. Rh represented a small component in the total 

ecosystem respiration. The annual accumulated amount of Rh was simulated at 280 g 

C m*2 year' 1 on the average for 1994 and 1996, which was less than half of Ra and 

about one fourth of the total GPP (Table 4.2). Total ecosystem respiration, or the sum 

of Ra and Rh, was 940 g C m*2 year*1 for 1994 and 8 8 8  g C m'2 year1 for 1996 in the
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model. These results were similar with the estimations of 920 g C m'2 year' 1 and 900 

g C m"2 year*1 for 1994 and 1996, respectively, according to Chen et al. (1999) based 

on eddy correlation measurements. On the average, annual C used for ecosystem 

respiration takes 83% in the model and 85% according to the estimation from flux 

measurements (Chen et al., 1999) of the total C fixed in photosynthesis.

Annual NEP represents the net carbon change of the ecosystem in a year. The 

model predicted the ecosystem as a net carbon sink for both 1994 and 1996. Based on 

the meteorological conditions recorded at the tower site of SSA-OA in 1994 and 

1996, a net carbon gain of 164 g C m*2 year* and 203 g C m*2 year*1 were obtained for 

the two years, respectively, in the model. It is worth noting that though GPP 

simulated for 1996 was 13 g C m'2 year*1 lower than that for 1994, NEP in 1996 was 

40 g C m"2 year1 more than that in 1994 due to the lower autotrophic respiration and 

heterotrophic respiration simulated for 1996. NEP estimated from flux measurements 

(Chen et al., 1999) shows that there was a 70 g C m*2 year*1 decrease in 1996 

compared with 1994 which was mainly caused by the 90 g C m*2 year’1 decrease in 

GPP estimated for 1996. On the average, NEP took about 17% of the total GPP in the 

model, which was 15% according to the estimation from flux measurements.

1400

•?_ 1000

a  800

1994 1996
Year

Figure 5.11 Simulated annual carbon budgets for the Old Aspen ecosystem in
the Southern Study Area
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5.4 Sensitivity Analyses

As the main carbon flux between soil ecosystems and their environment, 

heterotrophic respiration Rh is reported here as the prognostic variable in the model 

sensitivity analyses to variations in climate drivers. There were two environmental 

factors that were in direct control of the Rh rates according to the model (equation 5.7 

and 5.9), namely soil temperature and moisture, which can be related to the tested 

climate drivers of air temperature and precipitation. There were some other processes 

that can indirectly affect the modelled Rh by changing climate drivers. For example, 

Rh was accounted for the microbial decomposition of both soil organic matter and the 

new plant litterfall. While the SOM pool was relatively stable, plant litterfall onto the 

soil surface from plant foliage and stem and into the soil layers from plant roots could 

be significantly altered under the variations of climate drivers as discussed in Chapter 

4, which would lead to the change of modelled Rh.

Sensitivity test results for Rh was given in Figure 5.12. The model predicted a 

higher Rh (by 11.3%) under the prescribed Ta + 2°C conditions and a lower Rh (by 

19.3%) under the prescribed Ta - 2°C conditions. Compared to the decrease of GPP or 

NPP with the lower Ta conditions (see Figure 4.11), the decrease of Rh under lower Ta 

was relatively small, even though there was a significant decrease in plant litter 

production. This was probably because of the less impact of N conditions on the 

microbial decomposition processes compared with those on plant photosynthesis and 

respiration.

Response of Rh to precipitation variations shows that Rh was more sensitive to 

the decrease in precipitation. Under the prescribed drier conditions, soil water content 

became a limiting factor in microbial decomposition sometime during the summer. 

Combined with the lower NPP and plant litterfall under these conditions, an overall 

decrease of 12.6% in annual Rh was obtained according to the model prediction. The 

increase of Rh with the prescribed wetter conditions was small, indicating that under 

the year with a normal amount of rainfall, soil water conditions was not ound to be a 

strong limiting factor in the microbial decomposition. Another reason for the small
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Figure 5.12 Sensitivity of simulated heterotrophic respiration (/?*) to the 
variations of temperature, precipitation, and C 0 2 concentration

response may be due to the higher snowfall during winter, which can delay the time 

of snowmelt in spring and thus affect the soil temperature profiles.

CO2 concentration did not directly affect the microbial decomposition 

processes in the model. However, variations in C 0 2 did alter the modelled R h, which 

was caused by the changes in plant litter production. Increased NPP under elevated 

CC^ enhanced the carbon input to the soil from litterfall, and hence increasing Rh. 

Therefore the modelled sensitivity of Rh to CC^ variations corresponded to that of 

NPP (see Figure 4.1 1 ).

For the overall model sensitivity analyses in terms of carbon exchange, the 

response of NEP to the variations in the three climate drivers was calculated. NEP is 

a secondary measurement derived from several primary carbon fluxes, and hence is 

more complex to interpret in its causal mechanisms Because NEP by definition 

represents a small residual of the difference between much larger flux variables (GPP 

- Ra - Rh or NPP - Rh), any changes in model inputs that result in major changes in a
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single component of NEP, but not in the other components), can result in a 

comparatively large shift in predicted NEP.

Figure 5.13 shows that while a positive response of NEP (stronger carbon 

sink) to warmer (Ta + 2°C) conditions was predicted by the model, a large negative 

NEP response of over 100% was obtained in the model under the cooler (Ta - 2°C) 

conditions. (The absolute number was -57.1 g C m*2 year'1). This was mainly due to 

the larger declines in predicted NPP than Rh under the cooler prescriptions (see 

Figure 4.11 and Figure 5.12). Therefore the ecosystem was simulated as a net carbon 

source if the temperature was decreased instead of net carbon sink as it was under 

current temperature conditions. This result is likely supported by the conclusions 

made from comparing temperature with seasonal variations in the atmospheric CO2 

concentration and isotope analyses, which show that warm years over the northern 

continents are associated with a net terrestrial carbon sink, while cold years are 

associated with a net terrestrial carbon source (Keeling et al., 1995; Ciais et al., 1995; 

Denning et al., 1995).
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Figure 5.13 Sensitivity of simulated net ecosystem production (NEP) to the 
variations of temperature, precipitation, and CO2 concentration
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Unlike the response of NPP which was decreased under both +50% and -50% 

precipitation (see Figure 4.11), modelled NEP was increased under the drier 

conditions because of the relatively large decrease in Rh. The response of NEP to the 

variations in CO2 concentration was with the similar pattern of NPP, which shows a 

decrease (by 49%) under CO2 - 1 0 0  ppm and an increase (by 29%) under CO2 + 1 0 0  

ppm. As indicated above, since NEP represents a small residue in the carbon flux 

calculations, its relative change can be high even though the absolute change is small.

It is noteworthy that because of the huge pool size of the SOM and the small 

NPP in this ecosystem, difference in model algorithms for microbial decomposition 

can strongly affect the simulated NEP response (Potter et al., 2000). For example, 

when models include the impact of oxygen availability as a limiting factor for 

microbial activity, decomposition may become slower under more saturated soil 

water conditions. Small changes in Rh may lead to a very different result for NEP. In 

ecosystem modelling studies, soil carbon processes are still very hard to validate 

against field conditions. Improper parameterization on soil carbon calculations may 

limit the model applications.

5.5 Conclusions and Discussion

Unlike the soil physical processes such as soil heat and water fluxes which 

directly affect the land surface processes of energy and water exchange, soil 

biological and biochemical processes such as the soil organic matter dynamics mainly 

affect these land surface processes indirectly, e.g. through its impacts on soil 

properties and nutrient conditions. However, soil organic matter dynamics directly 

interact with the global climate system through greenhouse gas exchanges. Modelled 

results suggest that for this boreal aspen ecosystem, carbon amount consumed by 

microbial decomposition took about 60% of annual net primary production. While 

water was not simulated as a strong limiting factor in the microbial activities, 

variations in temperature can cause significant change in the turnover rate of soil 

organic matter. Higher turnover rates brought by increased temperature can accelerate
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the N release in the organic matter which improves the soil nutrient conditions and 

thus enhances the plant growth.

Both the direct and indirect impacts of soil organic matter dynamics on the 

land surface processes and climate happen at a time scale much longer than other 

processes developed in the model. These slow processes and the complexity in soil 

organic matter dynamics bring the difficulties for model parameterization and 

validation. While some parameters and processes in the SOM models can be well

validated against laboratory experiments, long term predictions using the models

under natural conditions are still problematic. Even with the validation of the model 

against a long term run (decades or century), problems may still exist because 

reasonable state variables predicted by the model can also be produced by a set of 

false rates. This claim can be supported by the fact that in the large number of SOM 

models published, similar conclusions can be obtained but parameters such as the 

turnover rate of SOM compartments can be very different. Therefore particular

attention should be paid when using the model for extrapolating from current

knowledge in both time and space, such as climate change analysis. As indicated by 

Parton (1996) in a paper entitled “Ecosystem model comparison: Science or fantasy 

world?” from recent results of SOM model comparison activities: “there are 

substantial differences among models in predicted ecosystem impacts of altered 

climatic change scenarios in spite of the fact that the simulated model results are 

similar for current climatic conditions. These results suggest that there is substantial 

uncertainty about the ability of ecosystem models to simulate the effect of 

environmental changes on ecosystem dynamics and that it is risky to use results from 

only one ecosystem model”.

Knowledge about the mechanisms of organic matter transformations in soil 

and the realistic schemes for soil organic matter fractionation is required for the 

further improvement in model development. While the multicompartment structure 

for soil organic matter has been widely accepted in model development, the 

conceptual pools in the model are artificially made to a great extent. A major
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limitation of the current multicompartment models of soil organic matter 

transformation is that most of the conceptual pools they contain do not correspond to 

the experimentally verifiable fractions (Christensen, 1996). Model design with better 

matches between the measurable soil organic matter fractions and conceptual pools 

should enhance the model abilities in both validation and application.

Another line of thinking is the development of another kind of model which is 

primarily different from the multicompartment models. Since the organic matter 

components are highly heterogeneous, they should be considered as a continuous 

distribution of organic materials rather than a set of discrete pools. It also means that 

the influence of quality on decomposition rate should be a continuous distribution 

rather than a set of prescribed rate constants for the conceptual pools in the model. 

Models developed toward this direction have emerged (e.g., Boudreau, 1992; Bosatta 

and Agren, 1994; Agren and Bosatta, 1996). This approach treats organic matter 

decomposition as both a loss of total carbon as well as a continuous change in litter 

composition along a quality continuum. It can incorporate both the influence of initial 

litter composition and the transformation of primary litter compounds into secondary 

materials and subsequent effects on the overall decomposition rate. As an alternative 

way in model development, this approach can help to address the shortcomings in the 

multicompartment models and improve our knowledge on soil organic matter 

dynamics.
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Chapter (  General Conclusions and Discussion

With the three modules described in detail in the previous three chapters, the 

energy balance and water simulations in the CLASS model have been improved by 

changing the original algorithms which were determined by the prescribed vegetation 

processes to those that are determined by plant self-constrained processes. CLASS 

has also been enhanced to include CO2 flux between land surfaces and the 

atmosphere through implementing carbon and nitrogen dynamics in terrestrial 

ecosystems. Therefore CLASS has been upgraded to a version with fully coupled 

water and carbon dynamics which are proposed for developing the third-generation 

land surface schemes (Sellers et al., 1997).

Model behavior was studied when it was parameterized for deciduous trees 

which is one of the four broad vegetation groups (needleleaf trees, broadleaf trees, 

crops, and grass) recognized in CLASS. Meteorological variables recorded at SSA- 

OA of BOREAS in 1994 and 1996 were used to drive the model. Analyses of model 

predictions included energy balance, plant water relations, stomatal resistance, plant 

carbon exchange, soil carbon exchange, and ecosystem carbon budgets. These model 

outputs were compared with the corresponding measurements and estimations 

implemented by the scientific research groups of BOREAS at the SSA-OA site. In 

addition, model sensitivities of evapotranspiration, gross primary production, net 

primary production, autotrophic respiration, heterotrophic respiration, and net 

ecosystem carbon exchange to the variations of air temperature, precipitation, and 

atmospheric CO2 concentration were also investigated.

Strategy for parameterization is determined by the modelling purpose. Since 

CLASS was developed for the global climate studies by coupling with GCMs, I tried 

to parameterize the model in this thesis research generally to a functional vegetation 

type of deciduous trees rather than focusing on some specific features of the 

particular ecosystem. Most of the parameters adopted in the model, as listed in Table 

3.1, 4.1 and 5.1, were from corresponding investigations that are independent of the
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model used datasets. This independent parameterization strategy is important for 

modelling studies focused on extended applications. Parameters reveal the 

relationships between/among processes and they represent our knowledge of these 

processes. While some parameters in the model have been extensively tested by 

researchers and/or have solid physical background, some others are still quite 

empirical or limited by our understandings on the physical relationships. 

Optimization of parameters is always one of the main efforts for modelling studies 

and it can only be obtained from the improvement of our knowledge and 

understandings on the physical principles.

Energy partitioning between sensible and latent heat is the main concern in 

land surface schemes and the most important feedbacks to GCMs that can determine 

the simulated climate conditions. Tower measurements by the eddy correlation 

technique show that a seasonal shifting in energy partitioning between sensible and 

latent heat occurred as a function of the leaf development of the canopy (Blanken et 

al., 1997). This seasonal change was successfully reproduced by the model (see 

Figure 3.3, 3.5 and 3.7) which showed that in the early growing season when the 

plant leaf area index (LAI) was small, most of the radiative energy received by the 

ecosystem was dissipated as sensible heat, and later when LAI grew high, most 

energy was dissipated as latent heat. Unlike radiation simulation which is of solid 

physical laws and has less parameters, water flow and evapotranspiration processes in 

the soil-plant-atmosphere system are much more complicated. Knowledge of some 

parameters (e.g. root and stem hydraulic resistance) and processes is still quite 

limited. Comparisons between modelled and tower measured daily evapotranspiration 

showed that the annual RMSE and linear correlation coefficient were 0.71 mm H2O 

day1 and 0.87, respectively. Compared with other model publications, this correlation 

is quite good with respect to water simulations on an annual basis, implying the 

success of implementing Ball-Berry method and the soil-plant water transfer 

dynamics in the land surface scheme. Even though, there are still about one-fourth in 

the variations of measured evapotranspiration needed to be explained by the model.
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Further model development may include addressing the water vapor transport 

processes within canopy which affect the transpiration of underlying leaves and the 

evaporation of the ground surface. Another point for further model improvement in 

CLASS is the snow sublimation calculations under the "wood canopy" in winter. It 

was found that simulated water exchanges in winter brought significant amount of 

errors in the overall model evaluations. This part was not addressed in this research.

After CLASS was modified by the three modules, C dynamics in plant and in 

soil provide the basis for the energy and water calculations on the vegetated land 

surfaces. C influx by plant gross photosynthesis, or GPP of the ecosystem, plays the 

key roles in determining the canopy stomatal resistance, vegetation parameters such 

as the plant leaf area index, C and N transformations in soil through plant litterfall, 

and the overall C budgets of the ecosystem. Simulated annual GPP for this OA site in 

1994 and 1996 was 1097 g C m'2 year' 1 on the average, which was close to the 

corresponding estimation of 1075 ± 60 g C m‘2 year*1 based on the eddy correlation 

measurements (Chen et al., 1999). This result supported the Farquhar theory of leaf 

carbon fixation and the separating and scaling schemes of sunlit and shaded leaves. 

Daily GPP changed significantly, either due to the seasonal distributions or the short­

term variations in weather conditions. Highest GPP occurred around July. Maximum 

daily GPP under good weather conditions reached above 1 2  g C m’2 day*1. Solar 

radiation and air temperature were the most important environmental factors in 

determining the GPP of this old aspen ecosystem. Another factor that had significant 

effect on the annual accumulated GPP was the phenological index which controlled 

the growth length of plants. The measured annual GPP in 1996 was 90 g C m*2 less 

than that in 1994 which can be largely attributed to the cold spring in 1996 that led to 

a significant delay of about 20 days in leaf emergence. The evaluation of 

phenological progress in CLASS is still very simple. It failed to reproduce the 

difference in leaf emergence time between 1994 and 1996. As a result, simulated 

GPP in 1996 was only 13 g C m*2 lower than that in 1994. Further studies and 

refinements on the plant phenology simulations in CLASS are required.
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Carbon efflux from ecosystems can be represented by two respiration 

processes: autotrophic respiration Ra, which was separated into plant growth 

respiration Rg and maintenance respiration Rm in the model, and heterotrophic 

respiration /?*. Growth respiration was simulated proportional to the plant growth 

rate. Therefore climate conditions only affected Rg indirectly through altering the 

growth rates of plants. Maintenance respiration, however, was strongly temperature 

dependent following the Qw functions (equation 4.29). Temperature increase in 

summer thus greatly increased the plant carbon consumption. Heterotrophic 

respiration was strongly affected by both litterfall availability and environmental 

conditions such as soil temperature. Heterotrophic respiration was simulated lower 

than autotrophic respiration year round. This low heterotrophic respiration led to the 

large amount of organic matter accumulated in the soil ecosystem. Overall, of the 

1097 g C m*2 total annual carbon influx (GPP) at this old aspen site, more than one 

half was consumed by plant autotrophic respiration and about one-fourth was 

consumed by microbial heterotrophic respiration in the model (see Table 4.2). These 

results from the model are close to the corresponding values estimated from field 

measurements (Ryan et al., 1997; Chen et al., 1999).

Difference between carbon influx and efflux, or the net ecosystem production 

NEP, represents the carbon source-sink relations of the ecosystem. It plays important 

roles in global carbon budget and climate changes studies. Since the total respiration 

(Ra + Rh) consumed much of the carbon fixed in this SSA-OA ecosystem, NEP 

accounted for only a small fraction of the annual GPP. According to the 

meteorological conditions recorded at the old aspen site, the model predicted this 

ecosystem as a net carbon sink of 164 g C m'2 year*1 and 203 g C m*2 year*1 for 1994 

and 1996, respectively, which was only 17% of GPP on the average. The carbon 

source-sink relations of the ecosystem changed seasonally. The ecosystem reached its 

highest carbon sequestration rates around July. Maximum sink strength was simulated 

at around 7 g C m'2 day*1. The ecosystem acted as a carbon source from mid- 

September through late May, with very low carbon loss rates in winter and two peak
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values in late September and mid-May. This annual course of net carbon source-sink 

strength and relations simulated by the model can be supported by the corresponding 

field measurements (see Figure 5.9). Therefore during only one-third of year did the 

ecosystem act as a net carbon sink. Comparisons of the model outputs with field 

measurements show that the RMSE and correlation coefficient between daily NEP in 

the two years were 1.1 g C m'2 day1 and 0.93, respectively.

Sensitivity analyses of the model showed that this old aspen ecosystem was 

very sensitive to the variations in temperature, both in terms of energy balance and 

carbon dynamics. Decrease in temperature brought significant decrease in both 

evapotranspiration and carbon flows due to a reduction of physiological and 

biochemical activities and a shortening of the growing season. This sensitivity to 

temperature implies that the ecosystem was strongly temperature constrained. 

Modelled sensitivity to the variations of precipitation was smaller than those to 

temperature and CO2 concentration, particularly in the case with increase in 

precipitation, indicating that this SSA-OA ecosystem was predicted as less 

constrained by water conditions. Application of model sensitivity results may be 

limited due to the unrealistic model initializations. For example, CLASS simulates 

soil layer to a depth of 4.1 m. Water held in this deep soil column could significantly 

diminish the model response to the prescribed lower precipitation conditions. Neglect 

of the covariance among driving variables can also cause unrealistic response in the 

model predictions. For example, more precipitation is often related to low solar 

radiation and high atmospheric humidity, high temperature is usually related to high 

solar radiation. While in the model sensitivity analyses, one variable was changed 

completely independent of other variables. Therefore the impacts of the covariance of 

variables were not accounted in the sensitivity results. The best way to analyze the 

model sensitivity to climate change may be coupling the model with GCMs and using 

the driving variables generated by the GCM model itself.

Compared with other model studies, the revised CLASS model behaves quite 

well in terms of energy, water and carbon exchange simulations between ecosystem
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and the atmosphere. Among the nine models that used in a BOREAS carbon model 

comparison tests, results* from CLASS showed the best correlations with the field 

measurements either on hourly evapotranspiration or on hourly and daily carbon 

exchanges (Amthor et al., 2000; Potter et al., 2000). This indicates that the strategy on 

the model algorithms and structure, such as the water transfer scheme in soil-plant 

system, Ball-Berry model for stomatal simulation, Farquhar model for photosynthesis 

simulation, Thomley theory for plant carbon and nitrogen dynamics, etc, was a 

successful choice and implementation.

Land surface schemes coupled with GCMs need to deal with different kinds of 

vegetation. Different plants may be very different in their physiological mechanisms, 

such as the photosynthesis pathways between C3 and C4 plants. Many of the research 

components of this thesis have been directed at implementing the algorithms for 

deciduous trees which is recognized as the second type of vegetation in the CLASS 

model. While research on model implementations for coniferous trees (the first 

vegetation type in CLASS) has also been finished but not included in this thesis, 

further studies on the developments of crop and grass modelling, which are the two 

other vegetation types, are required to follow.

Another area of interest in the land surface scheme studies is model validation 

under different climate conditions. It is very often the case that for an ecosystem 

model only part of the whole suite of algorithms in the model is tested under one 

specific ecosystem conditions. For example, very dry soil conditions at the SSA-OA 

site were not simulated to happen very often. Low soil water content can have 

significant effects on the model behavior, such as on the plant-water relations and on 

the microbial decomposition. Therefore it is very hard to validate these processes 

thoroughly in the model under these conditions. Further validations of the algorithms 

under different climate conditions are imperative to make the model more robust.

r Measured datasets from the Old Black Spruce (OBS) site in the Northern Study Area (NSA) of 
BOREAS were selected for the model comparison tests. Models were initialized, driven and tested by 
the similar datasets with those of SSA-OA used in this thesis but obtained at the NSA-OBS site.
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Appendixes

A. Controlling Equations for the State Variables in the PLANTC Module

dCLjr !dt = Vc — Rgjr — RmP — Gp — I?LP — TFS

dCL<s/d t = - R g>s - R mS -G cs - L l s - T s j

ia to
d C lji / d t  — TSji -  R gjt  ~  R m.R ~  J ]  G rj ~  L Cl,r ~  J ]  X c ,

dCs.F /d t = Gp -  Lcs p

dCs,s /d t = Gs -  Lcss -  G„

dCS R ! d t - G R -  Lcsp

dCsji I dt - G p Lcsm

<MLJ' l *  = T£F - G NP - L i F - t l F

dNL.s /d t = TRNs - G ns - L l $ -Tgj? + /* , + £ ,  + &  + f / ^  + /J ,
i=l

d t f u t l d t  =  Q « - t < * i  ~ T«"s - L i *<=i

dNgjr ! d t - G F -L^sjr -tgj.

d ^ s j  /dt=Gg - L g j  -G„ - t RS

d^sjtj ld t  —  G%j -  Lgjtj -  tgjfj

dNSjr !dt = Gp -  LHSJI
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B Controlling Equations for the State Variables in the SOILC Module

! *  = FI f + Fw

For / = 0, 1, 2, 3; if / = 0, F£*, = 0; if / = 1, 2, 3, F *, = F ^  = 0

dCCJ /d t = Fccf +Fccs +Fc%  - D l

For / = 0, 1, 2, 3; if / = 0, F ^  = 0; if / = 1, 2, 3, Fc<> = Fcc 5  = 0

dCu /dt = F* + F* + FSy -  Df, -  7*,

For/ = 0, 1, 2, 3; i f /  = 0, F ^  =0; if /  -  1, 2, 3, Flcf  = F £  » 0

dCA, / d t  = T ^ - D cAJ

F o r / - l ,  2, 3; i f / - l ,  7 ^ - 7 * , + 2 * .

d C s . / d t ^ + T ^ - D l - T ^ ,

For / = 1, 2, 3; if / -  1, 7* = 2* + 7 * ,  and 7£ , = 7* + 7*

dCHJ/dt = T ^ - D cHJ 
For /=  1, 2, 3

dCM.<fdt = GcMJ- D cMj
For / = 0, I, 2, 3; G£ 0 = £ 0 rDrc , (if / = 0, Y = £, C, I ;  if / -  1,2, 3, F

r
C, L, A, S, H)

I *  = K f +Fh  +FS% -D "ej 
For / = 0 , 1 , 2, 3; if / = 0 , F?M  = 0 ; if / = 1, 2 , 3, F g, -  F £  = 0

<ZVC, ld t = Fcjt +F£g + F £ ,  -D *

For/ = 0,1, 2, 3; if / = 0, F * ,, =0; if/ -  1, 2, 3, F &  -  Fc" = 0

^  f *  = ̂  + F £  + F£U - /)*  -7 5 , /a*
— if / — I, A, j, I'ur — r L SFor / = 0 , 1 , 2, 3; if / = 0 , F "  = 0 ; if / = 1 , 2 , 3, F "  -  F "  -  0
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For / = 1,2, 3; if / = 1, Z)£, = Z) £ >0 + Z)£,, and 7 * , = 7 * ,  + 7 * , 

= *m j '<*s + T Z , '<*s ~ K  ~ T k i  / a s
For / = 1,2, 3; if / = 1, I * ,  = 7£ >0 + 7 * .,  and 7* . = *5. „ + *5.,

dNH4ldt = T ^ t l a H -D"HJ 
F o r /= 1 ,2 , 3

dNMJ/ d t = G ^ - D ^
For / = 0, 1, 2,3

dV, , / d t  = />£ + + D" + Z>" + Ds" + - / £ , _ £  (ff l-S a .),a t -  arc

QffJ FN +  / y  O y

For/ = 0, 1,2,3; if/ = 0, D j  = £>" = D ^  = Qy =Ov = 0 ,
If / = 1, 2, In = On = 0 ,
I f / = 3, IN = 0
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