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Abstract

Multi-terminal DC (MTDC) grid is turning into reality with fast technological advances

towards the modular multilevel converter (MMC) and the landmark hybrid DC breaker.

The electromagnetic transient (EMT) simulation tools, including the hardware-in-the-loop

emulators and off-line EMT-type solvers, play a significant role in the converter design, as

well as test of control and protection strategies for the preparation of on-site type tests in

the industry. However, the growing scale of the DC grid from two-terminal high-voltage

DC (HVDC) transmission to multiple stations has become a severe challenge to the com-

putational capability of transient simulators.

Meanwhile, accurate models which provide insight into detailed device behavior are

necessary to shorten the design cycle and consequently reduce costs. The performance of

power semiconductor switches in a megawatt or even gigawatt converter is a particular

concern. Currently mainstream simulators used for HVDC grid study do not have device-

level transient models albeit their actual voltage and current stresses, as well as the junction

temperature, should be estimated in the design procedure to avoid unnecessary shutdown

which may incur a heavy economic loss.

In a trade-off between computation speed and the depth of information, system-level

simulation tools, especially the HIL emulators, prefer the former, while other off-line solvers

are dedicated to the latter, but they are unable to compute a large HVDC grid since the

simulation process is always accompanied by extraordinarily slow speed and frequent ter-

mination due to numerical divergence.

Therefore, the focus of this research is to implement device-level power semiconduc-

tor switch models for power electronic apparatus in the system-level HVDC grid transient

simulation which consequently ensures both computation efficiency and high fidelity. Cir-

cuit partitioning is an effective approach in splitting the HVDC grid to create a substantial

number of sub-circuits that can be proceeded by parallel algorithms, which are another

key aspect in the work, where two types of processors, i.e., the field programmable gate

array (FPGA) and the graphics processing unit (GPU), are utilized for different scenarios.
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Three insulated-gate bipolar transistor (IGBT) and its anti-parallel diode models are

proposed, i.e., the linearized curve-fitting model, the dynamic curve-fitting model, and the

nonlinear behavioral model to cater for various simulation objects of the HVDC grid. With

circuit partitioning of the MMC submodules from their arms, real-time execution becomes

feasible on the FPGA with a time-step of 500ns for the two curve-fitting models, whilst the

results are as accurate as commercial off-line simulation tools and experimental results. A

multi-layer architecture in the hardware design is proposed, so that at system-level and

device-level models run simultaneously under distinct time-steps to ensure a high fidelity

of the emulated IGBT behaviors. Similarly, the hybrid HVDC breaker can be represented

by a basic unit with a smaller number of nodes after circuit partitioning. Thus, a dramatic

hardware resource utilization reduction is achieved, facilitating the deployment of a large

MTDC grid on the FPGA.

The GPU is investigated for efficient off-line simulation of large-scale MTDC grid. The

single-instruction-multiple-thread (SIMT) mode enabled the GPU kernel to launch many

threads and compute them concurrently. Therefore, power electronic components having

the same attribute are written as one kernel to achieve massively parallel computing ar-

chitecture. Meanwhile, for efficiency comparison, multi-core CPU program for the MTDC

grid is also developed. It is shown that for the entire CIGRÉ B4 DC grid system with

nonlinear behavioral IGBT/diode models, the GPU can attain up to 134 and 265 times

speedup over multi-core CPU parallelism when the half-bridge and full-bridge submod-

ules are employed in the MMC, and the accuracy of the GPU simulation is validated by

industrial standard tools such as SaberRDr and PSCAD/EMTDCr.
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1
Introduction

The modular multilevel converter (MMC) has received tremendous attention in recent
years with wide industrial applications in medium- and high-power occasions, such as
static synchronous compensator [1–3], renewable energy grid integration [4–6], medium-
power drives [7, 8], and high-voltage direct current (HVDC) transmission projects [9, 10],
where this voltage source converter has been gaining momentum and is expected to over-
take traditional thyristor-based line-commutated converters as the main vehicle for electri-
cal energy conversion due to its advantages such as resilience to commutation failure and
capacity of regulating reactive power. Meanwhile, it also has merits over traditional two-
level or other multilevel converters such as high-power quality quasi-sinusoidal output
waveforms, obviating the need for bulky filtering equipment and scalability, which allows
for the number of submodules to be flexibly changed to adjust to different voltage stresses
or to produce the demanded voltage levels.

Therefore, the MMC is an ideal option for constructing the HVDC converter station. Its
application as a front-to-front connected solid-state transformer (SST) further prompted
the development of the multi-terminal DC (MTDC) grid by enabling the connection of
several regional DC grids with distinct DC voltage ratings [11, 12]. Being composed of an
inverter, a rectifier, and a transformer that is designed to be physically isolated from the
AC grid, the SST brings benefits such as fault isolation, power flow control [13–15], and the
fact that the transformer can operate at a medium frequency means that it has a compact
volume [16]. However, such a benefit is accompanied by a corresponding rise of switching
frequency and subsequent higher power loss.

The recently emerged hybrid HVDC breaker is another critical component in forming
the MTDC grid [17, 18]. It has the capability of isolating DC line faults within several
milliseconds to reduce its hazardous impact on the power system to a minimum [19, 20].
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Meanwhile, merits such as quick response and low conduction power loss make it a new
favorite compared to a mechanical circuit breaker and solid-state circuit breaker that is
either too slow or extremely energy consuming [21, 22].

The electromagnetic transient (EMT) simulation enables studying the overall power
system – including both primary and secondary devices – under various scenarios such as
line faults, lightning, as well as transients caused artificial operation. Thus, the simulation
of MTDC grid has to include models of all aforementioned power electronic apparatuses
for the validation of control and protection strategies. Nevertheless, the power semicon-
ductor switch model is a key factor that determines the credibility of EMT-type solvers.
Based on their complexity, the CIGRÉ working group B4.57 identifies seven types of com-
putational models [23]:

1. Type 1 - Full physics based models

2. Type 2 - Full detailed models

3. Type 3 - Simplified switchable resistances

4. Type 4 - Detailed equivalent circuit models

5. Type 5 - Average value models based on switching functions

6. Type 6 - Simplified average value models

7. Type 7 - RMS load-flow models

The document drafted by the group also classified models suitable for EMT simulators,
i.e., Type 2-6. whereas Type 1 at the highest level is excluded due to its complexity, while
Type 7 falls short of system dynamics. Fig. 1.1 shows the extent of information that each
type is able to reveal, where a higher level model covers a lower level model.

As low-level types have insufficient accuracy which cannot meet the requirement of
high-fidelity, Type 3 is the prevalent model that current EMT-type solvers provide in their
libraries for constructing a power converter. With regard to MMC modeling, Type 4 which
has the Thévenin equivalence of Type 3 is also provided for efficient circuit solution. How-
ever, as the semiconductor switch model is a mere two-state resistor, both types lack proper
reverse block capability, resulting in erroneous results under some operation modes. Type
2 and Type 1 avoid the above issue, and in addition disclose device-level information, but
the computational burden will increase dramatically once they are included in the simula-
tion without taking any further optimization of the program.

As the operation status of a single switch in a high-power converter is increasingly
concerned for design purpose, Type 2 turns out to be the simplest model – in fact, Type
1 which has a much higher fidelity and versatility is preferred for testing various sce-
narios. For small-scale converters, the device-level power switch models are frequently
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Type 7
Steady state

Type 6 System dynamics

Type 5 Harmonics

Type 3,4 Internal imbalance
Switching time

Type 2 Static characteristics
Energy estimation

Type 1 Switching transients
Parasitic effects
Electro-thermal model

Figure 1.1: Power semiconductor switch model categorization.

included since the total number of nodes is acceptable for efficient computation; neverthe-
less, in MMC-based HVDC application, hundreds or even thousands of such devices are
connected, making the circuit solution extremely slow if proceeded sequentially, and due
to an extensive distribution of nonlinearity, the simulation often ends up terminating with
numerical divergence.

Therefore, better parallel processing schemes and processors are gaining tremendous
attention. Among them, the real-time simulation system based on the field programmable
gate array (FPGA) is the main platform for hardware-in-the-loop (HIL) test of functions of
actual control and protection devices. And in recent work, detailed device-level models
are considered because of FPGA’s high computational efficiency enabled by parallelism
and pipelined structure.

One noticeable aspect of hardware implementation is the resource utilization when de-
ployed to the FPGA, the MTDC grid consumes various types of resources, e.g., the look-up
table (LUT), the flip-flops (FFs), and digital signal processor (DSP). The larger the MTDC
grid, the higher requirement on available resources. The Type 1 and Type 2 models con-
sume much more hardware than their counterparts, let alone the scale of the MTDC grid
itself has already been a severe challenge. Meanwhile, HIL platforms are not always avail-
able due to its high cost.

Therefore, off-line simulation packages such as PSCAD/EMTDC R©, EMTP-RV R©, and
MATLAB/Simulink R© run on the central processing unit (CPU) are popular in validating
the framework of control and protection strategies as well as for system preview. Com-
pared with the HIL system, the off-line simulation can be conducted on a personal com-
puter and is not bound by the processor resource. The main drawback is that the simula-
tion slows down with an increase in the number of components. The graphics processing
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unit (GPU) with massive parallelism is particularly suitable for computing a large-scale
HVDC grid.

1.1 Literature Review

In this section, a review of previous studies related to this research are conducted.

1.1.1 Modular Multi-level Converter Modeling

The modularity of MMC indicates that there could be dozens or even hundreds of sub-
modules, and – depending on the SM configuration – a few times more power semicon-
ductor switches. From the circuit solution point of view, the nodes or meshes in the MMC
outnumber those of other converter topologies, which means it takes a longer execution
time for a CPU to calculate the results when the output voltage level rises [24–27]. Al-
though this negative impact can be remarkably minimized using parallelism of the field-
programmable gate arrays, the large quantity of switches still poses a challenge to attaining
real-time for HIL emulation, not to mention fast simulation for other EMT-type solvers.

A variety of models have so far been proposed for MMC modeling, which largely falls
into the following categories: device-level model, detailed equivalent model (DEM), and
average value model (AVM). The switches in device-level model can either be detailed
physics-based models of IGBT and diode, which are accurate but rather complicated, or
equivalent models that combine an ideal switch with classical nonlinear diodes, enabling
engineers to estimate conduction loss [28]. While such detailed models are useful and
actually needed for being able to offer greater accuracy [29], new MMC model construc-
tion as well as validation [30], and converter design to achieve a high efficiency [31, 32],
they are computationally burdensome and may not be suitable for real-time HIL emula-
tion or system-level simulation. DEM ignores specific features of the IGBT/diode pair,
which is replaced by a bidirectional two-state switch with fixed on-state and off-state re-
sistances commanded by the driving pulses, allowing the submodule to be represented
by its Thévenin equivalent circuit and the subsequent merging of all submodules in the
same arm [33–37]. In this way, the node number is significantly reduced and the compu-
tational speed is fast. AVM is carried out under the assumption that all internal variables,
including submodule DC capacitor voltages, are well controlled and balanced. Switching
effects are not explicitly shown and submodules are modeled as equivalent voltage and
current sources, which are also merged to replace all submodules [38–40]. For DEM and
AVM, which are currently the predominant models for MMC, the accuracy is sufficient
for system-level power system studies; however, both models lose some specificities, for
example, the possibilities of observing switching transients and assessing converter power
losses are excluded, and even the capacitor charging process is not observable for the latter.
Although AVM variants are proposed to show the dc capacitor voltage ripples [41] or to
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enable converter power loss calculation [42], the focus is still on system-level performance
and the individuality of the switches cannot be shown; meanwhile, the power loss based
on the DEM is merely a rough estimation as it is carried out under the assumption that the
IGBT and diode have equal on-state resistance and are set constant.

1.1.2 Hybrid HVDC Breaker Modeling

It is meaningful to include an integrated HHB model as a fundamental component in the
libraries of various EMT tools. Hitherto, precise HHB models suitable for fast simulation
or capable of real-time HIL execution are yet to be developed. To withstand high voltage
and large current exert on the DC circuit breaker during the protection process, hundreds
of IGBTs in the main path of the HHB are constructed in series and parallel [43]. Neverthe-
less, for the purpose of fast simulation, much of the previous modeling work has focused
on a scaled-down model, i.e., the number of IGBTs in the main path is only one or two
for unidirectional and bidirectional HHBs, respectively [44–48], which is far less than that
of a real DC breaker. Such a simplification is reasonable and could provide good results
for system-level grid studies, as the main interest is to validate the protection concepts. In
the meantime, the IGBTs and their auxiliary circuits such as the snubber are also omitted.
One benefit of this model is that the number of meshes or nodes can be kept at a minimum,
avoiding matrices of large dimension in the simulation process that would take an extraor-
dinarily long time for the CPU, GPU, or FPGA to compute. However, these models lose
specificities and, therefore, fall short of providing guidance on the HHB design, typically
the snubber circuit that has a significant impact on the HVDC grid performance, and the
state of components or devices within the breaker for operation monitoring.

On the contrary, a full-scale HHB model contains the exact number of IGBTs and other
devices so that more system-level details can be shown [49, 50]. However, hundreds or
even more circuit nodes of this model significantly slows down off-line simulation speed
as the corresponding large matrix equation costs a long computational time [51]. Similarly,
it is impractical for real-time simulation platforms to test control and protection strategies
of an MTDC system in real time due to extremely slow speed and high hardware resource
utilization reasons. Moreover, despite all components having been included in the model,
the fidelity is still not high enough because the two-state switch model employed is insuf-
ficient to evaluate IGBTs device-level behavior, such as switching transients, power loss,
as well as the junction temperature, which in turn affects the performance of the HHB.

1.1.3 IGBT and Diode Models

Detailed physics-based analytical device-level models for IGBTs are available in the litera-
ture [52, 53], which are among the most prevalent models. Highly exact numerical models
based on finite element methods [54] and hybrid models [55] combining the analytical
and numerical concepts also exist. Nevertheless, all these IGBT models are seldom used
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for time-domain simulation of power converters even though high accuracy is preferred
and demanded [56, 57] since they involve many nonlinear physical phenomena and em-
ploying them would contribute to very long computational time even with a few devices,
at a moderate switching frequency, and for a fraction of the simulation interval [58]. On
the other hand, parameter exaction is not instantly feasible, even for the lumped-charge
model [59] that is simpler than the Hefner model, an experimental setup is still required.
The situation is similar in power diode modeling where aforementioned methods are also
adopted [60–62].

Behavioral models reveal the necessary device static and dynamic characteristics in
circuit simulation while omitting excessive device physics. Therefore, they gain compu-
tational advantages over aforementioned models and are better in accuracy and details
than system-level models such as the ideal model and the averaged value model. There
are a number of variants, e.g., the macro-model [63], the Hammerstein configuration [64],
all of which have an order greater than 5. A considerably simpler first-order model was
proposed [65]; however, custom experiments and curve-fitting were used for parameter
determination. An improved behavioral model was presented [66] to accurately capture
the device behavior, and the data-sheet-driven feature that exempts itself from acquiring
a long list of inaccessible device-correlated parameters as in the analytical or numerical
models makes it more applicable.

While the hardware emulation of power converters mainly aims at validating func-
tions of the converter and its control strategies, nonlinear IGBT and diode models were
rarely included due to their complexity even though they have long been in existence. On
the contrary, simpler switch models prevail. The two-node model having a resistance in
parallel with a current source [67] showed its effectiveness in two-level voltage-sourced
converters. And the ideal switch model claimed dominance in various circuit simulation
occasions. Nevertheless, those IGBT and diode models merely reflect the on- and off-state
characteristics and are incapable of providing further details for converter evaluation. Typ-
ical switching transients were recorded in a curve-fitting based linear switch model [68]
and the LUT method [69]. The accuracy of the former was compromised due to the omis-
sion of non-linearities, and they both lack versatility as the waveform shapes stored in
FPGA ROM cannot change along with the electromagnetic environment, typically the gate
driver circuit conditions, underlining the importance of adaptive models.

1.1.4 Variable Time-Stepping Methods

A fixed time-step is not always mandatory for off-line EMT simulation as at distinct stages
the requirement on the density of results is different. The idea that a sufficiently small time-
step is used when the concerned events which trigger rapid current or voltage variations
occur, and that it should be enlarged when the impact mitigates, avoid unnecessary com-
putation and consequently accelerates the simulation speed. Using various criteria such
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as local truncation error, performance of Newton corrector iteration, and switching events
and faults [70–73], this variable time-stepping (VTS) scheme was successfully applied on a
few occasions where the system is relatively simple, but its application to a larger and more
complex nonlinear system such as the MTDC grid with device-level specifics has yet to be
explored. In the meantime, it was also explored for real-time hardware implementation of
simple cases with the circuit scale strictly limited to a few components [74].

1.1.5 Circuit Partitioning

In power electronic converter simulation, circuit partitioning was proposed for splitting a
relatively large system into several smaller sub-circuits, and consequently improve compu-
tation efficiency. There are two main partitioning schemes: the transmission line modeling
(TLM) link and the voltage-current source coupling. The usage of TLM-link is reliant on
the existence of energy storage elements, which can be modeled as a section of lossless
transmission line [75–77]. As a result, a unit time-step delay is introduced in the exchange
of information between the two sub-circuits on both sides. However, so long as the ca-
pacitor or the inductor is sufficiently large to provide a stiff voltage or current, the error
between two neighboring time-steps becomes trivial [78]. In case the energy storage el-
ement is unavailable, the second decoupling method can be applied if the circuit section
demonstrates same phenomena as the energy storage elements [79–81]. Or even if they are
in the presence, the method can also be applied. Hitherto, those two methods have been
applied to small-scale circuits, and therefore, their application to a large MMC topology
needs to be investigated.

1.1.6 Real-time Hardware-In-The-Loop Emulation

Driven by increasingly higher demands such as converter design evaluation, control and
protection algorithm test, and system performance preview, the real-time HIL systems
have witnessed an explosive growth in these applications for being able to interact with
real power system secondary devices. Commercial products as such the RTDS R© and
OPAL-RT R© have been popular in industry for factory acceptance tests as well as user train-
ing [82–85], not only because they provide a virtual primary electrical system that is safe
to operate, but also their much lower cost than a real system, e.g., the HVDC transmis-
sion system. As the goal of real-time systems is to simulate a real power electronic system
as closely as possible, other HIL test systems based on FPGA are also springing up for
various application ranging from smaller power-rating converters [86–88], electrical ma-
chine driving [89–92], transformer [93, 94], to hundreds of megawatt-level HVDC trans-
mission [95–97] and large-scale power system [98, 99], and eventually, the MTDC grid is
expected to be deployed onto the FPGA boards.
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1.1.7 Off-line EMT Simulation

Currently, the CPU is the dominant platform for a variety of computer-aided design (CAD)
tools, such as SaberRD R©, PSpice R©, and PSCAD/EMTDC R© where off-line time-domain
EMT simulations of power electronic circuits and power systems can be conducted [100,
101]. The single-core CPU has superior performance in simulating small-scale circuits,
while for a gigantic system or a complex component such as the MMC being composed of
numerous elements, it has been shown that conventional EMT simulation tools based on
CPU are extremely time-consuming [102, 103], forcing the investigation of new methods
such as model-order reduction with the subsequent loss of device or equipment model
details. Under circumstances that many repetitive components exist, multi-threading pro-
gramming methods supported by multi-core CPU (MCPU) are able to improve the simu-
lation speed. The drawback is that the parallelism is not sufficiently high since it heavily
depends on the number of CPU cores in a personal computer or a workstation, and its
speedup over single-core CPU is not satisfactory when a lot of irregularities that exempt
themselves from being computed concurrently exist.

The necessity of EMT computation of large-scale HVDC grids in the time-domain on
the GPU is thus manifested by above facts. Hitherto, only a few such cases are available
on conventional AC system EMT simulation [104–107], or large-scale power grid analy-
sis [108, 109]. While large-scale AC power systems exhibit highly complex behavior such
as frequency-dependency and nonlinearities in equipment such as transmission lines and
cables, rotating machines, and transformers, their computational burden pales in com-
parison to large-scale DC grids with multiple power converters with device-level models
wherein the circuit complexity can quickly become untenable due to the large number of
discrete nonlinear switching devices, and the high number of voltage levels for MMCs
used in practical DC grids. Thus, GPU for power converter simulation becomes attrac-
tive [110, 111], albeit the circuit scale is currently limited to converter level and conse-
quently far from MTDC simulation for both device-level and system-level performance
preview.

1.2 Motivation of this work

Current EMT-type simulation tools can be largely categorized as the following two types:

• System-level solver

• Device-level simulator

The first one, including PSCAD/EMTDC R©, EMTP-RV R©, and Matlab/Simulink R©, pur-
sue simulation efficiency and therefore do not have detailed device-level power semicon-
ductor models, which, on the contrary, are typically taken as two-state resistors with a
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maximum detail of distinguishing current flowing direction [112]. And for the modu-
lar multi-level case, as mentioned in the review section, the arm is even simplified by its
Thévenin equivalent circuit for nodes reduction. The HIL system runs in real-time also
belongs to this category.

The second type represented mainly by off-line tools such as SaberRD R©, PSpice R©, and
Ansys/Simplorer R©, has much slower computational speed once detailed models are in-
volved in the simulation. In the context that the power loss of a megawatt-level converter
is concerned, as well as the focus on actual voltage and current stresses of a power semicon-
ductor switch during various operating conditions for converter design evaluation, show-
ing device-level transients by simulation turns increasingly significant [113]. Although
aforementioned simulators are available, they are mostly unable to calculate a high-power
converter which has a large quantity of IGBT and diodes that induce numerous nodes and
nonlinearity. As a consequent, the simulation is quite time-consuming even with a few
such devices and often ends with numerical divergence once the converter scales up.

Therefore, integration of device-level models into system-level simulation is the ma-
jor motivation of this work. A real-time system would be a better hardware-in-the-loop
platform for accurate simulation of various power systems and power electronic equip-
ment components in the factory test as well as for academic study since it provides higher
fidelity to the actual system. The FPGA as an attractive alternative is being intensively
used in this domain for its excellent hardwired parallelism. However, so far for MMC
application, the power switch models are always simplified with only basic on- and off-
state features retained for achieving real-time execution. Considering for the last decade,
the FPGA has witnessed a significant leap toward advanced manufacturing technology,
which enables new boards to have more hardware resources to accommodate more com-
plex models and a larger system. In the meantime, the programming process becomes
easier. The software Vivado R© launched high-level synthesis (HLS) tool which facilitates
hardware module design by allowing writing a corresponding function in C/C++ rather
than logic-gate manipulation using VHDL. Thus, it can be used in this work to shorten the
HIL implementation cycle.

Realization of parallel EMT simulation of MTDC grid on GPU is another major goal of
this research that has not been achieved before. Hardware resource requirement is quite
a realistic challenge for HIL implementation of the MTDC grid even the manufacturing is
maturing, and the high cost of real-time system hinders its wide application. With regard
to validating the frame of control and protection algorithms, off-line simulation is suffi-
cient, and due to the lower cost, it has wider application. However, considering the scale
of the object HVDC grid and the extent of information needs to be revealed, traditional
EMT simulation based on the CPU is not the prime option.

The GPU has begun to induce attention in recent years. It enables the simulation
of AC power system to gain a remarkable speedup. Yet its application in HVDC grid
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which is more complex has to be explored. It has better performance in computing large-
scale power system due to the massive parallelism. The single-instruction-multiple-thread
(SIMT) mode has higher efficiency than the multi-core CPU and consequently, the GPU
is expected to be a new off-line simulation platform. The modeling approaches and the
parallel computational techniques investigated could be referred by future commercial
EMT-type tools.

1.3 Thesis Objectives

The primary objective of this research work is to develop a multi-terminal HVDC grid with
device-level electro-thermal IGBT and diode models which can be implemented in massive
parallelism on FPGA for HIL tests and on the GPU to accelerate off-line simulation. Since
device-level models are rarely included in the system-level study, completion of following
tasks would enable to achieve the objective:

• Device-level modeling of IGBT and diode
The terminology device-level model indicates a minimum requirement of Type 2
should be satisfied, and in case high fidelity is demanded, e.g., for IGBT junction
temperature estimation, Type 1 which has switching transients is the only option.
Nevertheless, as pointed out in the review section, Type 1 model contains various
models, among which the static curve-fitting model is the basic one and easy to im-
plement. Thus, in the first step, typical voltage and current waveform shapes during
turn-on and turn-off processes are recorded and duplicated in the modular multi-
level converter with their amplitudes appropriately determined. On the other hand,
the static I-V characteristics are obtained from manufacturer’s datasheet to ensure a
complete IGBT/diode model.

To increase the fidelity a bit, the dynamic curve-fitting model is proposed, which
has the capability to adjust its switching transient waveforms according to the gate
resistance, collector current, junction temperature, etc. Thus, this model is able to
reflect the normal operation of a power semiconductor switch, since the power loss,
as well as actual voltage or current stress the device withstand, is more accurate.

Nevertheless, the curve-fitting models are still unable to reveal the device’s per-
formance under special scenarios, e.g., when the dead-time of two complementary
switches is not sufficient. A large current surge is expected during the overlapped
conduction period. For this purpose, the datasheet-driven nonlinear behavioral mod-
els are proposed.

Meanwhile, an electro-thermal network is built for all three models so that the junc-
tion temperature can be calculated and the impact of thermal dynamics on electrical
circuits can be studied.
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• HVDC grid component modeling
Modeling of the entire HVDC grid is mandatory for this work. Other than the MMC
and hybrid HVDC breaker, all remaining components, including the inductor, ca-
pacitor, transformer, induction machine, wind turbine, and DC transmission line, is
described in system-level.

The inductor and capacitor, as fundamental elements, can be discretized by a few
methods, such as the traditional implicit Trapezoidal rule and Backward Euler method.
In addition, TLM-stub model is also applicable. All those methods result in the com-
panion model represented by either the Thévenin equivalent circuit or its Norton
counterpart which can be converted easily using fundamental circuit theory to ac-
commodate different circuit configurations.

The transformer and induction machine, on the other hand, are described by matri-
ces, particularly the latter which is described by the state-space equation and does
not have a concrete circuit form that can be directly integrated with its surround-
ing apparatuses. In such cases, the Trapezoidal rule is applied to those models for
discretization.

As for the transmission line, it can be generally represented by the Bergeron line
model, or the frequency dependent line model if the requirement on accuracy is
stricter. In short distance scenarios, it can even be replaced by basic RLC elements.

• Circuit partitioning
The multi-terminal HVDC grid is a huge system corresponding to a matrix equation
of high dimension that is too burdensome for processors to compute without parti-
tioning. The transmission line provides natural separation of each converter station
after being discretized. However, one MTDC terminal still poses a severe challenge
to efficient computation as the MMC and HHB both constitute a large number of
IGBT and diodes.

Thus, artificial circuit partitioning is investigated based on the principle that an el-
ement with slowly changing voltage or current compared with the frequency of
EMT computation is the potential contributor to circuit separation. Two partition-
ing schemes are adopted for reshaping the EMT configuration of the MTDC grid,
i.e., the TLM-link which is the equivalent circuit of reactive components, and in case
they are absent, the voltage-current source coupling is another option. Therefore, a
converter station is further split into many subsystems corresponding to a number of
matrix equations with lower dimension, and the computational burden is reduced,
especially when the parallel computation is exploited.

• FPGA hardware design
FPGA is the main carrier for real-time HIL emulation of power electronics and power
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systems. One distinct feature of this work from previous system-level implementa-
tion is that the time-step is much smaller for the purpose of capturing switching tran-
sients, which last approximately a few hundred nanoseconds to a few microseconds.
On the other hand, the computational burden is even heavier due to more complex
device models. Following circuit partitioning, efforts are put into parallel computa-
tion and pipelined hardware design. Vivado R© HLS which enables C/C++ coding is
utilized for the generation of IP cores, which are then imported into the VHDL de-
scription tool Vivado R© where the final top-level design is conducted. Consequently,
the design cycle is shorted by avoiding logic-gate-level maneuver.

• Efficient massively parallel simulation on GPU
The graphics processing unit is used for EMT simulation of HVDC grids, where ex-
tensive identical components exist which can be coded as one GPU kernel – defined
as a global function written by the programming language CUDA C. Then, the SIMT
mode enables the parallel computation of all circuits corresponding to that kernel so
a high efficiency is achieved. Among the hierarchical HVDC grid, different circuit
types have distinct numbers, increasing the irregularity. However, after the creation
of multiple types of circuits by partitioning, they are programmed as individual ker-
nels. The number of threads invoked by one kernel is exactly the number of circuit
components, thus, the GPU has a higher parallelism than multi-core CPU. With a
proper reorganization of the HVDC grid and massively parallel architecture of the
GPU, system-level simulation with device-level details that otherwise infeasible by
CPU turns out an efficient approach for studying the system.

Moreover, several variable time-stepping schemes are proposed to further expedite
the off-line simulation. Thought nonlinear device-level IGBT and diode models are
adopted for system preview, the requirement on time-step at different stage varies.
Under steady state, variables in the system change much slower than the period
when dramatic state shift is taking place, and therefore it can tolerate a larger time-
step. Then, the focus lies on correctly judging and controlling the time-step. Three
main criteria are proposed, i.e., based on events taking place in the system, the local
error truncation, and the Newton-Raphson iteration count for nonlinear systems.

1.4 Contribution of the Thesis

This work targets both real-time HIL emulation and off-line simulation of multi-terminal
DC grid. The main contributions are briefly summarized in the following:

• The proposal of a low-latency device-level IGBT/diode model using the curve-fitting
technique. The model includes two aspects: the static voltage-current characteristics
are reflected by a piecewise linear resistor; while the switching transients are calcu-
lated in advance.
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• Improvement on switching transients of the aforementioned model by the dynamic
curve-fitting method. The IGBT rise and fall times are taken as functions of variables
affecting the switching characteristics.

• MMC hybrid arm structure for low hardware resource utilization. The arm is com-
posed of ideal switch-based submodules which are simplified by its Thévenin equiv-
alent circuit and then merged, and the separated submodules containing device-level
IGBT/diode models.

• Two circuit partitioning methods for improving simulation efficiency. Circuit sec-
tions with stiff current or voltage are taken as lossless transmission lines which are
subsequently discretized for reducing the admittance matrix dimension, and the cou-
pled voltage-current source is applicable in the absence of reactive components.

• Subsequent multi-layer hardware implementation of one integrated circuit. The large
latency disparity between device-level circuits and system-level systems including
the controller can then be processed in a pipelined manner.

• High-order behavioral IGBT modeling using superimposition. The model is taken as
a collection of sub-circuits corresponding to various behaviors of the IGBT, and the
final waveform is their superimposition.

• Development of the electro-thermal model for IGBT curve-fitting model and the non-
linear behavioral model. The interactive electro-thermal network provides junction
temperature which impacts the IGBT behavior.

• The GPU simulation of HVDC grids including the CIGRÉ B4 DC test system using
massive parallelism invoked by the processor’s single-instruction multiple-thread
mode. Various power electronic and power system components are modeled and
designed into GPU kernels.

• Introduction of the virtual subsystem to improve the regularity of HVDC grids for
SIMT implementation.

• GPU program design of nonlinear IGBT/diode-based HVDC grid for higher fidelity.
The creation of a large number of identical sub-circuits caters for GPU SIMT imple-
mentation, making system-level simulation involving device-level models feasible.

• Proposal of three variable time-stepping schemes for further acceleration of both
CPU and GPU simulation. Three main categories are identified and classified ac-
cording to their applications.
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1.5 Application of the Work

Based on the processors used, this work has two parts, i.e., the real-time HIL emulation
on FPGA and off-line simulation using massive parallelism of the GPU. With the proposal
and adoption of device-level models of the switching elements, a virtual primary system
with higher fidelity becomes available and the study of the HVDC grid produces more
convincing results.

The real-time system is essential to a wide range of applications in both academia and
industry. For example, it provides a virtual power system which can be integrated with
actual control and protection devices for their function validation during factory accep-
tance test before being sent to the field where on-site tests are conducted; and even within
an HVDC converter station, such real-time systems are available for the operators to learn
the power system’s behavior under various scenarios, or to gain acquaintance with system
operation procedures prior to commanding the actual station. Meanwhile, the inclusion
of detailed IGBT/diode models in this work enables revelation of device specifics such
as power loss and junction temperature, thus the power electronic apparatus design can
be evaluated in an interactive large-scale system, instead of an isolated environment that
omits devices’ mutual impact.

The off-line simulation based on GPU would also play a significant role regarding the
HVDC grid system design and test. The academia has shown a great interest in studying
a multi-terminal HVDC system, and a high accuracy is always pursued. While the tra-
ditional EMT simulation based on CPU or even multi-core CPU is inefficient in solving a
large system with complex power semiconductor models, the GPU provides a platform
which expedites the simulation with a remarkable speedup. Therefore, the time spent on
the DC grid research is shortened, e.g., the subsequent impact of new control algorithms
or the selection of a certain type of device can be immediately known.

1.6 Thesis Outline

This thesis consists of eight chapters and is organized as follows:

• Chapter 1: Introduction - The background of this work is briefly introduced. The
motivation and objectives are also summarized.

• Chapter 2: Overview of Parallel Processors - In this chapter, parallel processors for
EMT simulation are specified.

• Chapter 3: Linearized Device-Level Modular Multi-Level Converter Model - De-
tailed MMC modeling technique for efficient simulation is demonstrated in this chap-
ter. Circuit partitioning based on TLM-link is investigated for splitting the MMC,
which adopts linearized IGBT/diode models.
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• Chapter 4: Nonlinear Device-Level Modular Multi-Level Converter Model - This
chapter focuses on nonlinear device-level modeling of the MMC. Two types of IGBT
and its anti-parallel diode models are proposed, which have higher accuracy than
the piecewise linearized model. Coupled voltage-current source is adopted for fine-
grained circuit partitioning of the MMC to achieve parallelism.

• Chapter 5: High-Fidelity Device-Level Hybrid HVDC Breaker Models - Two types
of hybrid HVDC circuit breakers are presented. Modeling approaches which lead to
efficient simulation are discussed.

• Chapter 6: Fixed Time-Step CIGRÉ DC Grid Simulation on GPU - The CIGRÉ B4
DC grid is taken as the study object in this chapter. Three IGBT/diode models, in-
cluding the ideal two-state switch model, are applied to the HVDC grid for different
simulation purpose. Two programs for GPU and multi-core CPU execution are de-
signed and their computational times are compared.

• Chapter 7: MTDC Grid Variable Time-Stepping Simulation on GPU - Based on
the work in Chapter 7, further improvement to the simulation speed is carried out
by exploiting the variable time-stepping method.

• Chapter 8: Conclusions and Future Works - The research conclusions are provided
and future work is discussed.
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2
Overview of Parallel Processors

2.1 Introduction

The EMT simulation can be conducted on various types of processors, e.g., the CPU, the
FPGA, the application specific integrated circuit (ASIC), and the GPU which recently be-
comes attractive. The FPGA has been widely seen in circuit real-time simulation, mainly
due to its reconfigurability and high computational efficiency achieved by its extraordi-
nary parallelism. The hardware design can be altered by the user whenever a new power
system is expected to be simulated on the board even a previous fabrication is completed.
On the contrary, the ASIC is excluded from studying power systems due to the high cost
and its incapability of hardware reconfiguration albeit it has higher performance. The CPU
is not able to achieve real-time for a relatively large system by itself even though it has a
much higher clock rate usually in the range of several gigahertz since the instructions are
implemented sequentially. Nevertheless, the CPU still has some parallelism when multi-
ple cores are incorporated into a processor.

With regard to off-line simulation, FPGA is not the prime choice, as its limited hard-
ware resource confines the scale of the system to be studied. The CPU is currently the most
prevalent platform, but it turns out to be inefficient when the node number increases. The
GPU, which is initially used as specialized graphics processor for displaying images, has
now evolved into a highly parallel, multi-core processor whose tremendous computational
power has induced increasingly interests in accelerating a broad array of computations
known as heterogeneous computing. Moreover, its low cost and compact volume enable
it to be installed in workstations, personal computers, laptops, meaning off-line simula-
tion based on this device will be as convenient as the traditional EMT-type solvers. Thus,
motivated by the desire for more efficient off-line simulation, the GPU is expected to be
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another mainstream processor in the future.
In this chapter, as the main processors for parallel computation, the FPGA and GPU

architectures are first briefed, followed by corresponding program designs using the pro-
gramming languages VHDL and CUDA C, respectively.

2.2 FPGA Introduction

2.2.1 FPGA Hardware Architecture

The FPGA is an integrated circuit containing an array of 2-dimensional configurable logic
blocks (CLBs) which are interconnected through hardwires and programmable switch ma-
trices. A fundamental CLB is able to implement both combinational and sequential logic
functions, and the programmable switch matrices also help to achieve hardware reconfig-
urability. Two typical FPGA hardware architectures are given in Fig. 2.1 [114, 115], which
shows the input/output (I/O) blocks connecting the CLBs and programmable switch ma-
trices are arranged at the periphery of the logic array. The column-based advanced sili-
con modular block (ASMBL) architecture created by Xilinx R© offers users a greater conve-
nience in choosing an FPGA device with proper features for their design. This structure
is adopted for the 7-series FPGA boards. According to Fig. 2.1(b), the FPGA is composed
of a great resource of LUT-6 CLBs, on-chip block memory, DSP slices, precise clocking re-
sources, enhanced PCIe R© interface blocks, and the programmable switches interconnected
via wires.

The Xilinx R© Virtex R©-7 VX485TFPGA manufactured with 28nm process technology is
the main platform used in this work for real-time HIL testing of power electronic systems.
Compared with other 7-series boards, it has more logic resources and higher computa-
tional performance. As new FPGAs are kept being launched, the XCVU9P chip on the lat-
est UltraScale+ VCU118 platform providing the highest performance and integration on
FinFET is also used. A comprehensive comparison of their main parameters is conducted
in Table 2.1 [116, 117].

Table 2.1: FPGA logic resources
Resource Virtex R©-7 VX485T UltraScale+ VU9P

Logic Cells 485760 2586150
CLB FFs 607200 2364480

Block RAM (Kb) 37080 75900
Clocking (CMTs) 14 30

DSP Slices 2800 6840
PCIe R© 4 Gen2 6 Gen3×16/Gen4×8

Transceivers GTX (12.5Gb/s) 56 GTY (32.75Gb/s) 120

The two FPGA boards share many types of resources, and the latest UltraScale+ VU9P
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Figure 2.1: FPGA hardware: (a) mesh architecture, (b) Virtex R©-7 ASMBL architecture.

FPGA is more resource-abundant and efficient in data exchange than the Virtex R©-7 boards.
The availability of some of the resources is concerned as it affects the scale of a power
system to be deployed. Thus, they are introduced in the following subsections.

2.2.2 Configurable Logic Block

The configurable logic block is the fundamental component in the FPGA for providing
basic logic and arithmetic functions as well as data storage. In the Xilinx R© Virtex R©-7 series
FPGAs, the CLB contains 2 side-by-side slices, each of which is composed of four 6-input
LUTs, which has 2 flip-flops [118]. Other than those resources, a CLB also has 3 wide-
function multiplexers and the carry chain to perform arithmetic adding and subtracting
operands in its slices.

Fig. 2.2 gives the scheme of a CLB. The slices, organized as 2 individual columns, are
not directly connected to each other. Slice0 is at the bottom of the CLB and place in the left
column, while Slice1 locates at the top and in the right column of the die.

There are two types of CLB slices: those support data storage using distributed RAM
and data shift with 32-bit registers are categorized as SLICEM, while the rest are named
as SLICEL. Then, a CLB can contain either two SCLICEL or one SLICEL and SLICEM.
The LUT in the Virtex R©-7 FPGA can be implemented as one 6-input 1-output LUT for 64-
bit ROM or 2 5-input LUTs with individual outputs for 32-bit ROMs. The carrier chain
contains multiplexers and an XOR logic gate for the addition or subtraction operation. As
can be seen, the inputs and outputs of a slice are also its ports.

2.2.3 Block RAM (BRAM)

In 7-series FPGAs, the block RAM has up to 36Kb data storage capability, and it can be
implemented as either 1 RAM or 2 separate RAMs with each having 18Kb data [119]. In
addition, it also has the cascaded manner when an adjacent 36Kb BRAM is implemented,
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Figure 2.2: Configurable logic block architecture.

Figure 2.3: 7-series FPGA block memory: (a) simple dual-port RAM, (b) true dual-port
RAM.

i.e., 1×64Kb, and under simple dual-port mode, there are a variety of configurations, e.g.,
1×32Kb, 2×16Kb, or even 72×512b. Similar configurations are also available to the two
separated 18Kb RAMs.

Under simple dual-port mode, there is only one read-only port and write-only port,
which has a high degree of independence, e.g., they are controlled by two clocks, and
the data width can also be different, and independent read/write actions can take place
simultaneously. Correspondingly, another BRAM type is the true dual-port RAM, whose
symmetrical configuration is given in Fig. 2.3. It ensures a flexible data access to either
or both ports by enabling them to have an individual address, input/output data, a clock
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Figure 2.4: Basic DSP48E1 slice functionality.

signal, write enable, etc. The description of those port names is provided in Table 2.2.

Table 2.2: Dual-port RAM description
Port Direction Description

DI in data input bus
DIP in data input parity bus

ADDR in address bus
WE in Byte-wide write enable
EN in BRAM write enable

CLK in clock input
DO output data output bus

DOP output data output parity bus

2.2.4 Digital Signal Processing (DSP) Slice

Programmable logic devices are efficient carriers for DSP applications, which use many bi-
nary multipliers and accumulators. Both the 7-series and UltraScale+ FPGAs have a num-
ber of dedicated low-power DSP slices, integrating high speed with compact size while
at the same time the system design flexibility is maintained. In addition to digital signal
processing, the DSP slices also enable wide dynamic bus shifters, memory address gener-
ators, memory-mapped I/O registers, etc. On the 7-series FPGA boards, DSP48E1 slice is
adopted [120], as shown in Fig. 2.4, while its UltraScale counterpart is defined using more
advancedDSP48E2 [121].

As shown in its slice architecture, the DSP48E1 slice includes 25×18 two’s-complement
multiplier, a 48-bit accumulator, 25-bit power-saving pre-adder, a pattern detector, etc.
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Figure 2.5: Hardware design procedure and experimental setup.

2.3 HIL Implementation Procedure

The entire hardware design procedure for HIL emulation is depicted in Fig. 2.5. The whole
process can be completed in 3 stages, summarized as:

• Data entry by high-level synthesis

• Top-level design and simulation with Vivado R©

• Bit file generation and experimental test on FPGA
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Thus, in the following paragraphs, each stage is specified, including tools necessary for
the design, the programming language, and prototype setting, etc.

2.3.1 Vivado R© High-Level Synthesis Tool

The Xilinx R© high-level synthesis software Vivado HLSr is able to transform C/C++ func-
tions into a register transfer level (RTL) implementation which synthesizes into the ven-
dor’s FPGAs.

During this stage of design, the user can develop a hardware module using the pro-
gramming language C/C++, rather than VHDL at the logic gate level, which greatly fa-
cilitates the hardware design. For example, to realize a complex multiple-input-multiple-
output algebraic module, the C/C++ function can be written as:

void func (float ai, float bi, float *ao, float *bo){

algebraic functions here;

}

It should be pointed out that the variables are defined as a floating point which cor-
responds to 32 bits because it is more efficient for computation than 64-bit digits. The
algebraic function description could contain potentially parallel operations, and therefore
the design tool offers pipeline structure option in its directives, which greatly facilitates
programming. Then, the C synthesis function provided by that tool creates the RTL de-
sign of the written function automatically. The syntax is also checked during this process:
an erroneous function would lead to immature termination of C synthesis. The option
Export RTL enables the RTL design to be exported as an IP, which has corresponding in-
put/output ports in VHDL format:
COMPONENT func

PORT (

ao ap vld : OUT STD LOGIC;

bo ap vld : OUT STD LOGIC;

ap clk : IN STD LOGIC;

ap rst : IN STD LOGIC;

ap start : IN STD LOGIC;

ap done : OUT STD LOGIC;

ap idle : OUT STD LOGIC;

ap ready : OUT STD LOGIC;

ai : IN STD LOGIC VECTOR(31 DOWNTO 0);

bi : IN STD LOGIC VECTOR(31 DOWNTO 0);

ao : OUT STD LOGIC VECTOR(31 DOWNTO 0);
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bo : OUT STD LOGIC VECTOR(31 DOWNTO 0);

)
Since RTL design could be completed by Vivado HLSr, C/RTL co-simulation is avail-

able in the software after writing a corresponding test-bench. The co-simulation is deemed
equivalent to the hardware behavioral simulation, and the results are a preliminary vali-
dation of the hardware design even though it is C-based.

2.3.2 Vivado R© Top-Level Design

A power electronic system EMT model contains a number of modules, normally classified
according to their functionality. Thus, for HIL emulation, all those functions are first writ-
ten in C/C++ under Vivado HLSr environment, and after IP generation and export they
can be identified by Vivado R©. Those user-defined IPs are in fact treated as the same to its
default hardware modules in the IP catalog.

In EMT simulation, signals between various electrical apparatuses are exchanged at
the end of each time-step, e.g., the controller sends IGBT gate voltages to the power con-
verter, which in turn gives its sampled voltages and currents, or in other cases, the outputs
should be fed into the inputs of the same module. All those data exchanges is not included
in the hardware modules designed by C functions. Instead, their connection is achieved in
Vivado R© using the programming language VHDL, and the typical syntax, take the above
hardware module func for example, is:
if clk=’1’ and clk’event then

if ao ap vld=’1’ then ai<=ao; end if;

if bo ap vld=’1’ then bi<=bo; end if;

end if;

which can be synthesized into a flip-flop, as Fig. 2.6 shows the self-connection of the hard-
ware module func. Once a valid output is generated, the data valid signal becomes binary
1, which is taken as the clock signal of the D flip-flop, whose output is fed to the input
ports of the C-based module after the next clock signal ap clk arrives.

The ap ctrl port includes four binary ports, among which the start control port is con-
trolled by the finite state machine (FSM) along with the reset port ap rst. Thus, unnecessary
calculation by the module which leads to incorrect results can be avoided, and in case a
rerun of the emulation is needed for observation of particular power system phenomena,
giving a reset order is sufficient. On the other hand, the other 3 signals indicating the
operation status of the module are taken by the FSM as feedbacks for state shift judgment.

Since the above design is carried out manually while the RTL design for Vivado HLSr

co-simulation is conducted automatically, the results from the artificial design are not guar-
anteed to be correct. Thus, the behavioral simulation offered by Vivado R© is a further vali-
dation approach of the top-level hardware design.
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Figure 2.6: Demonstration of top-level hardware design.

2.3.3 FPGA Experiment

The HIL emulation results are ultimately expected to be observed in the oscilloscope. To
achieve that goal, the designed top-level needs to be implemented on the FPGA after fol-
lowing steps in Vivado R©:

• Run synthesis - which is a process of transforming an RTL design into a gate-level
representation.

• Run implementation - includes all necessary stages to place and route the netlist onto
FPGA resources, under various logical, physical, and timing constraints.

• Generate bit stream - implements the embedded design and creates a bit file that can
be downloaded into the targeted FPGA board

As shown in Fig. 2.5, a digital-to-analog conversion medium is mandatory since the
oscilloscope channels receive analog signals. The Texas Instruments DAC34H84 quad-
channel, 16-bit, digital-to-analog converter with a sample rate as high as 1.25 GSPS is con-
nected to the FPGA board and the Tektronix DPO 7054 oscilloscope so that the hardware
design results can be displayed as real-time waveforms.

2.4 GPU Introduction

Evolved from its origin as specialized graphics processor for rapid image display to nowa-
days 3-D graphics and state-of-the-art high-performance computing (HPC) technology, the
GPU enables advances in various fields, such as artificial intelligence, autonomous driv-
ing, and numerous compute-intensive applications. In the meantime, the tremendous im-
provement in HPC is accompanied by the GPU architecture evolution. Take the NVIDIA R©

GPU roadmap for example, it underwent Tesla, Fermi, Kepler, Maxwell, Pascal, and Volta
architectures since 2008, with each architecture type being launched every two years.
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In this work, two types of GPUs are used: the GeForce R© GTX 1080 (Pascal architec-
ture) with 16nm FinFET manufacturing process, and the Tesla R© V100 (Volta architecture)
accelerator fabricated on 12nm FFN manufacturing process. Their detailed information
is provided in Table 2.3 [122, 123], which demonstrates that the Volta architecture GPU
has more abundant hardware resources and faster data access speed, meaning the V100
GPU could have a higher concurrency in computation. The only performance that GTX
1080 GPU overrides is the clock frequency which indicates for circuit simulation with low
parallelism, it will be faster.

Table 2.3: GeForce R© GTX 1080 and Tesla R© V100 specifics
Resource GTX 1080 Tesla R© V100

SMs 20 80
CUDA cores 2560 5120

Base clock 1607MHz –
GPU boost clock 1733MHz 1530MHz

FLOPs 8873Giga 15.7Tera
Texture units 160 320

Memory 8GB 16GB
Memory bandwidth 320GB/s 900GB/s

L2 Cache Size 2048KB 6144 KB
TDP 180W 300W

Transistors 7.2 billion 21.1 billion
Die Size 314mm2 815mm2

Manufacturing 16nm 12nm FFN
Compute capability 6.1 7.0

2.4.1 NVIDIA R© GPU Architecture

The block diagram of NVIDIA R© GeForce R© GTX 1080 (Pascal architecture) is sketched in
Fig. 2.7, which shows that it consists of 4 graphics processing clusters (GPCs), each of
which is composed of 5 streaming multiprocessors and a dedicated raster engine. On the
other hand, the Tesla R© V100 (Volta architecture) has a similar block diagram; nevertheless,
it features a larger device, for example, it in total contains 6 GPCs, with each having 14
streaming multiprocessors equally distributed in its 7 TPCs, and 8 512-bit memory con-
trollers.

As shown in Fig. 2.8(a), inside a NVIDIA R© GeForce R© GTX 1080 streaming multipro-
cessor there is 96KB shared memory, up to 128 CUDA cores, and 256 KB of register file
capacity. The streaming multiprocessor which has a high parallelism schedule warps of
32 threads to CUDA cores. Thus, with 20 highly parallel multiprocessors, the GPU is
equipped with a total of 2560 CUDA cores. As a comparison, the streaming multiproces-
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Figure 2.7: GeForce GTX 1080 block diagram.

sor of the Tesla R© V100 GPU is given in Fig. 2.8(b). There are 64 FP32 cores, 64 INT32 cores,
8 Tensor cores, and 4 texture units. Therefore, with a total number of 84 streaming multi-
processors, the V100 GPU has 5376 FP32 cores and INT32 cores, and a total of 6144 KB of
L2 cache.

The GPU CUDA compute capability is another concern in this work, since the dynamic
parallelism which allows a CUDA kernel to create and synchronize its own new nested
work [124] is used in GPU simulation to accommodate the hierarchical configuration of
the power electronic system. Besides, with this feature, the programmer is liberated from
transferring data and control between the host CPU and the GPU device.

2.4.2 GPU Massively Parallel Processing

The massive parallelism of GPU is realized by the kernel, which is a global function coded
by CUDA C language and run on the GPU device. The kernel is implemented in the single-
instruction-multiple-thread mode. The CUDA C syntax is
kernel<<<Nblock, Nthread>>>(input dev ai, input dev bi, ..., output dev ao, output dev bo,

...);
where Nblock and Nthread represent the number of compute blocks and threads per block
respectively, and the overall Nblock×Nthread threads constitute a compute grid. The size
of inputs dev ai, dev bi is determined by the number of variables they correspond to, and
they are accessed by threads in a way defined by the programmer. For example, dev ai is
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Figure 2.8: Streaming multiprocessor diagram of (a) GeForce GTX 1080, (b) Tesla V100.

Figure 2.9: GPU implementation process.

1-D when it is the simulation time, but its value can be read by all threads; and if dev ai
has a dimension of Nblock×Nthread, its elements can be equally assigned to each thread.
The declaration of the variable is normally conducted on the host CPU, and copied to the
device by the following sentences, taking dev ai for example
cudaMalloc((void**)&dev ai, N*sizeof(datatype));
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cudaMemcpy(dev ai, host ai, N*sizeof(datatype), cudaMemcpyHostToDevice);
where host ai is the variable stored in host memory. However, if the declaration takes
place on the device when dynamic parallelism is applied, memory copy to the device is no
longer necessary.

Fig. 2.9 describes the GPU’s general computational architecture. The main function
written by C/C++ runs on the host CPU, where data required by the kernel Kernelx are
defined and copied to the GPU via the PCIe R© interface. Then, the host invokes a compute
grid of multiple blocks and threads on the GPU for Kernelx. Data from the CPU, as well as
the inputs and outputs of a kernel, is stored in the global memory so that it is accessible to
all kernels. According to the definition of a computing grid, circuits with the same attribute
can be coded as one kernel, and each circuit corresponds to one thread. Thus, by invoking
the kernel, all circuits of the same type are computed in a massively concurrent fashion.
During the computation process, supported by GPUs with compute capability sm 35 and
thereafter, an arbitrary thread can launch its own child grid from the device where a new
kernel Kernely operates, and if necessary, it can keep launching grandchild grids in the
SIMT fashion without CPU involvement. The synchronization function is used to ensure
that the child grid will return to its upper level only when all of its threads complete their
tasks, and so does the original compute grid for Kernelx. Afterward, the GPU hands over
the process control to CPU, so that all data generated on the device can be exported to the
host through the PCIe R© bus.

2.4.3 Multi-Core CPU

In addition to GPU simulation, CPU programming is also carried out for speed compari-
son. The presence of a large number of repetitive components means the CPU implemen-
tation would be extraordinarily inefficient if they proceeded in a sequential manner. Thus,
the multi-core CPU is utilized to accelerate the simulation speed by distributing the tasks
among those cores. The variables of identical circuit components are grouped as an array,
so when the program is executed on a single-core CPU, it takes the form of for loop, as tak-
ing the variable ao for example
for (int i=0;i<M;i++){

for (int j=0;j<N;j++){

ao[i][j]=f(ai[i][j],bi[i][j]);}

}
Each element in the above sentences is calculated sequentially. Noting that each ele-

ment of ao is dependent on each other, the best condition is computing them simultane-
ously, which is feasible in FPGA implementation. Nevertheless, in multi-core CPU com-
putation, the parallelism is limited by the number of cores. The OpenMP R© is an appli-
cation programming interface (API) supporting CPU with the coding language C/C++
under shared memory mode [125]. The alternative of CPU multi-threading programming
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method is thus applied for power electronic system simulation. By initiating the parallel
order elements in the C loop can be assigned to different threads, as the syntax takes the
form of
#pragma omp parallel for num threads(Nt)

for (int i=0;i<M;i++){
#pragma omp parallel for num threads(Nt)

for (int j=0;j<N;j++){
ao[i][j]=f(ai[i][j],bi[i][j]);}

}
It should be noted that adoption of OpenMP R© is by no means a faster computational

speed since multi-threading should be launched first and all calculation results are written
to the shared memory after completion. On the contrary, the realization of speedup with
multi-core CPU programming is dependent on the size of the problem. Meanwhile, with
regard to parallel capability, the GPU is able to deal with a much large number of threads
while the ability of CPU relies on its core number. In other words, as the number of circuits
the multi-core CPU can handle at one time is smaller, it will have to process more times,
and consequently, the efficiency is lower. In this work, Microsoft R© Visual Studio is chosen
to run the GPU CUDA C codes and the CPU C program.

2.5 Summary

This chapter presented some fundamental aspects of high-performance computing using
the parallelism of FPGA and GPU, whose hardware architectures were briefly introduced.
The FPGA is superior in parallelism, and the pipelined structure as well as convenient data
access to other processors determines its popularity in real-time hardware-in-the-loop em-
ulation. In the meantime, the Xilinx R© Vivado HLSr enables the user to code in advanced
C/C++ language to define their own IP cores which can be imported into Vivado R© for
upper-level circuit design with VHDL so that the time-consuming process of logic-gate
manipulation is avoided.

Multi-threading programming techniques using CPU and GPU were also discussed.
The large amount of cores of GPU enables massively parallelism using the programming
language CUDA C. The long data exchange time between GPU and other processors and
relatively lower parallelism than FPGA are two main factors which restrict its applica-
tion in real-time simulation. Nevertheless, its single-instruction-multiple-threads opera-
tion mode enables the device to launch a compute grid and conduct the computation con-
currently, making it suitable for large-scale power electronic system off-line simulation.
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3
Linearized Device-Level Modular Multi-Level

Converter Model

3.1 Introduction

This chapter presents a device-level MMC model using piecewise linear IGBT/diode for
nanoseconds-level real-time hardware-in-the-loop emulation.

Due to the large network size of the MMC, its solution in conjunction with surrounding
systems proved to be a significant computational challenge. Taking the IGBT/diode pair
as a two-state resistor and the subsequent merging of an entire MMC arm into its Thévenin
equivalence are the two main processes in obtaining the detailed equivalent model (DEM)
that results in less computational burden.

However, when the converter power loss is concerned, the accurate device-level infor-
mation of the power semiconductor switch is needed for design evaluation or new model
validation. The IGBT and its freewheeling diode are modeled with nonlinear static and
dynamic characteristics. In the curve-fitting model, main features of the IGBT/diode pair,
such as the static nonlinear V -I characteristics, turn-on/off and reverse recovery process,
are preserved in order to provide more accurate information of the converter within the
capability of the real-time system. Apart from previous works where the simulation time-
steps were generally in the range of tens of microseconds to enable real-time execution
while omitting nanosecond-scale phenomena, the time-step is much smaller so as to cap-
ture the switching transients.

Once the device-level IGBT/diode model is involved in the MMC, submodule (SM)
merging becomes less feasible. As a consequence, the MMC will be extraordinarily large
in terms of the number of circuit nodes, making it burdensome for real-time execution
with a small time-step. Therefore, the fine-grained circuit partitioning approach based on
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Figure 3.1: A resistor and its EMT model.

the transmission line modeling (TLM) link technique is proposed, which partitions every
possible minimum subsystem from the original system. The instant outcome is that the
multi-loop MMC is split into several smaller sub-circuits in terms of matrix size, and con-
sequently enables a fully parallel implementation on the FPGA.

3.2 EMT Model of Basic Elements

The resistor, inductor, and capacitor are fundamental passive elements existing as an in-
dependent component or constituting the power electronic system. Therefore, their EMT
companion circuits should be obtained in discrete-time domain. As TLM has been utilized
in large circuit simulations due to its capability to replace reactive components while main-
taining high precision [75–78, 126–128], in this work, it is also involved in the simulation.

3.2.1 Resistor

The EMT model of a resistor is quite exactly to itself in the continuous-time domain, as
shown in Fig. 3.1. As a consequence, the relationship between its terminal voltage and
current is the Ohm’s law:

ikm =
vkm
R

. (3.1)

3.2.2 Inductor

The inductor is an energy storage element with the following differential equation repre-
senting its continuous-time domain model

vkm = L
dikm
dt

. (3.2)

Discretization of the above equation leads to several commonly-seen models with dif-
ferent orders. For example, the second-order model is obtained using Trapezoidal Integra-
tion rule:

ikm(t+Δt) = ikm(t) +
1

L

∫ t+Δt

t
vkmdt

= ikm(t) +
vkm(t+Δt) + vkm(t)

2L
Δt,

(3.3)
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Figure 3.2: Inductor: (a) symbol, (b) companion model, (c) TLM representation, and (d)
TLM-stub model.

which can be written as the following general form

ikm(t+Δt) =
vkm(t+Δt)

Req
+ Ih(t), (3.4)

where Req and Ih(t) are

Req =
2L

Δt
, (3.5)

Ih(t) = ikm(t) +
vkm(t)

Req
, (3.6)

as also given in Fig. 3.2(b).
The inductor can also be represented by a section of lossless transmission line [126–

128], as shown in Fig. 3.2(c) where – according to transmission line theory that the terminal
voltage is composed of the incident and reflected pulses – vikm and vrkm together form
the excitation of the one-port circuit. Fig. 3.2(d) is the Thévenin equivalent circuit of the
inductor’s TLM-stub model after the transmission line is discretized. The characteristic
impedance, also known as surge impedance, is calculated in the same way as (3.5), whereas
the voltage source is double the value of incident pulse. At the transmission line terminal,
we have

nvkm = nv
i
km + nv

r
km, (3.7)

nvkm = nikm · ZL + 2 · nvikm, (3.8)

where the subscription n denotes time instant. Thus, the reflected pulse at instant n can
be calculated according to above two equations. Then, the incident pulse at the next time
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Figure 3.3: Capacitor: (a) symbol, (b) companion model, (c) TLM representation, and (d)
TLM-stub model.

instant is

n+1v
i
km = −nv

r
km, (3.9)

since the transmission line is short-circuited which causes the reflected pulse to be exactly
the same as the incident pulse other than it has an opposite direction. It should be pointed
out that the adoption of either Thévenin equivalent circuit or its Norton counterpart is
determined by the manner of circuit solution since they are convertible to each other.

3.2.3 Capacitor

The capacitor is another energy storage component with the continuous-time domain dif-
ferential equation written as:

ikm = C
dvkm
dt

. (3.10)

The companion model in Fig. 3.3(b) can be obtained in a similar style as the inductor,
as can be also expressed by the general companion model equation (3.4), where

Req =
Δt

2C
, (3.11)

Ih(t) = −ikm(t)− vkm(t)

Req
. (3.12)

The capacitor can also be modeled as an open-end lossless transmission line, as given in
Fig. 3.3(c), and the TLM-stub model in the Thévenin equivalent circuit form in Fig. 3.3(d)
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Figure 3.4: Lossless transmission line and its TLM-link model.

has the same configuration to that of an inductor. The characteristic impedance ZC is
defined as (3.11), and its incident pulse is updated by

n+1v
i
km =n vrkm, (3.13)

since the end of transmission line is open-circuit.

3.2.4 TLM-Link

In addition to the stub model introduced above for replacing reactive components in EMT
simulation, the TLM-link is another main type of the lossless transmission line, which is
a two-port model that has typically been used to decouple a large circuit into a few small
sub-circuits, leading to a reduction of sizes of the impedance and admittance matrices as
well as a saving of calculation time. It is shown in Fig. 3.4 where vk(t), ik(t), vm(t) and
im(t) are the time-domain voltage and current at terminals k and m, and Z0 represents

line characteristic impedance defined by
√

L
C Ω, where L and C are the inductance of

capacitance of the line, respectively.
As shown on the right-hand side of Fig. 3.4 where the discretized hybrid Thévénin-

Norton equivalent circuit is adopted for demonstration. In digital simulation, the two
discretized pulses are linked by the present time-step n and the next time-step n+1, that is,

n+1v
i
k =nv

r
m and n+1v

i
m =nv

r
k assuming it takes one time-step for pulses to travel from one

terminal to the other, and then the following two equations are valid at both terminals:

nv(k,m) = ni(k,m) · Z0 + 2nv
i
(k,m), (3.14)

nv
r
(k,m) = nv(k,m) − nv

i
(k,m). (3.15)

Therefore, with discretization of the link, a circuit can be divided into two parts, meaning
in digital simulation, these two sub-circuits are independent when solving their respective
matrix equations, the only connection between them being the update of incident pulses
on both sides which takes place after the reflected pulses are obtained at the end of one
time-step.
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Figure 3.5: MMC configuration and its half-bridge submodule models.

3.3 Power Semiconductor Switch-Based MMC Modeling

The configuration of MMC is given in Fig. 3.5, which also shows two half-bridge submod-
ules (HBSMs): the device-level model employing nonlinear IGBT/diode models, and the
ideal model which represents the switches as two-state resistors with distinct off- and on-
state resistance. Therefore, it is obvious that the difference between various MMC EMT
models is largely caused by modeling of its IGBT/diode, which is carried out in this sec-
tion.

The ideal-switch-based DEM has been proven by EMT tools and is prevalent for achiev-
ing faster simulation speed compared with traditional models [33]. It is based on the fol-
lowing equations:

Req =
R1R2 +R2ZCk

R1 +R2 + ZCk
, (3.16)

Veq(t−Δt) =
R2VCeqk(t−Δt)

R1 +R2 + ZCk
, (3.17)

where ZCk and VCeqk compose the Thévenin equivalent circuit of the submodule capaci-
tor, R1 and R2 are resistances of the two complementary switches, and Δt is the simulation
time-step. However, it lacks device nonlinearities and is only suitable for system perfor-
mance preview. On the contrary, nonlinear switch models are highly inefficient for CPU
simulation and usually require large amount hardware resource for FPGA implementation
due to the iterative nature of the solution. Thus, a trade-off can be made by constructing a
hybrid MMC arm model which features device-level details and computational efficiency
simultaneously.
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3.3.1 IGBT/Diode Curve-Fitting Model

Table 3.1 gives the four states that a normally-operated HBSM undergoes. It indicates that
each IGBT and diode is unique and it is easy to pin down which of them is operating
at any given time. For example, positive arm current implies either the upper diode or
lower IGBT is conducting, and combined with the value of Vg, a final judgment can be
correctly made. Based on that principle, and since a considerable number of modern-day
IGBT modules are a combination of both, modeling them as one switch and showing the
corresponding features according to gate voltage and arm current direction would reduce
the number of meshes in the submodule and consequently shortens the MMC model cal-
culation time.

Table 3.1: MMC submodule operation states

To establish an accurate model, both the nonlinear static and dynamic characteristics
are required, and most of the information is readily available in the device datasheet,
whose parameters are extracted from experimental setup, meaning factors such as stray
inductance caused by the IGBT are also counted and reflected by the data. The static char-
acteristic of IGBT is shown in Fig. 3.6(a), from which its voltage drop under steady-state
can be acquired according to gate voltage and collector current, and therefore the power
consumption can be calculated. However, the IC−VCE curves are nonlinear and represent-
ing them by nonlinear or polynominal functions would lead to a long hardware latency in
the FPGA implementation. Considering that it is not necessary to obtain the IC − VCE

values as precisely as they are, the nonlinear curve is divided into several segments and
each is treated as a straight line, so that the collector-emitter voltage in a certain segment
takes the form of

VCE = r0 · IC + vceo, (3.18)
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Figure 3.6: The behavior of IGBT and diode: (a) IGBT static I − V characteristics and
switching transient waveforms, and (b) diode static I − V characteristics and reverse re-
covery process.

where the constants r0 and vceo are deduced by linearization and their values at different
segments differ from each other. (3.18) reflects a linear resistance in a segment. Hence, a
piecewise linear resistor that consists of all the linear resistances can be used to replace the
IGBT. Thus, a general expression for the resistance of any segment can be written as

r =
VCE
IC

= r0 +
vceo
IC

. (3.19)

The typical terminal voltage and current waveforms of the IGBT is also shown in Fig.
3.6(a), which can be obtained from SaberRDr simulation of a circuit with similar topology

37



as that of the MMC submodule. It is proven by SaberRDr that the shapes of vCE and iC

are virtually the same in different levels of MMC. Therefore, curve-fitting is used and these
shapes are applied to IGBTs in the MMC, meaning the proportions of the IGBT terminal
voltage and current at turn-off and turn-on stages accounting for the steady-state values
are known. The vCE value at off-state can be deemed as equal to the submodule capacitor
voltage VC , and therefore, the transient voltage values can be calculated instantly. With
regard to the current, the turn-off curve can be easily obtained, because its trend is certain,
dropping from steady-state current to the final value of zero with a known rate. Neverthe-
less, the final value of the turn-on stage is unavailable unless the IGBT enters steady-state;
therefore it is difficult to determine in advance the current surge during the turn-on stage.
The MMC arm current provides a solution, noting that its absolute value can be deemed
as equal to the IGBT current under steady-state. Then the voltage and current during the
transient stage take the form of

vCE(t+ ∆t1) = x% · VC , (3.20)

iC(t+ ∆t1) = k(t+ ∆t1) · |iu,d|, (3.21)

where ∆t1 is the time-step used to mark the transient process, and x% and k(t + ∆t1) are
coefficients that decided by the shapes of vCE and iC respectively. Obviously, the smaller
the ∆t1, the more precise the model would be as the transient stage for IGBT and diode
usually only lasts from several hundred nanoseconds to a few microseconds. It should
be pointed out that the gate driver resistance affects the static and dynamic characteristics
of the IGBT. But usually its value is chosen from a small range within which the impact
of gate resistance variation is little, and the typical value of 10 Ω is chosen since a larger
resistor leads to a longer dynamic process.

Fig. 3.6(b) shows nonlinear static and dynamic characteristics of the anti-parallel diode.
Forward conduction and reverse recovery are the important phenomena since they ac-
count for the majority of power loss. The exponential static curve of diode is linearized
in a similar fashion as the IGBT. Hence it has a same form to (3.19) and is shown in Fig.
3.7(a), where the nodes are denoted by those of IGBT since the diode shares its terminals
with it. During the diode reverse recovery process, the terminal voltage is still deemed as
a controlled voltage source, whereas the current is a time-dependent current source which
is proportional to the static current. For example, the peak value of the reverse current
is set as large as the value just prior to the process, and the sequence of coefficients k1,
k2, k3 are in decline to represent the tailing current. Therefore, the transient model for
IGBT and diode can be unified as a combination of current-controlled current source and
voltage-controlled voltage source, as shown in Fig. 3.7(b).
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Figure 3.7: Unified IGBT/diode pair behavioral model for (a) static characteristics, and (b)
dynamic features

3.4 Fine-Grained MMC Partitioning Schemes

The introduction of aforementioned nonlinear switch models leads to a more complicated
MMC network, for which the submodule merging approach for DEM is not instantly fea-
sible. Meanwhile, the many submodules connecting to each other introduce plenty of
meshes and nodes, making direct computation of the converter impractical. As intro-
duced, circuit partitioning is an effective method in reducing the dimension of circuit’s
matrix equation. Based on the fundamental principle that the section to be split should
have a stiff voltage or current, and the fact that the complexity of MMC model is caused
by its power semiconductor switches in the SM, the MMC arm turns out to be the ideal
partitioning interface to create a group of independent sub-circuits. Therefore, the origi-
nal large admittance matrix for the MMC is split into a number of smaller matrices and
parallel computation can be achieved on the FPGA to accelerate HIL emulation.

3.4.1 TLM-Link Partitioning

As the three-phase MMC is symmetrical, it is reasonable to carry out analysis based on
one phase. Fig. 3.8(a) shows the process of splitting the large MMC network consisting of
a considerable number of nodes and meshes into several structurally independent, elec-
trically related sub-circuits. The arm inductor is first divided into (N+1) parts which are
redistributed so that a new inductor δL is connected in series with each submodule to
constitute a two-port network, and consequently the remaining inductance for the arm in-
ductor is Lu,d-N · δL. Then, these new inductors are replaced by TLM links, discretization
of which leads to the separation of submodules from the rest of the converter (MMC main
circuit), enabling the replacement of the originally large impedance or admittance matrix
by a number of sub-matrices with smaller dimensions, which, if processed in parallel on
the FPGA, would be much more time and resource efficient.

The selection of the value of δL, which decides the characteristic impedance Z0 and
vice versa, plays a significant role on the emulation results. The principle, as stated, is an
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appropriate value of δL should lead to a tiny current change in the inductor within each
time-step [78]. Thus, the optimum value can be picked from its range by running Matlab
simulation of the MMC and comparing the current changes. It shows that the final value
of δL is negligible compared with the arm inductance so that the latter can still be deemed
as Lu,d.

For the MMC main circuit where the Norton equivalent circuit part of TLM link’s hy-
brid model locates, by merging all the Norton circuits in the upper and lower arms re-
spectively there is actually only one node since the potentials at all other three nodes are
known, as shown in Fig. 3.8(b), the overall schematic for MMC. Then, the nodal voltage
equation at nth time-step can be derived by applying Kirchhoff’s Current Law (KCL),

nVs = G−1 · nJ, (3.22)
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where these 1×1 matrices are
G =

[
2

N ·Z0+ZLu,d

]
, (3.23)

nJ =
[
nJΣ
u −nJΣ

d
ΣZ − nis

]
=

2 ·

2N∑
j=N+1

nv
i
mj + nv

i
Ld − (

N∑
j=1

nv
i
mj + nv

i
Lu)

N ·Z0+ZLu,d
− nis

 . (3.24)

In (3.24), ΣZ, nJΣ
u and nJ

Σ
d are the impedance and current sources of the Norton equivalent

circuit of an arm. The one-element voltage vector nVs is numerically equal to the stator
voltage nvs. Also, it should be pointed out that all variables keep constant for a whole
time-step. Prior to calculating reflected pulses for the next time-step by using (3.14) and
(3.15), the upper and lower arm currents should be updated based on the obtained nodal
voltages, as briefly expressed by:[

niu
nid

]
=

[
1

ΣZ
−1
ΣZ

1
ΣZ

1
ΣZ

]
·
[
Vdc
nvs

]
+

[
−nJΣ

u

−nJΣ
d

]
. (3.25)

The 2N sub-circuits containing the Thévénin equivalent circuit part of the TLM link
are identical. When the CFM is adopted for the IGBT/diode, all SMs have two meshes,
so according to Kirchhoff’s Voltage Law (KVL), the mesh current equations under steady-
state can be written uniformly as[

nil1
nil2

]
=

[
ZC + r1 + r2 −r2

−r2 r2 + Z0

]−1 [
2 · nviCj
−2 · nvikj

]
, (3.26)

where nil1 and nil2 are mesh currents, ZC is the characteristic impedance of DC capacitor.
On the other hand, when the transient stage takes place, discretization of (3.21) leads to

niC1,2 = nk · |niu,d|, (3.27)

from which it is convenient to calculate the mesh currents by

nil1 = niC1, (3.28)

nil2 = niC1 − niC2. (3.29)

Then, the voltage across each Thévénin equivalent circuit, regardless of the stage, can be
calculated by [

nvCj
nvkj

]
=

[
−ZC 0

0 Z0

]
·
[
nil1
nil2

]
+

[
2nv

i
Cj

2nv
i
kj

]
. (3.30)

Thus, calculation of reflected pulses can be carried out by substituting the acquired
terminal voltages into (3.15), and the time-step ends with updating the incident pulses.
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3.5 Hardware Design on FPGA

In this section, the MMC with curve-fitting model is applied to drive an induction machine
(IM). The hardware design on FPGA is first carried out, followed by real-time emulation
results demonstration, analysis, and validation in the next chapter.

3.5.1 Hardware Platform

The hardware design of the MMC-IM system was carried out on the Xilinx R© XC7VX485T
FPGA, which includes 303600 look-up tables (LUTs), 607200 flip-flops (FFs), 2800 DSPs
and 2060 block RAMs (BRAMs). Table 3.2 lists an estimation of hardware utilization when
different levels of MMCs are implemented on two types of FPGA devices, and the maxi-
mum operational frequency fmax of each design is also shown. A higher operational fre-
quency gives a larger speed margin for a certain time-step, but the chip power dissipation
increases along with it; on the contrary, a lower frequency leads to less power dissipation
but the design may fail to attain real-time execution. Therefore a trade-off is made and the
operational frequency of 100 MHz is chosen, with the corresponding clock period of the
FPGA Tclk as 10 ns.

Table 3.2: Hardware utilization of the MMC-IM system
FPGA System LUT FF DSP fmax (MHz)

MMC5 (3ph) 233K (76.74%) 134K (22.08%) 966 (34.50%) 116
XC7V- MMC7 (1ph) 114K (37.50%) 64K (10.57%) 490 (17.50%) 115
X485T MMC11 (1ph) 168K (55.38%) 109K (18.03%) 901 (32.18%) 116

MMC5-IM 249K (82.06%) 143K (23.62%) 1155 (41.25%) 115
MMC5 (3ph) 233K (19.08%) 134K (5.49%) 966 (44.73%) 125

XC7V- MMC7 (3ph) 350K (28.67%) 194K (7.94%) 1530 (70.83%) 121
2000T MMC11 (1ph) 168K (13.80%) 111K (4.53%) 901 (41.71%) 121

MMC5-IM 250K (20.51%) 143K (5.87%) 1155 (53.47%) 125

The hardware resources of XC7VX485T are sufficient for running a single phase 11-
level MMC but falls short of driving the induction machine with even 7-level MMC due
to a lack of LUTs. As can be seen from the table, the demand for one phase accounts for
37.50% and will exceed the total available resources if the size triples. This can be avoided
if the design is deployed to another FPGA device with abundant LUTs like the XC7V2000T,
although it has fewer DSPs for implementing the three-phase 11-level MMC, as shown in
the same table.

3.5.2 Controller Emulation

For the MMC-IM system, the control section is twofold, referred to as the MMC inner
control and induction machine outer control respectively. The former is in charge of the
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DC capacitor voltages of submodules, and the latter regulates the induction machine’s
angular velocity. Detailed control algorithms for MMC and the induction machine have
been separately developed [129–132], and their relations in HIL emulation are shown in
Fig. 3.9. Three-phase stator currents isa, isb and isc as well as ωm and its reference ω∗m
are the inputs for the outer controller, which produces three-phase modulation signals v∗abc
and sends them to the inner controller as its inputs. Then the three-phase MMC inner
controller generates driving pulses to control the switches.

As can be seen, regardless of what the conditions of surrounding devices such as the
induction machine are, the hardware latency of the outer controller is restricted in a small
range between 379 and 382 Tclk, while the latency of the inner controller is a logarithmic
function of the number of submodules in a leg due to the averaging of DC capacitor volt-
ages, and the hardware delay is

Linner = (Tadder · dlog2(2N)e+ 40) · Tclk, (3.31)

where Tadder is the latency of the adder, which takes four clock cycles for single precision
numbers, and the rounding function is equivalent to setting N to its nearest even number
times of 4. Hence, for the 5-level MMC that has 8 submodules, the controller latency is 52
Tclk, or 520 ns time delay, slightly over the time-step of 500 ns for the MMC circuit, and for
the 7-level MMC this delay increases to 560 ns, so using the same time-step would hinder
achieving real-time. The solution is to utilize multiple time-steps for the subsystems: 1 µs
for the MMC inner controller and 4 µs for the IM outer controller are applied. Theoretically
with this time-step setting, the inner controller is able to deal with MMCs with thousands
of levels for real-time HIL emulation purpose but in reality the number of voltage levels is
restricted by hardware resources.

3.5.3 MMC Emulation on FPGA

Table 3.3 is a summary of the latencies of each hardware module in the 5-level MMC-IM
system and the emulation time-steps for these subsystems. Based on the update frequency
of variables, the whole system is dispatched to three layers, each satisfying the following

43



criterion that ensures real-time,

Tclk ·max{Li1, Li2, ...Lin} ≤ ∆ti, (3.32)

where Li1, L
i
2, ...L

i
n are the latencies of hardware modules that the ith layer with the time-

step ∆ti contains.

Table 3.3: Latencies of different hardware modules in the 5-level MMC-IM system
Hardware Module Maximum Latency Time-step Layer
MMC main circuit 37 Tclk
Induction machine 41 Tclk ∆t1=0.5 µs Layer 1

Submodule 37 Tclk
MMC controller 52 Tclk ∆t2=1.0 µs Layer 2

IM controller 382 Tclk ∆t3=4.0 µs Layer 3

In order to run the 5-level MMC HIL emulation in real-time, the time-step for Layer 1
should be close to 370 ns, if the induction machine is not taken into account. According
to the device datasheet, this minimum time-step is approximately the rise/fall time of
the selected Infineonr IGBT FZ400R33KL2C B5 (VCES=3300 V, IC=400 A) when its gate
resistor is 10 Ω. This means that under these circumstances, a maximum of two values can
be caught during rise/fall process and that section of the switching curve is straightened.
On the other hand, the transient process is not limited to the aforementioned region and
there are other sections of the curves that distribute beyond it; thus the time-step can be
set a little larger to 500 ns and the voltage and current waveforms can be represented by
piecewise linearized lines, one of which contains the rise/fall process.

Table 3.3 also shows that the induction machine has the largest latency in Layer 1. How-
ever, when the number of submodules increases, as the only part whose latency is affected,
the MMC main circuit latency begins to overtake the IM as the dominant factor to deter-
mine real-time operation. The latency incremental for (M+1)-level MMC main circuit can
be deduced from its (N+1)-level counterpart by

∆tN→M = (Tadder · dlog2

M + 1

2dlog2(N+1)e e) · Tclk. (3.33)

Thus, the maximum number of levels that can achieve for real-time HIL emulation with a
500 ns time-step is 64, when the latency of the MMC main circuit reaches 49 Tclk.

The hardware structure and signal flow routes for the MMC-IM system are drawn in
Fig. 3.10, where jth submodule structure can be seen out of the total 2N submodules.
There are two levels of parallelism in the design: layers with different time-steps run si-
multaneously, and all hardware modules within a certain layer are also in parallel. In Layer
1, after each time-step ∆t1, the MMC main circuit exchanges TLM link information with
the submodules and updates the three-phase voltages for the induction machine, from
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MMC-IM system.

which stator currents are received. Then there are information exchanges between the lay-
ers. Data going to the IM outer controller will not take effect unless an entire time-step ∆t3

ends and produces the three-phase modulation waves for the inner one. For Layer 2, since
∆t2 is between two other time-steps, the values of modulation waves are kept constant for
∆t3
∆t2

cycles and the DC capacitor voltages VC and arm currents from Layer 1 can participate
in the control only when a new time-step begins. One of the benefits with such a hardware
design is that all external and internal signals as well as the hardware other than LUTs in
the submodules will not change if a new piecewise linear switch model is established to re-
place the original one. Even if a more complex switch model such as physics-based model
is introduced, the only alteration occurs within submodules, thus there is no necessity to
redesign the hardware for other parts.

With regard to the specific structure of each hardware module, their corresponding
functions are written in C/C++ in Xilinxr Vivado HLSr. In this hardware design there
are totally five types of function blocks: the induction machine, the MMC main circuit and
submodules as well as the two controllers. Each is coded as an independent function in a
separate program, whose inputs and outputs include all external signals of that block.
Meanwhile, detailed mathematical as well as logic operations within a function block,
such as those in Fig. 3.10, are represented by the programming language in a pipelined
fashion. Although Vivado HLSr also has a pipeline directive option, which could fur-
ther increase the maximum operational frequency of the designs, it was not used because
the frequency improvement is at the cost of more hardware resource utilization and 100
MHz was deemed sufficient to ensure real-time execution. By running C synthesis of the
completed code and the exporting RTL operation that follows, an IP core, the hardware
module corresponding to the function block, is generated. However, these modules are
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Figure 3.11: Finite state machine of the overall MMC-IM system for hardware emulation.

yet to be linked with each other. This is realized by VHDL coding in the form of signal
exchange that takes place at the end of every time-step, and so is the finite state machine
that achieves the multi-layer design and decides the time sequence of each module.

Fig. 3.11 shows the relationship between different layers and how they cooperate to
execute the entire MMC-IM system by finite state machine (FSM). It should be pointed out
that the maximum latency in each layer is smaller than corresponding time-step, meaning
that the MMC-IM system will proceed faster than real-time. Therefore, a timer is intro-
duced in Layer 1 to achieve exact real-time, when it counts to ∆t1, that value is reset and
the calculation for the next time-step begins. The command is also sent to the other two
layers to enable their respective FSMs to enter a new stage, if they are already waiting. In
Layer 2, the values of carriers are needed before the control starts, and near the end of each
time-step, the carrier addresses are updated so that in the next time-step new values can
be referred to. For the last layer, the operation is similar to the first layer, other than the
fact that shifting to state S0 is controlled by the command from the latter. When the reset
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order is issued, the states in all three layers begin to circulate and the HIL emulation of the
MMC-IM system is ongoing. Thus, by giving proper speed and torque orders through the
input interface, the status of the overall system can be observed via the output interface.

3.6 Real-Time Emulation Results

3.6.1 MMC

In this section, functions of different levels of MMCs are tested with R-L load. In the test,
the DC line voltage is maintained at 2Vdc=900 V, meaning that when the number of levels
increases, the DC capacitor voltages will decline accordingly. However, the values of other
circuit components such as the arm inductance will not be changed, as shown in Table
3.4, and the switching frequency is 2000 Hz. To validate the results from HIL emulation,
SaberRDr simulations are also carried out with a maximum time-step 500 ns to ensure
transient processes are recorded. The IGBT and diode models employed in simulations
are igbt1 3 and dp1 .

Table 3.4: Parameters of MMC-IM system
(N+1)-level MMC parameters

Arm inductance Lu,d 1mH

MMC test load R− L 5Ω-2mH
Submodule capacitance C1−2N 6mF

Submodule DC voltage VC1−2N

2Vdc
N

Induction machine parameters
Stator inductance Ls 35.5mH

Rotor inductance Lr 35.5mH

Magnetizing inductance Lm 34.7mH

Stator resistance Rs 0.087Ω

Rotor resistance Rr 0.228Ω

Inertia J 1.662Kg ·m2

Number of poles P 4

In Fig. 3.12 specific system-level performances of the 5-level MMC and its 7-level coun-
terpart are shown. Fig. 3.12(a) and (d) are the 60 Hz, single-phase output voltages of the
5-level and 7-level converter, respectively. As can be observed, the voltage waveform in
the latter has two more levels than the former, but their peak values are virtually the same,
both close to 430 V, and high symmetry is also observed. Moreover, voltage spectral analy-
sis is carried out by the oscilloscope, which demonstrates that for the 5-level MMC, its out-
put voltage harmonics mainly distribute around 8 kHz - 4 times higher than the switching
frequency, while for the 7-level converter, the major harmonics center around 12 kHz. This
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Figure 3.12: Comparison of performances of 5-level ((a), (b) and (c)) and 7-level ((d), (e)
and (f)) MMC between real-time HIL emulation (top) and SaberRDr (bottom). (a) 5-level
MMC output voltage, (b) arm currents, (c) DC voltage ripples of submodules in upper and
lower arms, (d) 7-level MMC output voltage, and (e), (f) DC voltage ripples of submodules.
Oscilloscope axes settings: (a), (d) x-axis 5 ms/div, y-axis 133.34 V/div (vout) and 66.67
V/div (FFT); (b) x-axis 5 ms/div, y-axis 13.333 A/div; (c), (e) and (f) x-axis 5 ms/div, y-
axis 2.667 V/div.

phenomenon agrees with the theory that for (N+1)-level MMC, the effective switching fre-
quency is N times higher. The results are verified by SaberRDr simulations as they give
identical waveforms. Fig. 3.12(b) demonstrates the upper and lower arm currents of the
5-level converter, the results from oscilloscope and simulation agree with each other quite
well in both waveshape and values. Fig. 3.12(c) shows the DC voltage ripples of the sub-
modules in upper and lower arms for the 5-level converter. These values fluctuate around
the reference of 225 V, indicating the inner controller is working properly. The peak-valley
difference is estimated to be around 13.3V from the oscilloscope and simulation. In Fig.
3.12(e) and (f), some DC capacitor voltages of 7-level MMC are shown and compared. The
former indicates that for submodules in the same arm, the rising/declining trends of DC
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voltage ripples are same, while the latter shows the trend in the opposite arm is totally
in contrary. The average values of these DC voltages, as can be read from these figures,
are about 150 V since the number of submodules in an arm increases to six while DC line
voltage is kept constant.

Fig. 3.13 gives the switching process and power losses in the 5-level MMC and the
shape of these waveforms in 7-level MMC are almost the same and are therefore not
shown. Fig. 3.13(a) and (b) are the transient IGBT voltage and current waveforms dur-
ing the turning on and off processes. After exerting a positive driving pulse on the gate
and a period of turn-on delay lasting for 1 µs, the voltage begins to drop and a current
surge can be observed from both HIL emulation and SaberRDr simulation. Then the cur-
rent gradually stabilizes and the voltage finally remains slightly above zero due to the
conduction resistance. The rise time is defined as the time interval between 10% and 90%
of collector current under steady-state, which is around 0.33 µs, slightly below 0.4 µs pro-
vided in the datasheet. When the driving pulse disappears, the turning off process takes
place after a turn-off delay of approximately 4 µs; it is an opposite process during which
vCE rises to DC capacitor voltage and collector current goes to zero, but the fall time has a
similar definition to rise time and its value is near 0.42 µs, a little larger than the datasheet
value of 0.35 µs. In Fig. 3.13(c), diode reverse recovery process is shown. As can be seen
after plunging to peak value, which virtually has the same amplitude as the steady-state
current, the reverse current begins to decay to zero and voltage over the diode climbs to
DC capacitor voltage. It is observable that the current tail in the SaberRDr simulation is
a little longer but since the value of the final stage is extremely small it is forced to zero in
the diode model and that will not cause a significant error when calculating power loss.
Meanwhile, the forward voltage of diode is also nonzero attributing to the exponential
static I-V characteristics. The power loss corresponding to each process is also shown, a
high degree of consistency between HIL emulation and SaberRDr simulation is observed.

To validate the effectiveness and convenience of the proposed circuit partitioning method
in achieving real-time, the 7-level MMC is expanded to 11-level and emulated execution
on the FPGA. Fig. 3.14(a) is the 11-level output voltage and the load current from HIL em-
ulation, compared with those of 5- and 7-level MMC. The voltage quality is higher and as
anticipated that the voltage spectral analysis yields an array of harmonics around 20 kHz;
but they are almost negligible. The root mean square value of fundamental component
is same to those of other two, all about 280 V. The output current, due to filtering effect
of inductors, is sinusoidal and it reaches a peak value of 80 A, agrees with its theoretical
value. The results from SaberRDr are also shown in Fig. 3.14(b) for comparison, which
indicates the hardware implementation of MMC is correct.

Table 3.5 lists the time each switching process takes. The IGBT turn-on delay from HIL
emulation is exactly what was provided in the datasheet, while its turn-off delay and diode
reverse recovery time are both rounded to integers because the HIL emulation time-step is
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Figure 3.13: Details of switching processes and power losses of IGBT or diode from HIL
emulation (top) and SaberRD� simulation (bottom). (a) IGBT turning on, (b) IGBT turning
off, and (c) diode reverse recovery. Oscilloscope axes settings: x-axis 1 μs/div, y-axis 40
V/div and 26.67 A/div.

500 ns. The errors for IGBT rise and fall time are relatively large, because their values are
smaller than the time-step and consequently both processes are located on straightened
lines and affected by the slopes.

For the upper switch in a submodule, the maximum current flows through the anti-
parallel diode while for the lower switch, the maximum current emerges in the IGBT; thus,
their power losses are important. Table 3.6 shows the energy consumption of IGBT and
diode during the transient process and steady-state when the current reaches largest in 5-
and 7-level MMC, where the errors are in their absolute forms to avoid negative values. As
can be seen from Fig. 3.13, the maximum steady-state current for both IGBT/diode pairs
is about 60 A.

Table 3.5: Switching times of IGBT and diode
Time Description HIL Datasheet/SaberRD�

td,onIGBT Turn-on delay 1.00 μs 1.00 μs

trIGBT Rise time 0.33 μs 0.40 μs

td,offIGBT Turn-off delay 4.00 μs 3.90 μs

tfIGBT Fall time 0.42 μs 0.35 μs

trrdiode Reverse recovery time 5.00 μs 4.80 μs
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Table 3.6: Energy consumption validation of proposed IGBT and diode model
MMC 5L-MMC 7L-MMC

Energy (mJ) HIL/SaberRDr Error HIL/SaberRDr Error

Eturn−onIGBT 14.01/13.43 4.32% 7.93/8.33 4.80%

Eturn−offIGBT 6.38/6.77 5.76% 5.41/5.43 0.37%

EconductIGBT 2.59/2.58 0.39% 2.40/2.39 0.42%

Errdiode 9.28/9.56 2.90% 4.69/5.03 6.76%

Econductdiode 1.75/1.76 0.57% 1.69/1.64 3.05%

The steady-state power losses are quite accurate because the static V -I characteristics
are provided in the datasheet whereas the transient waveforms are obtained by curve-
fitting, and therefore the error is a bit larger, but still they are precise and can be referred
to when designing the MMC as well as the cooling system. Moreover, with the increase of
output voltage level, the power consumed by switches decreases along with voltage and
current stresses. Generally, the proposed HIL system is able to offer accurate power losses
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of both steady-state and transient stages in the MMC despite the variation of its voltage
level and the load. It is more convenient compared with measuring power losses by set-
ting up an experimental MMC prototype whose excitations as well as the loads should
be adjusted repeatedly in order to provide the switches with the same electromagnetic
environment. In addition, although knowing the steady-state current from simulation of
conventional MMC models with ideal switches enables direct acquisition of steady-state
power loss from the device datasheet, estimating the transient portion based on the turn-on
and turn-off energy losses provided by datasheet is less accurate, since they were obtained
in an experimental setup with distinct testing conditions.

3.6.2 Induction Machine Driven by 5-Level MMC

The speed of the induction machine can only be regulated by 5-level MMC when the em-
ulation was done on the XC7VX485T FPGA. As shown in Table 3.2, the LUT is not enough
for the other two MMCs to extend to three phases.

Fig. 3.15(a) shows the regulation of the mechanical angular velocity by real-time HIL
emulation. The initial speed reference is 160 rad/s, so the machine starts and the velocity
goes up to the reference value in about one second. Meanwhile, a large stator current can
be observed in all three phases and only phase A is shown since they are symmetrical.
After 1 s, the actual speed is very close to the reference and the machine operates under
steady-state with stator currents reduce significantly to around 20 A in amplitude. Then at
t1=3 s, ω∗m plummets to -160 rad/s, meaning that the rotation direction is reversed, so that
the positive speed slows down to zero and later increases in the opposite direction until
it reaches the reference value, which sees a slight increase at t2=6 s to -80 rad/s. Conse-
quently, the real speed follows and the machine quickly enters steady-state. Between t3=8
s and t4=9 s, a pulse of 100 N·m is applied to the torque; following this change is a tempo-
rary rise of stator current, but the impact it has on the angular velocity is negligible. As can
be seen throughout the whole period, a large angular velocity leads to a higher current fre-
quency demonstrated by the density of the waveform. For comparison, Matlab/Simulink
simulation is carried out, and corresponding system-level performance is shown in Fig.
3.15(b), which proves that both controllers are functioning normally and the design theory
is correct.

The starting of the induction machine with different values of torques was also tested.
In Fig. 3.16(a), the locus of stator currents in α-β frame are drawn for the starting period
when the mechanical angular velocity climbs up from 0 to 160 rad/s without any load.
A momentary current surge at the vertical axis is observed immediately after starting,
indicated by curve A. Then, as can be seen from curve B , the current steadily reduces from
300 A to 150 A, and following a sudden decline shown by curve C , the current finally
stabilizes around the region D .

The loci of stator currents for three torques under steady-state are shown in Fig. 3.16(b).
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Figure 3.15: Regulation of induction machine speed by 5-level MMC: (a) real-time oscillo-
scope results, and (b) off-line simulation results. Oscilloscope x-axis: 1 s/div.

As expected it shows that a larger torque yields a circle with greater radius. Other infor-
mation such as the relation between the duration of transient process and torque is also
available. When ω∗m=160 rad/s, it takes 0.52 s, 0.65 s, 0.86 s, 1.31 s and 2.68 s for the ma-
chine to reach 95% of ω∗m when the torques are -200, -100, 0, 100 and 200 N·m, respectively,
indicating a larger torque leads to a longer time to approach steady-state, while the reverse
is true for ω∗m=-160 rad/s.

3.7 Summary

This chapter has demonstrated real-time hardware emulation of a TLM-based MMC struc-
ture with piecewise linearized behavioral IGBT/diode model for variable speed drive ap-
plications.

From a mathematical point of view, using TLM links to partition the MMC circuit
achieved the decomposition of a large matrix equation corresponding to the integral circuit
by a set of smaller equations, which when solved in parallel, significantly accelerated com-
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Figure 3.16: Real-time oscilloscope results of stator current in α-β frame under (a) starting
period, and (b) steady-state with Tm=0, 100 and 200 N·m, respectively. Oscilloscope x- and
y-axis settings: (a) 93.34 A/div; (b) 26.67 A/div.

putational speed even though the emulation time-step was small. Meanwhile, it offered a
new perspective for hardware design in which the overall system is represented by several
hardware modules and any change specific to one of them has no impact on others; thus
scalability and modularity could be attained, just as in a real MMC system. Moreover,
the computational speed is entirely independent of the number of output voltage level
of the converter. The only impact is on the utilization of hardware resources, as several
hardware designs have shown in the results, which helped to determine the appropriate
voltage level according to the capacity of the FPGA device. MMCs of different levels were
implemented, where the behavioral IGBT/diode model enables HIL emulation to provide
accurate system-level performance as well as device-level information such as turn-on/off
time and power losses.

Implementation of the MMC inner controller and induction machine outer controller
was also carried out. Multiple time-steps are particularly useful when there is a remarkable
latency disparity between different hardware modules.
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4
Nonlinear Device-Level Modular Multi-Level

Converter Model

4.1 Introduction

The model of a modular multilevel converter determines the extent of circuit information
that electromagnetic transient simulations can reveal while its complexity has a deep im-
pact on the speed. Therefore, this chapter presents two nonlinear MMC models to cater
for various FPGA-based hardware-in-the-loop emulation goals.

In the dynamic curve-fitting model (DCFM), factors affecting the transient performance
are taken into account so that device-level behaviors such as power loss and junction
temperature can be reproduced accurately in the electro-magnetic-thermal simulation of
a power converter. The static parameters are extracted from the manufacturer’s datasheet
by piecewise linearization, while in the dynamic part, the IGBT rise and fall times are
modeled as a nonlinear function of those factors.

The nonlinear behavioral model is widely used in off-line device-level tools such as
SaberRD R© to provide the very detail accurately. Another merit is the versatility: the model
is deemed to be able to represent a real IGBT under most of the conditions without chang-
ing its parameters. The drawback is that its complexity leads to the inefficient solution of
a circuit since the nonlinear model contains multiple nodes solved usually by many itera-
tions of the Newton−Raphson (N−R) method, making it prone to divergence and sensitive
to initial conditions. In this work, its modeling details are specified, and simplification is
conducted for convergent results and efficient computation.

Like the previous chapter, the inclusion of device-level IGBT/diode models exerts a
huge computational burden on the processors. Another fine-grained circuit partitioning
approach using a pair of coupled voltage-current sources is applied to the MMC arm. The
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methodology is simpler than the TLM-link by omitting selection of characteristic impedance,
while it still leads to the same effect.

The ideal switch based-MMC detailed equivalent model (DEM) has a wide application
in electromagnetic transient simulation of HVDC transmission system and multi-terminal
HVDC grid. Based on the same switch model, a new MMC model is proposed by regard-
ing the submodule as a transmission line stub, which, compared with the DEM, achieves
faster computation speed and utilizes fewer FPGA hardware resources.

The hybrid arm structure is subsequently proposed under the condition of a coexis-
tence of partitioning and merging. It is constructed by taking a number of submodules
as a TLM stub whilst the rest use detailed device-level model, which, with merits such as
lower hardware resource requirement, faster execution speed, and high numerical accu-
racy, is suitable for real-time HIL emulation.

4.2 Power Semiconductor Switch-Based MMC Modeling

4.2.1 MMC TLM-Stub Model (TLM-S)

As shown in Fig. 4.1(a)(b), when an arbitrary submodule numbered k is under on-state, the
capacitor is being charged through the upper switch which is instantaneously a small re-
sistance, and if the submodule is off, the equivalent circuit is purely a small resistor. Thus,
an on-state resistance is always in the conducting path during operation. The existence of
the SM capacitor can be determined by the gate signal of the upper switch, deemed as a bi-
nary, i.e., Vgk=1 for on-state and Vgk=0 for off-state. For the blocked state, simply ordering
Vgk=0 andR2=Roff omits the free wheeling diode effect, just as the DEM. To enable correct
SM ON/OFF mode of the blocked state, the gate signal is determined by the direction of
the arm current iSM : if it flows into the SM through node a, which is defined as the posi-
tive direction, then Vgk=1; otherwise, Vgk=0. This criterion leads to two equivalent circuits
similar to Fig. 4.1(a) and Fig. 4.1(b). For the former state, the submodule impedance equals
to Ron+ZCk, while this value is Ron for the latter. Correspondingly, the capacitor voltage
vCk alternates between iSM · ZCk + VCeqk and VCeqk. Nevertheless, to simulate the high-
impedance mode of the blocked state when both diodes are off, vSM and vC are required
to judge whether the upper diode should be turned on. Applying TLM-stub theory, the
capacitor voltage and its iterative incident pulse viCk can be written as

vCk(t) = Vgk(t) · iSM (t) · ZCk + 2viCk(t), (4.1)

viCk(t+ ∆t) = vCk(t)− viCk(t). (4.2)

The Thévenin equivalent circuit of an SM can be obtained as in Fig. 4.1(c), in which

Req(t) = RSM + Vgk(t) · ZCk, (4.3)

Veq(t) = 2Vgk(t) · viCk(t), (4.4)
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Figure 4.1: MMC TLM-stub model: (a) SM on-state/blocked state, (b) SM off-
state/blocked state, and (c) general representation.

where RSM equals to Ron for all states except high-impedance mode when it should be
Roff .

Then, for an MMC arm containing N submodules, the Thévenin equivalent circuit can
be expressed as

Varm eq(t) =
N∑
k=1

Veqk(t) = 2

N∑
k=1

(Vgk(t) · viCk(t)), (4.5)

Rarm eq =

N∑
k=1

Req(t) = NRSM + ZCk

N∑
k=1

Vgk(t). (4.6)

4.2.2 IGBT/Diode Dynamic Curve-Fitting Model

When the operation status of the IGBT changes, e.g., the collector current, gate voltage, or
even the junction temperature, its dynamic characteristics will also follow suit. However,
ordinary CFM is unable to demonstrate the change. Thus, the datasheet-driven dynamic
curve-fitting model involving environment-sensitive switching transients is proposed.

Piecewise linearizing the IGBT static I-V curves provided by the manufacturer into 6
segments, the collector current in the jth segment can be written as

IC = kj(Tvj)VCE − bj(Tvj), (4.7)

where bj and kj given in Appendix A are linear functions of junction temperature Tvj since
data at two different temperatures are available. Taking the IGBT under steady-state as a
resistor, its value can then be deduced as

rs =
VCE

IC
=

IC + bj(Tvj)

kj(Tvj)IC
. (4.8)

It should be pointed out that the IGBT off-state accounts for one of the 6 segments. Mean-
while, switching transients must be included as part of the model. In addition to Tvj , the
rise and fall times generally denoted by tr,f are also affected by factors such as gate resis-
tance Rg, and collector current IC , each of which, according to device datasheet, can be
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expressed by a piecewise linear function

tr,f (xi) = Aixi +Bi, (4.9)

where xi represents either Tvj , Rg, or IC , and Ai, Bi are coefficients. However, when two
or more factors are combined, the relationship is still nonlinear; therefore, the overall effect
can be described by a polynomial function

tr,f (x1, x2, x3) = k0 ·
3∏
i=1

(xi) +

i6=j∑
i,j=1→3

kixixj +

3∑
i=1

bixi + b0, (4.10)

where ki and bi are coefficients that are obtained in a way that sets two variables constant
and forces the function to be equal to (4.9) with the remaining variable, i.e.,

tr,f (xi) = tr,f (xi, xj , xk) |xj ,xk=C . (4.11)

The values then become available, as listed in Appendix A. Note that the gate driving
voltage does not appear in (4.10) because for specific applications its amplitude is fixed.
Nevertheless, it can be added as a new variable if the tr,f -Vg relationship is provided by
the datasheet.

As the shape of IGBT transient waveforms is influenced by the test circuit, the turn-on
and turn-off waveforms of 5SNA 2000K450300 StakPak IGBT module in Fig. 4.2(a)(b) are
obtained from a bridge-structure test circuit which provides the same electromagnetic en-
vironment to that of an MMC submodule [133,134] to ensure the applicability of the fitted
model. As a result, the diode reverse recovery reflected by current surge in Fig. 4.2(a) is au-
tomatically included in the IGBT transient waveforms. Fig. 4.3(a)(b) is the transient model
for IGBT in which the output of a per-unit circuit is amplified by a proper K times. The
voltage-controlled current source (VCCS) and current-controlled current source (CCCS)
are able to reproduce simulated curves that virtually fit with those measured experimen-
tally, as shown in Fig. 4.2. The descending curves can be modeled as the capacitor voltage
of a discharging RC circuit with a time constant τ . Take the collector current for instance,
the fall time tf , defined as the current dropping from 90% to 10% of the initial value along
an extrapolated straight line drawn between the time instants when the current is 90% and
60% of its initial value [133], is located on a virtually straight line. To achieve that, the
initial capacitor discharging rate idisc should be controlled at

idisc = C
dvC
dt

= C
(90%− 10%)vC(0)

tf
. (4.12)

After vC drops to about 33% of its initial value, the curvy tail current emerges. Then, the
control object shifts to the resistance while the capacitance is kept constant, and in the jth

nonlinear segment of the curve, it is

iCj = K · vCj(0)e
− t
τj , (4.13)
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Figure 4.2: IGBT transient waveforms from a bridge-structure test circuit: (a) turn-on pro-
cess, (b) turn-off process, and (c) coefficient K determination.

where vCj(0) denotes the initial capacitor voltage of that segment, and coefficient K is the
last steady-state value for turn-off current, while for turn-on current K is the instantaneous
arm current, as shown in Fig. 4.2(c).

Similarly, the rising curves are realized by an RL circuit. The overshoot is achieved by
charging purely the inductor while introducing a time-varying resistor forces the curve to
decline with a certain slope. The rise time, defined as the time between instants when the
collector current rises from 10% to 90% of the final value, decides the inductance. Since the
segment where tr locates is a straight line, the inductance can be derived as:

L = U · dt
di

=
tr(Tvj , Rg, Ic)× 1(V )

(90%− 10%)(A)
. (4.14)
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Figure 4.3: Dynamic IGBT model: (a) VCCS for descending curves, (b) CCCS for rising
curves.

4.2.3 Power Diode Nonlinear Behavioral Model

The power diode is simplified with only static features and the reverse recovery dynamics
preserved while other negligible components in the original full behavioral model [135] are
omitted, as shown in Fig. 4.4(a). The diode static characteristics represented by the symbol
NLD reflects an exponential relationship between the static current Id and the junction
voltage Vj , as expressed by

Id = Is · (e
Vj
Vb − 1), (4.15)

where Is is the leakage current, and Vb the junction barrier potential. Its discrete-time
Norton equivalent circuit which is shown in Fig. 4.4(b) becomes available by taking partial
derivative and subsequent linearization, as expressed by

Gj =
∂Id
∂Vj

=
Is
Vb

e
Vj
Vb (4.16)

Ijeq = Id −Gj · Vj , (4.17)

respectively, where Gj and Ijeq are the conductance and the equivalent current contribu-
tion of NLD.

The reverse recovery phenomenon is attained by the RL-L pair and the voltage con-
trolled current source with a coefficient of K. Backward Euler method is adopted due to
its lower latency in hardware implementation compared with other integration methods.
The Norton equivalent circuit of the linear inductor L is derived by the following equations

GL =
L

Δt
, (4.18)

ILeq(t) = iL(t−Δt), (4.19)

where Δt is the simulation time-step and the iterative inductor current iL(t) takes the form
of

iL(t) = ILeq(t) +GL · vL(t). (4.20)

Hence, the matrix equation of the simplified diode model is

GDiode · vDiode = IDiode
eq , (4.21)
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Figure 4.4: Nonlinear power diode model: (a) Simplified power diode model, (b) lin-
earized discrete-time equivalent circuit.

where the 3×3 admittance matrix is given by

GDiode =

⎡
⎣ Gj K −Gj −K

−Gj Gj +GL +GRL −GL −GRL

0 −GL −GRL −K GL +GRL +K

⎤
⎦ , (4.22)

vDiode is a vector of diode nodal voltages, and the equivalent current source contribution
vector is

IDiode
eq =

[ −Ijeq, Ijeq − ILeq, ILeq
]T

. (4.23)

4.2.4 IGBT Nonlinear Behavioral Model

The IGBT behavioral model is shown in Fig. 4.5(a), where PWLD denotes a piecewise linear
diode, Rg is the resistance to the gate, and elements such as voltage controlled current
sources imos and itail as well as inter-electrode capacitors Cce and Ccg are nonlinear.

The basic operation can be summarized as: when the collector-emitter voltage vCE is
less than the threshold voltage Von, PWLD keeps off and the collector current iC is zero;
when the value of vCE is between Von and the saturation voltage Vsat, the device is rep-
resented by imos in the quasi-linear region; then, when vCE is greater than Vsat, iC will
mainly depend on the gate-emitter voltage vge and vce [66]. The tail current itail, which
is controlled by the internal parallel Rtail-Ctail pair, only emerges during the turn-off pro-
cess. Using the IGBT tool in SaberRD R©, the static and dynamic parameters can be acquired
based on corresponding characteristics and curves provided by the device data-sheet [136].
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Figure 4.5: Nonlinear IGBT EMT model: (a) Continuous-time behavioral model, (b) Lin-
earized discrete-time equivalent circuit.

The PWLD can be deemed as a binary conductor whose on- and off-state conductances
are gon and goff , respectively. Thus, its Norton equivalent model for electromagnetic tran-
sient simulation is

Gpwld =

{
gon (vpn > Von)
goff (vpn ≤ Von)

, (4.24)

Ipwldeq = −Gpwld · Von, (4.25)

where vpn is the voltage across PWLD, Von is its forward threshold voltage.
Using a similar procedure illustrated in the diode section, all internal components can

be turned into their EMT models, and the outcome is shown in Fig. 4.5(b), in which linearly
passive elements are calculated by

GCx =
Cx

Δt
, (4.26)

ICxeq = −GCx · vCx(t−Δt), (4.27)

where Cx is referred to either Ctail or Cge. With regard to non-linear capacitors Cce and
Ccg, they are treated in a same fashion as taking Ccg for example

GCcg =

{
(ccgo·(1+ vCcg

vcgo
)−M )

Δt (vCcg > 0)
ccgo
Δt (vCcg ≤ 0)

, (4.28)
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iCcgeq =
qCcg(t)− qCcg(t−∆t)

∆t
−GCcg · vCcg(t), (4.29)

where M is the Miller capacitance exponent coefficient that affects the current rise and fall
time.

Since imos and itail are dependent on voltages over other components, their EMT mod-
els are taken as a combination of equivalent current sources and conductance or transcon-
ductance. The voltage controlled current source imos reflecting the turn-on and -off behav-
iors is the most complicated component, as expressed by

imos =


0, (vCge < Vt)||(vd ≤ 0)

a2 · v(z+1)
d − b2 · v(z+2)

d , vd < (y · (vCge − Vt))
1
x

(vCge−Vt)2

a1+b1·(vCge−Vt) , (others)

, (4.30)

where a1, b1, a2, b2, x, y and z are internal parameters, Vt is the channel threshold volt-
age, and vd the potential difference between Inode1 and Inode2. It indicates that imos can
branch off conductance Gmosvd and transconductance Gmosvcge derived by taking partial
derivatives with respect to vd and vCge, i.e., ∂imos∂vd

and ∂imos
∂vCge

.
Thus, its equivalent current Imoseq takes the forms of

Imoseq = imos −Gmosvd · vd −Gmosvcge · vCge. (4.31)

Similarly, the equivalent current contribution from itail unit can also be found as an
expression of transconductance

Itaileq = itail −Gtailvdvd −GtailvcgevCge −Gtailvtailvtail. (4.32)

A 5×5 admittance matrix GIGBT and current source contribution vector IIGBTeq can be
constructed according to the discrete model, as given in Appendix A. Then, the IGBT nodal
voltage vector vIGBT is obtained by

vIGBT = (GIGBT )−1 · IIGBTeq . (4.33)

4.2.5 Electro-Thermal Network

The IGBT power loss due to conduction and switching produces heat which diffuses through
the junction and raises its temperature that in turn affects the device performance. Hence,
establishing a dynamic electro-thermal relationship as in Fig. 4.6 is essential for cooling
system capacity evaluation.

The IGBT power loss Ploss acts as the input current source, whose terminal voltage
represents the junction temperature Tvj . The dynamic junction to case thermal impedance
has the following expression

Zth =
n∑
i=1

Ri(1− e
− t
τi ), (4.34)
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Figure 4.6: IGBT inherent electro-thermal transient network.

where Ri and τi are constants available in manufacturer’s device datasheet. For circuit
simulation purpose, the thermal impedance is embodied by an R-C network [137], with
the capacitance being calculated by

Ci =
τi
Ri

. (4.35)

Then, the companion circuit Rti-Ihi can be obtained by discretization. Subsequently,
the junction temperature is calculated as

Tvj =
4∑

i=1

[(Ploss + Ihi)× (
1

Ri
+

2τi
RiΔt

)−1] + Tamb, (4.36)

where Tamb is the ambient temperature set at 25◦C, and Ihi is the current source contribu-
tion of the capacitors’ TLM stub model, written as

Ihi = 2 · tiCi ·
2τi

RiΔt
, (4.37)

in which tiCi is the incident pulse of capacitor’s TLM stub model and is updated by

tiCi(t) = [(Ploss + Ihi)× (
1

Ri
+

2τi
RiΔt

)−1]− tiCi(t−Δt). (4.38)

As shown by the device datasheet, the junction temperature has a significant impact on
IGBT static performance. Thus, these static parameters should be expressed as functions
of the temperature. Linear functions which have the form of

y(Tj) = k · Tj + p (4.39)

are applied to the calculation of these parameters because in datasheet only two tempera-
ture curves, at 25◦C and 125◦C, are provided. However, if more data are available, nonlin-
ear functions can be employed so as to describe the dynamic electro-thermal features more
precisely.
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4.3 Fine-Grained MMC Partitioning Schemes

4.3.1 V-I Coupling

The coupled voltage-current sources can be inserted between the arm and submodule as
exactly the TLM-link is applied. However, the V -I coupling eliminates the characteristic
impedance as TLM-link has, as shown in Fig. 4.7. The current source is placed on the
submodule side since it contains nonlinear IGBT/diode models solved by nodal equations.
While on the left side, the MMC main circuit can either be solved by mesh current or nodal
voltage equations – in the latter case, the coupled voltage sources are converted to current
sources first.

The partitioning method induces a unit delay to both sides. At the instant t-∆t, iu(t-∆t)
and id(t-∆t) are obtained by solving the matrix equation corresponding to the left circuit,
and they are sent to the submodules. Then, the time instant t begins. On the SM side, based
on the submodule current it just received, its port voltage vk(t) can be derived. Thus, vk is
one time-step ahead of iu and id on the SM side, while the reverse is the case for the MMC
arm. Nevertheless, the fact that the circuit computation frequency is much higher than
that of the arm current means iu and id can be deemed as constants in two neighboring
time-steps and its impact on simulation accuracy is negligible.

The nodal voltage equation on the SM side is determined by the IGBT/diode type
it uses, while on the main circuit side, the arms have a fixed form, e.g., the Thévenin
equivalent circuit is

Zarm = ZLu,d + rarm, (4.40)

Uarm = 2viLu,d +

N∑
k=1

vk(t−∆t). (4.41)

where ZLu,d and viLu,d constitute the TLM-stub model of the inductor, and rarm is its para-
sitic resistance.

4.3.2 Hybrid Arm Model

The partitioning scheme solves the long latency issue caused by employing complex IGBT
and diode models for FPGA implementation; nevertheless, a high hardware resource re-
quirement has not been alleviated. In Fig. 4.8, the hybrid arm structure containing a flexible
number of split submodules while the rest adopting TLM-stub model is proposed for effi-
cient computation and less hardware utilization when deployed to FPGA. Then, the arm’s
Thévenin equivalent circuit is

varm(t) = iSM (t) · ZLu,d + 2viL(t) +

n∑
k=1

vSMk(t−∆t)

+iSM (t) ·
N∑
k=n

Reqk(t) +
N∑
k=n

Veqk(t−∆t),

(4.42)
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Figure 4.7: MMC partitioning by V -I coupling.

where ZLu,d and 2viL is the TLM stub model for an arm inductor. vSMk is the voltage
coupling of kth submodule, and the number n ∈ [1, N -1].

On the nonlinear submodule side, the computation approach relies on switch state.
Under steady-state, both switches of the SM are taken as resistors, then[

vCk(t)
vSMk(t)

]
=

[
Z−1
Ck +R−1

1 −R−1
1

−R−1
1 R−1

1 +R−1
2

]
·
[
viCk(t) · Z

−1
Ck

iSMk(t−∆t)

]
, (4.43)

where vSMk(t) is the voltage to be sent to the opposite side. The SM blocked state is a
special steady-state, where R1 and R2 are determined by the arm current: a positive iSM
indicates that the upper diode is on and R1 is small, otherwise R2 has a small resistance.
During transient state, the IGBT DCFM is taken as a controlled current source, and the
current in the complementary switch, defined as flowing from collector to emitter is given
as:

i
′
C(t) = iC(t)± iSM (t−∆t). (4.44)

Lastly, knowing the branch currents enables the calculation of circuit other variables, such
as vCk(t) and vSMk(t).
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Figure 4.8: MMC hybrid arm model with V -I couplings.

4.4 Hardware Emulation Case 1 – DCFM

The DCFM is applied to real-time emulation of a solid-state transformer (SST) in a three-
terminal DC system, as shown in Fig. 4.9 and the parameters are given in Appendix A.3.

4.4.1 DC-DC Converter HIL Emulation

The proposed hybrid arm model is implemented on the Xilinx R© Virtex R©-7 FPGA. As
demonstrated in Table 4.1, the MMC TLM-stub model enables faster simulation by CPU
and smaller hardware latency on FPGA, making it more suitable for real-time simulation,
particularly when a small time-step is required. For instance, DEM is nearly 30% slower
than the proposed TLM-S in simulating a 51-level MMC using a 20-μs time-step when
it is run by 64-bit Windows R© 7 Enterprise SP1 operating system on the 3.40GHz Intel R©

CoreTMi7 CPU and 8.00GB RAM, while the accuracy of the two models is the same. More-
over, the resource utilization of DEM is much higher than TLM-S, for example, Xilinx R©

Vivado HLS R© estimates that for an 11-level MMC, one DEM controller takes around 14%
of LUT while it is only 4% for proposed TLM-S.

Table 4.1: MMC model simulation speed comparison
MMC- 5-s simulation duration Latency

Level DEM TLM-S Speedup DEM TLM-S

5-L 7.8s 6.8s 1.15 76 Tclk 64 Tclk

11-L 9.2s 7.7s 1.19 92 Tclk 80 Tclk

51-L 17.8s 13.6s 1.31 108 Tclk 96 Tclk

101-L 28.8s 21.1s 1.36 116 Tclk 104 Tclk

501-L 115.0s 80.1s 1.44 132 Tclk 120 Tclk

1001-L 222.0s 153.4s 1.45 140 Tclk 128 Tclk
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Figure 4.9: MMC-based DC-DC converter for MTDC system.

Figure 4.10: Top-level hardware structure of MMCH .

Hardware design of MMCH is taken as an example because the topology of SST is
symmetrical. Vivado HLS R© was employed to shorten the design cycle. Signals with the
same attribute are grouped in an array, rather than being taken individually, for a sig-
nificant reduction in hardware resource utilization when C synthesis is conducted. The
drawback is that the latency will increase slightly along with the array size. Therefore,
such hardware design strategy is mainly adopted in controllers which have a good latency
tolerance. The unroll directive provided by the design tool is also chosen for achieving
parallelism of signals in an array.

Table 4.2 gives hardware design specifics. Around 15% of LUT and DSP are required
by the 1-phase 55-level MMC and its controller. With a FPGA clock frequency of 100MHz,
the time-step for PSC should be no less than 13.75μs according to its 1375 Tclk latency,
where Tclk=10ns, while it is flexible for the remaining modules other than the nonlinear
SM hardware module NSM, so that all of them can be set at 15μs. The parallelism of the
55-level MMC is purposely weakened to save hardware resources and consequently the
latency of TLM-S increases to 95 Tclk. Meanwhile, the time step for NSM is 500ns to ensure
the accuracy of switching transients.

Fig. 4.10 illustrates the general hardware structure of MMCH , where the input and out-
put ports of MMC and its controller – grouped as one component – are specifically shown,
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Figure 4.11: SST top-level finite state machine.

Figure 4.12: SST control scheme: (a) MMCL controller, and (b) MMCH controller.

while other functional blocks in the top-level are represented by their simplified forms.
As can be seen, manipulating gate-level logics is avoided with Vivado HLS R©, and only the
input and output ports of a component are required during hardware design. Since the hy-
brid arm is used in the simulation, one MMC contains mainly four blocks, i.e., phase-shift
control (PSC), MMC linear part (MMC0), MMC nonlinear submodule (NSM) and the ther-
mal network (THM). Among them, the THM is independent of other modules to shorten
the hardware latency: the NSM sends vCE and iC to THM whenever it completes calcu-
lation, and the newest values take effect when the THM starts a new computation cycle;
similarly, the THM calculates tr,f and sends them immediately to the NSM. Meanwhile,
the 6 arms of an MMC are calculated concurrently, and the outputs G and J are sent to the
MFT module where the nodal voltages are sought.
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Connecting these modules either by wire or through D flip-flops is achieved by VHDL
in Vivado R©, where the top-level finite state machine defining the operation sequence in
Fig. 4.11 is realized. Once hardware emulation starts, two independent loops run simul-
taneously. Loop 1 contains solely NSM and repeats every ∆t1=500ns, while all remain-
ing modules constitute Loop 2 that has a period of ∆t2=15µs. Thus, this multiple time-
stepping scheme avoids compromising switching transients by other hardware modules
that must have a large time-step. The carrier waveforms are stored in ROM so that MMC
phase-shift control can operate properly. Table 4.2 shows that for each loop, the time-step
is larger than the maximum latency, so two timers are set: once an exact time-step runs
out, a new calculation cycle will begin.

Table 4.2: MMC hardware design specifications
Module Latency

Module Description Latency Time-step
NSM nonlinear SM 35 Tclk 500ns

MMCP 1-phase MMC 95 Tclk 15µs
MFT transformer 205 Tclk 15µs
DQT abc-dq 78 Tclk 15µs
OLC outer loop control 110 Tclk 15µs
PLL phase reference 8 Tclk 15µs
PSC phase-shift control 1375 Tclk 15µs

THM thermal network 61 Tclk 15µs

Hardware resource utilization
Resources 55L-TLM-S (1p) NSM (1SM) Total
LUT 45159 (14.87%) 5848 (1.93%) 303600

LUTRAM 46 (0.04%) 49 (0.04%) 130800
FF 37390 (6.16%) 3140 (0.52%) 607200

BRAM 31.50 (3.06%) 0 (0%) 1030
DSP 435 (15.54%) 32 (1.14%) 2800
BUFG 4 (12.5%) 4 (12.5%) 32

Fig. 4.12 shows the outer-loop controllers of the SST. MMCL regulates active and reac-
tive power, while its counterpart is in charge of the medium frequency transformer (MFT)
AC voltage on the primary side. The control scheme is carried out in d-q frame and is
largely the same to other voltage-source converters, except an additional MMC inner loop
employing phase-shift control is adopted. The angle θ for Inverse Park’s Transformation
is the reference which determines the MFT operation frequency. Internal variables with
superscripts H and L correspond to the primary and secondary sides of the transformer,
respectively.
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4.4.2 Real-Time HIL Emulation Results

4.4.2.1 Device-Level Behavior

In the MMC, the static SM current is alternating at a frequency decided by θ and is taken
as an example to show its influence on IGBT’s turn-on and turn-off times, as shown in
Fig. 4.13(a)(b). When IC climbs from 500A to 3500A, the turn-on time increases steadily,
while the turn-off time first declines from 1300ns to around 800ns, and then rises again.
Comparison with corresponding values provided by the datasheet proves the accuracy
of proposed IGBT transient model, and with more linear segments to approximate the
nonlinear tr,f -IC curves, the accuracy of the results can be further improved. Fig. 4.13(c)
gives corresponding energy consumption, both turn-on and turn-off energies Eon/Eoff
closely follow datasheet values when identical test conditions are set. A high degree of
agreement between simulation and experimental data indicates that the proposed IGBT
dynamic curve-fitting model qualifies for MMC simulation to give design guidance. In
Fig. 4.14 and thereafter, simulations are conducted based on the MTDC system in Fig. 4.9.
Stipulating that the switching frequency is kept 10 times higher than that of MFT to en-
sure MMC output quality, MMCH lower IGBT operation status in delivering 200MW to
MMC3 is shown in Fig. 4.14. The power loss waveforms at two switching frequencies are
given in Fig. 4.14(a), which indicates that with a higher density of power pulses, the latter
has a more significant impact on junction temperature. Fig. 4.14(b) verifies this viewpoint:
with switching frequencies of 600Hz, 1800Hz and 3000Hz, the junction temperatures cen-
ter around 45◦C, 75◦C, and 103◦C, respectively. The fluctuations in the temperature are
caused by the alternating turn-on and turn-off processes, and consequently the higher the
switching frequency, the denser the ripples appear. With respect to safe operation, it can be
inferred that measures such as using external cooling apparatus and increasing the MMC
level are required when fsw=3000Hz, while natural cooling is sufficient for steady-state
operation with fsw=600Hz. For further validation, the transferred power is reduced to
20MW, and SaberRD R© which is always referred to for device-level information is used
to simulate a 5-level MMC considering numerical divergence will occur if the number of
level is higher. The results in Fig. 4.14(c) demonstrate that the junction temperatures from
DCFM and the simulation tool’s own IGBT model are largely the same, meaning that the
proposed DCFM is as accurate as commercial simulation tools. Fig. 4.14(d) gives the re-
lation between MMC voltage levels and maximum IGBT junction temperatures, which
demonstrates that by increasing the MMC voltage level, a dramatic junction temperature
drop can be achieved if fsw=3000Hz, while the improvement is not significant when fsw is
600Hz.
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Figure 4.13: IGBT transient tests under different collector current at Tvj=125◦C: (a) turn-on
process, (b) turn-off process, and (c) turn-on and turn-off energy.

4.4.2.2 Converter-Level Performance

The MMCH control target V H∗
gd is 90kV, and the MFT frequency for Fig. 4.15(a)(b) are set

to be 60Hz and 180Hz, respectively. The real-time results from the oscilloscope show that
the MFT primary voltages vpri are exactly the control objects. Consequently, on the sec-
ondary side, the value is halved to about 45kV. The SM capacitor voltages are also given in
Fig. 4.15(c), which indicates increasing the MFT frequency leads to smaller sizes of trans-
formers as well as arm inductors and capacitors. Under 60Hz, SM capacitor voltage rip-
ples for both MMCH and MMCL are still larger than those under 180Hz even though its
SM capacitance and arm inductance are 2 to 4 times larger, as shown in Appendix A. As
expected, the introduction of more accurate DCFM causes some trivial differences with
respect to PSCAD/EMTDC R© results; however, the average values and variations of these
signals are similar. In Fig. 4.15(d), the arm currents and SM DC voltages are compared

72



(a)
P  

(M
W

)

0 0.1t (s)

fsw=600Hz

100
120
140
160

80
60
40

fsw=1800Hz

0 0.1t (s)

fsw=3000Hz

3

4

5

2

1

3

4

5

2

1

(d)
MMC Level

T v
j (

ºC
)

40 50 60 80 90 110

60

90
100
110
120

50
40

80
70

70 100

fsw=600Hz
fsw=1800Hz
fsw=3000Hz

0 1.0 2.0

(b)
t (s)

(c)
t (s)

20
SaberRD
DCFM

0 1.0 2.0

T v
j (

ºC
)

60
70
80
90

100

50
40
30

fsw=600Hz

fsw=1800Hz

fsw=3000Hz

Figure 4.14: MMCH lower IGBT operation status: (a) power loss waveforms for 55L-
MMC, (b) junction temperature waveforms for 55L-MMC, (c) 5L-MMC SaberRD R© vali-
dation, and (d) relation between Tvj and MMC level.

between TLM-S and PSCAD/EMTDC R©, it can be seen that these two types of ideal MMC
models fit well.

4.4.2.3 System Tests

Some tests demonstrating the function of SST are carried out as a further validation of pro-
posed MMC models. In Fig. 4.16, power reversal is conducted, and all power flowing to
DC yard is defined as positive. Initially, the power delivered to Station-2 and Station-3 are
300MW and 100MW, respectively, thus Idc2 and Idc4 are approximately 1.5kA and 0.5kA,
and Idc3 maintains around 2 times that of Idc4. At t1=2s, the power order in MMCL be-
gins to ramp from -100MW to 100MW, i.e., Station-3 is diverted to a rectifier station, and
consequently, Station-2 receives 500MW power from the other two stations and Idc2 finally
stabilizes at 2.5kA. It shows that the DC currents are clear indicators of power variation,
because the DC voltage at Station-2 Udc2 is precisely controlled at 200kV. During the re-
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Figure 4.15: SST converter-level results (left: HIL emulation; right: PSCAD/EMTDC R©):
(a), (b) MFT primary and secondary voltages at 60Hz and 180Hz, (c) SM DC voltage
ripples, and (d) ideal MMC models comparison. Oscilloscope horizontal axes setting:
10ms/div.

versal process, the MFT currents undergo ramping while its voltages keep constant due to
MMCH ’s control, as demonstrated by vsec. Another notable feature of SST is fault isola-
tion, which is shown in Fig. 4.17. Immediately after t0=1s when the fault on DC Line-3 is
detected, both MMCH and MMCL are ordered to block their driving pulses. As a result,
the voltage on both sides of the MFT vanish, indicating that the SST has fault isolation
capability. Meanwhile, the power from Station-1 is diverted solely to Station-2 because
Idc2 has the same amplitude to Idc1 and Idc4 reduces to 0. Corresponding results from
PSCAD/EMTDC R© confirms these statements, indicating the proposed MMC models can
be used for MTDC grid studies.
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Figure 4.16: MTDC system power reversal from HIL emulation (up/left) and
PSCAD/EMTDC R© (bottom/right). Oscilloscope horizontal axes setting: 1s/div.

Since the SM blocked state cannot be explicitly shown due to the SST’s fault isolation
capability, it is proven by applying the improved MMC model and the original TLM-S to
MMC1 in Fig. 4.9 where a 1Ω line-to-ground fault is imposed on DC Line 1 right after
inductor L1, and corresponding PSCAD/EMTDC R© simulations are conducted for vali-
dation, as given in Fig. 4.18. Both models produce the same correct results until t=0.1s
when an obvious bifurcation emerges. The improved MMC model yields result iden-
tical to that of the traditional model with each IGBT having a free wheeling diode in
PSCAD/EMTDC R©. The AC voltage under this scenario is still being rectified by the diodes
so Vdc1 is about 30kV, and the fault current stabilizes at around 30kA. Moreover, in the con-
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Figure 4.17: SST fault isolation test waveforms from HIL emulation (up/left) and
PSCAD/EMTDC R© (bottom/right). Oscilloscope horizontal axes setting: 0.5s/div.

troller, igd and igq deviate from the control target, and their non-zero values prove energy
flow between the AC and DC grids. However, with the original TLM-S that fully blocks
the MMC, Vdc1 finally stabilizes at 0 after periods of oscillation, and similar behavior can
be observed with the DC current. Meanwhile, igd and igq are zero, meaning that no current
is flowing from the AC side to the DC side. These incorrect results are identical to those
in PSCAD/EMTDC R© when a large resistor is inserted between the MMC and DC yard,
proving that the original TLM-S has a high-impedance blocked state.

In Fig. 4.19, the alternation between different SM block states is tested by passive charg-
ing ofMMC1 which is operating as an STATCOM, and results from off-line simulation tool
are used for comparison. It can be seen that both the SM capacitor voltages and the upper
arm currents are the same. Initially iu is either positive or negative, indicating the ON
and OFF modes of the blocked state. Then, the third state with zero arm current emerges,
which indicates that both diodes are OFF and the SM is under high-impedance state.

4.5 Hardware Emulation Case 2 – NBM

4.5.1 Power Converter HIL Emulation

A medium-voltage DC (MVDC) system is implemented on the FPGA for demonstration
of the nonlinear behavioral IGBT/diode models involved in system-level emulation, as
Fig. 4.20(a) shows. The station controller is shown in Fig. 4.20(b). The inverter is set to con-
trol the DC line voltage, while the rectifier is in charge of instantaneous power regulation.

In Fig. 4.21, the iterative HIL emulation process of the MMC submodule containing
nonlinear behavioral IGBT and diode models is depicted. It should be noted that the V -I
coupling module is designed specifically for the converter part with circuit partitioning.
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4.5.2 HIL Emulation Results and Validation

To showcase the versatility of nonlinear behavioral models, HIL emulation results from
device-level to system-level captured by the Tektronix DPO 7054 Digital Phosphor Oscil-
loscope are validated by off-line simulation tools running under 64-bit Windows R© 7 En-
terprise SP1 operating system with 3.40GHz Intel R© CoreTMi7 CPU and 8.00GB of RAM.
The employed IGBT and power diode models have been experimentally verified and are
available in SaberRD R©, as also listed in Appendix A.
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Figure 4.20: MMC-based MVDC system: (a) system configuration, and (b) station control
scheme.

Figure 4.21: Hardware architecture and its signal flow routes for the MMC submodule
with non-linear behavioral switch models.

4.5.3 Islanded MMC Performance

The MMC topology in Fig. 4.20(a) is used as an inverter with DC link voltage Vdc=3kV
and AC side inductive load 5Ω-6mH for demonstrating the performance of non-linear be-
havioral IGBT and diode models. In device-level simulation, the selection of a switch type
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should consider the device’s capacity. The BSM300GA160D IGBT (1600V/400A) is suitable
for this DC voltage rating and thus is chosen. The frequency of switches and AC output
are 2.0kHz and 60Hz, respectively.

Due to the nonlinearities in a submodule, a minimum of 5 N-R iterations are needed for
convergent results, and each iteration has a latency of 209 clock cycles. The HIL emulation
time-step is set as 200ns and FPGA clock frequency is 100MHz. Table 4.3 summarizes
the time some EMT simulators and the HIL system need to conduct the computation of
a number of circuits for a 100ms period. To achieve high fidelity, multiple switches are
considered. The time SaberRD R© needs to complete simulation of simple circuits, e.g., a
single diode and IGBT, is acceptable, and the hardware speedup is medium. However, it
rises dramatically along with the circuit scale and the number of parallel switches. Thus,
the speedup SP1 for a 3-phase 5-level MMC is 65 times while it reaches 275 for 11-level
MMC. Meanwhile, the HIL system has a similar, or even faster simulation speed than
PSCAD/EMTDC R© in single 3-phase MMC cases even though the time-step in the latter
tool is 20µs. Thus, it can be inferred that with higher voltage levels, more converters, or
parallel devices, the speedup becomes more significant because the MMC latency keeps
the same.

Table 4.3: Simulation execution times from EMT simulators and HIL systems
Execution Time(s)

Tool m Diode IGBT 5L-MMC 11L-MMC
m1=1 2.96 4.2 340 715

SaberRD R© m2=2 4.15 6.5 528 1060
m3=3 5.10 8.6 620 1430

PSCAD R© 1 0.3 0.3 4.5 17.5
HIL system m1,2,3 0.68 2.2 5.2 5.2

Speedup SP1 m1,2,3 4.3/6.1/7.5 1.9/2.9/3.9 65/101/119 137/204/275
Speedup SP2 m1,2,3 0.44 0.13 0.87 3.37

The oscilloscope results in Figs. 4.22(a)-(c) show starting of the 5-level MMC. Slightly
irregular in the first two cycles, the output voltage later stabilises with an evident level of 5.
DC capacitor overcharge is observed in all submodules, with those in the lower arm hav-
ing larger amplitudes to around 1200V, but finally, all of them manage to maintain around
750V, as shown in Fig. 4.22(b), indicating proper functioning of the controller. Fig. 4.22(c)
shows two arm currents, the opposite phase relation explains the submodule capacitor
voltages in the upper and lower arms reach their peaks alternately. Moreover, a momen-
tary current surge at the beginning explains the overcharge in DC capacitors. The impact
of the number of behavioral SMs in an MMC is also tested by setting all of them non-linear,
and the results are given in the middle, which are verified by SaberRD R© using the same
configuration in the bottom. The ideal switch model leads to some minor differences in the
output voltage around the 3rd cycle; other than that, its outcomes are virtually the same to
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the other two rows, indicating that the proposed MMC arm structure has a high fidelity.
From the perspective of a real converter design, switching dead-time is always set to

protect switches in a submodule, and the gate driver circuit also affects their safe opera-
tion. Fig. 4.23(a) shows the turn-on waveforms of an IGBT without dead-time, and a gate
voltage VG=+15V/0V exerted on the device via a gate resistance of 10Ω. A collector current
surge up to over 1200A appears due to overlapped conduction of the two complimentary
switches and consequently, the energy stored in the DC capacitor discharges dramatically
through that path. To avoid the hazardous current which may damage the switches, as
well as to demonstrate the versatility of the behavioral model, different gate driving con-
ditions are set. As depicted in Fig. 4.23(b-c), the current surge, caused by diode reverse
recovery, witnesses a remarkable mitigation to about 2 times the amplitude of the steady-
state current by simply setting a sufficient dead-time to 5µs. Reducing the off-state gate
voltage V off

G would loose the requirement on dead-time, as demonstrated in Fig. 4.23(d-e).
By setting a 2µs dead-time and V off

G =0, a current surge up to 1000A can still be observed.
In contrast, it disappears when V off

G =-10V. Fig. 4.23(f) are the overview of switching wave-
forms of the upper and lower IGBT-diode pairs in a submodule. During Stage 1, the arm
current is positive and consequently, the upper diode conducts to charge the DC capacitor,
as can be noticed from the rising envelopes of vCE1 and vCE2. Reverse recovery accompa-
nies the diode operation, and correspondingly, current overshoot is induced to the lower
IGBT. At Stage 2, the arm current becomes negative so the upper IGBT is ordered to turn
on repeatedly, and the lower diode acts in concert to discharge energy stored in the DC
capacitor. These device-level results prove that the non-linear behavioral model has a high
versatility to variations of electromagnetic environment since its switching waveforms can
change accordingly along with external circuits without any adjustment on its parameters
once they are obtained; on the contrary, the ideal switch model and the averaged value
model do not have transients. It is also impractical to enable the curve-fitting model to
have that capability because potentially there could be numerous switching cases, and se-
lection of an appropriate case is difficult. Moreover, it is also restricted by the availability
of hardware resources when implemented on the FPGA.

In Table 4.4, some static and dynamic features of IGBT and diode models are validated
by SaberRD R© simulation. It shows that the reverse recovery time of diode lasts up to
2µs, much longer than IGBT’s turn-on and -off period, which are around 200ns and 640ns,
respectively. The conduction energy consumption distinguished by subscript cond is mea-
sured when the collector current reaches its maximum, i.e., 300A. The error with respect to
SaberRD R© is negligible because essentially, it is a comparison of the static I-V characteris-
tics, which is easy to model. The transient energy dissipation covers the overall switching
period, i.e., from the time prior to the process to the switch’s re-entry into steady-state.
Thus, the energy consumption ETr is calculated over the duration of switching period:

ETr =

∫ TTr

0
(v · i)dt, (4.45)
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Figure 4.22: System-level performance of MMC with non-linear behavioral models from
proposed models (top, middle) and SaberRD R© simulation (bottom): (a) Output voltage,
(b) Capacitor voltages, and (c) Arm currents. Oscilloscope y-axis: (a) 396V(A)/div., (b)
155V/div., (c) 155A/div.; x-axis: 50ms/div.

Table 4.4: Validation of IGBT and power diode nonlinear behavioral models by SaberRD R©

SaberRD R© FPGA Error

Transient time
tDiode
rr 2080ns 1970ns 5.2%
tIGBT
r 200ns 205ns 2.5%
tIGBT
f 640ns 600ns 6.6%

Energy consumption
EDiode

rr 3.71mJ 3.51mJ 5.4%
EDiode

cond 7.26mJ 7.27mJ 0.2%
EIGBT

r 18.18mJ 18.11mJ 0.4%
EIGBT

f 103.48mJ 99.96mJ 3.4%
EIGBT

cond 6.58mJ 6.58mJ <0.1%

In HIL simulation, the Trapezoidal method is applied to the above equation, leading to

ETr =

NTr∑
i=1

(vi · ii + vi+1 · ii+1)Δt

2
, (4.46)

where the entire duration TTr is divided into NTr=TTr/Δt intervals. Though the math-
ematical model for the switching transients is more complex, the energy loss from HIL
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Figure 4.23: Performance of MMC with non-linear behavioral models from HIL emula-
tion (top) and SaberRD R© simulation (bottom): (a) IGBT turn-on without dead-time, (b-c)
Switching transients with 5µs dead-time, (d-e) Switching transients with 2µs dead-time,
and (f) Operation of complimentary switches in a SM from HIL emulation. Oscilloscope
y-axis: (a) 156V(A)/div., (b)-(e) 130V(A)/div., (f) 255V(A)/div.; x-axis: (a)-(e) 5µs/div., (f)
10ms/div.

emulation is still precise, with diode reverse recovery energy consumption having the
largest error of 5.4% and IGBT turn-off loss next to it, at 3.4%. Moreover, the numerical
results indicate that transient power losses are much higher, underlining the importance
of device-level non-linear switch models for evaluation of the safe operation of a converter.

4.5.4 MMC-MVDC Performance

To enable a higher DC voltage with the same 5-level MMC configuration, IGBTs with a
larger capacity, such as the 5SNA 2000K450300 StakPak IGBT Module (4500V/2000A),
should be used. HIL emulation of a 10kV/0.8kA MVDC system is conducted while results
validation relied on PSCAD/EMTDC R© as SaberRD R© is unable to simulate such a large
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Figure 4.24: MVDC System-level performance from HIL emulation (top) and
PSCAD/EMTDC R© (bottom): (a) System start, (b) Line-to-line fault response, and (c) Power
reversal. Oscilloscope y-axis: (a) 2.58kV/div., (b) 1.73kV/div., 272A/div., (c) 1.72kV/div.,
246A/div.; x-axis: (a) 1s/div., (b) 100ms/div., (c) 10s/div.

system for a long period. In Fig. 4.24(a), system start is conducted, after a few oscillations
at the beginning, the DC voltages stabilise at around 1s, with the rectifier station slightly
over 10kV. At t=2s, pole-to-pole fault lasting 5ms is occurred to the centre of the transmis-
sion line, as Fig. 4.24(b) depicts, the DC voltages fall immediately, and the transmission line
sees a large current, from initial 500A to approximately 1kA. In Fig. 4.24(c), power reversal
is carried out. The power reference in the rectifier station is ordered to ramp down from
-5MW to 3MW in a time interval of 10s, and consequently, the DC line current Idc declines
from approximately +500A to -300A. Therefore, before t1=10s, the energy is transferred to
the inverter side, and the DC voltage at rectifier station Vdc1 is slightly higher than Vdc2 at
inverter station to ensure energy flow. Then, Idc starts ramping down, accompanied by a
minor decrease of DC voltages at both terminals. At t2=20s, the process is ceased and no-
ticeably, the numerical relationship between the two DC voltages has also reversed. These
results prove that the decoupled hardware modules of the nonlinear behavioral switch
models can be effectively employed for system-level studies when the fully iterative solu-
tion provides the same results as a transient simulation tool PSCAD/EMTDC R© perform-
ing a non-iterative solution using ideal switch models, particularly when an obvious speed
advantage is witnessed, i.e., it takes around 752s for the latter tool to simulate a 10s inter-
val with a much larger time-step of 20μs, while the HIL system only requires 520s even
though its time-step is 100 times smaller.
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4.6 Summary

This chapter has demonstrated real-time hardware emulation of MMCs with nonlinear
device-level IGBT/diode model for various applications to obtain their precise perfor-
mance for circuit design evaluation that otherwise cannot be achieved by the ideal two-
state switch model.

The dynamic curve-fitting model improves the versatility of the previous curve-fitting
model by linking its turn-on and -off times with time constants of RC and RL circuits, and
consequently, the transient waveforms can be precisely simulated under various normal
operation conditions. Meanwhile, the MMC TLM-stub model alleviates hardware resource
burden and showed its speed advantage in both CPU simulation and HIL emulation on
FPGA in conjunction with other complex switch models. Circuit partitioning enables the
coexistence of separated nonlinear submodules and the linear MMC circuit even though
they have distinct time-steps, and with smaller matrix dimension, a significant speedup
can be attained in addition to avoiding numerical divergence.

Compared with the dynamic curve-fitting method, the nonlinear behavioral models
are more versatile to electromagnetic environment variation, and consequently can be ap-
plied to various power converters to obtain their precise performance for thorough cir-
cuit design evaluation that even the dynamic curve-fitting model could not achieve. The
consistency between HIL emulation results and those from off-line simulation tools indi-
cated that proposed nonlinear behavioral IGBT and diode modules have wide application
prospect ranging from device-level behavior evaluation to system-level performance pre-
view.
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5
High-Fidelity Device-Level Hybrid HVDC

Breaker Models

5.1 Introduction

Modeling of HHB can be carried out from two perspectives: system-level and device-level.
A precise HHB model should be a full-scale model so that internal details can be investi-
gated. However, designing an HHB with hundreds of IGBTs in a massive array would lead
to an extremely heavy computational burden as well as to a high FPGA resource utiliza-
tion. The inclusion of IGBT models can further improve simulation results by providing
more details. The predominant model is the TSSM, which only has two nodes to achieve
fast circuit computation. The CFM is also a two-node switch model, whose on-state resis-
tance is obtained from the static I-V characteristics, and the dynamic waveforms acquired
directly from experimental measurement or indirectly from the device datasheet. Thus, the
calculation of steady-state and transient power losses are more accurate. Its major short-
coming is that the stored values for transient waveforms need to be adjusted repeatedly
along with the variation of electromagnetic environment for accurate results. Nonlinear
behavioral model is widely used in off-line device-level tools such as SaberRDr to pro-
vide every detail of the circuit accurately. Another merit is the versatility: the model is
deemed to be able to represent a real IGBT under most conditions without changing its
parameters. The drawback is that its complexity leads to the inefficient solution of a cir-
cuit since the nonlinear model contains multiple nodes solved usually by many iterations
of the Newton-Raphson (N-R) method, making it prone to non-convergence and sensitive
to initial conditions.

In this chapter, three types of full-scale HHB models with high fidelity - classified ac-
cording to IGBT models they contain - are proposed for efficient real-time HIL emulation
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of HVDC grids on FPGAs as well as for achieving fast electromagnetic transient calcu-
lation by off-line simulation tools. Type-1 model is based on TSSM that has been devel-
oped in the past, but this work overcomes its original drawbacks of slow simulation speed
and high resource utilization so that this new model can be executed in real-time. Type-2
model based on the curve-fitting technique is a further improvement to realize two goals
simultaneously: it can be used in real-time HIL emulation, and device-level phenomena
are included to enable the model to provide more details. The second-order NBM-based
DC breaker is also introduced as the most accurate one and is categorized as the Type-3
model. Like its curve-fitting counterpart, an electro-thermal network is created to enable
the acquisition of operation statuses such as IGBT power loss and junction temperature,
and consequently, the HHB design including the selection of IGBT type and its number can
be evaluated. To reduce FPGA hardware resource utilization caused by a large number of
IGBTs, circuit partitioning is first applied and based on that, one of the sub-circuits is used
to represent all other identical ones.

5.2 HHB in MTDC System

5.2.1 MTDC Schematic

Fig. 5.1 shows a three-terminal HVDC system in which functions of the hybrid HVDC
breaker can be evaluated. The configurations of the three converter stations are symmetri-
cal. STN1 (REC) is set as the rectifier station, while the other two, denoted as STN2 (INV1)
and STN3 (INV2), are inverter stations. The former is in charge of power while the latter
controls individual DC bus voltage. I1, I12 and I13 are rectifier side DC currents, and I21

as well as I31 represent inverter side DC currents. L12, L13, L21 and L31 are current limit-
ing inductors in DC yards, which, together with symbolsB12, B13, B21, andB31, constitute
HHBs. Line faults with a resistanceRf can be simulated on both transmission lines linking
inverters station with the rectifier station.

As MMCs are gaining popularity and presumed to be dominant in future MTDC projects,
the proposed HHB models are inserted in the DC yards of such a system. Considering the
main focus is on the performance of HHBs and since a proper modification of discounting
AC side reactance and resistance into DC side enables the MMC averaged value model
(AVM) to predict system-level behaviors when DC line fault occurs [42, 138], it is adopted
to achieve low computational burden. Further more, the installation of an appropriately
designed HHB guarantees that the DC fault current from an AVM-based MTDC system to
be similar to that of a detailed equivalent model based on a period longer than the HHB
protection time.

The control scheme of the MMC is also shown in Fig. 5.1, which demonstrates strate-
gies for the rectifier and inverter are largely the same, other than the control objective is
selected according to the state of the converter station. Meanwhile, the scheme based on
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Figure 5.1: Schematic of a three-terminal monopole HVDC system and its control and
protection concepts.

d-q frame is identical to that of other grid-connected voltage sourced converters, except
the modulation signals vABC

MMC are sent to an additional inner-loop controller, which, in this
case, adopts a phase-shift strategy to generate driving pulses denoted by the vector Vgate.
In AVM, the output voltage of a submodule is determined by the state of its upper switch.
Thus the combined output voltage of submodules in one arm of an (N+1)-level MMC can
be uniformly calculated by

vu,d =

N∑
1

V upper
g,i × Udc

N
, (5.1)

where V upper
g,i is a binary number indicating on/off state of the upper switch in the ith

submodule by 1 and 0, respectively, and Udc denotes the converter side DC line voltage.

5.2.2 DC Line Protection

The DC line protection (LPR) concepts for MMC-HVDC systems share a great similarity
with line commutated converter based HVDC, which means that a variety of criteria, such
as voltage derivative protection (VDP), under voltage protection (UVP), and over current
protection (OCP), can also be applied to judge line faults. The difference lies in the fact
that isolating the faulty section is mainly achieved by HHBs on both inverter and rectifier
sides. In Fig. 5.1, two popular protection concepts for HHB testing are shown.

5.2.2.1 Voltage Derivative Protection

VDP has a fast reaction to line faults. The principle is: when the DC line contacts ground
via a small resistance Rf , the voltage drops instantly from hundreds of kilovolts to close
to zero or a negative value. Thus the voltage change rate DUDT is extremely large, which
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is calculated by

DUDT =
dUdc(t)

dt
= Udc(t)− Udc(t− δt), (5.2)

where δt is the digital sampling rate and consequently Udc(t−δt) indicates DC line voltage
of the previous sampling. The protection threshold δu∗ should be far larger than the DUDT
value under steady-state condition and during the start or stop of the converter. Even so,
to avoid maloperation, a width comparison section is introduced: if DUDT keeps larger
than δu∗ for a preset time δt∗, then a trip order will be issued to activate HHB protection
process.

5.2.2.2 Over Current Protection

OCP has a relatively slower response to line faults compared with VDP and consequently
it has a higher requirement on the breaking capability of an HHB. Nevertheless, it is still
useful in protecting electrical facilities and can be used as a backup. The principle consists
of the following: when the line current rises beyond the setting, a tripping pulse with a
predefined width will be issued which will be followed by HHB operation sequence.

5.3 Proactive Hybrid HVDC Breaker

Fig. 5.2 (a) is the scaled-down model of a unidirectional HHB, which, as the real equipment
does, contains six essential parts: current limiting inductor L, residual current breaker
(RCB), ultrafast disconnector (UFD), load commutation switch (LCS), metal oxide varistor
(MOV), and main breaker (MB) with the snubber circuit. Under normal conduction, the
LCS accounts for the majority of energy consumption. On the contrary, when DC line
protection is triggered, the power loss of LCS is negligible compared with that caused by
MB as well as the MOV which absorb most of the energy stored in the energy transmission
corridor [139], including the current limiting inductor. Thus, an accurate device-level IGBT
model is necessary for MB so that the switching power loss can be calculated for HHB
design evaluation, while for LCS its steady-state power loss is more concerned.

As part of line protection concepts, the operation sequence of the HVDC breaker is
shown in the right corner of Fig. 5.1. After receiving the trip order, the LCS gate signals
are immediately retrieved and the UFD is commanded to open, which takes around 2ms
to complete. The MB gate voltages should vanish as soon as the previous actions are
confirmed. The protection procedure ends with the opening of the RCB when the line
current declines to zero so as to protect the varistor from overheating.

5.3.1 EMT Model of the Proposed HHB

The design theory and operation principle of HHB have been illustrated in detail under
the assumption that all IGBTs in the MB chain are synchronized, which is reasonable and
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Figure 5.2: Models of unidirectional HHB for EMT simulation: (a) scaled-down model, (b)
conventional full-scale model, (c) 3×3 IGBT array, and (d) decomposition of HHB full-scale
model using v-i coupling.

also implies that all internal nodes are well balanced. In a scaled-down model, the MB
and LCS are taken as two-state resistors, with on- and off-state resistances Ron and Roff ,
and the snubber circuit is rarely included. Thus, the total node number is 3 as UFD and
LCS can be merged into one resistor so that the internal node between them is eliminated.
For further simplification, the UFD-LCS branch is merged with the MB branch and this
constitutes the simplest HHB model for EMT simulation [18, 140]. When a fault occurs
on the transmission line, this model can give an approximate performance of the HHB.
However, as stated above, it is unable to provide further information of the circuit breaker
and may give inaccurate results. In Fig. 5.2(b), the full-scale HHB model is depicted, which
has the exact configuration as that of a real one, and two types of commonly used snubber
circuits for the circuit breaker are employed [141,142], i.e., RC and RCD, the latter is shown
in the sub-figures.

Depending on the requirement of HHB capacity, an IGBT symbol for both LCS and MB
in the full model may actually consist of only one or a number of such devices that are
organized in a N×N array. As indicated in Fig. 5.2(c), a 3×3 array of 5SNA 2000K450300
StarkPak IGBT Module (VCE=4500 V, IC=2000 A) [143] is able to endure a DC current over
6000A. However, modeling the circuit breaker as it actually appears would result in a large
system admittance matrix due to hundreds of IGBTs in the MB branch, and their snubber
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Figure 5.3: HVDC power transfer corridor with HHB separated: (a) equivalent circuit
topology, (b) EMT simulation model.

circuits that yield a similar number of nodes, making the original HHB model highly time-
and resource-inefficient for commercial off-line as well as real-time EMT simulation tools
to solve. Therefore, the voltage-current source coupling method is applied for circuit par-
titioning to achieve speedup in simulation, as shown in Fig. 5.2(d), the Vp-Js coupling
enables all HHB units to be physically separated but electrically linked to the power trans-
mission corridor. The UFD and LCS are equally divided to have the same number of HHB
units, and so are their resistances. It should be stressed that one IGBT unit in Fig. 5.2(d)
denotes an IGBT array, i.e., three IGBTs in parallel, and the MOV in MB unit is also equally
divided and denoted by MOVu since the three IGBT units sharing it has been forcibly
disassembled.

Fig. 5.3 (a) shows the power transfer corridor, the configurations on both sides of the
transmission line are symmetrical, and therefore only the rectifier station side is shown.
The current source Idc and capacitor Ce represent the DC part of the MMC (MMC-DC).
By applying transmission line theory, the equivalent circuit for EMT simulation can be ob-
tained, as shown in Fig. 5.3 (b), where CCe is represented by its TLM link model for circuit
partitioning, and both transmission lines employ Bergeron Line Model [144], which adopts
a hybrid Thévenin-Norton structure, leading to a number of one-node circuits whose cal-
culation becomes very convenient. The only exception is the sub-circuit where the DC yard
is located, whose matrix dimension is 2, as expressed below:

Z =

[
ZCe +RCB2 + ZL + Z13 −RCB2 − ZL − Z13

−RCB2 − ZL − Z13
∑
RCB + 2ZL +

∑
Z1i

]
, (5.3)

U =

[
2vi2 − 2vi4 −

∑
Vq + Z13 · Ikt13

2vi4 +
∑
Vq − Z13 · Ikt13 − 2vi3 −

∑
Vp + Z12 · Ikt12

]
, (5.4)

where vi2, vi3 and vi4 are incident pulses of the TLM link and stub models of capacitor and
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inductors, respectively. ZCe and ZL are characteristic impedance, Z is the transmission
line’s characteristic impedance,

∑
Vp,q means voltage sources coupled with HHB units.

Thus, the DC yard is linked to MMC-DC by incident pulses while it connects to the trans-
mission line by the coupling between current sources Ikt and Imt. Noticing that line faults
are simulated on transmission line 1, a special line section independent from DC yard is
constructed, while the model of transmission line 2 has only two sections.

The advantage of such partitioning method is, hybrid HVDC breakers in the power
transmission path will not introduce any additional mesh; thus, mesh currents, rather than
nodal voltages, are taken as variables, making solution of its corresponding matrix equa-
tion fast.

5.3.2 Varistor Model

The varistor is modeled as a nonlinear resistor, whose value plummets when the current
surges. The rating of the virtual varistor unitMOVu can be determined from a real one, and
since the current flowing through them are the same, their distinction lies in the voltage
rating. For a 3×3 IGBT array, the voltage rating ofMOVu should be reduced by two-thirds,
and the I-V relation is expressed by

iv = (
vv

kv · Vref
)αv · Iref , (5.5)

where kv, αv are coefficients, Vref denotes protection voltage and Iref is the corresponding
current, and vv and iv are varistor’s voltage and current, respectively.

Based on (5.5), the Norton equivalent model of the nonlinear varistor takes the form of

Gv =
∂iv
∂vv

=
αv · Iref
kv · Vref

· ( vv
kv · Vref

)αv−1, (5.6)

Iveq = iv −
∂iv
∂vv
· vv. (5.7)

Since (5.6) and (5.7) are nonlinear equations, Newton-Raphson iteration is necessary
to obtain correct results. However, Matlab off-line simulation of the HHB showed that
calculation of the transient stage requires over 20 iterations, which is too many and would
significantly prolong the computational time. Thus, the nonlinear function is piecewise
linearized into 10 sections so as to reduce the iteration times.

The time HHB takes to block the DC current since line fault occurs consists of two
parts: the reaction time of the UFD, known as breaking time, which takes about ∆t1=2ms,
and the fault clearance time ∆t2 that is decided by the inherent I-V characteristics of the
varistor. After a line-to-ground fault occurs, the DC line current increases and reaches
breaking current at ∆t1

If,max =
Udc
r
· (1− e−

∆t1
τ ) + Idc · e−

∆t1
τ , (5.8)
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where r is fault path resistance and to facilitate calculation it is deemed asRf , and τ = L/r

is the time constant. To quench that amount of current within ∆t2, the protection voltage
Vref should meet the following criterion:

Vref =
If,max · L

∆t2
+ Udc, (5.9)

which indicates that the MOV’s protection voltage, reached during fault clearance period,
should be set higher than Udc.

5.3.3 General HHB Unit Model

Three types of IGBT models are used to meet the different simulation requirements of
accuracy and speed. For real-time HIL emulation that aims to acquire system-level perfor-
mance, the Type-1 model is a good choice as the simulation speed of two-state switch is
fast and utilization of FPGA resources is low. In the case that both high simulation speed
and specifics of HHB are demanded, the Type-2 model with curve-fitting IGBT is pre-
ferred. When the generality of IGBT model is prioritized, the Type-3 model which adopts
the nonlinear behavioral model becomes the best alternative.

With regard to the first type, the parallel IGBTs in HHB unit can ultimately be replaced
by an ideal two-state switch, with a small on-state resistanceRon and a large off-state resis-
tanceRoff . For the second type, the IGBT is normally deemed as a gate voltage controlled,
time-varying current source. Therefore, both models have only two nodes and do not
introduce any additional node to the HHB unit. As for the nonlinear behavioral model
which supposedly has N nodes, it adds an extra N -2 nodes to the originally four-node
unit. Therefore, the total number of nodes reaches N+2, among which one is considered
the virtual ground, as shown in Fig. 5.2(d). To achieve real-time with a time-step in the
scale of hundreds of nanoseconds, the smallest matrix dimension is favored. Thus, the
internal nodes in the UFD-LCS branch and the snubber circuit are merged. For the former,
it is naturally eliminated by taking the branch as one resistor, while for the latter, the diode
is dominant when the capacitor Cs is quickly charged during the turn-off stage of MB,
and when it turns on, Rs decides the rate of discharging. Based on this, the RCD snub-
ber is equivalent to RC snubber, whose discretized model, by applying Backward Euler
integration method, can be written as

Req = RsD +
∆t

Cs
, (5.10)

Ih(t) =
(RsD −Req)

R2
eq

· vs(t) +
RsD
Req

· Ih(t−∆t), (5.11)

where RsD is the equivalent resistance of Rs-D pair, vs(t) is the voltage over the snubber,
Ih, which is iterative, represents the history current of Cs and ∆t is the simulation time-
step.
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Noticing that all HHB units are identical, it is not necessary to model all of them. In-
stead, an arbitrary unit is selected for conducting the modeling work, bringing in a sig-
nificant speedup for off-line simulation, as well as a great reduction in hardware resource
utilization when the HHB model is deployed on FPGA. Furthermore, the parallel IGBTs
in an IGBT unit are identical and synchronized, indicating they can be represented by one
of them to avoid additional nodes caused by the rest. Then, the matrix equation for the
N -node HHB unit can be generally written as

UHHB =


G11 mGI12 ... mGI1N
mGI21 mGI22 ... mGI2N

...
...

. . .
...

mGIN1 mGIN2 ... mGINN


−1 

J1

mJI2
...

mJIN

 , (5.12)

where elements G11 and J1 take the form of

G11 = Gv +R−1
eq + (UFD + LCS)−1 +mGI11, (5.13)

J1 = Js(t)− Iveq(t)− Ih(t) +mJI1 . (5.14)

In (5.12), m is the number of IGBTs in parallel. The elements from IGBT, which are distin-
guished by superscript I , are multiplied with m since these parallel IGBTs are identical.

5.3.4 Two-Node IGBT Models

Both TSSM and CFM have only two nodes. As one of the most popular models in EMT
simulation for its simplicity, TSSM realizes the function of an IGBT by shifting betweenRon
and Roff when it is commanded to turn on and off, respectively, as shown in Fig. 5.4(a).
Thus, the switching transient cannot be shown by this model and the on-state voltage and
current are not sufficiently accurate for power loss calculation, let alone thermal analysis.
However, in this case, (5.12) is one dimensional since only one node with unknown volt-
age is left in HHB unit, and it can easily be obtained by solving the following algebraic
equation:

U(t) =

∑
J(t)∑
G

=
Js(t)− Iveq(t)− Ih(t)
1

UFD+LCS + 1
Req

+Gv +GMB
. (5.15)

where GMB is the conductance of the IGBT unit and consequently is a reciprocal of its
resistance.

CFM overcomes aforementioned shortcomings, as its on-state resistance can be ob-
tained from the IGBT static characteristics and the switching features can be preset in the
program. As shown in Fig. 5.4(b), the V -I relation of IGBT is embodied by a piecewise
linear resistor that can be expressed by a set of functions taking the form of

Rss,i =
VCE
IC

=
1

ki(Tj)
+

bi(Tj)

ki(Tj) · IC
, (5.16)
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Figure 5.4: (a) IGBT two-state switch model, (b) steady-state representation of IGBT curve-
fitting model, and (c) controlled current source for the turn-off of IGBT curve-fitting model.

where subscript i means the ith linear segment, ki and bi are linear functions of junction
temperature.

While its turn-off voltage shape is prone to change, the robustness of the shape of
IGBT turn-off current becomes critical to establishing its curve-fitting model for transient
stage [69]. These current values, measured at different times by either experiment or sim-
ulation of commercial software and stored in a look-up table (LUT), are programmed as a
time-controlled current source so that its value after a given number of time-steps can be
accessed, as depicted in Fig. 5.4(c). Although during steady-state (5.15) is still applicable
to CFM-based HHB, its model for turn-off stage distinguishes itself from TSSM, with the
nodal voltage expressed by

U(t) =

∑
J(t)∑
G

=
Js(t)− Iveq(t)− Ih(t)− IMB(t)

1
UFD+LCS + 1

Req
+Gv

, (5.17)

where IMB is the programmed current source representing IGBT. A combination of (5.15)
and (5.17) makes CFM a little more complex than TSSM because the way nodal voltage
should be solved is dependent on the operating conditions of the switch. Thus, as a status
indicator t is introduced to decide which of the two equations should be used.
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5.3.5 IGBT Nonlinear Behavioral Model

One prominent merit brought by the aforementioned two-node models is efficient com-
putation. However, they both have limitations, i.e., the TSSM is incapable of showing
switching details and power calculation is not accurate, and the CFM lacks versatility
since its transient current waveform will not change along with the electromagnetic en-
vironment, and consequently the curve should be amended. There are models that have
generality while at the same time provides details of a switch, such as the fourth-order
NBM. The main disadvantage is the complexity and relatively slow computational speed.
To facilitate HIL emulation as well as simulation of circuits comprised of such models, it is
simplified in a way that maintains its accuracy.

5.3.5.1 IGBT Fourth-order Behavioral Model

In Chapter 4, the full nonlinear behavioral model of IGBT is introduced, as shown in
Fig. 5.5(a), which can mainly be categorized as the metal-oxide semiconductor field-effect
transistor (MOSFET) behavior represented by voltage controlled current source imos and
inter-electrode capacitors Cce, Cge and Ccg, tail current itail that controlled by vtail, the volt-
age over Ctail and Rtail, and a piecewise linear diode D that sets the minimum on-state
collector-emitter voltage drop.

The two controlled current sources are the main components deciding the IGBT’s static
and dynamic performance. The MOSFET behavior was described in (4.30), and for HHB
HIL implementation, it is reorganized as

imos =



0, (vcge ≤ Vt),
f1(vCge) · v(z+1)

d − f2(vCge) · v(z+2)
d ,

(vd < y · (vCge − Vt)(1/x)),
(a · (vCge − Vt) + C)−1 + b · (vCge − Vt)− C−1,

(others),

(5.18)

where Vt is IGBT’s gate threshold voltage, a, b, x, y, z and C are static parameters, vd, vCge
are terminal voltages of imos and Cge, respectively, and f1(vCge) and f2(vCge) given by

f1(vCge) =
z + 2

y
z+1
x

(a+ b(vCge − Vt))−1 · (vCge − Vt)
2x−z−1

x (5.19)

f1(vCge) =
z + 1

y
z+2
x

(a+ b(vCge − Vt))−1 · (vCge − Vt)
2x−z−2

x (5.20)

are nonlinear functions of the voltage overCge, which shares collector-emitter voltage with
the nonlinear capacitor Ccg, meaning that nonlinearities from IGBT capacitances are con-
sidered. The tail phenomenon that appears only when the IGBT turns off, is dependent on
both vtail and imos:

itail =

{
0 ( vtailRtail

≤ imos),
( vtailRtail

− imos) · itrat ( vtailRtail
> imos),

(5.21)
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Figure 5.5: (a) IGBT fourth-order nonlinear behavioral model, (b) IGBT second-order non-
linear behavioral model, (c) general representation of IGBT behavioral model, and (d) lin-
earized discrete-time equivalent model for electromagnetic transient analysis.

where itrat is a ratio that decides the emergence of tail current.
As can be seen, the full model contains 5 nodes, which means any circuit containing it

will yield at least a 4×4 admittance matrix, and solving its corresponding equation requires
multiple Newton-Raphson iterations and more often than not it is prone to divergence.
Thus, model simplification is carried out to improve its computational speed as well as
robustness to divergence.

5.3.5.2 Parameters Extraction

Different IGBT model types are distinguished by the parameters which can be extracted
from the device datasheet using the IGBT tool in the off-line simulation tool SaberRD�.
Similar to the CFM, the parameters of IGBT nonlinear behavioral model can be catego-
rized as the static set and the dynamic set reflecting individual characteristics. The former
mainly concentrates on imos, while the latter is applied to the remaining components.

It should be pointed out that the curves and data in the device datasheet are exper-
imentally measured, which means that the linearities and nonlinearities, including the
nonlinear nature of IGBT capacitances, are fully considered and can be reflected by the
NBM. A number of curves from the device datasheet, including typical on-state charac-
teristics, typical transfer characteristics, output characteristics, are imported into the IGBT
tool for extracting static parameters such as a, b, x, y, z, Vt, and Rg. In the meantime, dy-
namic features, such as the relationship between typical capacitances and collector-emitter
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GI =

Gmosvd +GCcg Gmosvcge −GCcg −Gmosvcge −Gmosvd
−GCcg GCge +GCcg +R−1

g −GCge −R−1
g

−Gmosvd −Gcge −R−1
g −Gmosvcge GCge +Gmosvd +Gmosvcge +R−1

g

 ,
(5.23)

JI =
[
−Imoseq − ICcgeq, ICcgeq +

Vg
Rg − ICgeeq, ICgeeq + Imoseq − Vg

Rg

]
. (5.24)

voltage, turn-on time and turn-off time, are used for obtaining the remaining parameters
shown in Appendix A to ensure that transient characteristics are sufficiently reflected and
properly modeled as well. Specific procedures for parameter extraction are provided by
SaberRDr [136].

5.3.5.3 Sensitivity Analysis

As can be seen from the IGBT nonlinear behavioral model, each node links to several
branches, making the element GIij in the admittance matrix a sum of individual admit-
tances. Thus, when calculating the matrix, a considerable amount of time will be spent on
addition and subtraction operations. Based on Jacobian sensitivity analysis, the matrix can
further be simplified. To accomplish that goal, the weakly coupled items, which can be
identified by putting the IGBT into a test circuit, have to be distinguished from those that
are dominant.

At an arbitrary node that connects to N branches, if the conductance or transconduc-
tance of kth branch is negligible at any time compared with the sum of the rest, that is,

∂ik
∂fk(v1, v2, ...)

�
j=N∑
j=1

∂ij
∂fj(v1, v2, ...)

. (5.22)

Then, that item can be removed from the admittance matrix for fewer algebraic opera-
tion times. The analysis outcome showed that Gtailvd, Gtailvcge and GCce can be omitted.
Similarly, sensitivity analysis of JI leads to a removal of Itaileq.

5.3.5.4 Model Parallelization

Noticing that the IGBT behavior can be largely categorized into two types, i.e., the basic
MOSFET behavior determined by vCge and vd, and the tail current phenomenon that can
be deemed as an augment part solely dependent on vtail according to sensitivity analysis,
parallelization of the full behavioral model can be achieved. The former mainly includes
components such as imos, Ccg, Cge and Rg, while the latter is a combination of Rtail, Ctail
and itail. Thus, the overall model can be deemed as a superposition of both behaviors
and consequently it is possible to detach these two parts from each other so as to reduce
the number of nodes in each part. Since itail can be deemed as a current- and voltage-
controlled current source which its own terminal voltage has no impact on, there is no
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necessity to physically connect it to other circuit components. Therefore, the tail current it-
self constitutes an independent circuit. With regard to the parallel Rtail-Ctail combination,
the voltage across them is so small compared with that of imos, that their existence has
negligible influence on the MOSFET behavior. Thus, it can also be detached. Then the su-
perposition model of IGBT can be derived as a collection of several sub-models, as shown
in Fig. 5.5(b). The second-order MOSFET sub-circuit is the only part that participates in
circuit nodal voltage calculation while the other three are used for result correction, as
shown in Fig. 5.5(c) the general representation of IGBT behavioral model. Hence, the col-
lector current is calculated as

iC = imos + iCcg + itail, (5.25)

where imos and iCcg are obtained through solving the circuit in which the MOSFET part lo-
cates, and itail is calculated directly by (5.21). Similarly, the device’s voltage can be deemed
as a summation of Von and vd. In Fig. 5.5(d), the discretized and linearized circuit for MOS-
FET part which contains merely one transconductanceGmosvcge is shown, where the arrow
with a dashed line indicates that Gmosvcge is related to the node it points to. Based on that,
(5.23) and (5.24) can be obtained, and the dimension of the matrix equation reduces to 3.

Such improvements of the full model leads to multi-fold benefits: the new model is as
precise as its original counterpart, and the number of N-R iterations reduces substantially
due to fewer nonlinearities as well as smaller matrix dimension; meanwhile, the maximum
time-step to compute the model is also increased so that simulation can run much faster.

5.3.6 Electro-Thermal Network

The heat induced by IGBT power loss will raise the junction temperature which in turn
affects the HHB performance. Meanwhile, determination of the size of IGBT array in LCS
and MB unit also relies heavily on the junction temperature. Thus, the inherent electro-
thermal network established in Fig. 4.6 is included as part of an accurate IGBT model. The
cooling system is not included [140] in the MB for the reason that the selected IGBT type
usually has enough capacity to withstand the DC line current for 2ms, while the adoption
of cooling system in LCS can be determined by calculating the IGBT junction temperature
using the electro-thermal network. It should be pointed out that this network is suitable
for all the three proposed HHB models, and only one detialed electro-thermal network
corresponding to the selected IGBT is established due to the fact that all IGBTs including
their electro-thermal networks are identical. Therefore, their operation status such as the
junction temperature is immediately known when computation of the selected HHB unit
is completed.

As illustrated in the last chapter, linear functions taking the form of (4.39) are applied
to reflect the impact of junction temperature on IGBT performance. The coefficients of the
thermal network are listed in Table 5.1.
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Table 5.1: IGBT parameters as a function of junction temperature
Parameter Coefficient k Coefficient p

Vt -0.012221 8.018885
a 38.3699×10−6 0.004176
b -0.7738×10−6 464.9903×10−6

x -0.0013681 1.353853
y -852.9×10−6 1.475723
z -982.22×10−6 1.062776

5.4 Hardware Implementation on FPGA

The hardware design of proposed HHB integrated into the MTDC system is targeted onto
the Virtex 7 FPGA xc7vx485tffg 1761-2. As shown in the setup in Fig. 2.5, the FPGA board is
connected to the oscilloscope via DAC34H84 EVM, which converters digitals into analogs
so the results can be displayed as waveforms. To achieve a pipelined structure, the over-
all system is divided into a number of sub-circuits, and hardware modules are designed
specifically for each one of them, such as three types of HHBs and the thermal network,
transmission line with fault stimulus, the controllers for rectifier as well as the inverter and
their DC yards, MMC inner loop controller and its specific circuits. Like previous chapters,
Vivado HLSr is employed to enable C/C++ coding of a sub-circuit in the form of a func-
tion whose input and output variables are turned into corresponding hardware module’s
physical ports after being synthesized and exported as an IP core. Table 5.2 shows individ-
ual latencies obtained from Vivado HLSr synthesis as well as FPGA resource utilization
of some key modules of the design.

It demonstrates that the longest hardware delay in the MTDC system employing either
HHB-1 or HHB-2 can be attributed to the abc-dq transform module, with takes up to 78
clock cycles. However, it is not the factor that determines whether the design can attain
real-time execution; instead, the HHB module is decisive because at least one N-R itera-
tion is required in calculating the transients that take place after activating line protection.
Therefore, the actual latencies for HHB-1 and HHB-2 are doubled to around 80 Tclk consid-
ering a few intervals are inserted between two calculations. Hence, to accomplish the goal
of real-time, the time-step should be larger than that value. In contrast, the NBM HHB,
which, according to Table 5.2, has the largest maximum latency of 125 Tclk among all of the
components and is the determinant of HIL emulation speed. The varying latency makes
output results last for different periods at different stages, leading to distorted waveforms.
To avoid that, a timer is included to unify the actual latency of Type-3 model to a fixed 125
Tclk. Meanwhile, each type of HHB module has a very low percentage of resource utiliza-
tion compared with the power converter. And since only one HHB unit containing one
IGBT model is necessary to be designed into a hardware module, the resource utilization
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Table 5.2: Latencies and hardware resource utilization of principal hardware modules in
the 3-terminal HVDC system

Module Description Latency LUT FF DSP
ABCDQ abc-dq 77-78 4723 (1.56%) 3044 (0.50%) 34 (1.21%)
DQABC dq-abc 75-76 4628 (1.53%) 3041 (0.50%) 34 (1.21%)

LPR Protection 4 665 (0.22%) 308 (0.05%) 2 (0.07%)
MMC MMC Ctrl 38 6362 (2.10%) 4323 (0.72%) 35 (1.25%)

REC/INV Rec/Inv control 35 867 (0.29%) 697 (0.11%) 10 (0.36%)
DCYARD DC yard 43 3235 (1.07%) 1984 (0.33%) 18 (0.64%)

TL Line fault 31 1646 (0.54%) 1135 (0.19%) 10 (0.36%)
MMC-AC AC part 23 3588 (1.18%) 2021 (0.33%) 15 (0.54%)
MMC-DC DC part 13 486 (0.16%) 409 (0.07%) 8 (0.29%)

ITAIL tail current 26 1291 (0.43%) 737 (0.12%) 5 (0.18%)
THERM Thermal network 31 2893 (0.95%) 1779 (0.29%) 15 (0.54%)
HHB-1 Type-1 40 5431 (1.79%) 2233 (0.37%) 23 (0.82%)
HHB-2 Type-2 38 5032 (1.66%) 2662 (0.44%) 26 (0.93%)
HHB-3 Type-3 67-125 14471 (4.77%) 6502 (1.07%) 106 (3.79%)

for HHB-3 is quite low, let alone the other two types where much simpler IGBT models are
employed. The Type-2 model normally requires more resources than the Type-1 model,
but after transferring calculation of (5.16) to the electro-thermal network, it has a similar
scale to the latter and its latency is also reduced from over 50 Tclk to 38 Tclk.

Fig. 5.6 depicts the pipelined hardware structure of a portion of the MTDC system as
well as signal exchange routes, in which all hardware modules sealed in blocks achieve
parallelism. Those modules related to MMC AC part and its control are represented by the
module Grid-connected MMC, which receives reactive and active power or DC voltage
orders and generates AC side current and voltage information in dq frame for the DC
part of MMC, where the transmitted power is obtained and converted to DC current and
voltage. Then, the incident pulse vi2 is calculated and sent to the rectifier DC yard so as
to obtain two mesh currents, based on which, other variables, such as DC line current
can also be acquired. The module for Type-3 circuit breaker is shown as an example in
the figure, while the other two types have the same ports. The DC line current acts as
an excitation, and based on the status of the IGBT, the nodal voltages can be calculated.
The signal t is introduced specifically for Type-2 HHB, for indication of operation status
and consequently the transient current can be ascertained in the LUT. The voltage and
current obtained directly or indirectly are delivered to the electro-thermal network so that
the power loss and the junction temperature can be obtained, which are in turn sent to the
circuit breaker module to update IGBT parameters for the next time-step. The virtual block
N -R Iteration is not a hardware module designed by Vivado HLSr. In fact, it is realized
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* *

Figure 5.6: Hardware design of HHB integrated with MMC in a pipelined structure on the
FPGA and signal flow routes.

by VHDL coding in Vivado� where all modules are arranged and connected to each other
to form the top-level module.

A proper operation sequence for hardware modules is coordinated by a top-level state
machine, as shown in Fig. 5.7 for MTDC system with Type-1 and Type-2 HHBs. With
regard to Type-3, the only difference is the criterion in State S5 should change to whether
the calculation of HHB-3 has been completed. The overall system starts to operate under
the command rst that is generated by pressing the reset button on FPGA board. External
signals such as three-phase AC grid voltages and carriers for MMC modulation are stored
in ROM, and those data are accessed prior to the operation of all hardware modules. State
S5 takes 43 Tclk since the start order is given, which ensures at the end of that state, HHB-
1 and HHB-2 have already completed their first computation and have been waiting to
enter a new phase. Then, if the results converge, those finished modules will keep idle
in State S10 until one time-step runs out, and by the time Park’s transformation and its
reverse have also been finished. On the contrary, if the results are not convergent, only
the nonlinear HHB module will be executed again until it converges or the maximum
number of iterations have been reached. For Type-1 and Type-2 HHBs, the maximum
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Figure 5.7: Top-level state machine for coordinated operation of MTDC hardware modules.

iteration number can be set to 2 while for NBM-based HHB, 3 iterations are required. The
selection of operation frequency is a trade-off between time-step and FPGA capability. For
the first two types of models, the frequency is set to 100MHz, which means Tclk=10ns
and consequently the minimum time to wait to synchronize to real-time in State S10 is
approximately 100ns. Since the nominal latency of Type-3 model is unified to 125 Tclk, the
frequency is chosen as 125MHz so that Tclk=8ns and the design will execute three times
slower than real-time.

5.5 HIL Emulation Results

The functions of HHB in guaranteeing normal operation of healthy power transmission
corridors and isolating the faulty section are tested by HIL emulation of the three-terminal
HVDC system in which the center of transmission line 1 is subjected to short circuit while
line 2 keeps operating, as indicated in Fig. 5.1. The reaction of the overall system as well
as the performance of some of its components - especially the IGBT - are investigated
and validated by comparison with results from industry standard transient simulation
tools PSCAD/EMTDCr and SaberRDr, respectively. The reason is that the former tool
is well-known for its accuracy and reliability in system-level simulation, and simulation
by the latter tool is always conducted for verification of a power converter design prior to
constructing a prototype since the semiconductor switch models in its library have been
experimentally validated [52,145] and consequently are deemed sufficiently accurate. The
MMC model established in such tools are AVM-based since they are particularly inefficient
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or even unable to compute a circuit with nearly a thousand nodes if the detailed switching
function model is applied to the 17-level MMC adopted in the simulation together with
two conventional full-scale HHBs. Specific parameters of the MTDC system are given in
Appendix B, which shows the combined protection voltage of all MOVs is 340kV, and the
number of HHB units is 100, which means that the protection voltage of MOVu is 3.4kV. It
can be estimated by applying (5.9) that the fault clearance time is close to 4ms considering
the actual MOV voltage during that period is a little lower than its protection voltage.

5.5.1 Device-Level Performance

The device-level behavior of the HHB mainly includes the voltage and current waveforms
of its interior components as well as IGBT’s junction temperature. SaberRDr is chosen
for results validation since it provides detailed nonlinear behavioral IGBT models with
thermal network, such as the chosen igbt1 3x model.

Fig. 5.8 shows the transient waveforms of an MB IGBT with RCD snubber during turn-
off process. The HIL emulation results of the nonlinear behavioral IGBT model is shown
in Fig. 5.8(a), which indicates that during the 23µs period, vCE slowly rises to around the
varistor’s protection voltage because the diode is under conduction state and consequently
the RCD snubber circuit is equivalent to a capacitor that is being gradually charged. Even
though the device still turns off within about 1.6µs, an obvious tail current can also be
observed. The vCE curve of CFM is not shown since the result is identical, while the
ic waveform slightly differs with turn-off time of 2.5µs to fit with the RC snubber case.
Fig. 5.8(d) demonstrates the same process by SaberRDr, which validates the correctness
of the second-order NBM as well as the partitioning approach. It should be pointed out
that variables shown in the oscilloscope is annotated based on the actual time the process
needs to complete, and therefore voltage rise time tvr and IGBT turn-off time tf are divided
by a factor of 3, which is the time of speed that the HIL emulation runs slower than real-
time. In Fig. 5.8(b) and (e), the turn-off process of TSSM IGBT is shown to illustrate the
usefulness of complex IGBT models. Although the voltage rise process is exactly the same
to that of NBM IGBT, the current waveform is straightened. As a consequence, the power
loss during the transient stage is much smaller, while in the NBM IGBT case, the power
loss soars to 37kW, as shown in Fig. 5.8(c). The power loss at on-state of CFM and NBM are
almost the same, with the former having a little closer result to that of SaberRDr. How-
ever, the TSSM with estimated on-state resistance of IGBT is incapable of describing the
power loss accurately. The junction temperature variation is shown in Fig. 5.8(f). Since a
complete loop in the electro-thermal network cannot be formed in TSSM, its temperature
remains slightly above 25◦C. On the contrary, the IGBT junction temperature in the other
two models rises shortly after 50ms because of the power dissipation induced by the DC
line current transferred from UFD-LCS branch to the MB branch by forcing the LCS to turn
off immediately after the protection sequence is activated by the line fault which occurs at
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Figure 5.8: Turn-off performance of HHB with RCD snubber circuit: (a) MB NBM model
of IGBT from HIL emulation, (b) MB TSSM model of IGBT from HIL emulation, (c) single
MB IGBT power loss, (d) MB NBM model of IGBT from SaberRD�, (e) MB TSSM model
of IGBT from PSCAD/EMTDC�, and (f) MB IGBT junction temperature. Oscilloscope
horizontal axes settings: 20μs/div.

50ms. As can be seen, both NBM and CFM approaches lead to curves that almost agree
with the one from SaberRD� simulation, meaning that HHBs employing these two models
are sufficient for HIL emulation. Moreover, in this case, the latter shows its advantage by
running in real-time.

In comparison, Fig. 5.9 shows voltage and current waveforms of HHBs with RC snub-
ber. Fig. 5.9(a) and Fig. 5.9(b) are turn-off waveforms of the MB with NBM and CFM IGBT
respectively, and Fig. 5.9(d) shows the simulated vCE-iC curves from SaberRD�, which
validates the proposed models and partitioning approach. The IGBT turn-off process be-
comes a little longer and MB terminal voltage rises more quickly, from approximately 23μs
of RCD snubber to around 3.6μs. The two current curves for RCD and RC snubber cases
of CFM IGBT are the same: both have a turn-off time of 2.5μs, proving that it is incapable
of adjusting to variations in the electromagnetic environment unless the LUT is modified.
With RCD snubber, vCE keeps low during IGBT turn-off process and consequently the
power loss is small, while in RC snubber case, the rise of vCE occurs simultaneously with
the fall of iC , and they cross at about 0.8kV(kA), which indicates the power loss is much
larger, as shown in Fig. 5.9(c). The on-state power loss is virtually identical to that of MB
with RCD snubber, and consequently the junction temperature in both cases is approx-
imately 26.1◦C at the beginning of 52ms before the IGBT turn-off process; nevertheless,
its transient power loss reaches over ten times higher to about 500kW, leading to an in-
stantaneous junction temperature jump to around 26.8◦C - an increment of 0.7◦C. As an
obvious comparison, the temperature jump by IGBT turn-off behavior in the RCD snubber
case is much smaller, estimated at 0.08◦C, indicating the effectiveness of RCD snubber in
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Figure 5.9: Turn-off performance of HHB with RC snubber circuit: (a) MB NBM model of
IGBT from HIL emulation, (b) MB CFM model of IGBT from HIL emulation, (c) single MB
IGBT power loss, (d) MB NBM IGBT from SaberRD�, (e) comparison between RCD and
RC snubber, and (f) MB IGBT junction temperature. Oscilloscope horizontal axes settings:
(a) 10μs/div, (b) 5μs/div.

reducing IGBT switching loss. Thus, the low junction temperature verifies the statement
that no cooling system is required for the IGBT stacks in the MB branch, and the close
agreement with results from SaberRD� in Fig. 5.9(c) and (f) again prove the accuracy of
proposed models. In Fig. 5.9(e), the snubber currents are compared, all three models gen-
erate almost the same waveforms and therefore they are represented by the Type-3 model.
It shows the credibility of HIL emulation which leads to results similar to that of SaberRD�

in both RCD and RC snubber cases. For the RCD snubber, combined with Fig. 5.8(a), the
MB and varistor operating process can be derived. After receiving block order from line
protection, the MB turns off. In the meantime, the DC fault current diverts to the snubber
and after its voltage, and also the varistor’s voltage, increases to the protection voltage it
again diverts to the varistor where it gradually vanishes. For RC snubber, as soon as MB
turns off, Rs endures the protection voltage because the voltage over Cs is very low due to
a slow charging rate limited by the resistor. Therefore the snubber current is much smaller
but due to an early establishment of a voltage around 3300V, the power loss of MB is high.

The above two cases show that with a proper snubber circuit and 3 IGBTs in parallel,
the junction temperature rise is negligible. However, such a benefit is accompanied by
adopting extra IGBTs. With the help of electro-thermal network, evaluation of an appro-
priate size for IGBT array becomes feasible, and CFM is employed in the emulation. In
Fig. 5.10, line protection tests of two HVDC systems with steady-state DC currents 1kA
and 4kA are conducted to show the significance of electro-thermal network in guiding
HHB design. Fig. 5.10 (a)(b) are MB IGBT junction temperature variations, which indi-
cate that the chosen IGBT type has enough capacity to construct an MB unit with 1×1
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Figure 5.10: Junction temperature variation during operation: (a) MB IGBT under DC cur-
rent 1kA, (b) MB IGBT under DC current 4kA, (c) LCS IGBT under DC current 1kA, and
(d) LCS IGBT under DC current 4kA.

IGBT array to protect a transmission line with even 4kA steady-state DC current since the
maximum temperature is only about 55◦C. The LCS IGBT temperature variation is given
in Fig. 5.10(c)(d). The temperature steadily rises after the HHB starts normal operation
and at the entry into steady-state at t=3s, a line fault is simulated. As can be observed,
a single-IGBT LCS is enough to accommodate 1kA, while when the steady-state DC cur-
rent increases to 4kA, the junction temperature could rise beyond 100◦C with self cooling,
indicating the margin from safe operation is too small and consequently other types of
IGBT arrays, such as 2×2, or an external cooling system, are required. In the meantime, a
comparison between MB and LCS junction temperature variation validates the theory that
switching transients modeling is particularly important for MB IGBTs while it is negligible
for LCS, whose static characteristics dominates junction temperature rise, meaning that
even the steady-state part of CFM is sufficient to satisfy simulation requirements.

Fig. 5.11 shows the overall performance of different types of HHB models. Fig. 5.11(a)
and Fig. 5.11(b) are the results from HIL emulation in which Type-3 and Type-1 models are
employed respectively. The shapes of these voltages and currents in both figures are vir-
tually the same, which indicates that the breaking time is 2ms and the fault clearance time
is approximately 4ms. The results of Type-2 breaker are omitted since they are identical.
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Figure 5.11: Varistor voltage and current during protection: (a) HIL emulation of Type-3
HHB model, (b) HIL emulation of Type-1 HHB model, and (c) PSCAD/EMTDCr simula-
tion results. Oscilloscope horizontal axes settings: (a) 5ms/div, (b) 1ms/div.

During the breaking time, the DC fault current is equally divided among three paralleled
IGBTs so that each accounts for one-third of the total. The main difference between these
two figures is their emulation speed. For Type-3 model, it runs three times slower than
real-time, thus ∆t1 and ∆t2 by horizontal-axis are 6ms and 12ms, respectively, which are
discounted into 2ms and 4ms. On the contrary, the other model is executed in real-time. In
Fig. 5.11(c), the simulation results from PSCAD/EMTDCr are given, which have exactly
the same shapes and values as the HIL emulation results.
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In Fig. 5.12 the importance of developing a full-scale HHB model for HVDC system
performance prediction is demonstrated. It would be misleading that snubber parameters
such as those in Appendix B are applied to a scaled-down model, since it produces some
unexpected oscillations in vhcb, the circuit breaker’s voltage, as well as line current that a
full detailed model will not cause, as shown in Fig. 5.12(a), which gives the results from
real-time HIL emulation and PSCAD/EMTDCr simulation. Therefore, evaluation of the
behavior of an HVDC system will be inaccurate. On the other hand, the parameters that
enable the scaled-down model to produce device-level waveforms as shown in Fig. 5.11
are probably inappropriate for the full model, as can be observed from both HIL emulation
and PSCAD/EMTDCr simulation in Fig. 5.12(b) that some oscillations are introduced to
the breaker’s voltage and line current when the snubber resistance is altered to 200Ω.

Table 5.3: Energy consumed by different HHB components
Snubber Type RC snubber/RCD snubber

Models MOV Snubber MB
Type-1 (TSSM) 3.075MJ/3.114MJ 24.0kJ/7866.9J 288.0J/288.0J
Type-2 (CFM) 3.071MJ/3.111MJ 24.0kJ/7866.0J 622.9J/428.8J
Type-3 (NBM) 3.231MJ/3.254MJ 23.9kJ/8072.0J 627.7J/444.5J

SaberRDr 3.193MJ/3.233MJ 23.1kJ/8258.3J 633.8J/442.1J

Table 5.3 summarizes the energy consumed by the three main parts of HHB under two
snubber circuits after line protection is activated. We can see that regardless of the snubber
circuit, MOV absorbs the majority of remaining energy, slightly over 3MJ in both cases.
However, the amount of energy dissipated by the other two parts is heavily dependent on
the type of snubber. Energy absorbed by the RCD snubber is about one-third of the RC
circuit. On the other hand, all three types of circuit breakers yield a close energy consump-
tion for MOV and snubber, there is disagreement in the energy consumption of the MB
path. The Type-1 model shows the least energy because the turn-off process of the TSSM
is inaccurate. The Type-2 and Type-3 models have similar energy consumption, and as
can be observed, the one based on the second-order NBM has closer results to SaberRDr

where the fourth-order IGBT model igbt1 3x is used, while for Type-2 model to attain more
precise power consumption under RCD snubber case, the current curve of CFM should be
adjusted. Moreover, it can be observed from the table that different IGBT models can cause
minor differences in energy consumed by the MOV and snubber, which underlines the im-
portance of precise switch models.

5.5.2 System-Level Performance

All three models are applicable to the MTDC system as they produce the same system-
level results, so the Type-2 model is used for real-time purpose, and the waveforms are
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Figure 5.12: Varistor voltage and line current during protection from HIL emulation (top)
and PSCAD/EMTDCr simulation (bottom): (a) scaled-down model, (b) full-scale model.
Oscilloscope horizontal axes settings: (a) 20ms/div, (b) 2ms/div.

validated by PSCAD/EMTDCr simulation, as shown in Fig. 5.13.
Before line fault, all converter side DC voltages are maintained at around 200kV, with

the rectifier having a small margin over the other two to ensure power transfer. Imme-
diately after Line 1 contacts the ground, the DC voltages at all stations sag, and after the
faulty section is isolated by HHBs on both sides within around 6ms, the DC voltages are
gradually restored since they are controlled by one of the inverters connecting to the recti-
fier, as shown in Fig. 5.13(a).

Fig. 5.13(b) is the converter side DC currents during the same period. As can be seen,
during breaking time, the line fault leads to current surges in the Rectifier side as well as
Inverter-1 side, which sees a polarity inversion from -1kA to over 2kA as the fault forces
the inverter, along with the rectifier, to provide energy to the ground. As a consequence,
the energy received by Inverter-2 reduces, but with a much slower speed since energy is
also stored in the 200km-long path, including two current limiting inductors. After the
fault is isolated by two HHBs, currents flowing from Inverter-1 and the Rectifier to the
ground are interrupted, and therefore the 2kA rectifier current diverts to Inverter-2. In less
than 100ms, the current stabilizes at 2kA as it is still controlled by the Rectifier. Fig. 5.13(c)
shows the power delivered or consumed by the three stations, and we can see that dur-
ing the fault, the rectifier station can provide as much as 1GW power to the ground, but
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Figure 5.13: System-level performance of the MTDC system during long-term line
fault with proposed and scaled-down HHB models from HIL emulation (top) and
PSCAD/EMTDCr simulation (middle and bottom). (a)(b)(c) Converter side DC voltages,
currents and active powers with proposed HHB models, (d)(e)(f) Converter side DC volt-
ages, currents and active powers with the scaled-down HHB model. Oscilloscope horizon-
tal axes settings: (a)(b)(c) 50ms/div.

after completing the protection process, the power is restored and Inverter-2 receives all
that amount of energy. As a comparison, the results from using scaled-down HHB model
with the same snubber parameters are also shown. Fig. 5.13(d) indicates the voltages are
less affected by the simplification of the model. However, the current waveforms have a
remarkable difference, with high-frequency oscillations lasting up to 100ms and the DC
fault currents in Line 1 are not quenched immediately. As a consequence, the power trans-
mission is also unstable during that period, with the Rectifier power reducing to zero mo-
mentarily and multiple energy exchanges between Inverter-1 and the rest of the system.

5.6 Ultrafast Mechatronic Circuit Breaker

In addition to the above ABB’s hybrid circuit breaker, Alstom Grid has also proposed an
economic hybrid HVDC circuit breaker employing thyristor (SCR) that features a larger
capacity [146, 147], and its design process was also specified [148]. The configuration of
the ultrafast mechatronic circuit breaker (UFMCB) is demonstrated in Fig. 5.14, where, as
in the ABB’s case, the V -I coupling method is used to separate the DC circuit breaker from
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Figure 5.14: Ultrafast mechatronic circuit breaker decoupled from the transmission path.

the transmission path for node number reduction.
It should be noticed that a single thyristor symbol, i.e., SCR1, SCR11, SCR12, and

SCR2, in the UFMCB is actually a chain of dozens or even over one hundred thyristors.
Thus, it is obvious that even the circuit breaker has been separated from the external sys-
tem, its detailed model still contains – depending on the thyristor model used in EMT
simulation – hundreds or even thousands of nodes, making instant circuit solution im-
practical. Meanwhile, creating a fundamental unit as in the IGBT-based HHB is also in-
feasible, due to its highly irregular configuration in the auxiliary branch, e.g., the thyristor
array may differ in the four branches, which means when an integer number of funda-
mental units are created, the number of thyristors in some branches will probably be a
non-integer. In addition to circuit splitting, merging the cascaded thyristors becomes the
other option for node reduction.

5.6.1 Thyristor Modeling

The ideal thyristor model is taken as a two-state resistor whose on- and off-state is con-
trolled by the thyristor logic, which is it turns on after a positive pulse is exerted on the
gate of the device whose anode-cathode voltage vAK meanwhile is greater than the thresh-
old Vf ; when the current iAK vanishes, the thyristor turns off if vAK keeps below 0 over a
period longer than the turn-off time Tq.

In a device-level thyristor model, the on-state I-V characteristics should be considered,
along with some switching transients. Fig. 5.15(a) shows the nonlinear behavioral thyristor
model that shares some similarities with the reverse-recovery diode model. The additional
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Figure 5.15: Nonlinear behavioral thyristor model: (a) Single device, and (b) cascaded
thyristor equivalent circuit.

SCR logic controls the proper state of the device by regulating the resistance of rs: a large
resistance for the off-state while a fixed small value is set when the thyristor is turned on.

The nonlinear diode symboled by NLD reflects the static on-state characteristics be-
tween vAK and the current iAK . It is approximated by the following analytical function

vAK = A+B · iAK + C ·
√

iAK +D · ln(iAK + 1), (5.26)

where A, B, C, D are coefficients, which are either provided by the device manufacturer’s
datasheet or can be estimated according to available I-V curves. For digital simulation
based on nodal equations, (5.26) is usually discretized by taking partial derivatives so the
companion circuit becomes available. However, for simplicity, NLD is taken as a pure
nonlinear resistor with its conductance a function of the current

GAK(iAK) =
iAK

vAK(iAK)
. (5.27)

Like the diode, a thyristor also has reverse recovery phenomenon, which is why the
current source irr is retained to yield proper reverse recovery current whose value is de-
pendent on the voltage over Rr-Lr pair.

It can be counted from Fig. 5.15(a) that a single nonlinear behavioral thyristor model
contains 4 nodes. Different from ideal switch models, device-level modeling has a manda-
tory requirement that its voltage and current cannot exceed the actual rating. Therefore,
the model is always organized in series or parallel to withstand a high voltage or large
currents, and consequently, numerous nodes are introduced into the circuit, exceeding the
hardware resource of the FPGA board.

A computationally efficient model for cascaded thyristors is presented in Fig. 5.15(b).
The Rr-Lr pair is separated since their values are too small to affect the static feature,
and the NLD of each thyristor in series is merged with SCR logic module to eliminate
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Figure 5.16: SCR logic validation (top: vs and Vg; middle: thyristor voltage; bottom: thyris-
tor current): (a) Proposed model, and (b) ANSYS/Simplorer R©.

the internal nodes, resulting in the following equivalent conductance of NSCR cascaded
thyristors

GNSCR
AK (iAK) =

GAK(iAK)

NSCR
. (5.28)

The NLD branch, along with irr, constitutes the basic part that participates in external
circuit solution. Following the acquisition of the diode current iD, the reverse recovery
current is calculated directly using

irr = K · (GLr +Gr) · (iD − ILeq), (5.29)

where GLr along with ILeq constitutes the companion circuit of the inductor. As can be
seen, no amplification is required for the reverse recovery current since all serial thyristors
share the same current.

In Fig. 5.16, the SCR logic is tested by the circuit in Fig. 5.17 where ABB fast thyris-
tor 5STF 28H2060 is modeled, and ANSYS Simplorer R© providing device-level models are

113



Figure 5.17: Basic thyristor test circuit.

used for validation. To show an obvious thyristor reverse recovery phenomenon, the volt-
age source vs is set square as ±200V/60Hz, while the thyristor gate voltage has a frequency
of 100Hz, and their phase relationship is given on the top. When positive gate voltage P1

arrives, the thyristor turns on since it has already been forward-biased. In contrast, when
P2 appears, the thyristor is not turned on because of reverse-biased state, and the off-state
lasts until the arrival of P3 even though the biased condition is changed prior to that. An-
other noticeable feature of the SCR logic is the turn-off process during P5, the thyristor
turns off when it is reverse-biased even though the gate voltage is still in effect. The above
statements are verified by the off-line simulation tool which shows exactly the same wave-
forms.

The device-level modeling is validated by the reverse recovery process in Fig. 5.18,
which is obtained from the same test circuit. While the current is ascending from Irrm to
0, vAK is steadily approaching -200V in a process lasting around 10μs. The results are very
close to that of ANSYS Simplorer R©, indicating the dynamic part of the proposed model is
also correct.

5.6.2 UFMCB Modeling

In Fig. 5.14, the UFMCB is separated from the transmission path by a pair of coupled
voltage-current source regardless of the model of surrounding components adopt. An-
other merit of the decoupling method is it provides convenience for inserting or removing
the circuit breaker since the impact of the UFMCB on DC grid is realized by the voltage
source Vp, which means when the DC yard operates without any circuit breaker, the con-
figuration maintains by forcing Vp to 0.

The operation principle of the DC breaker decides that the LCS in the main branch
operates under a low voltage which is clamped by the auxiliary branch, and therefore, its
main heat is induced by normal conduction.

The LCS constitutes an array of IGBTs, and for a single switching element, it is taken as
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Figure 5.18: SCR reverse recovery: (a) Proposed model, and (b) ANSYS/Simplorer R©.

a current-dependent resistor. The manufacturer’s datasheet provides the static I-V char-
acteristics, thus, its conductance GLCS can be calculated by the terminal voltage divided
by current, as is similar to (5.27). The MOV is specifically installed to protect the LCS from
over-voltage. Due to its nonlinearity, many Newton-Raphson iterations are required, pro-
longing the computation process. The piecewise linear method is adopted by partitioning
its entire I-V curve into 11 segments, each having the form of

iv = Gv · vv + I0, (5.30)

where the conductance Gv and I0 are constants in a particular segment. Then, the current
contribution of the MOV is

Iveq = iv −Gv · vv. (5.31)

The UFD, on the other hand, is taken as a pure ideal switch with fixed on and off-state
conductances. Its existence induces an internal node in the main branch that will lead to
a larger admittance matrix. It is eliminated by merging all three components, as the main
branch has an equivalent EMT circuit expressed by the following companion model:

GMB =
GUFD · (GLCS +Gv0)

GUFD +GLCS +Gv0
, (5.32)
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IMBeq =
GMB

GLCS +Gv0
Iveq. (5.33)

Then, the partitioned UFMCB model has a dimension of 5 in its admittance matrix and
current vector, as given in Appendix B.

5.6.3 UFMCB Hardware Design

The hardware implementation of UFMCB is conducted on UltraScale+ XCVU9P FPGA.
According to the UFMCB description, its overall EMT model contains 5 components, i.e.,
the thyristor, the main branch, the MOV, the nodal equation solver, and signal update.
Each of them is designed into hardware modules using Vivado HLSr, and an estimation
of hardware resource utilization is given in Table 5.4.

Table 5.4: UFMCB parts hardware design summary
Module Description LUT FF DSP48 Latency Tclk
NodalEq Solver 3386 2295 27 131
SCR (×4) Thyristor 2496 1366 18 7-33

B0 Main Branch 32 0 0 0
Update Signal Update 2075 1735 26 7

MOV (×4) MOV 1921 844 8 8-13
UFMCB – 23161 12870 157 459

– (1.96%) (0.54%) (2.30%)
Available – 1182240 2364480 6840 –

It demonstrates that with proposed thyristor modeling method, the hardware resource
utilization is quite low; on the contrary, if the thyristors are taken individually, not only the
resource requirement surges but also circuit solution becomes extraordinarily inefficient.

The nodal equation solver module NodalEq, according to the table, has the largest la-
tency of 131 clock cycles. However, it is not equivalent to the UFMCB latency, which is
determined by the way those hardware modules cooperate. Fig. 5.19 shows the pipelined
design and signal routes of the DC circuit breaker on FPGA.

All hardware modules listed in Table 5.4 are briefly shown in the design. The outputs
from SCR, MOV, and B0 are not instantly sent to the NodalEq module for circuit solution.
Instead, the D-latch whose clock port fed by corresponding data valid indicator is always
between the outputs and inputs of two hardware modules. It means that a signal could
be only received by the next module only when it is valid. After correct nodal voltages
are obtained from the NodalEq module, it is sent to the Update module for calculating the
thyristor currents and the voltage coupling Vp. As can be seen, a closed-loop is formed, and
the inputs of a module are acquired from its upstream; however, parallelism is available
for most of the blocks, and whenever the output data is valid, it is sent to the downstream
modules.
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Figure 5.19: Hardware architecture of the UFMCB.

Figure 5.20: UFMCB top-level finite state machine.

A proper finite state machine is also required to coordinate those modules since the
involvement of a lot of nonlinearities forces the adoption of Newton-Raphson iteration
for some modules. According to Fig. 5.20, repetitive operations of the MOV and NodalEq
modules are possibly needed.

At the beginning, the reset order is issued and the emulation starts from state S1, when
B0 and all SCR and MOV modules are running. Completion of these modules does not
indicate an immediate conduct of circuit solution; instead, NodalEq begins until 33 clock
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Figure 5.21: UFMCB terminal waveforms.

cycles counted since S1 has passed, as it is noticed that S1 involves some modules with a
variable latency, and 33 clock cycles is the maximum value. Following circuit solution is
convergence check. Since a maximum of 3 iterations is needed, the calculation in each time-
step is conducted 3 times to ensure the results will not be distorted. Even if N-R iteration
is conducted, only the MOV modules need recalculation, and like stage 1, 13 clock cycles
are counted before entering to the nodal voltage solution module for gathering evenly
distributed results in the time domain.

Hence, according to the FSM, a simulation time-step involves 3 N-R iterations and the
total latency is 459, as given in Table 5.4.

5.6.4 UFMCB Real-Time Tests and Validation

Fig. 5.21 gives the UFMCB terminal voltage and the DC line current when the line-to-
ground test is carried out based on Fig. 5.14. Initially, with a DC voltage of 120kV and
a resistive load of 80 Ω, the steady-state current is 1.5kA. At t=100ms, the fault occurs at
the load side, and the UFMCB begins to operate to isolate the fault. During the breaking
period, at least one thyristor keeps turned on to ensure the voltage over LCS not too high:
S1, S11 conduct first, and then S12 turns on to replace S11, followed by transferring the
current from the first auxiliary branch to the second auxiliary branch where S2 locates.
During that period, the DC voltage source keeps feeding the fault, which accounts for the
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Figure 5.22: UFMCB SCR1 and SCR12 currents.

rising current. Following the opening of UFD and turning off of S2, the process enters fault
clearance period when the MOV M2 begins to extinguish the DC current by maintaining a
protection voltage around 170kV – higher than the DC voltage.

The adoption of device-level thyristor model yields some different results from the
ideal switch model, as one example is given in Fig. 5.22. The currents in thyristors SCR1

and SCR12 by HIL emulation fit well with ANSYS Simplorer� results, but PSCAD/EMTDC�

offers slightly different waveforms.
Fig. 5.23 demonstrates that with device-level models, the thyristor power loss can be

accurately calculated. The equivalent resistance of the proposed thyristor model automat-
ically adjusts under different currents, so is that of ANSYS Simplorer�. As a result, the
instantaneous power loss of SCR1 approaches 7kW, while that of SCR2 is a little higher.
In stark contrast, the ideal switch model is even incapable of power loss estimation. When
a 10mΩ on-state resistance is assumed for both thyristors, their power losses are beyond
160kW and 180kW, respectively. Even if their resistances are reduced to 1mΩ, the power
loss still maintains at around 20kW – much higher than the real situation. On the contrary,
a further decrease in the resistance to 0.1mΩ leads to extremely low power dissipation.
Therefore, it indicates the importance of device-level models in EMT simulation, which
could not only give system-level results – as expected in real-time in this case but also
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Figure 5.23: Power loss calculation by various EMT tools for: (a) SCR1, and (b) SCR2 .

critical information that is unavailable in system-level simulation tools.

5.7 Summary

This chapter proposed three full-scale ABB’s HHB models for the purpose of accurate real-
time HIL emulation as well as electro-thermal transient simulation under the circumstance
that their conventional counterpart is highly burdensome and resource-consuming. The
approach that partitions the HHB full model into a number of fundamental and identical
sub-circuits results in a remarkable reduction of the dimension of corresponding matrix
equations and therefore can be referred to for the modeling of other power electronic ap-
paratus. On the other hand, FPGA hardware resource utilization declined drastically by at
least two orders of magnitude compared with the conventional full-scale model, and the
burden of computing proposed HHB models is virtually the same to that of the scaled-
down model. Therefore, it substantially accelerates the computational speed and is fea-
sible for HIL execution to validate control and protection strategies of an MTDC system.
Meanwhile, as a pivotal part of HHB, three types of IGBT models were adopted to give a
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variety of guidance in the breaker design process. It is demonstrated by comparison with
the scaled-down model that all three models are capable of verifying whether a selection
of parameters is reasonable by investigating the impacts of the designed HHB on the over-
all system that the latter is unable to achieve. And particularly, the curving-fitting model
and improved nonlinear behavioral IGBT model are able to provide extra information un-
available in previous simulation studies of HVDC circuit breakers, such as IGBT power
loss and subsequently its junction temperature, which is meaningful in the determination
of an appropriate IGBT type and the size of its array for LCS and MB, as well as evaluation
of the cooling condition. HIL emulation results demonstrated that the CFM-based HHB
model can be executed in real-time while the NBM HHB model provides better versatility.
Meanwhile, it showed that precise IGBT models with switching transients are needed for
IGBT type selection, while a simple steady-state model is sufficient for LCS IGBT. More-
over, the proposed simplified IGBT nonlinear behavioral model is computationally more
efficient and robust against numerical divergence, so it can be applied for the simulation
of other power converters.

In the meantime, the device-merging method was also tested in modeling the ultrafast
mechatronic circuit breaker. A thyristor with reverse recovery phenomenon was proposed,
and to reduce the node number when they are cascaded, an equivalent circuit was derived.
The merging method leads to a significant reduction in hardware resource utilization when
the design is deployed on FPGA. Like the IGBT model, the modeling methodology of
taking a device-level thyristor as a combination of basic characteristics and augment part
can be applied to other power semiconductor switches for efficient computing.
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6
Fixed Time-Step CIGRÉ DC Grid Simulation

on GPU

6.1 Introduction

Electromagnetic transient simulation of power electronic systems conducted on sequential
processors slows down as the system scale increases and the models included become
more complex. Thus, in this chapter, taking the CIGRÉ B4 DC grid as the testbench, efforts
are made to improve the off-line simulation efficiency from three aspects, i.e., the modeling
approaches, the processing units, and the computational techniques.

In the MTDC grid, detailed models as specific as device-level for the semiconductor
switches are implemented to ensure high simulation accuracy and provide comprehen-
sive circuit information. As the overall DC grid contains an extremely large number of
nodes, which makes the direct solution of corresponding matrix equations extremely slow,
three levels of circuit partitioning approaches are adopted for the parallel simulation. Sep-
aration of each converter station is naturally achieved due to the existence of transmission
lines. Within a converter station, the TLM-link enabled further partitioning between ma-
jor subsystems, which are ultimately split into multiple parts by coupled voltage-current
sources as illustrated in Chapter 4.

Due to its superior performance in parallel computation, the GPU is investigated and
utilized to improve the speed of time-domain transient simulation. Its hardware architec-
ture and the way that the parallel EMT program is implemented determine that, in the
meshed MTDC system, components of similar characteristics can be represented by one
kernel and implemented by blocks of massively parallel threads. Nevertheless, the irreg-
ularity of MTDC grid topology remains the main challenge, i.e., many components in the
grid only have a small number, thus restricting massively parallel execution, which is the
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factor that GPU simulation relies on to derive speed advantage over CPU. For example, in
the CIGRÉ B4 DC grid, there are 11 AC/DC or DC/AC converters, far less than the bus
number in a typical AC system such as the IEEE 39-bus system. In this case, simply taking
the MMC as GPU kernel and running it by 11 concurrent threads definitely falls short of
utilizing massive parallelism.

Thus, using the fine-grained partitioned MMC and the HHB where a large number of
identical circuit units exist to conform to the single-instruction-multiple-thread (SIMT) ar-
chitecture of the GPU. Massive parallelism could be achieved following the creation of a
substantial amount of similarities and taking each type of split circuit unit as an individual
kernel. Meanwhile, many cycles in the controller are eliminated, and this liberation from
repetition greatly shortens the computational time. And since the MTDC system can be
categorized as many levels, e.g., the overall system comprises of 11 rectifiers and invert-
ers, each of which contains three phases, and one MMC leg has many SMs, the dynamic
parallelism feature of GPU is employed to accommodate this hierarchical configuration.

6.2 Wind Farm-Integrated MTDC Grid

Fig. 6.1 shows the CIGRÉ B4 DC grid [149] integrated with offshore wind farms (OWFs).
It comprises of 3 DC systems (DCSs) and 11 AC/DC terminals, and the converter stations
are numbered. The onshore converter stations connecting with OWF1-5 are rectifiers so
that the energy could be transmitted to inland inverters. In this section, models of some
critical components in forming the CIGRÉ DC grid are introduced.

6.2.1 Induction Machine Model

The induction machine (IM) is the core part that converts the wind’s kinetic energy into
electricity. It is based on the following state-space equations [150]:

Φ̇ = AΦ + BU, (6.1)

I = CΦ, (6.2)

where Φ, I and U are vectors of fluxes, currents and excitations of the DFIG in the α-β
frame, respectively. Since their elements are arranged in the same sequence, they can be
uniformly denoted by a symbolic vector X as

X =
[
Xαs, Xβs, Xαr, Xβr

]T
. (6.3)

Here, the subscript α and β represent the α-β frame, and s and r indicate variables belong-
ing to either the stator or rotor. The input matrix B is a 4×4 identity matrix, while the state
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Figure 6.1: The CIGRÉ B4 DC Grid integrated with offshore wind farms.

and the output matrices are given as:

A =

⎡
⎢⎢⎢⎣

−RsLr
LsLr−L2

m
, 0, RsLm

LsLr−L2
m
, 0

0, −RsLr
LsLr−L2

m
, 0, RsLm

LsLr−L2
m

RrLm
LsLr−L2

m
, 0, −RrLs

LsLr−L2
m
, −ωr

0, RrLm
LsLr−L2

m
, ωr,

−RrLs
LsLr−L2

m

⎤
⎥⎥⎥⎦ , (6.4)

C =

⎡
⎢⎢⎢⎣

Lr
LsLr−L2

m
, 0, −Lm

LsLr−L2
m
, 0

0, Lr
LsLr−L2

m
, 0, −Lm

LsLr−L2
m−Lm

LsLr−L2
m
, 0, Ls

LsLr−L2
m
, 0

0, −Lm
LsLr−L2

m
, 0, Ls

LsLr−L2
m

⎤
⎥⎥⎥⎦ , (6.5)

where Ls, Lr and Lm are stator, rotor and magnetizing inductances, Rs and Rr are stator
and rotor resistances, and ωr is the electrical rotor velocity.

The electromagnetic torque is calculated following the solution of the space state equa-
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tions, as
Te = 1.5Pp(ΦαsIβs − ΦβsIαs), (6.6)

where Pp is the number of pole pairs, and ωr is subsequently calculated by

ωr =

∫
P

J
(Te − Tm)dt, (6.7)

where J is the inertia and Tm the mechanical torque.
For EMT calculation, differential equations need to be discretized. Using the Trape-

zoidal rule, (6.1) and (6.7) take the forms of

Φ(n) = (I − A∆t

2
)−1 · [(I +

A∆t

2
)Φ(n − 1) +

B∆t

2
(u(n) + u(n − 1))], (6.8)

ωr(n) = ωr(n− 1) +
P∆t

2J
(Te(n) − Tm(n) + Te(n − 1) − Tm(n − 1)), (6.9)

where I is a 4×4 identity matrix, n indicates the time instant, and ∆t is the time incremen-
tal.

6.2.2 Three-Phase Transformer

The transformer is widely distributed in the MTDC grid. For a n-winding transformer, its
basic V -I characteristic is represented by the following differential equation [151]:

vT = iTR + L
d

dt
iT, (6.10)

where vT and iT are both n-D vectors for all terminal voltages and currents, R is a n×n
diagonal matrix of winding resistances, and L contains self- and mutual inductances of all
windings.

The discretization of the above equation, using Trapezoidal rule, would lead to

iT(t+ ∆t) = GTvT(t+ ∆t) + Ihis(t), (6.11)

where the admittance matrix and the history current are

GT = [I +
L−1R

2
∆t]−1 · L

−1

2
∆t, (6.12)

Ihis(t) = 2GT(I−RGT)vT(t) + (I− 2RGT)Ihis(t−∆t). (6.13)

In the DC grid, the 3-phase transformer has 6 windings. Consequently, the admittance
matrix for systems containing it would have a minimum of 6×6 elements. Unlike 2×2
matrix equation that can be solved directly, the Gaussian Elimination procedure is more
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efficient when the system contains a node number larger than 3 and therefore, it is em-
ployed for the solution of transformer. A universal form of an N -node system containing
the transformer can be written as

[vT|vext7, ..., vextN ]T = (

[
GT 0
0 0

]
N×N

+diag[Gext1, ..., GextN ])−1·([Ihis|0]T+[Jext1, ..., JextN ]),

(6.14)
where the 3-phase transformer corresponds to the first 6 nodes, and elements with sub-
script ext are contributed by its surrounding components. The external conductance re-
sults in a diagonal matrix, which is added with the inherent transformer admittance ma-
trix. Similarly, the current contribution vector from the outer system is also combined with
that of the transformer. Thus, the interaction between the transformer and its neighboring
circuits can be obtained by solving the above equation.

6.2.3 Frequency Dependent Line Model

The transmission line linking one electrical component with another provides an inher-
ent circuit partitioning method to the power system, due to the time delay induced by
traveling waves. The frequency dependent line model (FDLM) is able to describe all un-
derground cables and overhead line geometries accurately in the phase domain [152]. The
graphic form it takes for EMT computation is the same to other simpler line models, such
as the Norton equivalent circuit shown in Fig. 6.2(a), where the history current of an arbi-
trary terminal is expressed by

Ihis(k/m)(t+ 1) = Yc ∗ v(k/m)(t+ 1)− 2H ∗ I(m/k)r(t− τ), (6.15)

where ∗ symbolizes convolution, I(m/k)r is the reflected current, and Yc and H denote the
characteristic admittance matrix and the propagation matrix, respectively. As the equation
shows, the history item at terminal k is a function of the current at terminal m and vice
versa means the two terminals are interactive and the traveling wave is manifested by the
travel time τ .

With Ihis and the admittance G known, the terminal voltage v(k/m) can be obtained by
solving the circuit where the FDLM locates. Then, the terminal current is calculated by

i(k/m)(t) = G · v(k/m)(t)− ihis(k/m)(t), (6.16)

where i(k/m) is used to calculate the incident current, by which the history currents can be
updated as

I(k/m)i(t+ 1) = H ∗ I(m/k)r(t− τ). (6.17)

To facilitate circuit computation, the Norton equivalent circuit of FDLM is converted
to its Thévenin counterpart, as shown in Fig. 6.2(b). Consequently, voltages Vhisk and
Vhism participate in circuit EMT computation, whereas the update of FDLM’s parameters
is undertaken with currents Ihisk and Ihism.
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Figure 6.2: General form of a frequency-dependent transmission line model: (a) Norton
equivalent circuit, and (b) the Thévenin equivalent circuit.

Figure 6.3: MMC-based converter station controller.

6.2.4 Aggregated Wind Farm EMT Model

The rectifier collects wind energy and provides a stable AC voltage to an array of doubly-
fed induction generators (DFIGs) which may locate in regions where AC grid is not avail-
able. As shown in the d-q frame-based controller in Fig. 6.3, the AC voltage reference in the
d-axis V ∗

gd is set for the actual output voltage to follow, and phase-shift control is adopted
for regulating the MMC SM capacitor voltages The configuration of the rectifier side is
given in Fig. 6.4(a). The wind turbine model converts wind speed into torque and feeds it
into the IM, which generates electric power under vector control [153]. The OWF is rep-
resented by aggregated DFIGs since the focus is on GPU simulation of power converters
with nonlinear device-level details for system study.

From the perspective of circuit analysis, the rectifier side contains a large number of
nodes. Moreover, the IM model cannot be solved along with its surrounding parts by a
matrix equation. Thus, twofold voltage-current source (V -I) couplings are introduced for
interfacing the IM to external circuits, as shown in Fig. 6.4(b). The voltage sources should
be on the induction machine’s side since the input of (6.1) is 3-phase voltage, and the
current sources are solved in conjunction with the remaining parts.

The aggregation of all DFIGs in an OWF introduces the other coupling at the point of
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Figure 6.4: Offshore wind farm integration into MTDC grid: (a) DFIG array connected
with MMC, and (b) rectifier side EMT model with aggregated wind farms.

common coupling (PCC). The voltage source is placed on the DFIG side, and on the AC
side of the rectifier is the 3-phase current-controlled current sources, with a scaling factor
ND representing the number of DFIGs in a wind farm.

6.2.5 IGBT/Diode Grouping

A complete model for IGBT and its anti-parallel diode can bring up to 5 nodes, as shown
in Fig. 6.5. And in the MMC submodule, it may have a number of IGBT/diode pairs, e.g.,
a fundamental half-bridge SM (HBSM) contains two switches, and in case the rating of a
single IGBT is not enough, one switch symbol may be comprised of a few parallel IGBTs.
Consequently, the number of nodes in the split SM rises dramatically and the simulation
will be further slowed down. However, noticing that during operation, they are well bal-
anced and the internal nodes have the same potential, a scaling factor m is introduced to
indicate their exact number. Then, as indicated in Fig. 6.6(a), the basic admittance matrix
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Figure 6.5: IGBT/diode nonlinear electro-thermal behavioral model.

for the HBSM still has a dimension of 8, written as a combination of three parts:

GSM =

[
GC 01×7

07×1 07×7

]
+

[
m ·GS5×5 03×3

03×3 03×3

]
+

⎡
⎢⎢⎢⎣
04×4 04×4

04×4 m ·

⎡
⎢⎣
GS11 · · · GS14

...
. . .

...
GS41 · · · GS44

⎤
⎥⎦
⎤
⎥⎥⎥⎦ , (6.18)

where the element GC represents the conductance of SM capacitor; the 2nd matrix lists all
elements in the 5-node upper switch, while its lower counterpart is placed in the 3rd matrix,
which only contains 16 elements after the 5th node is naturally grounded. Similarly, the
current contribution vector can be expressed by

JSM =
[
IhisC 0 0 0 Js 0 0 0

]
+m · [JS1 JS2 JS3 JS4 JS5 0 0 0

]
+

m · [0 0 0 0 JS1 JS2 JS3 JS4
]
,

(6.19)

where IhisC and Js are the capacitor’s history current and arm current, respectively. The
SM nodal voltages are subsequently obtained by

USM = G−1
SM · JSM. (6.20)

The full-bridge SM (FBSM) is another topology used in MMC-based HVDC transmis-
sion for DC side fault ride-through. It originally contains 15 nodes; however, considering
during normal operation the 4th IGBT is constantly under off state, it can be omitted, and
the new FBSM in Fig. 6.6(b) has 13 nodes. Its admittance and current contribution matrices
can be acquired in a similar style and the nodal voltages are also calculated by (6.20).
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Figure 6.6: Partitioned SM nonlinear behavioral model: (a) Half-bridge submodule, and
(b) full-bridge submodule.

6.3 MTDC Grid GPU Program Design

6.3.1 MTDC Multi-Level Partitioning Scheme

The apparent irregularity of the CIGRÉ DC grid’s configuration and a reasonable number
of components mean that the DC grid is more close to an realistic project. To obtain a circuit
structure suitable for GPU massively parallel implementation and a subsequent speedup,
the DC grid is partitioned by 3 levels, two of which rely on transmission line modeling.
The first level is the natural separation of converter stations by DC transmission lines. As
each station connects to a different number of other stations, the configuration of DC yards
also varies. In Fig. 6.7, the partitioning of the 4-terminal DCS2 is shown as an example,
where FDLMs are discretized to separate one station from another. Despite that, from a
mathematical point of view, a converter station still corresponds to an admittance matrix
with a huge dimension since both MMC and the DC yard where the HHB locates contain
hundreds of nodes. Thus, facilitated by the MMC DC capacitor which can be deemed as
TLM-link, the second level of circuit partitioning is applied to detach them. The third-level
of partitioning is introduced in previous sections for separating the MMC submodules
from its arms and the modeling of HHB.

It can be noticed that some virtual branches are created in DC yards to enable all of
them to have the same configuration. Moreover, identical names are assigned to com-
ponents at the same position in different DC yards, which enables programming the DC
yard as one GPU kernel. However, distinct circuit topologies lead to different computation
algorithms. For example, the DC yards of Cm-B3 and Cm-F1 can be uniformly written as:

Im =

⎡
⎣ 2∑
i=1

ZHHBi + Zx + Zy −ZHHB2 − Zy

−ZHHB2 − Zy ZT + ZHHB2 + Zy

⎤
⎦
−1 ⎡

⎣Vy +
2∑

i=1
(−1)iVHHBi − Vx

2vim − VHHB2 − Vy

⎤
⎦ , (6.21)

where ZHHB and VHHB is the equivalent impedance and voltage contribution of an HHB,
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Figure 6.7: Circuit partitioning of HVDC stations in the DC subsystem DCS2 by transmis-
sion line models.

Zx/y and Vx/y is the FDLM, and vim constitutes TLM link model of a DC capacitor along
with its impedance ZT .

On the contrary, in single-line DC yards, there is only one actual loop, and the mesh
current can be obtained more conveniently by the following algebraic equation:

Im1 =
2vim − VHHB1 − Vx

ZT + ZHHB1 + Zx
, (6.22)

since it is obvious that Im2=0.
In the overall CIGRÉ B4 DC grid, one station may connect up to three other stations,

e.g., Cb-A1 is connected with Cb-C2, Cb-B1, and Cb-B2. To enable all DC yards to be com-
puted by one kernel and subsequently achieve high parallelism, rather than by 2 kernels
with lower parallelism, the standard DC yard should have 3 branches. Thus, the virtual
line currents in double-branch DC yard and single-branch DC yard are Iz=0 and Iy=Iz=0,
respectively, whereas the actual branch current can be determined from mesh currents cal-
culated by either (6.21) or (6.22).

Comparing the FDLM voltage variable names in Fig. 6.2(b) and Fig. 6.7, the names in
the latter figure should be sorted. Throughout coupled DC yards, the one with smaller sta-
tion number is defined as terminal k. Thus, variables belonging to the station Vx/y/z and
Ix/y/z can be mapped to those of FDLM, i.e., vk/m and Ihis(k/m). Taking DCS2 for exam-
ple, between MMC0 and MMC2 is the DC line L1; thus, Vy0=Vhisk1, Vy2=Vhism1, where the
number in the subscripts on the left and right side denotes MMC number and line number,
respectively. By parity of reasoning, for the other two lines, the relationship between sta-
tion variables and line variables are Vx0=Vhisk0, Vx1=Vhism0; Vx2=Vhisk2, Vx3=Vhism2, while
the variables in virtual branches do not have effective assignments. On the other hand,
updating FDLM’s information requires its terminal voltage and current, which obey the
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Figure 6.8: DC yard kernel structure and variable sort algorithm.

same rule. The former is calculated by

vk,m = Ix/y · Zx/y + Ihis(x/y) · Zx/y, (6.23)

and the latter ik,m is chosen from either Ix or Iy.
The GPU kernel for the DC yard, which also includes the FDLM, is designed in Fig. 6.8.

The relationship between DC yard and FDLM variables is realized by CUDA C in the form
of device function so it can be accessed directly by global functions. The FDLM contains
6 kernels, as each of them has a different grid size. After the variable sort process as
described above, (6.15)-(6.17) can be processed in the FDLM kernel without distinguishing
the terminal, meaning that the parallelism is heightened. The introduction of redundant
branches enables all DC yards to have the same inputs and outputs, facilitating concurrent
computation by the GPU.

6.3.2 MMC GPU Kernel Design

Fig. 6.9(a) summarizes the MMC structure for all 3 types of conversions, i.e., rectifier, in-
verter, and the DC-DC converter. The existence of 2 capacitors C1 and C2 leads to stable
DC voltage that justifies the second level separation by TLM link. In the rectifiers and
inverters, the MMC main circuit has 8 nodes, 6 of which are induced by the transformer,
while in the DC-DC converter, the total number of nodes reaches 10 since the topology is
symmetric. The MMC arm takes the form of Norton equivalent circuit, where the elements
are

Gp =
1

ZLu.d + rarm
, (6.24)
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Figure 6.9: (a) EMT model of an 3-phase MMC main circuit, (b) a general controller scheme
for various control targets.

Jp = Gp · (
N∑
i=1

Vpi + 2viLu,d), (6.25)

where rarm is the resistance caused by the arm inductor. Then, the MMC can be solved by
(6.14) in the EMT program.

In Fig. 6.9(b), a general MMC controller structure is given. Depending on the actual de-
mand, the outer-loop controller which is based on d-q frame compares various feedback,
such as DC and AC voltages, active and reactive powers, with their references. Then, the
Inverse Park’s Transformation restores signals to three phases, and the inner-loop con-
troller employing phase-shift control regulates individual phases. The similarity between
these controllers enables writing a general kernel for the outer-loop controller where their
differences are distinguished by the GPU thread number.

As can be seen, extensive symmetries exist in the three-phase MMC. The three phases
have an identical topology and so do the three MMC inner-loop controllers, which con-
tain three parts: generation of carriers, averaging control, and balancing control (BC), as
shown in Fig. 6.10(a). For CPU simulation, several identical algebraic operations should
be conducted repeatedly due to the sequential implementation manner, e.g., the definition
of N carriers, summing up all DC capacitor voltages, and IGBT gate voltage Vg generation
for 2N SMs, all of which prolongs the simulation time. However, the PSC computational
structure in GPU sees a dramatic simplification: most part of the controller can be imple-
mented in parallel. Accordingly, the PSC is composed of several kernels, and signals trans-
mitted between them are set as global memory so they can be accessed by other kernels.
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Figure 6.10: MMC inner loop control for single-phase: (a) Phase-shift control in CPU, (b)
massive thread parallel structure of PSC and SM on GPU.

After SM DC voltages are obtained, they are summed up by multiple threads, as indicated
in Fig. 6.10(b). For one phase, the CPU needs to conduct the add operation (2N -1) times,
while in GPU, the number of operation times is

Nsum = log2(2
M ), 2M−1 < 2N ≤ 2M . (6.26)

Thus, for an arbitrary MMC level, if 2N is less than 2M , the extra numbers are compensated
by zeros so that in the addition process defined as in Kernel0, an even number of variables
is always reserved until the last operation.

The bulk of averaging control is realized by Kernel1, which corresponds to one MMC
phase. Its output is sent to Kernel2 where a massive thread parallel implementation of
the balancing control is carried out. It should be pointed out that repeated definition of
the carriers as in the CPU can be avoided, instead, they are defined only once in each
thread and is stored in global memory. Finally, Kernel3 receives the output array Vg and
the submodule calculation is conducted. Like previous kernels, each thread corresponds
to one SM, enhancing the computational efficiency significantly by reducing the number
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Figure 6.11: Hierarchical dynamic parallelism implementation of a 3-phase HVDC con-
verter.

of identical calculations. The output array vC is sent to the global memory so that Kernel0
will be able to read it when a new simulation time-step starts.

As an actual MMC has 3 phases, the above massively parallel structure needs an exten-
sion. From a circuit point of view, all 6 arms share the same configuration, and so do the
6N submodules. With regard to the controller, Kernel0 and Kernel1 of PSC have 3 copies
- each corresponds to one phase, while Kernel2 will be launched as a compute grid of 6N
threads on the GPU. Therefore, a new HVDC converter kernel which contains the PSC
kernel (Kernel0-Kernel2), SM kernel, and the MMC main circuit kernel based on (6.14) is
constructed using the dynamic parallelism feature, as Fig. 6.11 shows.

Compared with previous GPU computational architecture, launching new compute
grids from the GPU, rather than the host CPU, enables a flexible expansion of the number
of HVDC converters to constitute an MTDC system. Meanwhile, the number of threads in
each compute grid is exactly the same as that of an actual circuit part. For example, there
is one outer-loop controller and one MMC main circuit, and accordingly, kernel PQC and
MMC both invoke only thread, whereas Kernel3 for SM launches a grid of 2N threads. In
the host, after initialization, the HVDC converter kernel is launched by CPU, which then
invokes the 6 kernels with different compute grid scales. The input and output signals of
each kernel are stored in global memory for the convenience of data exchange.

6.3.3 Hybrid Circuit Breaker Model

Fig. 5.2(b) describes a typical structure of the hybrid HVDC breaker, which contains a large
number of repetitive circuit units that could potentially produce a high degree of paral-
lelism. As pointed out, the conventional full model containing as many components as a
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real HHB, rather than the simplified model with a significantly reduced number of compo-
nents [154], is preferred in EMT simulation of MTDC system as it features a higher fidelity
and gives more details. Like in the MMC, the V -I coupling as the third level decoupling
method can be applied, as shown in Fig. 5.2(d). Therefore, the HHB unit composed of the
inserted current source Js, the MOV, the LCS, and the MB becomes independent from the
DC yard. This physically isolated structure results in a number of small matrix equations
which can be calculated efficiently by parallel cores, and in particular, it caters specifically
to the massive processing units of GPU.

After partitioning, the HHB leaves the RCB, the current limiting inductor, and a series
of voltage sources, denoted by Vp, in the DC yard, and all nonlinearities are excluded
from the DC yard. Applying TLM-stub theory, the HHB’s contributions to the DC yard,
represented by a combination of impedance ZHHB and voltage VHHB , are given as

HHBDCyard = ZHHB · Js + VHHB = (RCB + ZL) · Js + 2viL +

NH∑
i=1

Vpi, (6.27)

where ZL and viL constitute the inductor TLM-stub model, and RCB represents the resis-
tance of itself. On the other hand, nonlinearities are confined to the small HHB unit, so
the simulation efficiency is improved markedly by avoiding repeated calculations of the
originally extremely large circuit in order to derive a convergent result. Instead, the matrix
equation where the Newton-Raphson method should apply is merely 2 dimensional, and
depending on the status of main breaker IGBTs, it has two forms, which can be expressed
uniformly by

UHHB =

[
R−1
sD + Trt ·GMB +GMOV +G(U−L) −R−1

sD

−R−1
sD R−1

sD +GCs

]−1

[
Js − IMOV eq − (1− Trt) · IMB

2viCs ·GCs

]
,

(6.28)

where Trt is a binary value indicating the steady state and switching state by 0 and 1, re-
spectively, and RsD is the equivalent resistance of the parallel Rs and D in the snubber. By
detecting the convergent HHB unit’s nodal voltages in each time-step, RsD can be ascer-
tained: it behaves as a diode when UHHB(1) is larger than UHHB(2); otherwise, it is purely
Rs.

When the HHB is initiated following the detection of line fault, the instantaneous cur-
rent during the breaking period is estimated by

idc(t) =
Vdc
Rp
· (1− e−

Rp
Lp
t
) +

Pdc(0)

Vdc
e
−Rp
Lp
t
, (6.29)

where Rp and Lp denote the equivalent resistance and inductance of the power flow path,
and Pdc(0) is the power before fault. This indicates that the AC grid at rectifier stations
provides energy to the fault position immediately, while at the inverter station, a negative
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Figure 6.12: HHB unit kernel design and its EMT calculation manner in conjunction with
DC yard and LPR.

Pdc(0) means that the DC current will reduce to 0 before its AC grid could feed energy
to the DC side. At the end of the breaking period ∆tf1 , the fault current reaches its peak,
and the fault clearance period lasting ∆tf2 takes over. Thus, the number of HHB units NH

could be calculated – suppose a δ% margin is reserved to ensure safe operation – by the
following equation

NH · VCES(1− δ%) = Vdc + Lp
idc(∆t

f
1)

∆tf2
, (6.30)

where VCES is IGBT’s maximum collector-emitter voltage.

6.3.3.1 HHB GPU Computational Kernel

The GPU computational structure for HHB contains two parts: the voltage source side
and the HHB units. The former is included in the linear DC yard function, while the lat-
ter constitutes an independent kernel with Newton-Raphson iteration, as Fig. 6.12 shows.
The key for GPU to have a speed leverage over CPU toward the same configuration as
Fig. 5.2(d) is its capability to fully utilize massive parallelism over all HHB units, rather
than computing them in a sequential manner or by a few batches when multi-core CPU is
available.

In the HHB unit kernel, the varistor, the LCS-UFD branch, and the IGBT DCFM are
realized by CUDA C device functions so that they can be accessed by the kernel directly,
and only the MOV function that causes nonlinearity may have to be called multiple times
by the iterative Newton-Raphson process in which (6.28) is computed repeatedly until a
precise result is derived. However, the update of variables stored in global memory as
well as the determination of RsD only takes place when the nodal voltages are convergent.
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It should be pointed out that the HHB is always applied in conjunction with line protec-
tion (LPR). Various strategies have been proposed, and most of them rely on measurement
of the DC line voltage and current, such as the voltage derivative strategy. Thus, its kernel
is briefly drawn for illustration of the coordination between HHB kernel and the protection
device. It is apparent that the DC yard of one converter station could have a transmission
line number of NL, meaning theoretically the same number of HHBs should be installed,
and potentially the same number of LPR algorithms as well. As a consequence, the total
number of HHB units in one DC yard reaches a significant NL · NH . The large number
disparity underlines the necessity of using dynamic parallelism to cater to this hierarchical
structure, and like the MMC, all kernels for the DC yard are also included in the HVDC
kernel.

6.3.4 Construction of Large-Scale MTDC Grids

A further expansion of the MTDC grid is carried out for simulating the Greater CIGRÉ
DC Grid which is composed of several interconnected CIGRÉ DC systems, as shown in
Appendix C. The hierarchical GPU computational structure for this new larger grid re-
mains the same, and the current mainstream CPU processor could also share this structure
when it conducts the simulation. In Fig. 6.13, pseudo code of CPU employing OpenMP R©

multi-threading algorithm is demonstrated. The parallelism is designed to start from the
discrete components level, and since they have different sizes, the multi-threading function
is applied several times. As it shows, after separating the HHB units from the DC yard,
all functions become available for parallelism to attain fast simulation speed, and even
though different MMCs can be connected in the MTDC system randomly, this arbitrary
relationship is moved from the DCyard to the variablesort function. In addition, the inputs
of the HHB are arrays, as inside each HHB there are NH HHB units, each accounting for
1 element of the input array. Meanwhile, the efficiency of OpenMP R© is highly dependent
on the size of the for loop: the more cycles, the fuller utilization of multi-core CPU.

6.4 EMT Simulation Results with CFM-IGBT

At present, practical MMC-based systems attracting intensive study and are widely used
in actual projects include single 3-phase MMC, point-to-point HVDC transmission, and the
MTDC grid with a medium number (e.g., 4) of terminals. Thus, the GPU’s performance
in simulating these configurations determines its potential in time-domain simulations of
various applications. Meanwhile, it is anticipated that large-scale DC grids will emerge in
the future, and therefore, the CIGRÉ B4 DC grid and its extended version are also taken
into consideration.
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#pragma omp parallel for num_threads(CPUcores)
for i=#0 : 1 : #13M { \\MMC station

PQcontrol(x0[i], x1[i], …, xm[i]);
Submodule(y0[i], y1[i], …, yn[i]);
MMCmain(z0[i], z1[i], …, zp[i]);

#pragma omp parallel for num_threads(CPUcores)
for i=#0 : 1 : #21M { \\HHBs

HHB(a0[i], a1[i], …, aq[i]);}

#pragma omp parallel for num_threads(CPUcores)
for i=#0 : 1 : #12M { \\Transmission lines

FDLM(b0[i], b1[i], …, bs[i]);}

DCyard(d0[i], d1[i], …, dN[i]);}

void HHB(a0, a1, …, aq){
for i=#0 : 1 : #NoUnit { \\each HHB unit

while (error) { \\do N-R iteration
N-R(a1[i], a1[i], …, aq[i]);}}

variablesort(b, d);\\FDLM and DC yard data sort

while t<tsim { \\time-domain simulation

t=t+Δt; }\\end of simulation

Figure 6.13: OpenMP R© pseudo code for multi-core MTDC system CPU simulation.

6.4.1 GPU Simulation of Basic MMC

The single-phase MMC with only inner-loop regulation function is first tested under a va-
riety of voltage levels for computational speedup comparison with off-line simulation tool
using the same time-step of 1µs, which is summarized in Table 6.1. The effectiveness of
fine-grained circuit partitioning method in achieving efficient computation is manifested
by a remarkable speedup attained in CPU and GPU cases over PSCAD/EMTDCr where
the full switch-level model is used. And even the time-step in PSCAD/EMTDCr simula-
tion is increased to 20µs, it still takes the tool over 4000s to complete the simulation of a
129-L MMC. Meanwhile, as can be observed, with the same circuit configuration, the CPU
is around 2-times faster than the GPU when the voltage level is low; but once it reaches
over 100 level, the potential of GPU’s computational capability in MMC circuit simulation
emerges even though the converter has only one phase, and the source of this leverage
comes from a large quantity of SMs.

In Fig. 6.14, the accuracy of GPU simulation results are validated by PSCAD/EMTDC R©.
The output has a clear, countable voltage level in the 5-L and 17-L converter, while the
waveform is virtually sinusoidal when the level reaches 33. Furthermore, their amplitudes
are identical. With a fixed DC link voltage of 800V, the average SM DC capacitor voltage
decreases proportionally along with the number of SMs in an arm, and the variation rule
in the upper and lower arms are totally opposite. Meanwhile, small differences can be
observed in one DC voltage cluster, e.g., VC1-VC4 are not exactly the same, and so are those
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Table 6.1: Execution time texe of different platforms for 1s simulation duration
Ph. No. 1-ph TSSM Speedup 3-ph DCFM Sp.
MMC 1©: PSCADr 2©: CPU 3©: GPU 1©/ 2© 1©/ 3© 2©/ 3© CPU GPU CPU

GPU

5-L 33.1 9.68 20.7 3.42 1.60 0.47 32.6 49.0 0.67
9-L 55.1 10.23 20.9 5.39 2.64 0.49 50.8 50.2 1.01
17-L 125.8 11.25 21.0 11.18 5.99 0.54 89.9 51.5 1.75
33-L 389.0 13.42 21.4 28.99 18.18 0.63 166.0 54.3 3.06
65-L 2206 17.23 21.5 128.0 102.6 0.80 319.0 62.9 5.07
129-L 9753 25.49 22.3 382.6 437.35 1.14 618.6 74.4 8.31
257-L — 40.27 24.5 — — 1.64 1241.9 99.4 12.49
513-L — 71.29 29.8 — — 2.39 2396.9 151.8 15.79

in the lower arm. The close results of two simulation methods indicate that the V -I cou-
pling separating every submodule from the arm enables more efficient computation on the
converter while it ensures the simulation precision.

As the foundation of HVDC and MTDC systems, as well as other applications, the
3-phase MMC is frequently studied in simulation tools and therefore, the computational
burden of a 3-phase MMC-based inverter on GPU is also tested and listed in Table 6.1
with various voltage levels. In order to retain IGBT device-level information, the DCFM
is used and therefore, a maximum time-step of 1µs is chosen for all the systems; however,
the selection of the time-step will not change the speed ratio between two processors. It
shows that even though the inclusion of the outer-loop controller increases the irregularity,
with more submodules in an arm, the speedup is able to catch up, due to the fact that the
slow down caused by the controller would be eventually made up by SMs. Moreover,
Table 6.1 illustrates that for one 3-phase MMC, it is not advisable to use GPU to simulate
it for low- and medium-voltage applications, but in high voltage scenarios where dozens
or even hundreds of SMs are placed in an arm, GPU becomes advantageous with over
10-times speedup.

The switching transient of a semiconductor switch is reflected directly by the rise/fall
time and ultimately affects the junction temperature. The simulated curves of IGBT rise
and fall times and experimental results available in the datasheet under different collector
currents are shown in Fig. 6.15(a). Three sections of linear functions are used for the tf -IC
curve, while the rise time curve requires only two sections, and when the y-axis is turned
into logarithmic, like in the datasheet, both curves bend. Fig. 6.15(b)-(f) are device-level
results from a 5-level MMC with 16kV DC bus, 2kHz carrier frequency, and 2kA, 60Hz
output current. The relationship between IGBT average power loss and its switching fre-
quency is drawn in Fig. 6.15(b). The average losses in both switches rise steadily along with
the frequency, as the transient power loss becomes increasingly significant. Meanwhile, the
loss on the lower switch is more severe, resulting in a higher junction temperature than its
counterpart, as the upper diode and lower IGBT are expected to be subjected to a larger
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Figure 6.14: Single-phase MMC results of GPU simulation (top) validated by
PSCAD/EMTDC R© (bottom). (a)-(c) 5-level, 17-level, and 33-level MMC output voltages,
(d)-(f) SM DC capacitor voltages of 5-level, 17-level, and 33-level MMCs.

current, as shown in Fig. 6.15(d) and Fig. 6.15(f), which also show intensive diode reverse
recovery and IGBT turn-on overshoot currents that otherwise are not available in the ideal
switch model. As an industry standard tool frequently referred to for device-level infor-
mation for guidance on power converter design evaluation, the above device-level results
have been validated by SaberRDr simulation.

6.4.2 GPU Simulation for Point-to-Point HVDC Transmission

The HVDC transmission system is a prevalent application of MMC, and the processor’s
performance with regard to CPU is particularly important since it decides the popular-
ity of this new time-domain simulation platform. The 2-terminal DC subsystem DCS1 of
Fig. 6.1 is selected as the testbench, where the DC line voltage is set to be ±100kV. Since
the installation of HHBs in DC yard of an HVDC system is not compulsory, both cases are
tested: in the first case the system operates without any HHB; while it is involved for fault
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Figure 6.15: IGBT device-level performance ((c)-(f) results from proposed model (left) and
SaberRD� (right)). (a) variation of turn-on and -off times, (b) averaged power loss under
different switching frequencies, (c) SM upper IGBT junction temperature, (d) upper switch
current waveform, (e) SM lower IGBT junction temperature, and (f) lower switch current
waveform.

isolation in the second case.
Table 6.2 indicates that the CPU execution time is almost doubled as the voltage level

doubles, due to the fact that the calculation burden of SM is comparatively higher than
other circuit components. The inclusion of HHBs in Case-2 provides extra speedup that
makes the GPU simulation faster even when the voltage level is very low, although this
benefit is gradually neutralized along with the rise of MMC levels. Considering that in a
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practical HVDC project the voltage level is always in the range of hundreds of kilovolts,
the GPU is highly preferable to CPU as a new simulation platform for such applications
due to a speedup of nearly 30 times even though the computational capability has yet to
be fully utilized.

Table 6.2: CPU and GPU execution times of ±100kV HVDC for 1s simulation
Case Case-1 texe (s) Speedup Case-2 texe (s) Speedup

MMC Level CPU GPU CPU
GPU CPU GPU CPU

GPU

5-L 59.6 62.1 0.96 113.1 74.9 1.51
9-L 116.7 63.8 1.83 151.6 76.7 1.98

17-L 218.5 65.2 3.35 254.6 77.8 3.27
33-L 349.4 66.5 5.25 419.3 78.4 5.35
65-L 660.6 74.6 8.86 712.0 85.3 8.35
129-L 1298.0 87.8 14.78 1329.2 97.2 13.67
257-L 2551.5 112.4 22.70 2639.9 126.9 20.80
513-L 5134.7 165.2 31.08 5188.1 179.3 28.94

Fig. 6.16 demonstrates some test results of the DCS1 HVDC system to illustrate the cor-
rectness of the modeling method and the high accuracy of GPU simulation. In Fig. 6.16(a),
the waveforms of simultaneous start of both rectifier and inverter stations are given, the
inverter’s voltage immediately rises to around ±100kV after simulation starts, and the
voltage on the rectifier side closely follows, with a small margin when the HVDC link
enters steady state at around 1.5s to ensure that the power can be delivered in the cor-
rect direction, and the two poles in a station show opposite voltage polarity. The rectifier
power step test is carried out in Fig. 6.16(b)-(c), which shows that at t=4.0s, the power
order is changed abruptly from 400MW to 200MW. Thus, the actual power plunges and
gradually stabilizes around the reference. Then, the order soars to 400MW, and the actual
power quickly ascends to its order. Correspondingly, the DC pole-to-pole voltages wit-
ness some perturbations, but the amplitude is small. It can also be noticed that the DC
voltage gap between the 2 stations Cm-A1 and Cm-C1 is smaller during reduced power
transmission, because the DC current in this scenario halves, causing less voltage drop on
the transmission corridor.

The inverter voltage step test results are given in Fig. 6.16(d), where the pole-to-pole
voltage is shown. Before t=3s, the DC voltages are kept at approximately 1 p.u, with the
rectifier station having a slight margin. Then, both curves drop as the voltage order in the
inverter station is altered to 0.8 p.u., and the HVDC system operates under reduced voltage
mode until 3 seconds later when the voltages are recovered as the order steps up to 1 p.u.
Fig. 6.16(e)-(f) are results of DC line-to-line fault which lasts momentarily for 5ms, marked
as F1 at the rectifier Cm-A1 side in Fig. 6.1. The HHBs are disabled, so the fault current
soars to over 11kA immediately after the fault occurs, followed by damped oscillations
lasting dozens of milliseconds. Afterwards, the current is able to restore to the pre-fault
value; nevertheless, with 100mH inductors installed in the DC yards, the fault’s instanta-
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Figure 6.16: Subsystem DCS1 results of GPU simulation (top) validated by
PSCAD/EMTDC R© (bottom). (a) System simultaneous start, (b)-(c) rectifier station power
step tests, (d) inverter voltage step test, and (e)-(f) DC line-to-line fault lasting 5ms.

neous impact on converters’ DC voltages is negligible. Corresponding off-line simulations
are conducted with PSCAD/EMTDC R©, whose virtually identical waveforms prove that
the GPU simulation is more efficient while its results are as accurate.

6.4.3 GPU Simulation of MTDC Grid Test Cases

The MTDC system is a promising topology and currently, several projects have been con-
structed with a few terminals linking each other. The DCS2 subsystem could be taken as
a typical example since its scale is very close to existing projects as well as those under
research and development.

Installation of HHBs in the MTDC system would enhance its resilience to DC line
faults, and Fig. 6.17 provides such test results of the 4-terminal DC system. Before the
line fault taking place at t=3s, the DC voltages of all stations are around 1 p.u., with recti-
fier stations slightly above their counterparts, as Fig. 6.17(a) shows where the pole-to-pole
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Figure 6.17: 4-terminal MTDC results of GPU simulation (top) validated by
PSCAD/EMTDC R© (bottom). (a) DC voltages of all stations, (b) DC line currents, (c) cur-
rent waveform amplification of Lm1 at Cm-E1 side, (d) detailed actions of Cm-E1 HHB, (e)
power export of each station, and (f) power transferred on DC lines.

voltages are drawn. It can be seen that neither of them is severely affected by the fault
due to proper action of the HHBs. On the contrary, Fig. 6.17(b) shows that the currents
in DC yards have significant surges at both MMC2 (Cm-F1) and MMC3 (Cm-E1) as the
fault F2 occurs between them. For Idc2 that flows to Cm-E1, it keeps increasing before the
fault is isolated; while for Idc3, its polarity is reversed, as the fault force Cm-E1 to operate
as a freewheeling rectifier, rather than an inverter station under normal conditions. The
power transfer restores in about 0.5s and since Cm-E1 is isolated, MMC1 (Cm-B2) receives
all power from the other two terminals, and therefore, its current Idc1 is doubled. The func-
tion of HHBs on both terminals of the fault line can be illustrated by its voltages’ phase re-
lation with line current. On the Cm-E1 side, as in Fig. 6.17(c), the current polarity reverses
immediately after the fault, and in the next 2ms, it keeps rising as the breaking stage is
undergoing. Then, the current is forced to divert to the MOV whose voltage is clamped
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at around 3.4kV when all IGBTs in the HHB are turned off. Thus, the current begins to
drop, with the slope determined by the MOV’s protection voltage. And from Fig. 6.17(d),
specific HHB operation principles can be inferred. Initially, Cm-E1 receives power from
Cm-F1, and the UFD-LCS is the main branch that the DC current passes through. When
the fault is detected, the LCS turns off and consequently iLCS drops to 0; while the main
branch keeps on for the next 2ms, the current diverts to it, and because of the existence of
the current limiting inductor, iMB rises gradually from a negative value to positive. Fol-
lowing the turn-off of MB, the current again is diverted to the MOV where it is quenched
in the form of iM . Fig. 6.17(e)(f) are power flow at different positions. Prior to the fault,
Cm-B2 and Cm-F1 – the two rectifiers – send approximately 800MW power to Cb-B2 and
Cm-E1, thus the power exchange PL1 on L1 is virtually 0. After the fault is cleared, Cm-F1
is no longer able to send power to Cm-E1; instead, its export entirely goes to Cb-B2. Thus,
the power flow on L1 rises to 800MW, and alongside the power from MMC0 (Cm-B3), the
remaining inverter receives nearly 1600MW through L0. Details from PSCAD/EMTDC R©

are also given for validation, which are virtually the same. It should be pointed out that
the simplified HHB model without snubber is used in the PSCAD/EMTDC R© simulation
package; thus, it cannot reveal phenomena peculiar to a full HHB model, such as the volt-
age sag over the MOV caused by the snubber.

Table 6.3 indicates that the GPU simulation is hugely advantageous over CPU even
in simulating medium-scale MTDC systems. With the default single-CPU mode, it takes
562s to execute the simulation of the ±200kV DCS2 over 1s, and this value rises dramat-
ically when the MMC level becomes normal to withstand high voltage, reaching almost
10500s when the level is 513. In stark contrast, the GPU execution time is similar to its
performance for an HVDC system, even though the scale has been doubled. Thus, in this
case, the GPU attains a higher speedup, approximately 50 times for a normal 4-terminal
DC system with a reasonable voltage level. On the other hand, there could be up to 12288
SMs in DCS2 when the voltage level is 513. Thus, the multi-core CPU framework is also
tested. Compared with the default mode, its execution time merely increases by around 2
times. The computational capability of MCPU architecture cannot be fully utilized when
the MMC voltage level is low, as launching multiple threads would take a significant part
of the total time; when the MMC level reaches hundreds, MCPU gains a higher speedup
over single CPU, but still it is about 20 times slower than GPU.

As the scale of the DC grid enlarges, the speedup will also increase, as shown in Table
6.4. In the CIGRÉ DC system, it takes the CPU thousands of seconds to compute 1s of re-
sults even though the MMC has only 5 level; and it soars up to 30000s when the MMCs are
513 level. The situation is slightly improved by adopting MCPU; however, it still requires
a few thousands of seconds. In the meantime, the GPU simulation time remains mostly the
same to DCS2 albeit the scale has been nearly quadrupled. As a result, it gains a speedup
ranging from 26 to 90, much higher than the MCPU simulation which only has 2 to 5 times
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Table 6.3: CPU and GPU execution times of ±200kV DCS2 for 1s simulation
Case DCS2 texe (s) Speedup

MMC CPU MCPU GPU CPU
MCPU

CPU
GPU

MCPU
GPU

5-L 561.8 387.1 77.0 1.45 7.30 5.03
9-L 636.4 455.5 78.2 1.40 8.14 5.82
17-L 808.9 521.6 79.2 1.55 10.21 6.59
33-L 1149.6 735.6 80.8 1.56 14.23 9.10
65-L 1772.4 941.6 89.2 1.88 19.87 10.57
129-L 2988.0 1372.9 100.9 2.18 29.61 13.61
257-L 5577.3 2424.1 132.8 2.30 42.00 18.25
513-L 10427.9 4352.0 194.4 2.40 53.64 22.39

Table 6.4: CPU and GPU execution times of the CIGRÉ B4 DC system for 1s simulation
Case CIGRÉ texe (s) Speedup

MMC CPU MCPU GPU CPU
MCPU

CPU
GPU

MCPU
GPU

5-L 1959.5 1010.0 75.2 1.94 26.1 13.4
9-L 2238.7 1033.9 77.7 2.17 28.8 13.3

17-L 2658.8 1069.2 79.8 2.49 33.3 13.4
33-L 3594.3 1080.6 82.0 3.33 43.8 13.2
65-L 5279.5 1507.3 92.2 3.50 57.3 16.3
129-L 8847.7 2031.2 111.3 4.36 79.5 18.2
257-L 15819.6 3118.2 194.6 5.07 81.3 16.0
513-L 29939.6 5724.9 334.3 5.23 89.6 17.1

of speedup.
Some tests are also carried out to show that the GPU is the more efficient platform for

studying the CIGRÉ DC test system. Power reversal is conducted by ordering the output
power of DC-DC converter Cd-E1 to ramp from -200MW to 400MW. And the impact of
this single converter’s behavior on the overall system is given in Fig. 6.18. Initially, MMC0
and MMC2 as rectifiers in DCS2 release 1.2GW, and MMC1 and MMC3 receives around
660MW and 330MW, respectively. The surplus 200MW is fed to DCS3, as it can be seen
that the combined amount of output power from MMC6, MMC8, and MMC10 is 3.2GW,
but the inverters MMC7 and MMC9 get approximately 0.2GW more. During power ramp
process, as expected, the output power of all rectifier stations remains virtually constant,
while only the inverter MMC5 absorbs a fixed 800MW power as DCS1 is relatively isolated
from its counterparts. In DCS2, the power MMC3 receives almost triples after the process,
while MMC1 is slightly affected during the process, and after that, it restores. Meanwhile,
as the power is flowing from DCS3 to DCS2, the power received by MMC7 and MMC9
both reduce, to around 1.55GW and 1.24GW, the summation of which has a deficiency of
400MW compared with that provided by rectifiers in that subsystem. The above process
and its impact on the CIGRÉ DC system are validated by PSCAD/EMTDC R©.

With regard to the Greater CIGRÉ DC grid, the leverage that GPU holds is supposed
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Figure 6.18: CIGRÉ DC grid power reversal simulation by GPU (left) and
PSCAD/EMTDC R© (right).

to be larger. Take the 101-level MMC for example, when the number of CIGRÉ DC system
rises from 2 to 8, it takes CPU and multi-CPU 4 times and 2.8 times longer respectively to
compute, while this value merely increases by less than 1.4 times in the GPU case. Thus,
compared with single-CPU mode, GPU simulation is able to seize about 90 to 270 times of
speedup; on the contrary, multi-CPU could only achieve a speedup of approximately 7 to
11, as shown in Table 6.5.

The GPU’s performance in simulating DC systems with both TSSM and the proposed
DCFM are summarized in Fig. 6.19. All three figures share the trait that it takes a slightly
longer time for GPU to compute when the switch model shifts to DCFM regardless of the
MMC level, whilst both the CPU and MCPU frameworks witness a dramatic rise even in
the logarithmic axes, which accounts for the fact that device-level semiconductor models
are rarely used in CPU-based large system simulation. Meanwhile, it demonstrates that
with the TSSM for only system-level simulation, GPU is still able to attain over a dozen
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Figure 6.19: GPU performance in simulation of different DC systems with IGBT TSSM and
DCFM. (a) HVDC with HHB, (b) DCS-2, and (c) CIGRÉ B4 DC system.

times of speedup, let alone the more complex switch model, which showcases a much
higher speedup. The adoption of GPU greatly alleviates the computational burden caused
by the complexity, making the involvement of device-level models in system-level simula-
tion feasible.
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Table 6.5: CPU and GPU execution times of the Greater CIGRÉ DC system for 1s simulation
Number of Execution time (s) Speedup

CIGRÉ SM CPU MCPU GPU CPU
MCPU

CPU
GPU

MCPU
GPU

2 13200 14549 1995 162.1 7.3 89.8 12.3
3 19800 22264 2810 179.9 7.9 123.8 15.6
4 26400 30249 3103 195.6 9.7 154.6 15.9
5 33000 36963 4067 200.9 9.1 184.0 20.2
6 39600 44391 4284 208.4 10.4 213.0 20.6
7 46200 52792 4868 210.0 10.8 251.4 23.2
8 52800 60121 5538 221.9 10.9 270.9 25.0

6.5 EMT Simulation Results with NBM-IGBT

The GPU used in this case is the Nvidia Tesla R© V100 (Volta architecture). GPU imple-
mentation results at both device-level and system-level are demonstrated and validated
by commercial off-line EMT-solvers which run on a 64-bit Windows R© 10 operating system
with 2.20GHz 20-core Intel Xeon R© E5-2698 v4 CPU and 128GB RAM.

6.5.1 Device-Level Switching Transients

The IGBT/diode modeling method is verified by the commercial device-level simulation
tool SaberRD R© using its default Siemens IGBT module BSM300GA160D since it provides
switch models that were experimentally validated.

In Table 6.6, the execution time of device-level simulation is compared by computing
single-phase MMCs for a 100 ms duration with 100ns the time-step. It takes SaberRD R© up
to 1700s to compute a 9-level converter, and the results are no longer convergent once the
voltage level reaches 11. Therefore, it is unfeasible for the device-level simulation package
to conduct power system computation. In the meantime, the proposed IGBT/diode model
and the decoupling method are also tested on the single-core CPU and the Nvidia Tesla R©

V100 GPU. The proposed model enables the CPU to achieve a speedup SP1 of almost 18
times in 9-level MMC, and the speedup SP2 by GPU is near 11. The GPU overtakes CPU
when the MMC level reaches 21 since its speedup over CPU SP3 is greater than 1.

Device-level results from a 9-L MMC with reduced DC bus voltage of 8kV are given.
With a dead-time ∆T=5µs, a gate resistance of 10Ω and a voltage of ±15V, the switching
transients are normal in Fig. 6.20(a)-(c). Slight overshoot is observed in the IGBT turn-on
current, and the diode reverse recovery process accounts for this phenomenon. Fig. 6.20(d)
shows the impact of the gate driving conditions on switching transients that is only avail-
able in device-level modeling. Adjusting the gate turn-off voltage to 0V leads to a tremen-
dous current overshoot, which means this driving condition is hazardous to the IGBT. And
when the gate resistance is set to 15Ω, the current rises more slowly as the time interval t2
is slightly larger than t1. SaberRD R© simulation is also conducted, and a good agreement
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Figure 6.20: Switching transients of behavioral IGBT/diode pair: (a) Turn-on, (b) turn-off,
(c) diode reverse recovery, and (d) IGBT turn-on current under different gate conditions.

Table 6.6: NBM-based MMC execution time by various platforms for 100ms duration
MMC Execution Time (s) Speedup
Level SaberRD� CPU1 GPU SP1 SP2 SP3

5-L 709 56.2 159.1 12.6 4.5 0.35
7-L 1240 80.3 159.8 15.4 7.8 0.50
9-L 1720 98.4 163.7 17.5 10.5 0.60

11-L – 121.2 163.3 – – 0.74
21-L – 260.3 206.0 – – 1.26
33-L – 368.9 238.4 – – 1.55

validates the proposed IGBT/diode nonlinear behavioral model and the designed MMC
GPU kernel.

In Fig. 6.21(a)-(c), the switching patterns between different tools are compared. The
proposed NBM leads to exact static and dynamic current waveforms to SaberRD R©. In
contrast, PSCAD/EMTDC R© is not able to give the actual current stress of an IGBT dur-
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Figure 6.21: Switching pattern and IGBT junction temperature: (a) Upper switch current,
(b) lower switch current, (c) IGBT junction temperatures, and (d) switching pattern differ-
ence between device-level model and two-state switch model.

ing operation, as the switching transients could not be observed. Moreover, the model
also determines the simulation accuracy. It is shown by Fig. 6.21(c) that with default
IGBT and diode model TSSM1 and a typical time-step of 20µs in PSCAD/EMTDC R©, a
current disparity ∆I=6A out of 190A is witnessed even under steady state. The result
from PSCAD/EMTDC R© becomes closer to proposed NBM when an approximate on-state
resistance and voltage drop of the IGBT/diode pair is set to its switch model TSSM2. The
junction temperatures of the two complementary switches in a submodule are given in
Fig. 6.21(d). A dramatic temperature surge is observed when the 9-level MMC starts to
operate, and the curve decreases gradually along with the converter’s entry into steady-
state. The correctness of these results is validated by SaberRD R©.

6.5.2 Wind Farm Integration Dynamics

The DCS1 subsystem is taken for illustration of 100 wind turbines’ integration into the DC
grid. Fig. 6.22(a) gives the power-wind speed characteristics of the DFIG. When the wind
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speed declines from 11m/s to 8m/s in 1s, as Fig. 6.22(b) indicates, the rotor mechanical
velocity drops from initial 188rad/s to around 137rad/s. Consequently, the rectifier side
currents are almost halved; nevertheless, the AC voltage maintains virtually constant due
to the proper control of MMC, as shown in Fig. 6.22(c)-(d). In Fig. 6.22(e), the output
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power of a single DFIG reduces from 1.96MW to about 0.76MW, which fits with the P -v
characteristics. Therefore, the power at both stations gradually ramps down from 200MW
to about 76MW. Fig. 6.22(f) demonstrates DC voltage fluctuation caused by the change
in wind speed. The DC voltage at the inverter station has a momentary sag to 199kV,
but it recovers immediately. The rectifier side DC voltage reduces as the power delivered
between the two stations has a significant reduction. The above results are verified by
PSCAD/EMTDC R© simulation.

6.5.3 MTDC System Tests

Fig. 6.23 gives the HBSM- and FBSM-MMC responses to DC line fault in DCS1. The pole-
to-pole fault F1 occurs to the center of the line at t=3s, and subsequently all IGBT gate
signals are retrieved. It is shown in Fig. 6.23(a) that the DC current in FBSM case reduces
to 0 after a few oscillations, while it eventually reaches over 10kA with HBSM topology.
Similarly, the FBSM achieves 0kV on the DC line, but its counterpart is unable to block
thoroughly since the freewheeling diodes operate as a rectifier. PSCAD/EMTDC R© sim-
ulation results are also given for validation. Minor differences are observed due to the
adoption of different switch models, i.e., NBM and the TSSM. The fact that different on-
state resistances of the TSSM lead to distinct DC current and voltage waveforms indicates
the importance of accurate switch models even in the system-level study.

The power flow of the entire grid under steady-state is shown in Fig. 6.24 when OWF1–
5 sends energy to the inland inverter stations. Cm-A1 in DCS1 receives virtually all 200MW
power from the OWF. In DCS2, the combined energy that Cm-B2 and Cm-B3 receive is
around 100MW more than that from OWF4 and OWF5 since Cd-E1 is ordered to deliver
an additional 100MW. As a consequence, Cb-A1, Cb-B1, and Cb-B2 have in total 892MW
while OWF2 and OWF3 send around 1GW. The power distribution from PSCAD/EMTDC R©

simulation shows virtually identical values.
Table 6.7 shows the time CPUs and the NVIDIA Tesla R© V100 GPU need to calculate the

CIGRÉ B4 DC Grid for 1s duration with a time-step of 200ns. It can be seen that the single
CPU is hardly able to simulate a practical DC system as it could take more than 1 million
seconds. The situation is slightly improved by using multiple cores but they still require an
extremely long period. In contrast, the V100 GPU can complete the simulation of 11 401-L
MMCs in less than 1800 seconds, and there is no obvious difference in calculating HBSM-
MMC or FBSM-MMC. Consequently, the GPU gains a remarkable speedup SP1 over single
CPU, i.e., 1302 and 2608 times when the MMC level is 401, and the speedup SP2 reaches
134 and 265 over 20-core CPUs. As a further comparison, PSCAD/EMTDC R© was unable
to compute the full-scale CIGRÉ DC grid even with much simpler IGBT and diode models.
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Figure 6.23: Inverter side HBSM- and FBSM-MMC response to DC fault (L: GPU simula-
tion, R: PSCAD/EMTDC R©): (a) DC currents, and (b) DC voltages.

Table 6.7: Execution time of CIGRÉ B4 DC grid by CPUs and GPU for 1s duration
Execution Time (s) GPU Speedup

MMC 1 CPU core 20 CPU cores V100 GPU SP1 SP2

Level HB FB HB FB HB FB HB FB HB FB
51-L 2.3×105 4.0×105 2.6×104 5.3×104 901 908 254 444 29.3 58.5
101-L 4.4×105 9.0×105 5.8×104 1.1×105 957 957 462 936 60.7 117
201-L 9.5×105 2.1×106 1.1×105 2.3×105 1215 1218 779 1749 93.8 186
401-L 2.3×106 4.5×106 2.3×105 4.6×105 1728 1729 1302 2608 134 265

6.6 Summary

An efficient methodology for large-scale multi-terminal HVDC system simulation using
massive parallelism on the GPU was presented in this chapter wherein three levels of cir-
cuit partitioning were employed to attain fine-grained parallelism. Fundamental power
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Figure 6.24: Power flow in the CIGRÉ B4 DC Grid.

electronic and power system components were designed into CUDA C kernels to consti-
tute the GPU simulation library so that they can be conveniently called, and consequently,
their massively parallel computation is achievable after introducing a general structure
that covers every circumstance considering practically components sharing the same prop-
erty may have some dissimilarities. The power semiconductor switch was specifically
modeled using the prevalent ideal switch model, the dynamic curve-fitting model, and
the nonlinear behavioral model to cater for various simulation requirements. Dynamic
parallelism appropriately revealed the hierarchy of an MTDC system, and therefore, cir-
cuit information, from device-level to the grid-level, became available in the multi-terminal
layout. Test cases from a single-phase MMC to the Greater CIGRÉ DC Grid were taken as
typical examples, and with the same accuracy to existing commercial offline simulation
packages and a dramatic speedup over CPU and multi-core CPU frames, it is proven that
GPU would play a significant role in simulating MTDC systems of a variety of scales in the
future. And since the advantage of data handling capability of GPU becomes overwhelm-
ing when more identical components, such as the MMC submodule, are computed, it is
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expected to be a new generation of platform for off-line time-domain simulation and par-
ticularly, dominant in the area of hybrid system-level and device-level simulation. Other
than a detailed demonstration of an approach for extensively parallel computation of an
irregular MTDC grid on the GPU, this work also proposed a 3-category circuit partitioning
method which showcased its efficacy in accelerating both CPU and GPU simulation, and
therefore, it can be referred to for large-scale system simulation on various platforms.
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7
MTDC Grid Variable Time-Stepping

Simulation on GPU

7.1 Introduction

The GPU simulation of the CIGRÉ B4 DC grid has achieved a remarkable speedup over
traditional CPU simulation or the proposed multi-core CPU architecture in the last chapter.
A fast computational speed with high accuracy is always the paramount goal of electro-
magnetic transient simulation that requires effects.

Therefore, the variable time-stepping scheme is proposed in this chapter to further
expedite the EMT simulation on both the CPU and GPU. The basic principle is that, un-
der the circumstance of correct simulation results, when those concerned variables change
slowly or even under steady state, the time-step can be enlarged; on the contrary, when
drastic variations occur, the time-step should be reduced to ensure a high resolution. Sub-
sequently, a number of criteria which could reflect the state change of the system are cate-
gorized and utilized to regulate the time-step dynamically during simulation. Meanwhile,
as the accuracy of results is heavily reliant on the switch models in the MMC, correspond-
ing variable time-stepping schemes are analyzed. A combination of GPU and the VTS
schemes makes system-level simulation involving device-level details feasible.

7.2 Proposed Variable Time-Stepping Schemes

7.2.1 Event-Correlated Criterion

This criterion is based on events taking place in the system, i.e., transmission line faults,
breaker operation, and even a power semiconductor switch’s action. Though any change
in the state of a component results in perturbation to the system, the impact caused by dif-
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ferent components varies. It is dependent on the simulation requirement, e.g., for system-
level results, line faults have a far significant impact than a single switch on the grid. But
when device-level transients are of concern, the turn-on and turn-off processes become the
focus. Therefore, regulation of the time-step is dependent on the system’s sensitivity to
events related to a certain component, and all these impacts are eventually reflected by
the variation in currents or voltages. Therefore, their change rates dv/dt and di/dt are two
common criteria for time-step control.

7.2.2 Local Error Truncation

The local error truncation (LTE) is another general criterion [155] for time-step adjustment
due to an extensive distribution of energy storage components such as the inductor and
capacitor whose integral i-v relationship needs discretization before being applied for EMT
calculation. As introduced in Chapter 3, One-Step integration approximations such as
Backward Euler and Trapezoidal rule are the main methods in EMT-solvers. However,
due to their relatively low orders, the estimation has lower precision than the Multi-Step
Methods, and the error increases along with the integral step. Thus, the LTE is obtained in
such a manner that the prediction is first computed by the linear multi-step method, and
within that time-step, it is compared with the corresponding solution of the nodal matrix
equation.

For linear energy storage components, their i-v characteristics can generally be ex-
pressed by the following first-order ordinary differential equation:

y′ = F (t, y(t)), (7.1)

where y can be either inductor current or capacitor voltage. Given a new time-step n+1,
the y value is calculated by integrating both sides

yn+1 = yn +

∫ tn+1

tn

F (τ, y(τ))dτ. (7.2)

In EMT simulation, the above equation needs to be discretized. An accurate y can be
predicted by the implicit s-step Adams-Moulton (AM) Method

ȳn+1 = yn +

n+1∑
m=n−s+1

(

∫ ∆t̃

0
ψ(τ)dτ)F (tm, ym), (7.3)

where ∆t̃ is the adaptive time-step, and ψ(τ) is the Lagrange interpolating polynomial:

ψ(τ) =
n+1∏

k=n−s+1,k 6=m

τ − tk
tm − tk

. (7.4)

On the other hand, solving the circuit nodal equation based on the One-Step integra-
tion approximation gives the EMT simulation outcome yn+1, which has a lower accuracy.
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Therefore, the relative error is obtained by

ε = | ȳn+1 − yn+1

ȳn+1
| × 100%. (7.5)

The time-step is dynamically adjusted according to ε, either being reduced to ensure accu-
racy or enlarged to accelerate the simulation in a predefined manner.

For efficient computation, medium-order AM formulas are adopted to predict the value
of the next time-step, e.g., the 4th-order AM is given as

ȳn+1 = yn +
∆t̃

24
(9Fn+1 + 19Fn − 5Fn−1 + Fn−2). (7.6)

7.2.3 Newton-Raphson Iteration Count

The nodal voltage equation of a nonlinear system can generally be written as

Uk = (G−1)k · Jk, (7.7)

where k is the iteration count. (7.7) is computed repeatedly within a time-step until the
nodal voltage vector converges when the difference between results of two successive it-
erations is smaller than the threshold ζ,

‖U
k+1 −Uk

Uk+1
‖ ≤ ζ. (7.8)

The Newton-Raphson iteration count is thus a VTS criterion peculiar to nonlinear com-
ponents. The time-step can be determined according to the number of iterations, e.g., for
the nonlinear behavioral IGBT/diode model, the steady-state has fewest iterations and
consequently the largest applicable time-step, while during transient stages it is below
that upper limit.

7.2.4 Hybrid Time-Step Control and Synchronization

A small value is preferred as the default time-step in the EMT program initialization. Once
the simulation commences, the time-step is doubled each time if required until it reaches
the upper limit, which may not be two times larger than the second largest value. Similarly,
when the time-step is reducing, it follows the same route, i.e., if the current time-step is
already maximum, it first steps down to its nearest value; otherwise the time-step halves
until it reaches the lower limit.

In the MTDC grid, a large number of components can utilize VTS schemes, which
means that each of them will produce an individual time-step ∆ti. The localized VTS algo-
rithm is applied taking the converter as a basic unit, as Fig. 7.1(a) shows where a hybrid
FTS and VTS scheme is adopted. With regard to system-level components, they are com-
puted at a fixed global time-step ∆T , which is much larger than the maximum VTS value.
Since a large disparity exists between them, the FTS system proceeds at a much slower
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Figure 7.1: Hybrid FTS-VTS scheme for MTDC grid simulation: (a) System structure, and
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frequency, i.e., it enters the next time-step only when the time instants of all VTS systems
reach beyond its current value, as demonstrated in Fig. 7.1(b). Otherwise, all VTS systems
continue individual computations while the FTS system waits for them to finish.

7.2.5 VTS-Based MMC

7.2.5.1 Two-State Switch Model

The TSSM is the simplest model for power semiconductor switches whose turn-on and
turn-off action completes instantaneously with the transition of two distinct states lasting
only one time-step. Since it is not a device-level model, when it is applied in the MTDC
grid, system-level results are of interest. Therefore, in this scenario, the switching is not
taken as a criterion for time-step control, nor is the N-R iteration due to the absence of non-
linearity in the converter. Nevertheless, discrete events are still a criterion for indicating
state shift in other components such as the transmission line. The LTE as a general method
is applicable to the MMC, as it contains a large number of SM capacitors and 6 arm induc-
tors. Therefore, in the TSSM-based DC grid, a combination of LTE and events-correlated
criterion can be utilized.

Take the partitioned half-bridge SM (HBSM) in Fig. 5.6 for instance. It has the following
matrix equation [

U1(t)
U2(t)

]
=

[
GC +R−1

1 −R−1
1

−R−1
1 R−1

1 +R−1
2

]
·
[

ICeq(t)
Js(t−∆t)

]
(7.9)

for computing nodal voltages, whereGC and ICeq is the discrete-time companion model of
the SM capacitor,R1(R2) represent the equivalent resistance of the upper (or lower) switch,
and Js(t − ∆t) indicates one time-step delay due to circuit partitioning. The calculated
capacitor voltage U1(t) is then compared with its predicted value, which is calculated by
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(7.6) where

Fm =
1

C
(GC · U1(t− (n+ 1−m)∆t)− ICeq(t− (n+ 1−m)∆t)). (7.10)

The subscriptsm=(n+1, n, n−1, n−2) denote values at the current time-step and previous
time-steps.

7.2.5.2 MMC Main Circuit

For various MMC topologies, the main circuit is always the same after partitioning. It
contains 5 nodes after deriving the Norton equivalent circuit, i.e., 3 nodes on the AC side
and the other 2 on the DC side, as shown in Fig. 5.9 if the converter is transformer-less.
The matrix equation for this universal part is

G = Gext +

[
2GΣ · I3×3 [−GΣ]3×2

[−GΣ]2×3 (3GΣ +GCC ) · I2×2

]
, (7.11)

J = [−JΣAu + JΣAd,−JΣBu + JΣBd,−JΣCu + JΣCd, ,

JΣAu + JΣBu + JΣCu + IC1eq,

−JΣAd − JΣBd − JΣCd − IC2eq] + Jext,

(7.12)

where matrices Gext and Jext represent elements contributed by AC and DC grids the
MMC connects to, GCC and ICeq denote the DC bus capacitor, and GΣ and JΣ are the com-
panion model of an MMC arm where subscripts u and d stands for the upper and lower
arm, respectively. For variable time-stepping control, the 6 arm currents are calculated in a
similar manner by (7.6) and the LTE by (7.5) after solving the matrix equation of this part.

As a universal approach to systems which comprise reactive components, the LTE is
one choice for time-step regulation, and the procedure is the same as illustrated above.
Meanwhile, a proper judgment on the events can also be utilized, e.g., in the nonlinear
behavioral IGBT model, vCge is an indicator for switching behavior: when the IGBT turns
on or off, it approaches the gate voltage, making dv/dt nonzero; otherwise, its derivative is
nearly 0. The N-R iteration count is the most convenient criterion for nonlinearities. For
the solution of the SM matrix equation (7.7), the steady-state takes the fewest number of
iterations, and it is tolerable of a time-step of up to 200ns, which is subsequently selected
as the upper limit. On the other hand, the transient stage requires more iterations, and it
is prone to divergence if the time-step is kept large. Thus, the lower limit is 10ns.

7.2.5.3 VTS MMC Kernel

As the core part of the MTDC grid, the GPU kernel of the NBM-based MMC with N-
R iteration VTS scheme is specified in Fig. 7.2. The inputs and outputs of all kernels are
stored in the GPU global memory so that they can be accessed by other kernels. The kernels
are designed according to the number of functions the partitioned MMC has. Among
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Figure 7.2: Nonlinear behavioral MMC kernel with VTS scheme.

them, the SM kernel is the most complex part. The IGBT/diode model is programmed
as a GPU device function which could be instantly called by a kernel. Their outputs are
properly organized according to (6.18) and (6.19). The N-R iteration of the matrix equation
(7.7) repeats until all nodal voltages are convergent, and the final iteration count KNR is
stored in global memory so that it can be read by the kernel V TS which produces proper
time increment for the next calculation.

It is noticed that not all threads launched by the same kernel implements exactly iden-
tical instructions, e.g., the number of N-R iterations conducted by the SM kernel varies in
different SMs, and therefore synchronization of all threads is implemented at the end.

7.3 VTS Simulation Results and Validation

7.3.1 System Setup

Fig. 7.3 shows two HVDC links integrated with offshore wind farms (OWFs), and by con-
necting them, e.g., between buses B1 and B2, an MTDC system is formed. MMC1 and
MMC2 are rectifiers which provide stable AC voltage for the OWFs while simultaneously
converting their energy into DC. MMC3 and MMC4 operate as inverters regulating the
DC voltage. Bergeron’s traveling wave model is adopted for the transmission lines, and
transformers are required on the rectifier side for wind energy integration. Each OWF is
modeled as an aggregation of 100 doubly-fed induction generators (DFIGs). Specifics of
the DC grid are listed in Appendix D.

The VTS simulations are conducted on both the CPU and GPU under the 64-bit Windows R©

10 operating system on the 2.2GHz Intel R© Xeon E5-2698 v4 CPU and 160GB RAM. The
device-level and system-level results in the following subsections are validated by SaberRD R©

and PSCAD/EMTDC R©, respectively.
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Figure 7.3: MMC-based MTDC grid with wind farm integration.

7.3.2 VTS in Device-Level Simulation

In Fig. 7.4, all 3 proposed VTS schemes are tested in regulating the time-step of a nonlinear
single-phase 9-level MMC fed with 8kV DC bus voltage and switched at 1kHz. The output
voltages are shown on the left, which are virtually the same. The time-step variation in
a zoomed 0.5ms segment is shown on the right. As can be seen, the 3 schemes lead to
different results, but under steady-state, they are all 200ns, and dramatic regulations are
observed during the transient stage. The efficiency of the schemes in computing low-level
MMCs for a 100ms duration by CPU are summarized in Table 7.1. With circuit partitioning,
MMCs having more than 9 voltage levels can be computed, which SaberRD R© is unable to
achieve. The N-R iteration method has the highest efficiency, around 16 times faster than
the FTS for 5-L MMC.

In Fig. 7.5, device-level results are given from the 9-L MMC whose time-step is con-
trolled by N-R iteration count. Fig. 7.5(a) gives the IGBT turn-on waveforms, which show
that the density of points is higher during the transient stage, and it is also varying, mean-
ing the MMC is computed at a variable frequency. The diode reverse recovery waveforms
in Fig. 7.5(b) also demonstrate the same phenomenon. The power loss variation is ulti-
mately reflected by the junction temperature, as shown in Fig. 7.5(c). The temperature of
the lower IGBT/diode surges to over 100◦C immediately after the converter is started, but
it is still within normal operation region. On the other hand, the upper IGBT/diode has
a much lower temperature, and finally, they all reach around 30◦C. These results are vir-
tually identical to that of SaberRD R©, indicating that under VTS scheme, GPU simulation
produces correct results.

7.3.3 MTDC System Preview

The proposed VTS-NBM MMC model is also applied for system studies. In Fig. 7.6, dis-
connecting TL3, results of permanent pole-pole fault with a resistance of 1Ω occurring at
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Figure 7.4: VTS schemes for nonlinear MMC simulation (left: output voltage; right:
zoomed-in waveform): (a) SaberRD R© results, (b) event-correlated criterion, (c) LTE, and
(d) N-R iteration count.

t=5s in HVDC Link1 with both MMCs supported by stiff AC grids are given. Immediately
after detecting the fault, all IGBTs are blocked. However, with HBSM topology, as given
in Fig. 7.6(a), the DC system is still interactive with the AC grid, because the freewheel-
ing diodes are operating as a rectifier. Thus, a residual line-line voltage of around 30kV
is observed, and also a DC current of nearly 13kA. The fact that the residual current is
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Figure 7.5: IGBT nonlinear behavioral model VTS control (left: proposed model; right:
SaberRD R©): (a) IGBT turn-on, (b) diode reverse recovery, and (c) junction temperatures.

dependent on the resistance of the switch leads to various values in PSCAD/EMTDC R©,
while with NBM, the current is definitive. In Fig. 7.6(b), the FBSM-MMC is able to achieve
the blocking function, and consequently, the DC line-line voltages and currents eventually
remain at 0. PSCAD/EMTDC R© shows similar results.

In Fig. 7.7, the impact of wind speed on MTDC system is shown. Started at t=12s, the
wind speed at OWF1 rises linearly from 8m/s to 11m/s in 1s; while the reverse is true for
OWF2. It is observed that the voltage at Grid 1 maintains stable due to the proper func-
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Table 7.1: Comparison of VTS schemes’ efficiency on CPU
Execution time (s) Speedup

Level SaberRD R© FTS Event LTE N-R Sp1 Sp2

5-L 463 218 28.1 29.3 13.8 34 16
7-L 723 303 44.6 40.3 20.0 36 15
9-L 966 557 65.1 50.4 42.5 23 13
17-L – 653 183.6 132.9 60.1 – 11
33-L – 1102 555.2 305.3 142.6 – 8

Table 7.2: Execution time texe of a 4-T DC system for 0.1s duration
MMC CPU HBSM texe/s GPU HBSM texe/s Speedup
Level FTS VTS Sp1 FTS VTS Sp2 Sp3

51-L 11539 349 30 554 23.2 24 497
101-L 24442 821 30 550 22.1 25 1106
201-L 50484 1574 32 548 26.4 21 1912
401-L 102084 3177 32 574 75.0 7.7 1361
MMC CPU FBSM texe/s GPU FBSM texe/s Speedup
Level FTS VTS Sp1 FTS VTS Sp2 Sp3

51-L 25471 571 45 1181 79 15 322
101-L 51421 1138 45 1155 133 8.7 387
201-L 94309 2201 43 1355 154 8.8 612
401-L 186410 4409 42 1203 197 6.1 946

tioning of MMC1, and so does the voltage at OWF2, both of which are close to sinusoidal
waveforms. Due to a stronger wind, the current Igrid1 fed by OWF1 more than doubled,
while its counterpart has the opposite trend. As for a single wind turbine, the power of a
DFIG at OWF1 increases from approximately 750kW to 2.0MW, while those at OWF2 has
the exact opposite output. The variations in wind speed also affect the power flow in the
DC grid, and the DC line voltage as well. The power delivered by MMC1 and MMC2

has the same trend to a single DFIG in the respective OWFs, other than the fact that values
are 100 times larger, and the power received by the two inverters also exchanged position.
Meanwhile, minor perturbations are caused to DC voltages, but at inverter stations, they
are recovered immediately.

Table 7.2 summarizes the execution times of different MMCs with two time-stepping
schemes by the processors. Tested under a switching frequency of 200Hz, the proposed
VTS scheme helps the CPU to achieve around 50 times speedup for both HBSM and FBSM
MMCs. The GPU gains around 17 times speedup with FBSM-MMC, and almost 90 times
for HBSM-MMC when the voltage level is below 401. Therefore, the proposed VTS scheme
implemented on GPU is able to attain a dramatic speedup over the CPU with fixed time-
stepping scheme, e.g., for the two types of MMCs, the speedup Sp3 could reach almost
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Figure 7.6: HVDC-link1 pole-pole fault: (a) HBSM-MMC response, (b) FBSM-MMC re-
sponse.

2000 and over 1000 times, respectively.

7.4 Summary

A variable time-stepping MMC model with nonlinear device-level details were presented
in this work for MTDC grid study. The high-order IGBT and diode models are more
accurate and reveal information unavailable in the detailed model based on two-state
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Figure 7.7: MTDC system dynamics with wind farms (left: proposed model, right:
PSCAD/EMTDC R©).

switch representation, but their nonlinearity may lead to an inefficient solution. Thus,
fine-grained circuit partitioning was applied to separate MMC SMs from the arms, which
consequently created a substantial number of identical circuits corresponding to a smaller
matrix dimension and improved numerical stability as these circuit parts with nonlinear
characteristics created subsequently are more convergent. The partitioned submodules
were designed into a GPU kernel. The SIMT mode enables the GPU to conduct massively
parallel execution and thus avoids sequential calculations of the partitioned circuit parts.
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Meanwhile, several variable time-stepping schemes were proposed, and their application
scenarios to different MMC models are analyzed. The event-correlated criterion and LTE
are general methods regardless of the linearity of the system they apply to, while the N-R
iteration count is specific to the nonlinear behavioral SM based MMC. A hybrid FTS-VTS
scheme was proposed to mitigate the computational burden of the overall system, and the
simulation conducted on different processors gains significant speedup compared with
the fixed time-step scheme. The execution time of an MTDC system by GPU also indi-
cated that system-level EMT simulation involving highly complex nonlinear device-level
IGBT/diode models is feasible when massive parallelism is utilized, which the CPUs could
hardly achieve.
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8
Conclusions and Future Works

Having witnessed its application in many HVDC projects around the world in recent years,
the modular multi-level converter draws tremendous attention from both academia and
industry for its potential in electricity delivery, or even power redistribution of a region by
constructing the multi-terminal DC grid. Electromagnetic transient simulation is the main
approach for studying the control and protection algorithms on the electrical secondary
side, as well as the system performance on the primary side. Nevertheless, the simula-
tion slows down dramatically when a practical power electronic system containing a large
number of nodes is involved. In the meantime, high fidelity is required to acquire more
accurate results, as well as micro-level information such as power loss and IGBT junction
temperature for converter design evaluation.

FPGA is the prime platform for real-time hardware-in-the-loop emulation of the power
electronic system. Its intrinsic parallelism and pipeline architecture enable more efficient
computation even though its clock frequency is lower than other processors. Meanwhile,
with a rapid growth in logic gates and higher clock frequency due to maturing manu-
facture technology, the FPGA is able to handle more complex power electronic systems.
And the development of corresponding software tools shortens hardware design cycle by
enabling programming in advanced languages.

On the other hand, off-line simulation is, in fact, more common since it is available on
desktop computers. The graphics processing unit which initially worked for displaying
images induces interests for its massive parallelism, which is deemed to be more efficient
in computing the HVDC transmission and its extension as MTDC grid.

Thus, in this thesis, both real-time hardware-in-the-loop emulation of the MTDC grid
with device-level details and the off-line GPU simulation are investigated.
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8.1 Contributions of Thesis

The main contributions of this thesis are summarized as follows:

• The development of two types curve-fitting models of IGBT and its freewheeling
diode for nanoseconds-level real-time HIL emulation of MMC on the FPGA. Real-
time execution is quite a challenge as it requires the proposed models be completed
within a small time-step. Thus, the transient waveform shapes of the first curve-
fitting model are stored in the FPGA LUT, so the data can be instantly accessed and
amplified properly according to its steady-state values. The dynamic curve-fitting
model takes factors affecting the IGBT switching transients as variables of its rise and
fall times represented in piecewise linearized functions. Thus, the impact of external
circuits, as well as the operation condition on the IGBT, can be precisely predicted,
revealing more accurate device-level results for converter design assessment.

• When the ideal switch model is used in MMC simulation, replacing the MMC sub-
module by the TLM-stub achieves faster simulation speed than the detailed equiva-
lent model. Besides, this model requires fewer hardware resources when deployed
to the FPGA. A hybrid arm structure becomes available by combining the TLM-stub
with partitioned MMC submodules. As a consequence, the MMC model has a lower
requirement on FPGA resources while the fidelity is also ensured.

• The proposal of two circuit partitioning schemes based on TLM-link and voltage-
current coupling. Direct solution of the MMC is inefficient due to a large number
of nodes. The circuit partitioning approaches improve the computation efficient by
splitting the submodules from the MMC arms. Consequently, the originally large
admittance matrix is converted into a number of smaller matrices that can be pro-
cessed in parallel, enabling real-time MMC emulation on the FPGA even complex
IGBT/diode model is used.

• A number of detailed device-level full-scale hybrid HVDC circuit breaker models
are proposed for real-time HIL emulation. Adoption of the scaled-down model of
the HHB sometimes induces incorrect results, while the inclusion of full-scale HHB
would require an extraordinarily long simulation time. Thus, circuit partitioning
using a pair of coupled of voltage-current sources is applied to the HHB, which is
separated into a number of identical units that could be processed concurrently.

• A multi-layer hardware implementation structure is proposed. In power converter
real-time emulation, the controller usually requires a much larger time-step than that
of device-level IGBT/diode models. If a unified time-step is adopted, that should be
the step size of the controller, meaning the device-level transients cannot be cap-
tured with a high resolution. The multi-layer hardware design enables a pipelined
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computation structure between the circuit and controller. As a result, the switching
transients can be recorded without distortion.

• A twofold basic-augment IGBT nonlinear behavioral model is proposed to improve
the EMT simulation efficiency and the numerical stability. The original model in-
cludes the static and dynamic characteristics in one circuit, leading to an inefficient
solution, and more often than not, the numerical divergence which forces the simula-
tion to terminate. In the proposed IGBT model, the basic section providing MOSFET
functions participates circuit solution, while the augment part is added later for IGBT
dynamic features and the subsequent power loss as well as junction temperature.
This model can be widely used in system-level simulations involving device-level
details, and the methodology can be referred in the future for the modeling of other
complex power semiconductor switches.

• Development of an electro-thermal model of two types of IGBTs: the curve-fitting
model and the nonlinear behavioral model. The inclusion of the thermal network
represented by cascaded R-C circuits enables the revelation of the junction tempera-
ture, which is a key factor for power converter evaluation.

• GPU simulation of the CIGRÉ B4 DC grid by massive parallelism is investigated.
Various power system and power electronic components, including the transmission
line, transformer, varistor, IGBT and diode, MMC and its controller, are design into
GPU kernels. Fine-grained circuit partitioning is carried out to reduce the size of
the system’s matrix equation and to create a substantial number of physically inde-
pendent subsystems catering for the massively parallel architecture of GPU. Various
scales of MMCs adopting both ideal switch model and the curve-fitting model are
designed, from single-phase to the Greater CIGRÉ DC grid. It shows that even in
simulating small-scale converters, GPU is advantageous over CPU, let alone a much
larger DC grid. The kernel design methodology can be referred to in the future when
a new generation of commercial off-line simulation tools based on GPU is developed.
Moreover, parallel programs for multi-core CPU implementation are also designed,
and currently, even this type of simulation is rarely seen in commercial products.

• For higher versatility, the nonlinear, iterative IGBT and diode behavioral models are
applied to the CIGRÉ B4 DC grid with offshore wind farm integration. GPU kernel
design involving nonlinear elements is demonstrated, and a remarkable speedup is
attained over multi-core CPU. The variable time-stepping scheme further expedites
the EMT computation process, making system-level simulation containing device-
level models feasible. Three main criteria as to judge and control the simulation
time-step dynamically are proposed, and their usage is summarized.
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8.2 Directions for Future Work

The following topics are proposed for future work:

• With a growing size of the hybrid AC/DC grid, the computational burden on a single
GPU will increase, as the number of threads will far exceed the available CUDA
cores. The multi-GPU structure which distributes the burden equally among several
GPUs by programming will expedite the simulation and can be explored.

• The variable time-stepping schemes could be applied to other power system config-
urations for faster off-line simulations on GPU and CPU, as well as real-time HIL
emulation on FPGA. It has been in this work applied to a single energy storage el-
ement. Nevertheless, the algorithm for complex systems such as the electrical ma-
chines [156, 157] whose mathematical equations take the form of the matrix has not
been developed. New criteria for time-stepping judgment and control can also be
investigated.

• A fully detailed MTDC grid could be developed on both GPU and FPGA by using
high fidelity models of power system components such as the transmission line and
the transformer, rather than the lumped model in current EMT simulation tools. The
finite element method is deemed as the most accurate model for the transformer [158]
and various rotating machines [159]. Thus, the simulation can provide more accurate
results and information that is unavailable in previous simulation platforms.

• Hardware resource is the main factor that restricts the scale of power electronic sys-
tem deployed to the FPGA board. For the CIGRÉ B4 DC grid to be deployed to
current single FPGA board, the averaged value model has to be employed, as the
hardware resource could hardly meet the requirement of even the detailed equiva-
lent circuit model, not to mention the curve-fitting model, or nonlinear behavioral
model. Therefore, in the future, a multi-FPGA system where these boards are con-
nected to each other with low latency for inter-board data exchange. On the other
hand, corresponding power system reconfiguration by using methodologies such
circuit partitioning could be investigated for accommodating the inherent transmis-
sion delay between neighboring boards. With more hardware resources, detailed
information from a large system running in real-time becomes possible.
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[16] T. Lüth, M. M. C. Merlin, T. C. Green, F. Hassan, and C. D. Barker, “High-frequency
operation of a DC/AC/DC system for HVDC applications,” IEEE Trans. Power Electron.,
vol. 29, no. 8, pp. 4107-4115, Aug. 2014.
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[18] M. Callavik, A. Blomberg, J. Häfner, and B. Jacobson, “The hybrid HVDC breaker an
innovation breakthrough enabling reliable HVDC grids,” ABB Grid Systems, Technical
Paper, Nov. 2012.

[19] M. Mobarrez, M. G. Kashani, and S. Bhattacharya, “A novel control approach for
protection of multi-terminal VSC based HVDC transmission system against DC faults,”
in Proc. Energy Conversion Congr. Expo., Sep. 2015, pp. 4208-4213.

[20] N. A. Belda and R. P. P. Smeets, “Test circuits for HVDC circuit breakers,” IEEE Trans.
Power Del., vol. 32, no. 1, pp. 285-293, Feb. 2017.

[21] M. Hajian, L. Zhang, and D. Jovcic, “DC transmission grid with low-speed protection
using mechanical DC circuit breakers,” IEEE Trans. Power Del., vol. 30, no. 3, pp. 1383-
1391, Jun. 2015.

176



[22] A. Shukla and G. D. Demetriades, “A survey on hybrid circuit-breaker topologies,”
IEEE Trans. Power Del., vol. 30, no. 2, pp. 627-641, Apr. 2015.

[23] Working Group B4.57, Guide for the Development of Models for HVDC Converters in a
HVDC Grid. CIGRE, 2014.

[24] H. Saad, T. Ould-Bachir, J. Mahseredjian, C. Dufour, S. Dennetière, and S. Nguefeu,
“Real-time simulation of MMCs using CPU and FPGA,” IEEE Trans. Power Electron.,
vol. 30, no. 1, pp. 259-267, Jan. 2015.

[25] F. Yu, W. Lin, X. Wang, and D. Xie, “Fast voltage-balancing control and fast numerical
simulation model for the modular multilevel converter,” IEEE Trans. Power Del., vol. 30,
no. 1, pp. 220-228, Feb. 2015.

[26] A. Beddard, M. Barnes, and R. Preece, “Comparison of detailed modeling techniques
for MMC employed on VSC-HVDC schemes,” IEEE Trans. Power Del., vol. 30, no. 2, pp.
579-589, Apr. 2015.
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A
A.1 IGBT/Diode NBM Parameters

Table A.1: Behavioural IGBT and diode parameters provided by SaberRD R©

Siemens R© BSM300GA160D Model Parameters
roff=109Ω, goff=10−12S, gon=106S, rg=5Ω, vce1=4.8V, vge1=9V, ic1=225A, vce2=1.8V,
vge2=7V, ic2=20A, vce3=4V, vge3=17V, ic3=400A, Vt=6.3V, Von=0.8V, vce4=10V, vce5=4V,
vce6=800V, vge4=10V, vge5=20V, itrat=20, crss1=30nF, crss2=1.6nF, coss1=42nF,
coss2=5nF, q1=400nC, q2=2000nC, q3=3500nC, τ=10µs, M=0.5, Rtail=1µΩ, Ctail=10F,
a1=0.0217, a3=91.705, b1=0.00395, b3=3.221, x=0.973, y=1.428, z=0.369, icsat3=1.789kA,
cceo=12nF, ccgo=110nF, cgeo=40nF, vceo=0.873V, vcgo=0.0189V

ABB R© 5SNA 2000K450300 StakPak IGBT Model Parameters
roff=109Ω, goff=10−12S, gon=106S, rg=1.2Ω, Vt=7.71V, Von=0.43V, itrat=4, a=0.00514,
b=445.6µ, x=1.32, y=1.45, z=1.04, ittau=1µ, cres0=30nF, cres1=25nF, cres2=4nF,
coes0=40nF, coes1=32nF, coes2=10nF, cies0=40nF, M=0.5, V 1=12V, V 2=20V

Behavioural Diode Model Parameters
ron=10mΩ, roff=100kΩ, Von=0.7V, IFo=10A, dIr

dt =50×106, Irrm=10A, trr=2µs,
K=9.883×104, L=10×10−12H , RL=1.279×10−5Ω

A.2 IGBT DCFM Parameters

In Chapter 4, the ABB 5SNA 2000K450300 StakPak IGBT module DCFM parameters are
provided as follows:
The 6 piecewise linearized IGBT static model segments are:
1. IC>1000A: k1=-4.428Tvj+1567, b1=-4.263Tvj+1975.5;
2. IC∈(500,1000]A: k2=-2.684Tvj+1113.1, b2=-1.867Tvj+1107.4;
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3. IC∈(300,500]A: k3=-2.185Tvj+881, b3=-1.588Tvj+772.7;
4. IC∈(200,300]A: k4=-1.692Tvj+709, b4=-1.179Tvj+562.8;
5. IC∈(0,200]A: k5=200, b5=0;
6. IC<0: k6=10−6, b6=0.
The IGBT turn-on model’s coefficients are:
Segment 1. k0=0, k1=0, k2=1, k3=0, b0=3375, b1=1, b2=-1833.3, b3=-1.6;
Segment 2. k0=0, k1=0, k2=0, k3=0, b0=5, b1=1, b2=0, b3=0.24.
The IGBT turn-off model’s coefficients are:
Segment 1. k0=0, k1=0, k2=0, k3=0, b0=1748.3, b1=1, b2=33.33, b3=-0.6867;
Segment 2. k0=0, k1=0, k2=0.1, k3=0, b0=2048.3, b1=1, b2=-200, b3=-0.6867;
Segment 3. k0=0, k1=0, k2=0, k3=0, b0=1420, b1=1, b2=0, b3=-0.49.
The IGBT thermal network parameters:
R1=1.601K/kW, R2=1.765K/kW, R3=0.358K/kW, R4=0.328K/kW,
C1=0.362898kJ/K, C2=0.033428kJ/K, C3=0.01676kJ/K, C4=0.003049kJ/K.

A.3 SST Test Case Parameters in Chapter 4

The parameters of MTDC system for SST test in Chapter 4 are:
MMC1 rated power Prec=400MW, DC line 1 and 2 voltage Vdc1,2=200kV, DC line 3 voltage
Vdc3=100kV, L1−4=100mH.
The SST parameters under 300/180/60Hz are:
SM capacitanceCMMCH

SM =3/12/20mF,CMMCL
SM =3/5/10mF, arm inductanceLu,d=10/15/50mH;

Y -Y MFT capacity 600MVar, 110/55kV; MMCH 55-level, MMCL 31-level.
Transmission line parameters: distance 100km, r=0.01Ω/km, l=0.1mH/km, C=0.2µF/km.
The parameters forMMC1-MMC3 are: 5-level,Lu,d=20mH, arm inductor resistance ru,d=0.1Ω,
C
MMC1−3

SM =10mF, grid voltage (L-L, RMS) Vg1,2=134kV, Vg3=67kV.

A.4 MVDC System Parameters in Chapter 4

The MVDC system parameters are: Vdc=10kV, Pdc=8MW, CSM=1mF, Lu,d=20mH,
Vg1,2=5.5kV/60Hz, feed-in resistor r1,2=0.4Ω, feed-in inductor L1,2=1mH.
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A.5 Full NBM IGBT Matrix

GIGBT =



Gx −Gx 0 0 0

−Gx Gx +Gtailvd Gmosvcge −Gtailvd −Gmosvcge
+Gmosvd+ +Gtailvcge +Gtailvtail −Gtailvcge −Gcce

+GCcg +GCce −GCcg −Gmosvd −Gtailvtail

0 −GCcg GCge +R−1
g 0 −GCge −R−1

g

+GCcg

0 −Gmosvd −Gmosvcge r−1
tail +Gct −R−1

g −Gct
+Gmosvd +Gmosvcge

0 −Gcce −GCge −R−1
g −Gct − r−1

tail Gtailvcge +Gcce
−Gtailvd −Gtailvcge −Gtailvtail +Gct + r−1

tail +R−1
g

+Gtailvd +GCge +Gtailvtail


5×5

,

(A.1)

IIGBT
eq =


Gxvon

−Gxvon − Imoseq − ICcgeq − Itaileq − ICceeq
ICcgeq +

Vg
Rg − ICgeeq

Imoseq − ICteq
ICgeeq + ICteq + ICceeq + Itaileq − Vg

Rg


T

. (A.2)
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B
B.1 MTDC System Parameters in Chapter 5

AC side impedanceZac=0.1+j11.3Ω, MMC DC side capacitorCe=500µF , total powerPrec=400MW,
rectifier DC current I1=2kA, inverter DC voltageUdc1,2=200kV, inverter DC current Idc1,2=1kA;

B.2 Transmission Line Parameters in Chapter 5

Impedance r0=0.012Ω/km, inductance l0=0.106mH/km, capacitance c0=0.296µF/km, length
D=200km;

B.3 ABB HHB Parameters in Chapter 5

Snubber resistor Rs=10Ω, snubber capacitor Cs=30µF , MOV overall protection voltage
Vref=340kV, Iref=2kA, number of HHB units Nhcb=100.

B.4 Alstom Grid HHB Parameters in Chapter 5

NSCR1=NSCR11=NSCR12=60,NSCR2=120,C11=500µF,C12=190µF,C2=13µF, r11=750Ω, r12=2kΩ,
r2=30kΩ. Varistor protection voltages: VM0=11kV, VM11=7kV, VM12=80kV, VM2=180kV.
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B.5 UFMCB Companion Model

GUFMCB =



GMB +GS1 −GS1 0 0 −GS2

+GS2 +GM2

−GS1 GS1 +GS11 −GS11 −GS12 0
+GS12

0 −GS11 GS11 + r−1
11 + 0 0

GC11 +GM11

0 −GS12 0 GS12 + r−1
12 + 0

GC12 +GM12

−GS2 0 0 0 GS2 +GC2

+r−1
2


5×5

,

(B.1)

IUFMCB
eq =


Js − IMeq2 − IMBeq

0
2viC11GC11 − IMeq11

2viC12GC12 − IMeq12

2viC2GC2


T

. (B.2)
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C
C.1 CIGRÉ B4 DC Grid Parameters

MMC parameters:
voltage level 5-513, arm inductance Lu,d=20mH, SM capacitance Ci=3mF; AC grid voltage
Vg=380kV, AC frequency f=60Hz;
DCS1,2 transformer ratio 380/270kV, YY structure;
DCS 1,2 rated DC voltage Vdc=±200kV, DCS 3 rated DC voltage Vdc=±400kV.
Rectifier stations: MMC0 800MW, MMC2 400MW, MMC4 800MW, MMC6 1600MW, MMC8
800MW, MMC10 800MW;
inverter stations: MMC1±200kV, MMC3±200kV, MMC5±200kV, MMC7±400kV, MMC9
±400kV.
Transmission line parameters: distance DCS1 d1=50km, DCS2 d2=100km, DCS3 d3=200km;
shunt conductance g=10−8mΩ/km, conductor outer radius 10cm, height H=50m, sag 2m,
DC resistance rdc=0.01Ω/km.

C.2 Greater CIGRÉ DC Grid
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Figure C.1: Greater CIGRÉ DC Grid consisting of multiple CIGRÉ DC B4 systems.
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D
In Chapter 7, the MMC parameters are:
rated power 200MW, AC voltage 135kV, DC voltage±100kV, MMC level 201, SM capacitor
20mF, arm inductor 50mH.
DC line parameters:
10mΩ/km, 0.1mH/km, 0.3µF/km, length 100km.
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