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ABSTRACT
The processes underlying decision making in non-reoccurring, concurrent

choice situations were investigated in a series of four experiments. A
concurrent choice situation is one in which two or more alternatives are
available at the same time, and only one of the alternatives can be selected.
The choices may be reoccurring, in which case the same alternatives are
available time and time again; or they may be non-reoccurring, in which case
the same set of alternatives may not be available in the same way again. In
Studies 1 and 2 adult decision-making patterns were compared to predictions
generated by a number of weighted-value models of decision making. Over
20% of the individuals in these two studies made selections which indicated
that the subjective discounting implicit in the weighted-value models was not an
integral part of the decision-making process. Based on these findings an
information-processing model of the decision-making process was developed
which incorporated a series of increasingly complex decision rules. In Study 3
this rule-based model was used to assess adult decision making, and 100% of
the observed decision patterns were consistent with predictions based on the
model. In Study 4 individuals in three different age groups were tested, and the
results from this study indicated that the complexity of available decision rules
increases with age. In addition, in Study 4 a form of horizontal décalage
emerged across problem types. Specifically, when the decision patterns for
equivalent gain and loss problems were compared, just over 25% of the
subjects appeared to use less complex rules to evaluate loss problems. This
difference may arise because gain and loss problems place different
infcrmation-processing demands on the decision maker and the evaluation of
loss problems requires more cognitive effort. Therefore, the proposed model
presents an alternative conceptualization of the decision-making process. This

model can account for some of the anomalous results reported in earlier



studies, and also suggests a developmental sequence ior the emergence of

decision-making skills.
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Chapter One: Introduction

Any time an individual faces a concurrent choice situation he or she must
make a decision, even if that decisibn is to do nothing. A concurrent choice
situation is one in which two or more alternatives are available at the same time,
and only one of the alternatives can be selected. The choice situation may be
reoccurring, in which case the same alternatives are available time and time
again; or it may be non-reoccurring, in which case the same alternatives may
not be available in the same way again, once a decision has been made. We
experience a reoccurring, concurrent choice situation when we must decide
which entree to order when dining in a favorite restaurant; we experience a
non-reoccurring, concurrent choice situation when we must decide between
going to see a hockey game and going to see a play scheduled for the same
evening.

There are a number of approaches which can be used to study the behavior
of organisms faced with selecting a single alternative from two or more
alternatives which are concurrently available. Three of these approaches are:
(a) the behavioral approach; (b) the economic approach; and (c) the
information-processing approach. Each approach is best suited for studying
different types of decision behavior, or for understanding different aspects of the
decision making process.

Behavior in reoccurring, concurrent choice situations has traditionally been
studied using a behavioral approach. The standard experimental procedure
has been to present subjects with two or more responsé alternatives, and
measure how the subjects distribute their time among the available alternatives.
The distribution of behavior under these conditions was first formalized in 1961
by Richard Herrnstein. He found that when animals were placedin a

reoccurring, concurrent choice situation, the relative rates of responding to each



of the available alternatives tended to m. tch the relative rates of reinforcement
from those alternatives. He translated this finding into a mathematical relation
which he called the "matching law" (see Herrnstein, 1961):

Ri/(Ry + Rp) = r4/(ry + 1) (1)
where R; is the total number of responses made on schedule i, and r; is the total
number of reinforcers obtained from schedule i. Basically, the matching law
states that the proportion of time an organism spends engaging in one specific
behavior, relative to all behaviors, will be equal to the amount of reinforcement
that is available for that behavior, relative to the amount of reinforcement that is
available for all behaviors.

The basic assumption of the matching law is that organisms match relative
rates. If the amount of reinforcement available from one alternative goes up,
while the amount of reinforcement from the other alternatives remains constant
or decreases, the organism will select the improved alternative a higher
proportion of the time; if the amount of reinforcement available from one
alternative goes down, while the amount of reinforcement from the other
alternatives remains constant or increases, the organism will select the
impoverished alternative a lower proportion of the time.

Research on response patterns under these conditions has found that
matching law provides a relatively good description of an organism's behavior
under these type of schedules, with one notable exception: One result that has
been fairly consistently found in this type of procedure is that organisms tend to
"undermatch" (Baum, 1974; Baum, 1979; Wearden & Burgess, 1982).
Undermatching simply means that organisms spend less time on the richer
schedule, and more time on the leaner schedule than the matching law would
predict. Undermatching is usually dealt with in @ matching analysis by

calculating two post-hoc measures: one is presumed to reflect individual bias in



responding to one or the other of the alternatives, the other is presumed to
reflect individual sensitivity to differences in the reinforcement schedules.
These measures are then used to “correct” the obtained data. In other words,
deviations from the normative predictions of the matching law are viewed as
errors which result from individual differences in sensitivity to reinforcement
rates.

However, it may be that in reoccurring, concurrent choice situations
organisms are not selecting according to the strategy implied by matching
theory, but are instead making use of some other strategy which results in a
similar behavioral outcome most of the time (see for example, Baum, 1981;
Boelens, 1984; Staddon, Hinson & Kram, 1981; Vaughan, 1981). Thisis the
type of argument made by the proponents of optimality theory (cf. Houston &
McNamara, 1981). Optimality theory suggests that organisms distribute their
behavior among reoccurring, concurrent alternatives in a pattern that maximizes
their overall rate of return. Overall maximization will produce a final, gross
behavior pattern that is consistent with matching theory. In contrast, matching
will not always result in schedule maximization.

In an optimality analysis the maximum rate of reinforcement that is
obtainable from a given set of schedules can be determined. An organism's
performance can then be compared to this theoretical maximum to determine its
individual level of efficiency. Hensch and Heth (1989) used an optimality
analysis to examine the behavior of rats in a reoccurring, concurrent choice
situation and found that, although individual efficiency levels varied from 70% to
98%, efficiency levels were consistent within individual subjects across the
schedules used. Interestingly, the least efficient animals were not the ones who
showed the highest degree of undermatching, and the one animal who did not

undermatch was not the most efficient animal of the group. The low correlation



between the level of undermatching and the overall level of efficiency suggests
that matching and optimizing may be fundamentally different processes, and
that undermatching may not be an error, if it results in more efficient behavior.

In contrast to the selection process proposed by matching theory, the
central assumption of optimality theory is that organisms make selections that
maximize their overall level of reinforcement. This assumption also underlies
the economic approach to decision making, which has been used to describe
behavior in non-reoccurring, concurrent choice situations. The economic
approach assumes that individuals combine the relevant problem dimensions,
and then select the alternative which maximizcs the benefit they will receive, in
the long run. The best way to maximize benefits in the long run is to select the
alternative that has the highest expected value. Using this strategy an
individual may or may not receive the maximum benefit from each separate
selection, but the individual will maximize his or her overall benefits in the long
run.

To illustrate, suppose an individual must decide between (a) receiving
$10.00 for certain, and (b) gambling on a 50/50 chance of receiving $25.00 or
receiving nothing. An individual who decides according to expecied value
theory logic should select Alternative B in this situation, because the expected
value of that alternative is $12.50 [(0.5 x $25.00) + (0.5 x $0.00)], and this
exceeds the expected value of Alternative A (1.0 x $10.00). In other words, in
any two-alternative, non-reoccurring, concurrent choice situation, an individual
deciding on the basis of expected value logic should select the alternative with
the higher expected value.

However, empirical testing by researchers such as Edwards (1953, 1954a,
1954b, 1954c) and Kahneman and Tversky (1979, 1984; Tversky & Kahneman,

1981) uncovered consistent deviations from predictions based on expected



value theory. As a result, the theory underlying the economic approach to the
study of decision making has been modified a number of times in an attempt to
account for behavior that was inconsistent with the basic assumptions of
expected value theory. See Appendix A for a review of the theoretical
developments in this area.

One of the more consistently reported decision patterns in non-reoccurring,
concurrent choice situations (see for example, Kahneman & Tversky, 1979,
1984: Tversky & Kahneman, 1981) occurs when individuals select the certain
alternative over the risky alternative in situations involving gains (even though
the certain alternative may have a lower expected value), and select the risky
alternative over the certain alternative in situations involving losses {even
though the risky alternative may have a lower expected value). This decision
patiern is inconsistent with predictions based on expected value theory, and
modifications to expected value theory have tried to account for this type of
decision pattern by incorporating post-hoc measures, similar to those used to
explain undermatching in a matching-type of analysis: The decision behavior is
explained by allowing for the use of subjective measures.

The subjective measures which have been proposed involve either: (a)
discounting the amounts involved (Bernoulli, 1738), (b) discounting the
probabilities involved (Edwards, 1953, 1954a, 1954b), or (c) discounting both
the amounts and the probabilities (Edwards, 1954c¢; Kahneman & Tversky,
1979). Three alternatives to the expected value formulation of decision making
in non-reoccurring, concurrent choice situations have been developed that
incorporate the use of these subjective measures: expected utility theory
(Bernoulli, 1738), subjective expected utility theory (Edwards, 1954c), and
prospect theory (Kahneman & Tversky, 1979). (See Appendix A for a more

complete description of each of these theories.)



These alternative theories of decision making all suggest that individuals
use a two-dimensional, multiplicative decision strategy of the type suggested by
expected value theory. However, each of the theories suggests individuals
apply a different type of subjective reformulation to the decision problem before
the problem dimensions are combined, and these subjective reformulations can
result in selections which are inconsistent with predictions derived from
expected value theory. In essence, this is the same type of transformation that
was described in the discussion of the matching iaw. In matching analysis it is
assumed that the observed behavior results from the process inferred by the
matching law, and that deviations from predictions result from individual
differences in sensitivity to reinforcement rates. In much the same way,
economic models of decision making in non-reoccurring, concurrent choice
situations assume that individuals use a two-dimensional, multiplicative strategy
to combine the relevant problem dimensions, and to determine the optimal
selection. Selections which are non-optimal (from an expected value
perspective) are presumed to result from individual differences in weighting or
perceiving the two problem dimensions. This means that economic models of
decision making remain normative models, even though they introduce
cognitive elements to explain observed deviations. Each of the models
evaluates the quality of the decisions, relative to some normative model, and
deviations from predictions are explained by allowing for the use of subjective
measures on the part of the decision maker.

Empirical support for these revised economic models of decision making
has been mixed (see Appendix A) and decision patterns that are inconsistent
with predictions based on these revised models have been reported (e.g.,
Fischhoff, 1983; Hershey & Schoemaker, 1980; Schneider & Lopes, 1986). As

a result, some researchers have suggested "that weighted value theories such



as prospect theory are inadequate to explain the basic pattern of
preferences...[w]e suggest that this is so because such theories pay scant
attention to the goals and strategies (emphasis added) that people bring to risky
choice" (Schneider & Lopes, 1986, p. 548).

Linderstanding the decision process is the goal of the
information-processing approach to decision making. With this approach
individual decisions are not classified as correct or incorrect; instead the pattern
of selections across a range of problems is analyzed to determine the process
the individual might have used to arrive at his or her decisions. The difference
between the economic and information-processing approaches is exemplified
by a quote from B. F. Skinner's book Walden Two. Atone point the main
character, Frazier, says: "l remember the rage i used to feel when a prediction
went awry. | could have shouted at the subjects of my experiments, 'Behave,
damn you! Behave as you ought!' Eventually | realized that the subjects were
always right. They always behaved as they should have behaved. It was I who
was wrong. | had made a bad prediction” (Skinner, 1976, p. 271).

The information-processing approach suggests that then individuals make
decisions, they may be maximizing some dimension other than expected value,
or they may be using some strategy other than maximization to make decisions.
The focus of this approach is on the decision process; the strategy an individual
uses to decide between alternatives can be discovered by analyzing the pattern
of decisions across a number of problems (Jungermann, 1983).

The information-processing approach has been used by researchers
modeling decision-making processes with simulated decision heuristics (e.g.
Payne, Bettman & Johnson, 1988; Thorngate, 1980). However, although the
decision heuristics these researchers have used to approximate choice

behavior are comprehensive and fairly exhaustive, one issue not addressed is



how these decision heuristics develop. For example, Payne et al. (1988) state:
"The implicit viewpoint in our work is that a decision maker possesses a
repertoire of well-defined strategies and selects among them when faced with a
decision..." (p. 550). While this viewpoint suggests that a number of strategies
are available to the decision maker, it does not take into account how these
strategies originally evolved. It is not clear in the heuristic triodeling approach
whether strategies develop in parallel, or whether simple strategies form the
foundation for more complex strategies. In contrast, a number of developmental
researchers have produced information-processing models of strategy
acquisition. These models are based on the premise that "cognitive
development can be characterized in large part as the acquisition of
increasingly powerful rules for solving problems” (Siegler, 1981, p. 3).

Therefore, decision heuristic modeling and models of strategy acquisition
represent two very distinct approaches to the study of decision-making
processes. In the first instance, established decision strategies are modeled to
determine their overall efficiency; in the second instance the way that the
strategies emerge forms the research focus, and the relative efficiency of the
various strategies is a peripheral issue.

This second approach, or rule-assessment approach, has been used
extensively by Robert Siegler (see, for example, Siegler, 1976, 1981; Siegler &
Richards, 1979). The main advantage of Siegler's rule-assessment approach is
that it allows investigators to determine which aspects of a problem are being
attended to, and how problem informaticn is being combined. This approach
does not require consensus among researchers concerning the overall quality
of the strategy that is utilized (Siegler, 1281). Therefore, the application of the
rule-assessment technique to the area of decision-making may provide a

means of analyzing decision-making process without requiring an assessment



of the overall quality of the final decisions. Decisions that violate normative
models of choice need not be viewed as irrational, or non-optimal, only
different. These differences would presumably result from individual differences
in processing the information concerning the relevant problem dimensions.

However, before one can start to consider the different types of strategies
an individual might use to decide among the available alternatives ina
non-reoccurring, concurrent choice situation, it is necessary to look at the
structure of these decision problems in greater detail. In previous studies (e.g.
Budescu & Weiss, 1987; Fischhoff, 1983; Hershey & Schoemaker, 1980)
subjects have been asked to select one alternative from two available
alternatives, where each of the alternatives will occur with some probability, and
whare each will yield some outcome if it should occur. There are seven
possible ways to structure two-alternative decision problems of this type
(Siegler, 1981). These seven possibilities are outlined in Figure 1, where the
amount at stake for each of the alternatives is listed under each circle, and the
probability of winning the amount at stake for each alternative is equal to the
shaded proportion of the circle. The seven problem types are:

1. Equality problems, where each alternative has the same amount at
stake, and the same probability of occtirrence. (For example, deciding between
receiving either $1 for certain, or $1 for certain.) |

2. Amount problems, where each alternative has a different amount at
stake, but where the probability of occurrence for each of the alternatives is the
same. (For example, deciding between receiving either $1 for certain, or $5 for
certain.)

3. Probability problems, where each alternative has the same amount at
stake, but where the probability of occurrence for each of the alternatives is

different. (For example, deciding between receiving either $1 for certain, or
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Problem Type

Problem Structure

Example

Equality

$1

$1

Probability 1 = Probability 2
Amount 1 = Amount 2
Expected Value 1 = Expected Value 2

Choose between:
(1) Receiving $1 for certain
(2) Receiving $1 for certain

Amount

Probability 1 = Probability 2
Amount 1 < Amount 2
Expected Value 1 < Expected Value 2

Choose between:
(1) Receiving $1 for certain
(2) Receiving $5 for certain

$1 $5
Probability Probability 1 > Probability 2 Choose between:
Amount 1 = Amount 2 (1) Receiving $1 for centain
. O Expected Value 1 > Expected Value 2 (2) Receiving $1 with p=.5
$1 $1
No Contlict

oS

$5

$1

Probability 1 > Probability 2
Amount 1 > Amount 2
Expected Value 1 > Expected Value 2

Choose between:
(1) Receiving $5 for certain
(2) Receiving $1 with p=.5

Conflict-Amount

o2

$2

$5

Probability 1 > Probability 2
Amount 1 < Amount 2
Expected Value 1 < Expected Value 2

Choose between:
(1) Receiving $2 for certain
(2) Receiving $5 with p=.5

Contflict-Probability

oS
$3 $5

Probability 1 > Probability 2
Amount 1 < Amount 2
Expected Value 1 > Expected Value 2

Choose between:
(1) Receiving $3 for cerntain
(2) Receiving $5 with p=.5

Conlflict-Equivalence

oS

$1

$2

Probability 1 > Probability 2
Amount 1 < Amount 2
Expected Value 1 = Expected Value 2

Choose between:
(1) Receiving $1 for certain
(2) Receiving $2 with p=.5

Figure 1, Problems structures for two-alternative decision problems.



$1 with a probability of 0.5.)

4. No-conflict problems, where each alternative has a different amount at
stake, and a different probability of occurrence, but the alternative with the
larger amount at stake also has the higher probability of occurrence and
therefore the greater expected value. (For example, deciding between
receiving either $5 for certain, or $1 with a probability of 0.5.)

5. Conflict-amount problems, where each alternative has a different
amount at stake, and a different probability of occurrence, and the alternative
with the larger amount at stake has the lower probability of occurrence; in this
case the alternative with the larger amount at stake has the greater < ¢pected

value. (For example, deciding between receiving either $2 for certain, or $5

with a probability of 0.5.)
6. Conflict-probability problems, where each alternative has a different

amount at stake, and a different probability of occurrence, and the alternative
with the larger amount at stake has the lower probability of occurrence; in this
case the alternative with the larger probability of occurrence has the greater
expected value. (For example, deciding between receiving either $3 for certain,

or $5 with a probability of 0.5.)
7. Conflict-equivalence problems, where each alternative has a different

amount at stake, and a different probability of occurrence, and the alternative
with the larger amount at stake has the lower probability of occurrence; in this
case both the alternatives have the same expected values. (For example,
deciding between receiving either $1 for certain, or $2 with a probability of 0.5.)
Equality problems (Type 1) will not be discussed as they serve no
diagnostic purpose and are only enumerated for the sake of completeness.
Problem types 2, 3, and 4 (amount, probability, and no-conflict) are the type of

problems earlier researchers have referred to as dominated problems. In
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dominated problems one of the alternatives is at least as good as the other on
one dimension, and better than the other on the remaining dimension (Keeney
& Raiffa, 1976, p. 70). The diagnostic value of these problem types will be
discussed in more detail in Chapters 3 and S.

Problem types 5, 6, and 7 (conflict-amount, conflict-probability and
conflict-equivalence) are non-dominated problems. In non-dominated
problems each of the alternatives is better on one of the problem dimensions
but worse on the other. The ability to make optimal decisions on
non-dominated problems will depend to a large extent on an individual's ability
to combine the relevant problem dimensions in a logically meaningful and
consistent way. If individuals are unable to combine the relevant problem
dimensions, one would anticipate non-optimal decisions on one or more of
these non-dominated problem types. By analyzing the pattern of selections
across a series of decision problems which have different problem structures, it
may be possible to discover the different types of decision strategies individuals
use in non-reoccurring, concurrent choice situations.

Previous studies of decision-making behavior, based on the economic
approach, have treated decision problems as dominated or non-dominated, but
within each of these categories the problems have been treated as equivalent
in structure (cf. Kahneman & Tversky, 1979; Budescu & Weiss, 1987). In
contrast, this series of experiments was designed to determine: (a) if the ability
to make optimal decisions is consistent, within an individual, across each of the
problem types, and in particular across each of the conflict-problem types; (b)
the types of strategies that might account for the observed decision patterns if
individuals do not demonstrate equal proficiency for each of the problem types;
and, (c) if changes in the type of decision strategy used on problems of this type

can be linked to age.



Chapter Two: Study One

Early studies of decision making in non-reoccurring, concurrent choice
situations tended to focus on isolated decisions rather than a range of
selections. One of the major findings reported in these early studies was that
individuals tended to avoid making risky selections on problems that involved a
gain, and tended to make risky selections on prcblems that involved a loss.
However, many of the deviations from expected value predictions that were
originally reported were based on data obtained when a single question was
presented and where the expected value of the two alternatives was equated
(see for example, Kahneman & Tversky, 1979, 1984; Tversky & Kahneman,
1981).

Recent studies have used larger problem sets such as 6 problems (Chang,
Nichols & Schultz, 1987; Diamond, 1988), 10 problems (Fischhoff, 1983;
Schneider & Lopes, 1986), and in one instance 34 problems (Hershey &
Schoemaker, 1980), but in these five studies the problems have also equated
the expected values of the tested alternatives, and all the problems have
included one alternative which would be received with certainty. Under these
circumstances it is not clear that the results obtained can be used to show that
individuals make decisions that are inconsistent with the assumptions of
expected value theory. According to expected value theory, when an individual
must decide between receiving $x for certain, or receiving $2x with a probability
of 0.5, he or she should be indifferent as to which alternative is received; both
alternatives should be rated as being equally attractive. However, in the studies
cited indifference was not an option; a decision was required. Under these
circumstances, the tendency of individuals to avoid the risky alternative for gain
problems and to select the risky alternative for loss problems may be a

procedural artifact. If both the available alternatives are rated as equally

13
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attractive, but one or the other must be selected, the decision problem must be
resolved in some way. At least two potential strategies exist: (a) an individual
who considers the probability of occurrence to be more important than the
amount at stake in reaching a decision will select the certain alternative in a
gain situations, and the risky alternative in a loss situation; (b) an individual who
considers the amount at stake to be the more important dimension would make
the opposite selections, selecting the alternative with the larger amount at stake
for gains (the risky alternative), and the alternative with the smaller amount at
stake for losses (the certain alternative). This means that selections on
conflict-equivalence problems may simply reflect the relative importance of
each of the problem dimensions. Thus the most commonly reported decision
strategy in previous studies of decision making (risk-aversion for gains coupled
with risk-seeking for losses) may result from the fact that, if a selection must be
made between alternatives individuals judge to be equivalent, the majority of
individuals may decide on the basis of probability of occurrence. The
importance of the probability of occurrence in the decision process has been
noted in a number of studies; for example, Hershey and Schoemaker (1980)
reported: "For subjects who said they focused on one dimension only, the
probability factor (p) appears [to be] most important (p. 415)."

To understand the decision-making process more fully, and to determine
the conditions under which expected value theory fails to predict observed
behavior adequately. it is necessary to present individuals with decision
problems in which the expected values of the alternatives are not equated.
However, little decision-making research has been conducted in which the
objective expected values of the available alternatives were not equated.

In one study, Budescu and Weiss (1987) presented subjects with 17

questions in which the expected values of the alternatives were not equated.
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However, the composition of the pairs Budescu and Weiss (1987) selected
confounded probability of occurrence and amount at stake. In each pair they
presented, the larger monetary amount was always paired with the smaller
probability of occurrence, and for the specific values they selected this resulted
in a situation where the alternative with the larger monetary amount (and hence
the smaller probability of occurrence) always had the lower expected value.
This means that all 17 problems were conflict-probability problems (see Figure
1).

To select the alternative with the larger expected value, the individual would
have to select: (a) the alternative with the larger probability of occurrence in
each gain question, and (b) the alternative with the smaller probability of
occurrence in each loss question. Therefore, if selections were made solely on
the basis of probability of occurrence, the resulting decision pattern would be
consistent with predictions based on expected value theory, and also with one
of the central assumptions of prospect theory: the assumption that individuals
tend to make risk-averse selections for gains and risk-seeking selections for
losses (Kahneman & Tversky, 1979). The confounding of probability with
amount in the Budescu and Weiss (1987) study means that it is not possible to
use their data to show definitive support for prospect theory over expected value
theory, or vice versa (either both theories would be supported, or neither would
be supported), nor is it possible to use their data to conclude that individuals
combine problem dimensions in the manner suggested by economic models of
decision making.

The following study was designed to provide a clearer indication of whether
the process individuals use to decide between alternatives in non-reoccurring,
concurrent choice situations is adequately described by one of the economic

models of decision making. The expected values of the alternatives in the
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problem set used in this study are not equated, and both conflict-amount and

conflict-probability problems are used.
Method

Subjects. Four hundred and forty-five undergraduate students, enrolled in
an introductory psychology course at the University of Alberta, took part in the
study. The students completed the questionnaires during a regularly scheduled
ciass period, and they received course credit for their participation.

Stimuli. The problems used in this study all involve amounts no greater
than $50. Dollar values in this range were selected to determine if the results
from Kahneman and Tversky's original studies (Kahneman & Tversky, 1979,
1984; Tversky & Kahneman, 1981) would be replicated when the amounts
under consideration were ones the decision maker might realistically expect to
encounter on a regular basis.

The original problem set under consideration contained a low set of values
($1.00, $2.50, and $5.00), and a high set of values that was ten times the value
of the low set ($10.00, $25.00, and $50.00). Because all possible combinations
of these values would yield 72 decision problems (36 gain problems and 36
loss problems) at a single probability level, a subset of these original values
was selected, and the selected values were crossed with three probability
levels; one was low (.125), one was intermediate (.375), and one was high
(.875). The dominated problems were then removed from this problem set to
arrive at the final set of 84 problems used in the study.

The problems used in this study were printed on 8-1/2" x 11" sheets of
paper with four items per page (printed on one side of the page). These sheets
were made up into booklets of 25 pages each. Each of the booklets contained
the same set of 84 different decision problems along with 12 filler items. The 84

decision problems consisted of 42 gain questions, and 42 loss questions. In the
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gain questions both alternatives in the problem presented an amount which
would be won: in the loss questions both alternatives in the problem presented
an amount which would be lost. The composition of the decision problems is
given in Table 1. Each problem consisted of two circles; one was completely
shaded, and the other was partially shaded. Proportional representations,
rather than explicitly stated numeric probabilities, were used to indicate the
probability of occurrence so that the general procedure could later be adapted
to a developmental assessment study.

Under each of the circles was a monetary amount. For the gain questions
the amount was preceded by a "+" sign, and for the loss questions the amount
was preceded by a "-" sign. The 12 filler items simply stated "For this item
please fill in "C" on your answer sheet.” These filler items were included to
provide a means of determining if any of the subjects lost their place while
completing the task. See Figure 2 for a sample page showing examples of the
problems and the filler item.

The problems were numbered from 1 to 84, and a random sequence of 84
numbers was generated and used to order the problems. This initial ordering
was designated ordering A and was counterbalanced by ordering B in which
the signs for each of the questions were reversed. Using the sample page in
Figure 2 as a referent: Group A would have seen this page; Group B would
have seen the same questions but as a gain, a filler item, a loss, and a loss,
respectively. An additional counterbalancing was undertaken in which Groups
A and B were separated into Groups A1, A2, B1, and B2. In the booklets for
Groups A2 and B2, the problem ordering was the same as that used for Groups

A1 and B1, but the positions of the two alternatives in each questions were

transposed, left to right.



Table 1
o s { the Decision Probl Used.in Study 1

Certain Amt Probability x Uncertain Amt = Expected Value
1.00 0.125 x 5.00 = 0.63
1.00 0.375 x 5.00 = 1.88
1.00 0.875 x 5.00 = 4.38
1.00 0.125 x 10.00 = 1.25
1.00 0.375 x 10.00 = 3.75
1.00 0.875 x 10.00 = 8.75
1.00 0.125 x 25.00 = 3.13
1.00 0.375 x 25.00 = 9.38
1.00 0.875 x 25.00 = 21.88
1.00 0.125 x 50.00 = 6.25
1.00 0.375 x 50.00 = 18.75
1.00 0.875 x 50.00 = 43.75
2.50 0.125 x 5.00 = 0.63
2.50 0375 x 5.00 = 1.88
2.50 0.875 x 5.00 = 4.38
2.50 0.125 x 10.00 = 1.25
2.50 0.375 x 10.00 = 3.75
2.50 0.875 x 10.00 = 8.75
2.50 0.125 x 25.00 = 3.13
2.50 0.375 x 25.00 = 9.38
2.50 0.875 x 25.00 = 21.88
2.50 0.125 x 50.00 = 6.25
2.50 0.375 x 50.00 = 18.75
2.50 0.875 x 50.00 = 43.75
5.00 0.125 x 10.00 = 1.25
5.00 0.375 x 10.00 = 3.75
5.00 0.875 x 10.00 = 8.75
5.00 0.125 x 25.00 = 3.13
5.00 0.375 x 25.00 = 9.38
5.00 0.875 x 25.00 = 21.88
5.00 0.125 x 50.00 = 6.25
5.00 0.375 x 50.00 = 18.75
5.00 0.875 x 50.00 = 4375
10.00 0.125 x 25.00 = 3.13
10.00 0.375 x 25.00 = 9.38
10.00 0.875 x 25.00 = 21.88
10.00 0.125 x 50.00 = 6.25
10.00 0.375 x 50.00 = 18.75
10.00 0.875 x 50.00 = 43.75
25.00 0.125 x 50.00 = 6.25
25.00 0.375 x 50.00 = 18.75

25.00 0.875 x 50.00 43.75



At

T

-$1.00 -$10.00

[aW]

For this item please fill in "C" on your answer sheet.

>

+$1.00 +$ 50.00

>

+$25.00 +$250

Eigure 2. Sample page from testing materials used in Study 1

(Reproduced at 85% of original size).



Procedure. The subjects read the instructions in Figure 2 and responded
by marking their selections for each of the problems on a machine-scored,
multiple-choice answer sheet. Subjects were given as much time as they
required to complete the questionnaire; each of the subjects completed the task
in less than 20 minutes.

Results and Di i

Subjects who failed to mark alternative C for the filler items (n = 9), subjects
who marked alternative C for non-filler items (n = 20), and subjects who marked
two answers for a single question (n = 2) were considered to have made errors
in completing the questionnaire. The data from these individuals were omitted.
In addition, five subjects failed to respond to at least one of the questions. The
data from these individuals were also omitted. In total. data from 409 subjects
were analyzed. Of these 409 subjects, 101 were from Group A1, 107 were from
Group A2, 99 were from Group B1, and 102 were from Group B2.

To check for differences which may have arisen from the use of the different
forms, the response sheets were scored according to predictions generated on
the basis of expected value theory. Selections that corresponded to expected
value predictions were marked correct, and selections that were opposite to
expected value predictions (SOPs) were marked incorrect. The mean and
standard deviation, stated as the percentage of selections corresponding to
expected value predictions, for the four groups were as follows: 77.69, s = 8.59
(Group A1); 76.80, s = 11.18 (Group A2); 78.78, s = 8.37 (Group B1); 78.07, s =
9.21 (Group B2). A one-way analysis of variance (ANOVA) indicated there were
no significant differences between the four group means, E(3, 405) = 0.78, p >
.05; therefore the data were aggregated for the main analyses.

Initially, the responses from all the subjects were aggregated by question,

and the group data were compared to predictions generated on the basis of
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Each of the items in the attached booklet consists of a pair of partially shaded
circles. Each of the circles has a monetary amount below it, describing either a win
(indicated by a plus sign) or a loss (indicated by a minus sign). Imagine that these circles
are discs with spinners attached to the center. You are to play a game in which you
choose one of the two spinners. After you choose, the spinner is spun once. If it stops
pointing to the shaded portion of the circle, you would win or lose the amount indicated
under that circle. For example, suppose you chose the circle below:

If the imaginary spinner were to stop like this,

you would win (+) or lose (-) the amount indicated below the circle. On the other hand, if it
stopped like this,

you would win or lose nothing.

In each case there are two circles to choose from. You are to choose the circle you
would most like to play from each of the pairs, and then indicate your choice by darkening
the appropriate spot on the answer sheet provided.

Before you open your booklet to the first question, please fill your I.D. number on
the answer sheet and enter the following under the "SPECIAL CODE" section:
891101

Figure 3, Instruction sheet from Study 1 (Reproduced at 85% of original size).
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expected value theory (see Tables 2a and 2b). For 40 of the 42 gain problems

there was a significant difference between the proportion of individuals who
selected the risky aiternative and the proportion who selected the certain
alternative. In each case, the majority selected in accordance with predictions
generated on the basis of expected value theory.

For the 42 loss problems only 36 had a significant difference between the
proportion of individuals who selected the risky alternative and the proportion
who selected the certain alternative, and for 3 of these questions, the majority
selected opposite to expected value predictions. Each of these three questions
was a conflict-amount question where the probability of paying out the amount
associated with the risky alternative was .125.

These deviations from expected value predictions, at the group level of
analysis, appear to arise from a decision process which incorporates a
subjective reformulation similar to the one by prospect theory, rather than the
one proposed by expected utility theory. Specifically, prospect theory suggests
that when individuals are assessing problems that involve a loss, some
selections on conflict-amount problems may be opposite to expected value
predictions (i.e., risk-seeking selections may occur), while selections on
conflict-probability problems will be consistent with expected value predictions
(i.e., risk-averse selections won't occur). In contrast, expected utility theory
suggests that when individuals are assessing problems that involve a loss,
some selections on conflict-probability problems may be opposite to expected
value predictions (i.e., risk-averse selections may occur), while selections on
conflict-amount problem will be consistent with expected value predictions (i.e.,
risk-seeking selections won't occur).

Because these questions involved non-equated alternatives, they differed

in a fundamental way from the questions used in earlier studies (e.g. Chang,
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Table 2a
5 : by ion for Study 1 (Gains
% Choosing Significant
According to at
Certain Amount  Probability x Uncertain Amt= EV EV Predictions o =.05
1.00 0.125 x 500 = 0.63 60 v
1.00 0.375 «x 500 = 1.88 83 *
1.00 0.875 «x 500 = 438 95 *
1.00 0.125 «x 10.00 = 1.25 56 *
1.00 0.375 «x 10.00 = 3.75 90 v
1.00 0.875 «x 10,00 = 8.75 96 *
1.00 0.125 x 2500 = 3.13 75 h
1.00 0.375 x 2500 = 9.38 90 *
1.00 0.875 «x 2500 = 21.88 95 -
1.00 0.125 x 50.00 = 6.25 80 .
1.00 0.375 x 50.00 = 18.75 93 v
1.00 0.875 x 50.00 = 43.75 93 *
2.50 0.125 «x 5,00 = 0.63 84 .
2.50 0.375 x 500 = 1.88 46
2.50 0.875 x 500 = 438 92 *
2.50 0.125 x 10,00 = 1.25 67 .
2.50 0.375 «x 10.00 = 3.75 76 *
2.50 0.875 x 10.00 = 8.75 94 *
2.50 0.125 x 2500 = 3.13 60 ¥
2.50 0.375 «x 2500 = 9.38 88 *
2.50 0.876 «x 25.00 = 21.88 96 *
2.50 0125 x 50.00 = 6.25 68 v
2.50 0.375 x 50.00 = 18.75 92 .
2.50 0.875 x 50.00 = 43.75 95 *
5.00 0.125 x 10.00 = 1.25 89 *
5.00 0.375 x 10.00 = 3.75 62 *
5.00 0.875 x 10,00 = 8.75 88 *
5.00 0.125 x 2500 = 3.13 68 *
5.00 0.375 x 2500 = 9.38 73 *
5.00 0.875 «x 25.00 = 21.88 96 *
5.00 0.125 «x 50.00 = 6.25 51
5.00 0.375 «x 50.00 = 18.75 85 *
5.00 0.875 «x 50.00 = 43.75 94 *
10.00 0.125 x 2500 = 3.13 90 *
10.00 0.375 x 2500 = 9.38 67 v
10.00 0.875 «x 2500 = 21.88 92 *
10.00 0.125 x 50.00 = 6.25 83 *
10.00 0375 «x 50.00 = 18.75 57 *
10.00 0.875 x 50.00 = 43.75 93 "
25.00 0.125 «x 50.00 = 6.25 89 *
25.00 0.375 «x 50.00 = 18.75 79 *
25.00 0.875 x 50.00 = 43.75 88 *
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Table 2b
Besponses Aggregated by Question for Study 1 (Losses)

% Choosing Significant

. According to at
Certain Amount  Probability x Uncertain Amt= EV EV Predictions o =.05
-1.00 0.126 «x -5.00 = -0.63 81 *

-1.00 0.375 «x -500 = -1.88 50

-1.00 0.875 «x -5.00 = -4.38 88 *
-1.00 0.1256 «x -10.00 = -1.25 33 *a
-1.00 0375 «x -10.00 = -3.75 68 *
-1.00 0.875 «x -10.00 = -8.75 93 '
-1.00 0.125 «x -256.00 = -3.13 52

-1.00 0375 «x -25.00 = -9.38 81 *
-1.00 0.875 «x -25.00 =-21.88 92 *
-1.00 0.125 «x -50.00 = -6.25 63 *
-1.00 0.375 «x -50.00 =-18.75 88 N
-1.00 0.875 «x -50.00 =-43.75 90 *
-2.50 0.125 «x -5.00 = -0.63 89 )
-2.50 0.375 «x 500 = -1.88 85 *
-2.50 0.876 «x -5.00 = -4.38 73 *
-2.50 0.125 «x -10.00 = -1.25 84 *
-2.50 0375 «x -10.00 = -3.75 50

-2.50 0875 «x -10.00 = -8.75 89 *
-2.50 0.125 «x -25.00 = -3.13 36 *a
-2.50 0375 «x -25.00 = -9.38 74 *
-2.50 0.875 «x -25.00 =-21.88 94 *
-2.50 0.1256 x -50.00 = -6.25 47

-2.50 0.375 «x -50.00 =-18.75 84 *
-2.50 0875 «x -50.00 =-43.75 95 *
-5.00 0.125 «x -10.00 = -1.25 90 *
-5.00 0375 «x -10.00 = -3.75 82 *
-5.00 0.875 «x -10.00 = -8.75 76 *
-5.00 0.125 «x -25.00 = -3.13 80 *
-5.00 0375 «x -25.00 = -9.38 51

-5.00 0.875 «x -25.00 =-21.88 91 *
-5.00 0.125 «x -50.00 = -6.25 33 ‘a
-5.00 0.375 «x -50.00 =-18.75 74 *
-5.00 0.875 «x -50.00 =-43.75 93 ‘
-10.00 0.125 «x -25.00 = -3.13 91 *
-10.00 0375 «x -25.00 = -9.38 81 y
-10.00 0.875 «x -25.00 =-21.88 83 *
-10.00 0.125 x -50.00 = -6.25 86 *
-10.00 0.375 «x -50.00 =-18.75 48

-10.00 0.875 «x -50.00 =-43.75 91 *
-25.00 0.126 «x -50.00 = -6.25 91 *
-25.00 0.375 «x -50.00 =-18.75 85 *
-25.00 0.875 «x -50.00 =-43.75 73 *

a Significant ditference in opposite direction to expected value predictions.
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Nichols & Schultz, 1987; Fischoff, 1983; Hershey & Schoemaker, 1980). It was
anticipated that as the differences in the expected value between the two
alternatives increased, the proportion of individuals who selected the alternative
with the greater expected value would also increase. A multinomial logit
analysis modeling this prediction confirmed this was the case. As the difference
in expected values between the alternatives increased, the proportion of
subjects who selected the alternative with the higher expected return also
increased , t (163) = 16.875, p < .05. This effect remained significant when
problems with a difference in expected value greater than $5.00 were excluded
from the analysis, t (79) = 9.05, p < .05.

To determine the types of individual decision patterns that produced the
overall group pattern, a second analysis was carried out. In this analysis the
pattern of selections for the subset of problems which had a difference of less
than $5.00 in the expected values of the two alternatives was categorized for
each subject. This subset of problems was selected because it included the
three loss problems where a significant proportion of those tested made SOPs,
and it also included the two gain problems and five of the six loss problems
where there were no significant differences between the proportion of subjects
who selected according to predictions based on expected value theory, and the
proportion who selected opposite to predictions. There were 12 conflict-amount
problems and 9 conflict-probability problems in this subset.

For this second analysis an individual was classified as a
consistent/predicted responder for the conflict-amount problem set if he or she
selected the alternative with the most to gain (or the least to lose) for at least 11
of the 12 problems. If an individual selected the alternative with the least to gain

(or the most to lose) for at least 11 of the 12 conflict-amount problems he or she

was classified as a consistent/opposite responder for that problem set. For the



conflict-probability problem set, an individual was classified as a
consistent/predicted responder if he or she selected the gain alternative which
was most likely to occur (or the ioss alternative which was least likely to occur)
for at least 8 of the 9 problems. If an individual selected the gain alternative
which was least likely to occur (or the loss alternative which was most likely to
occur) for at least 8 of the 9 conflict-probability problems, he or she was
classified as a consistent/opposite responder for that problem set. Finally, an
individual was classified as a mixed responder for either the conflict-amount or
conflict-probability problems sets if his or her selections were consistent with
expected value predictions on at least two of the problems in the set, and
opposite to expected value predictions on at ieast two of the other problems in
the set.

Using this classification system there were nine decision patterns which
could emerge: (a) consistent/predicted selections for both conflict-amount and
conflict-probability questions; (b) consistent/predicted selections for
conflict-amount questions and consistent/opposite selections for
conflict-probability questions; (c) consistent/opposite selections for
conflict-amount questions and consistent/predicted selections for
conflict-probability questions; (d) mixed responses for both conflict-amount and
conflict-probability questions; (e) consistent/predicted selections for
conflict-amount questions and mixed responses for conflict-probability
questions; (f) mixed responses for conflict-amount questions and
consistent/predicted selections for conflict-probability problems; (g)
consistent/opposite selections for both conflict-amount and conflict-probability
questions; (h) consistent/opposite selections for conflict-amount questions and
mixed responses for conflict-probability questions; and (i) mixed responses for

conflict-amount questions and consistent/opposite selections for
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conflict-probability questions. Because it was possible for the decision pattern
for gains to differ from the decision pattern for losses, there were a total of 81
oossible decision patterns. However, the last three patterns (g, h, and i) did not
occur for any of the subjects for either gain questions or loss questions. This left
36 possible decision patterns. The number of individuals whose decision
patterns corresponded to each of these 36 possibilities is given in Table 3.

Because both conflict-amount and conflict-probability questions were used
in this study, the decision patterns shown in Table 3 can be linked to specific
decision strategies. Three possible decision strategies, and the decision
patterns each of these strategies would produce, are:

1. Amount/Probability. This is a two-dimensional strategy where both the
amount at stake and the probability of occurrence are considered in making the
final decision. The individual will select the alternative which maximizes their
gains, or minimizes their losses (cf. Expected Value Theory; Expected Utility
Theory, Bernoulli, 1738; Subjective Expected Utility Theory, Edwards, 1954c;
Prospect Theory, Kahneman & Tversky, 1979).

2. Pure amount. This is a one-dimensional strategy where the amount at
stake in each of the alternatives determines the final decision. The individual
will select the alternative which provides the highest return, or the smallest loss
(cf. Minimax Heuristic, Thorngate, 1980).

3. Pure probability. This is a one-dimensional strategy where the
probability of occurrence for each of the alternatives determines the final
decision. The individual will select the alternative which provides the greatest
chance of winning, or the smallest chance of losing (cf. Most Likely Heuristic,
Thorngate, 1980).

The economic models of decision making all suggest a two-dimsnsional,

multiplicative strategy underlies decision making in non-reoccurring, concurrent



Table 3
Tabulation of Degision P E S

Loss
Problem
Selections,
Relative to
Expected
Value
Predictions

Gain Problem Selections, Relative to Expected Value Predictions
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Note. The first pattern listed for each row (column) is the selection pattern

for conflict-amount problems, and the second pattern listed for each row

(column) is the selection pattern for conflict-probability problems.




choice situations. However, expected value theory, expected utility theory,
subjective expected utility theory, and prospect theory each suggest different
initial subjective formulations of the decision problem on the part of decision
makers. As a result, each model leads to some unique predictions regarding
the decision patterns which should emerge on conflict-amount and
conflict-probability problems for questions involving gains and losses.
Specifically, the following predictions can be derived (refer to Table A-1 ): (a) for
both gain and loss questions, individuals deciding according to the process
implied by expected value theory will select the alternative with the highest
expected value on both conflict-amount and conflict-probability problems, and
as a result they will make consistent/predicted selections for all problem types;
(b) individuals deciding according to the process implied by expected utility
theory may make selections opposite to expected value predictions on
conflict-amount gain problems, but they will be consistent/predicted responders
on conflict-probability gain problems; for loss problems these individuals may
make some selections opposite to expected value predictions on
conflict-probability problems, but they will be consistent/predicted responders
on confiict-amount problems; (c) when the probability of occurrence for each
alternative exceeds approximately .12, individuals deciding according to the
process implied by prospect theory may make selections opposite to expected
value predictions on conflict-amount problems for both gain and loss questions,
but they will be consistent/predicted responders on conflict-probability problems
for both gain and loss questions; (d) finally, when the probability of occurrence
for each alternative exceeds approximately .20, individuals deciding according
to the process implied by subjective expected utility theory may show either

decision pattern #2 (expected utility theory), or decision pattern #3 (prospect

theory).

29



30
There may also be individuals who attempt to execute a two-dimensional

strategy of the type suggested by expected value theory, but who lack the skills
necessary to combine the problem dimensions in a reliable and consistent
manner. As a result, even though these individuals use both problem
dimensions in making a final decision, they may make some selections which
do not maximize their gains (or minimize their their losses). Individuals in this
crtegory will tend to be mixed responders on both conflict-amount and
conflict-probability problems, for both gain and loss questions.

In addition, some individuals may rely on decision strategies other than
those suggested by the economic models of decision making. For example,
neither of the one-dimensional strategies described above is suggested by
economically-based theories of decision making; however, these
one-dimensional strategies still represent discernible decision strategies and,
even though these strategies may be inefficient from an economic analysis, they
should not be ignored. Individuals relying on a one-dimensional strategy will
also show distinctive response patterns.

Specifically, an individual using a pure amount strategy will select the
larger amount to be won in a gain situation, and the smaller amount to be lost in
a loss situation. This means that on conflict-amount problems they will be
consistent/predicted responders, and on conflict-probability they will be
consistent/opposite responders. This decision pattern could also be interpreted
as a tendency to make risk-seeking selections for gains (selecting the
alternative with the smaller probability of occurrence, even though it has the
lower expected value), and risk-averse selections for losses (selecting the
alternative with the higher probability of occurrence even though it represents a

higher expected loss).



An individual using a pure probability strategy will select the higher
probability of winning in a gain situation, and the lower probability of losing in a
loss situaticn. This means that on conflict-probability problems they will be
consistent/predicted responders, and on conflict-amount problems they will be
consistent/opposite responders. This decision pattern may also be interpreted
as being indicative of a tendency to make risk-averse selections for gains
(selecting the higher probability alternative even though it has the lower
expected value), and risk-seeking selections for losses (selecting the lower
probability alternative even though it represents a higher expected loss). This is
similar to the decision pattern which Kahneman and Tversky (1979) suggest will
be the most prevalent in non-reoccurring, concurrent choice situations;
however, they theorize that this type of decision pattern occurs, not because a
pure probability strategy is being used, but because individuals discount the
probabilities and the amounts which are given in decision problems, and then
combine the discounted values using a two-dimensional, multiplicative strategy.

Referring to Table 3, several points of interest emerge. First, 5.9% of those
tested made selections consistent with expected value predictions for gain
problems, and 4.9% made selections consistent with expected value
predictions for loss problems. In addition, 28.9% of those tested gave mixed
responses on both types of problems for gain questions, and 19.6% gave mixed
responses on both types of problems for loss questions. Predicted/consistent
selections on both types of problems indicate the effective use of a
two-dimensional strategy, and mixed responses on both types of problems
indicate the less effective use of a two-dimensional strategy.

Second, expected utility theory, subjective expected utility theory and
prospect theory all lead to the prediction that individuals will make

consistent/predicted selections on conflict-probability gain problems, due to the
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subjective discounting these models incorporate into the valuation stage of the
decision process. This means that consistent/opposite responders, or mixed
responders on coriflict-probability gain problems are making selections
inconsistent with the predictions generated by all three of these decision
making models. In this study 62.6% of the subjects were either
consistent/opposite or mixed responders on conflict-probability gain questions.

For the loss problems the situation is somewhat more complex. Expected
utility theory leads to the prediction that individuals will make
consistent/predicted selections on conflict-amount problems, and prospect
theory leads to the prediction that individuals will make consistent/predicted
selections on conflict-probability problems. This means that consistent/opposite
responders or mixed responders on conflict-amount loss problems are making
selections inconsistent with expected utility theory, and consistent/opposite
responders or mixed responders on conflict-probability loss problems are
making selections inconsistent with prospect theory. In this study 86.1% of the
subjects made loss selections that were inconsistent with predictions based on
expected utility theory, and 28.7% made loss selections inconsistent with
predictions based on prospect theory; 19.6% made loss selections inconsistent
with both these theories.

Third, a small but significant percentage of those tested made selections
which were consistent with the use of a one-dimensional strategy. For gain
questions 3.9% of tha subjects made selections consistent with the use of a
pure amount strategy (always selecting the larger amount at stake, even on
conflict-probability problems), and 1.0% made selections consistent with the
use of a pure probability strategy (always selecting the alternative with the
greater probability of occurrence, even on conflict-amount problems. For loss

questions 2.0% of the subjects made selections consistent with the use of a



pure amount strategy, and 4.2% made selections consistent with the use of a
pure probability strategy.

Finally, in this study only 35.5% of those tested showed the same decision
pattern for gain questions and for loss questions. This indicates that: (a)
individuals may use different basic strategies to make gain and loss decisions;
or (b) individuals may use the same basic strategy for both types of questions,
but they may not be equally effective at executing the strategy on both types of
questions. One interesting finding is the fact that 1.2% of the subjects who took
part in this study made selections consistent with the use of a pure amount
strategy on gain problems, while making selections consistent with the use of a
pure probability strategy on loss problems. A strategy of this type will result in a
situation where all decisions which are inconsistent with predictions based on
expected value theory involve risk-seeking selections (selecting the alternative
with the lower probability of occurrence when it has a smaller expected value).
This result confirms an earlier result reported by Schneider and Lopes (1986).
They found approximately 1% of the subjects they pre-screened made
risk-seeking selections for gains and Schneider and Lopes suggested that the
difference between the subjects who made risk-averse selections and those
who made risk-seeking selections could be partially explained if the two groups
focused on different dimensions of the problem when making a decision. The
results from this study indicate that the dimension controlling the decision
process may not only differ between individuals within a problem domain (gains
or losses), but also that the dimension controlling the decision process may
differ within an individual across the problem domains. Schneider and Lopes
concluded: "[T]he evidence suggests that prospect theory will not be able to
completely describe preferences under risk. This may indicate that the process

leading to these preferences is different from that embodied in prospect theory"
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(Schneider & Lopes, 1986, p. 546).
neclusion

In this study there was strong evidence that economically based models of
decision making that incorporate subjective discounting of probability of
occurrence and/or amount at stake fail to adequately describe decision-making
in non-reoccurring, concurrent choice situations. In this study the majority of the
subjects (62.6%)made selections on gain questions that were inconsistent with
predictions based on any of the economic models of decision making. For loss
questions this proportion was reduced considerably, but still over one quarter of
the subjects (28.7%)had decision patterns that indicated subjective discounting
was not being consistently applied to the available alternatives.

Therefore, it appears that the process which underlies decision making in
non-reoccurring, concurrent choice situations may differ from the process
suggested by the revised economic models. But in this study, although the
problems used were similar to those used in previous studies of decision
making in non-reoccurring, concurrent choice situations (e.g., Budescu & Weiss,
1987; Hershey & Schoemaker, 1980; Kahneman & Tversky, 1979, 1984), there
are at least two factors that might affect individuals decisions on problems of this
type. First, individual utility functions may differ, and individuals who have
different monetary utility functions may evaluate the same problems in very
different ways (cf. von Neumann & Morgenstern, 1947). Second, there were no
consequences for any of the decision problems, and as a result individuals may
have been less concerned with making optimal decisions on each one of the 84
problems. Study 2 was undertaken to determine if similar decision patterns
would emerge on a set of problems that had non-monetary stakes, and where

actual gains and losses could be incurred.
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Chapter Three: Study Two

In Study 1, a set of one- and two-dimensional decision strategies was
proposed, and it was shown how use of these strategies could produce some of
the decision patterns in Table 3, specifically: (a) individuals who successtully
execute a two-dimensional strategy of the type suggested by expected value
theory will be consistent/predicted responders on both conflict-amount and
conflict-probability problems; (b) individuals who attempt to execute a
two-dimensional strategy of the type suggested by expected value theory, but
whose accuracy is less than 100% will tend to be mixed responders on both
conflict-amount and conflict-probability problems; (c) individuals who decide
solely on the basis of amount at stake will be consistent/predicted responders
on conflict-amount problems and consistent/opposite responders on
conflict-probability problems; (d) individuals who decide solely on the basis of
probability of occurrence will be consistent/predicted responders on
conflict-probability problems and consistent/opposite responders on
conflict-amount problems.

In Study 1 it was also shown that individuals who were mixed responders
on both conflict-amount and conflict-probability problems, for either gain or loss
questions, were making selections inconsistent with economic models of
decision making that incorporate subjective reformulations involving the
discounting of the amount at stake, the probability of occurrence, or both.
Finally, nearly two-thirds of the individuals tested in Study 1 had different
decision patterns for questions involving gains and questions involving losses.
This result suggests that individuals may use different decision strategies on
gain questions and on loss questions, or that individuals may be less efficient at
using the same decision strategy across the two types of problems.

Study 2 was designed to determine if similar decision patterns would be
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found in non-reoccurring, concurrent choice situations where: (a) differences in

utility for the amount at stake were controlled, (b) decisions were not abstract,
but could result in real gains and losses, and (c) the specified objective was to
maximize the amount obtained within an experimental session.

Stimuli similar to those in Study 1 were used. However, earlier studies
have raised the concern that individual utility functions may differ when
monetary amounts are at stake, and differences in the marginal utility for
monetary amounts may affect the decision outcome (see, for example,
Bernoulli, 1738; Mosteller & Nogee, 1951) To reduce the impact of differences
in utility for the amount at stake in this study, monetary amounts were replaced
with tokens. In addition, to make the decisions less abstract, twelve of the
questions each subject evaluated during the main part of the experiment were
played out at the end of the experimental session. The selected items were
played in the manner indicated during the main part of the experiment, and
each subject increased or decreased the number of tokens they had according
to the outcome of these twelve items. To ensure maximization within the
session was the common objective, subjects were told at the start of the session
that the tokens they accumulated would be exchanged for McDonald's™ gift
certificates at the end of the study, and that the more tokens they obtained, the
more gift certificates they would receive. The actual rate of exchange was not
disclosed until the session was completed.

Method

Subjects. Thirty male and female undergraduate students enrolled in an
introductory psychology class at the University of Alberta took part in the study.
The students signed up for individual sessions, and they received course credit
for their participation, in addition to any winnings received in the course of the

experiment.
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Stimuli. The decision problems used in this study were displayed
sequentially on a Macintosh computer screen. There were four sections to each
experimental session, and in each section 30 different decision problems were
presented. Each problem was presented twice for a total of 240 decision
problems (4 sections x 30 pairs x 2 presentations). In two of the sections both
alternatives presented amounts to be won, and in the other two sections both
alternatives presented amounts to be lost. The composition of the decision
problems is given in Table 4.

In each decision problem there were two circles, one of which was
completely shaded, and the other which was partially shaded; under each of the
circles was a number of tokens. For the gain questions the tokens had a "+"
sign on them, and for the loss questions the tokens had a "-" on them (see
Figure 4 for examples of the decision problems used).

To reduce the likelinood of errors that might have resulted from subjects
misinterpreting loss problems as gain problems, and vice versa, the problems
were divided into four subsets. Two of the subsets contained only gain
questions, and two contained only loss questions. In one subset from gains and
one subset from losses the number of tokens under the risky alternative was
held constant at 6 tokens and the probability of receiving or losing the 6 tokens
varied. Probabilities used were: 1/12, 3/12, 5/12, 7/12, 9/12, and 11/12. This
set of problems will be referred to as tisk problems because for the risky
alternative only the probability of occurrence changed from one question to the
next. In the other subset from gains and losses the number of tokens under the
risky alternative varied but the probability of winning or losing those tokens was
held constant at 6/12. The number of tokens used were: 1,3,5,7,9,and 11.
This set of problems will be referred to as worth problems because only the

amount at stake changed from one question to the next. Equivalent worth and



38

Table 4
Tokens with Risk Factora Problem TypeP Problem Type
Certain for Risky in Risk in Worth
Alternative Alternative Problem Set Problem Set

1 1 c/P P

1 3 C/A C/A
1 5 C/A C/A
1 7 C/A C/A
1 9 C/A C/A
1 11 C/A C/A
2 1 c/P N/C
2 3 C/P C/P
2 5 C/A C/A
2 7 C/A C/A
2 9 C/A C/A
2 11 C/A C/A
3 1 Cc/P N/C
3 3 Cc/P P

3 5 c/P C/P
3 7 C/A C/A
3 9 C/A C/A
3 11 C/A C/A
4 1 C/P N/C
4 3 C/P N/C
4 5 C/P C/P
4 7 Cc/P c/P
4 9 C/A C/A
4 11 C/A C/A
5 1 C/P N/C
5 3 c/P N/C
5 5 C/P P

5 7 Cc/P C/P
5 9 C/P C/P
5 11 C/A C/A

a Risk factor refers to the risky alternative. It represents the number of shaded
twelfths in the risk problem set, and the number of tokens in the worth problem
set. Multiplying this factor by 0.5 gives the expected value of the risky alternative.
b Problem types: C/A = conflict-amount; C/P = conflict-probability; N/C =
no-conflict; P = probability
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Eigure 4, Examples of the decision problems from Study 2. (Reproduced at 60% of
original size).

All examples have a difference of 1/2 token between the expected
values of the alternatives. The examples represent the following

problem types:
A) a conflict-probability question from the risk-gain problem set
B) a conflict-amount question from the risk-loss problem set
C) a no-conflict question from the worth-gain problem set
D) a conflict-amount question from the worth-loss problem set
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risk problem sets were developed to allow testing of the functional form of the
value and risk functions proposed by Kahneman and Tversky (1979).

The problems within each subset were blocked into sets of 6 in which the
certain alternative was the same for all six items; the items within each block
were placed in a randomized order. Each of the subsets contained a total of 10
blocks of 6 problems each. A random sequence of 10 numbers was generated
and used to order these blocks of problems. Each subject saw the same
ordering, and each subject completed the four subsets in the following
sequence: gain questions, loss questions, loss questions, gain questions. This
sequencing was selected to minimize the likelihood of subjects terminating the
session prior to the completion of both sets of loss questions. For half the
subjects the risk problems were presented first, followed by the worth problems;
for the remaining subjects the worth problems were presented first, followed by
the risk problems.

For the risk problem set each suhiect answered a total of 60 conflict-amount
problems and 60 conflict-probability problems; for the worth problem set there
were a total of 12 probability problems, 24 no-conflict problems, 60
conflict-amount problems, and 24 conflict-probability problems. To illustrate
why these differences between the two problem sets arose refer to Table 4, line
7. When this item is presented as a gain (loss) risk problem, the individual must
decide between: (a) receiving (losing) two tokens with certainty, and (b)
receiving (losing) 6 tokens with a probability of 1/12. Thisis a
conflict-probability problem; the more probable (less probable) alternative has
the higher expected value. In contrast, when the same item was presented as a
gain (loss) worth problem the individual must decide between: (a) receiving
(losing) two tokens with certainty, and (b) receiving (losing) 1 token with a

probability of 6/12. This is a no-conflict problem; the more probable (less
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probable) alternative also offers more tokens (less tokens), and therefore
dominates the less probable (more probable) alternative.

Procedure. Each subject was given a copy of the instruction sheet shown in
Figure 5, and the instructions were read aloud by the experimenter. The
instructions were similar to those from Study 1 with the exception that 12 of the
items would be played out at the end of the session. After the instructions had
been read there was a brief warm-up to familiarize the subject with the
computer. During this warm-up 12 stimuli, similar to those used in the main part
of the study, were presented and the subject indicated which alternative was
preferred by pressing one of two keys marked R (for the alternative on the
right-hand side of the screen) and L (for the alternative on the left-hand side of
the screen). Each pair of alternatives remained on the screen until a selection
was made.

Following the warm-up each subject was given four tokens to start with.

The main part of the experiment was run in four consecutive blocks. Before
each block the experimenter indicated: (a) whether the following block of
questions contained gain or loss questions, and (b) which element would
remain unchanged from question to question. The subjects were under no time
constraint; no subject took longer than 40 minutes to complete the entire
session.

After all the questions had been answered, each subject played out 12 of
the questions. The same questions were played out for all the subjects, but the
subjects did not know in advance which questions would be selected. The
tokens which the subjects won in this section were traded for McDonald's™ gift
certificates at the end of the session. The rate of exchange was approximately 8
tokens for a $1 gift certificate, but this rate of exchange was not revealed to the

subjects until the very end of the session. The median amount won was $2; the
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For this study, in addition to the research credit you receive for your participation, you will
have the opportunity to eam tokens which will be redeemed for McDonald's™ coupons al the
end of the session. Al all times your continued participation is strictly voluntary. Hf at any point
you decide you do not wish to continue with the session, you will still receive course credit for
your participation; you will aiso be able to cash in any tokens you have earned to that point.

There will be a short warm-up so you can become familiar with the task. After you complete
this warm-up you will receive four tokens to start with. We will then ask you to complete the
main task in which you will be making selections between alternatives which invoive the gain
or loss of additional tokens. The enlire session should take a total of approximately one hour
1o complete.

Each of the items you will be evaluating consists of a pair of pantially shaded circles. Each of
the circles has a number of tokens below it, describing either a win (indicated by a plus sign)
or a loss (indicated by a minus sign).

Imagine that each of these circles is a disc with a spinner altached to the center. For each
item you are to choose one of the two circles. When you make your choice, imagine the
spinner attached to the circle you selected is lo be spun once. I the spinner stops pointing lo
the shaded portion of the circle, you would win or lose the amount indicated under that cucle.
For example, suppose you chose the circle below:

If the imaginary spinner were to stop like this,

you would win {+) or lose (-) the number of tokens indicated below the circle. On the other
hand, if it stopped like this,

you would win or lose nothing.

In each case there will be two circles to choose from. You are to choose the circie you would
most like to play from each of the pairs, and then indicate your choice by pressing the key
corrasponding to the position of the circle you salect. You can take as long as you require lo
respond, each pair of items will remain on the computer screen until you indicate which of the
two alternatives you prefer.

Alter you have evaluated all the kems, twelve of the items will be chosen. These items will be
played out at the end of the session, in the manner you indicate in your selections. Six of
thesae items will involve gains and six will involve losses. You will increase or decrease the
number of tokens you have by the amount indicated when these twelve items are playnd out.
The total number of coupons you receive will depend on the number of tokens you have lo
trade-in at the end of the session.

Eigure 5. Instruction sheet from Study 2 (Reproduced at 60% of original size).
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lowest amount was $1 and the highest amount was $4.
Results and Discussion

A preliminary analysis to determine the functional form of individual value
and risk functions indicated that these functions were highly irregular. Prospect
theory would lead to the prediction that preferences should show some degree
of consistency (Kahneman & Tversky, 1979). For example, if an individual
chose to receive one token for certain, over an opportunity to receive 3 tokens
with a probability of 0.5, he or she should also choose to receive 1 token for
certain if the number of tokens associated with the risky alternative decreases.
However, in this study 17 of the 29 subjects showed deviations from this
consistent ordering within the worth-gain set, and 27 of the 29 subjects showed
inconsistencies within the worth-loss set. In the same way, if an individual
chose to receive one token for certain, over an opportunity to receive 3 tokens
with a probability of 0.5, he or she should also choose to receive 1 token for
certain if the probability of receiving the risky tokens is decreased. However,
within the risk-gain set 19 of the 29 individuals showed inconsistency, and
within the risk-loss set 24 of the 29 individuals made inconsistent selections.
This result indicates that the individual functions were eithar nonmonotonic
functions of probability level or token quantity, or that the functions were quite
variable at the individual level. Consequently, to delineate thase functional
forms fully and accurately a more sensitive procedure, such as a titration
procedure, would be required. For the present data, it seemed more fruitful to
pursue a different type of analysis.

Therefore, the responses were grouped by problem type and the overall
percentage of selections opposite to expected value predictions (SOPs) was
calculated for each problem type. On average subjects made SOPs on 36.0%

of the conflict-amount problems, 12.9% of the conflict-probability problems,



4.2% of the probabiiity problems, and 5.0% of the no-conflict problems. This
analysis uncovered one subject who selected the dominated alternative on 11
of the 12 probability problems and 22 of the 24 no-conflict problems. The data
from this subject were removed from the main analysis, and will be discussed
separately.

With this subject's data removed, the average number of SOPs for the
remaining 29 subjects was as follows: 34.4% of the conflict-amount problems,
11.1% of the conflict-probability problems, 1.7% of the probability problems, and
2.0% of the no-conflict problems. The difference between the percentage of
SOPs for conflict-amount and for conflict-probability problems is significant (z =
3.82, p < .05).

The discovery of one subject who selected the dominated alternative on
91.7% of the dominated problems highlights the importance of presenting
individuals with a variety of problem types. If these dominated problems had
not been included and the questionnaire had consisted of only a single type of
conflict problem, this subject's responses could have been categorized in two
extromely different ways. First, on conflict-probability problems this subject's
selections were consistent with risk-seeking for gains and risk-aversion for
losses. For this problem subset, in each case the alternative with the lower
probability of occurrence and the larger amount at stake was selected for gains
and rejected for losses. In other words, this subject made consistent/opposite
selections on both gain and loss conflict-probability questions. Second, on
conflict-amount problems this subject's selections were consistent with
risk-averse selections for gains and risk-neutral selections for losses. For this
problem subset all the gain problems and 98% of the loss problems were
solved by selecting the alternative with the smaller amount at stake. In other

words, this subject made consistent/opposite selections on conflict-amount gain
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questions and consistent/predicted selections on confiict-amount loss
questions.

However, because dominated problems were included in the problem set,
and because selections were also opposite to predictions derived from
expected value theory for the majority of these problems, it was evident that this
subject's responses were anomalous. Several post-hoc explanations can be
offered to explain the observed response pattern: (a) the instructions may have
led the subject to reverse left and right in responding; (b) the subject may have
misunderstood the rules for the task, and responded on the basis th=. nothing
would occur if the spinners stopped on black, or (c) the subject may have set out
to answer each question by selectfng opposite to expected value predictions.
Regardless of the reasons for the resulting de;cision pattern, if the study had not
included dominated problems, data from this subject would have been
erroneously included in the main analysis.

The decision patterns from the remaining subjects were categorized using a
criterion similar to the one set out Study 1: a subject was classified as a
consistent/predicted responder for a particular problem type if he or she
selected in accordance with expected value predictions for all, or for all but one
of the problems; a subject was classified as a consistent/opposite responder for
a particular problem type if he or she selected opposite to expected value
predictions for all, or for all but one of the problems; an individual was classified
as a mixed responder for a particular problem type if he or she selected in
accordance with expected value predictions on at least two of the questions and
opposite to expected value predictions on at least two of the questions.

When subjects' decision patterns were classified in this way, only one
subject made consistent/predicted selections on conflict-probability problems

for both gain and loss questions. This subject made consistent/opposite
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selections on conflict-amount loss problems; however, for conflict-amount gain

questions this same subject was a mixed responder. Eleven subjects made
consistent/predicted selections on conflict-probability problems when
evaluating gain problems, while giving mixed responses on conflict-amount
gain problems; these eleven subjects were all classified as mixed respcnders
for both conflict-probability and conflict-amount problems which involved a loss.
One subject had the opposite pattern and made consistent/predicted selections
on conflict-probability problems when evaluating loss problems, while giving
mixed responses on conflict-amount problems; this subje t was a mixed
responder for both conflict-probability and conflict-amount problems which
involved a gain. The remaining 16 subjects gave mixed responses on both
types of conflict problems for gain questions and for loss questions.

These results are similar to those obtained in Study 1; the majority of
individuals made SOPs on both conflict-amount and conflict-probability
problems. Errors on both types of problems are consistent with the use of a
two-dimensional, multiplicative decision strategy which is executed with less
than 100% accuracy. In addition, errors on both types of problems are
inconsistent with economic strategies that involve subjective discounting of the
problem dimensions before the decision is made. Unlika Study 1, there was no
evidence of selections consistent with the use of a pure one-dimensional
strategy across both problem domains in any of the subjects. This may be
attributable, in part, to the fact that the problems were no longer abstract, but
could result in real gains and losses. As a result, individuals who might rely on
simpler, one-dimensional strategies when problems have no real
consequences, may execute more complex, two-dimensional strategies when
non-abstract decision problems are being evaluated.

To determine if individua! decision patterns for those subjects who were
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mixed responders on both conflict-amount and conflict-probability problems
followed the group pattern of significantly more SOPs on conflict-amount
problems than on conflict-probability problems, individual z-statistics were
calculated for each problem subset. These individual z-statistics were
combined using the Stouffer Combined Test (Wolf, 1986, p. 20). In three of the
conditions: risk-gains, worth-gains, and risk-losses, when the proportion of
SOPs on conflict-amount problems was compared to the proportion of SOPs on
conflict-probability problems at the individual level, SOPs on conflict-amount
problems were more likely. For the loss condition in the worth problem set this
effect disappeared, and the proportion of SOPs on both types of problems did
not differ significantly. For the gain subsei of the risk probiems 28 of the 29
subjects made more SOPs on conflict-amount problems than on
conflict-probability problems; the difference between the proportion of SOPs on
the two problem types was significant, Z = 16.06, p < .05. For the loss subset of
the risk problems 22 of the 29 subjects made more SOPs on conflict-amount
than on conflict-problems, but the difference between the proportion of SOPs on
the two problem types was still significant, z = 8.85, p <.05. For the gain subset
of the worth problems 26 of the 29 subjects made more SOPs on
conflict-amount problems than on conflict-probability problems, and the
difference between the proportion of SOPs on the two problem types was
significant, z = 11.29, p < .05. For the loss subset of the worth problems only 14
of the 29 subjects made more SOPs on conflict-amount problems than on
conflict-probability problems. For this problem set the difference between the
proportion of SOPs on the two problem types was not significant, Z = 0.08, p >
.05.

SOPs on conflict-amount problems are consistent with the pattern of

selections commonly found in decision-making studies: selecting the more
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probable alternative in gain situations, coupled with avoiding the more probable

alternative in loss situations. The finding of a higher proportion ot SOPs on
conflict-amount problems suggests that consideration of the probability of
occurrence may tend to override consideration of the amount at stake in
two-dimensional decision problems. If this is the case, it would be expected that
in a non-reoccurring, concurrent choice situation individuals would select the
alternative which offers the higher probability of winning, or the lower probability
of losing, even on conflict-amount problems.

However, in the worth-loss problem set fewer selections appeared to be
made on the basis of probability of occurrence. The non-significant finding for
the loss subset of the worth problems, relative to the loss subset of the risk
problems, may have resulted: (a) because the overall number of SOPs was
reduced, and as a result conflict-amount SOPs were less likely to occur; or (b)
because the number of SOPs on conflict-probability problems increased.
Testing indicated both these factors contributed to the change. On worth-loss
questions, where the probabilities for both alternatives were held constant and
only the amounts changed from one question to the next, SOPs on
conflict-amount problems decreased and SOPs on conflict-probability problems
increased, relative to the risk-loss questions. It may be that when the probability
of occurrence for each of the alternatives is constant from one problem to the
next (at least for loss questions) individuals shift their attention from the
probability of losing to the amount that could be lost. As a result they would
tend to make fewer SOPs on conflict-amount problems, and more SOPs on
conflict-probability problems, by selecting the alternative which has the smaller
amount at stake. This type of selection on loss problems did not appear as a
common strategy in Study 1. One reason an amount focus may have emerged

for loss problems in the worth problem set of this study is that subjects were
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aware that some of the problems would be played out at the end of the session,
and as a result they may have been less willing to gamble on incurring the
larger loss associated with the risky alternative.

Further evidence of a difference in the decision-making strategies for gain
questions and loss questions was evident when the total number of SOPs on
loss questions was compared to the total number of SOPs on gain questions.
There were significantly fewer SOPs on loss questions (Z=5.61,p < .05).
Overall subjects made 6.3% more SOPs on gain questions than on loss
questions.

Finally, a one-way, repeated-measures ANOVA was done to determine
whether there were significant differences in the decision times for the various
problem types (average response times are given in Appendix B). A
decision-making model which allows for strategies of differing complexity would
lead to the prediction that average decision times on two-alternative problems
may differ. Specifically, response times on problems where the final selection is
opposite to predictions derived from expected value theory may be faster than
response times on problems where the final selection is consistent with
predictions derived from expected value theory if SOPs result from the use of
strategies that are simpler than those suggested by economic models of
decision making, and if these simpler strategies take less time to execute.

Overall, the average decision time for each problem, across all subjects and
across all 240 questions, was 2.92 seconds; however, there were significant
differences in decision times between the various problem subsets, E(3,87) =
17.44, p < .05. To isolate these differences, two Schefté contrasts were
conducted. The average decision time was longer for risk problems (3.1 0
seconds) than for worth problems (2.74 seconds), E(3,87) = 18.37,p < .05. The

average decision time was also longer for loss problems (3.16 seconds) than



for gain problems (2.68 seconds), F£(3,87) = 33.14, p < .05.
It may be that risk problems had longer decision times than worth problems
because the risk problems were somewhat more complex. In the risk problem
set the probability of the risky alternative, and the number of tokens associated
with the certain alternative, varied from one problem to the next. Consequently,
a cross-dimensional comparison was required which may have resulted in
longer decision times. In the worth problem set the probabilities for both
alternatives remained the same for all the problems, and only the number of
tokens was varied. Solving worth problems can be accomplished without a
cross-dimensional comparison, and this may result in faster solution times than
for risk problems.
The lower overali rates of SOPs on loss problems may have resulted from
the longer decision times for these problems, relative to the gain problems.
Subjects may have spent more time considering their decision when a loss was
possible. In the gain questions, it was not possible to lose any tokens, and this
may have led to faster decision times, and higher rates of SOPs.
Conclusions
The subjects in this study were able to evaluate non-dominated decision

problems quickly; the average decision time across all subjects and questions
was just under three seconds. They were able to make decisions invoiving
complex probabilities without the aid of a calculator; the probabilities used
were 1/12, 3/12, 5/12, 7/12, 9/12 and 11/12. They were able to make these
decisions using only visual representations of the probabilities; explicit numeric
probabilities were not provided. They also showed a high degree of accuracy;
when the two alternatives in a problem differed in expected value by only 1/2
token, selections on 79.8% of the conflict-amount problems and 95.3% of the

conflict-probability problems were consistent with predictions based on
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expected value theory. This level of accuracy indicates that expected value
theory may provide an adequate first approximation of non-reoccurring,
concurrent choice behavior (cf. Payne, 1973).

In Study 1, at least 34.7% of those tested made selections consistent with
the use of a two-dimensional, muitiplicative decision strategy for gain
questions, and at least 24.4% of those tested made selections consistent with
the use of a two-dimensional, multiplicative decision strategy for loss problems;
4.9% had decision patterns consistent with the use of a one-dimensional
strategy on gain questions, and 6.1% had decision patterns consistent with the
use of a one-dimensional strategy on loss questions; the remainder could not
be accurately categorized because only two types of problems were used
(conflict-amount and confiict-probability). In the current study, non-abstract
problems were provided, and the two-dimensional multiplicative decision
strategy described in Chapter 2 appears to provide a better description of the
observed decision patterns than the pure one-dimensional strategies. The
majority of those tested (58.6%) made selections consistent with the use of a
two-dimensional, multiplicative strategy for gain questions, and all but two
subjects (93.1%) made selections consistent with the use of a two-dimensional,
multiplicative strategy for loss questions. Only one subject had a decision
pattern consistent with the use of a one-dimensional strategy on gain
questions, and none of the subjects showed this type of decision pattern for
loss questions. The fact that the majority of those tested made SOPs on both
conflict-amount and conflict-probability problems indicates: (a) that both
dimensions of the problem are considered in reaching a decision; and, (b) that
the subjective discounting proposed in expected utility theory, subjective
expected utility theory, and prospect theory does not accurately describe the

decision process in non-reoccurring, concurrent choice situations. It appears
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that selections opposite to expected value predictions may arise because the
two problem dimensions are not given equal importance when a decision is
being made; probability of occurrence seems to dominate the amount at stake
to some degree, as evidenced by the fact that more SOPs occur on
contlict-amount problems than on confiict-probability problems. These findings
are consistent with those of Hershey and Schoemaker (1980) who reported:
"For subjects who said they focused on one dimension only, the probability
factor (p) appears most important (p. 415)."

Based on the results from this study, and those from Study 1, a rule-based
mode! of decision-making in non-reoccurring, concurrent choice situations is
developed and evaluated in the next chapter. This model incorporates both
the one-dimensional and two-dimensional strategies characterizing the

performance revealed in Studies 1 and 2.
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Chapter Four: Study Three
The structure of two-dimensional, non-reoccurring, concurrent choice
problems parallels the structure of the classic balance scale problem which
Piaget presented to children (see, for example, Inhelder & Piaget, 1958). Both
problems involve two relevant dimensions which are important to successful
problem solution: in the balance scale problem, the child must attend to the

weight on either side of the fulcrum, and the distance oi the weight from the

fulcrum; in a non-rec ~ -+ concurrent choice problem the individual must
attend to the nroba. -_. rence for each alternative, and the amount at
stake in eachci 2~ . ..-¢s. Siegler (1976) developed a sequence of

increasingly complex ruies which he uggested reflected a child's acquisition of
a more complete understanding of the balance scale problem.

It is possible to develrp a similar model of increasingly complex rules which
would reflect an increase in the understanding of non-reoccurring, concurrent
choice problems. A model of this type is presented in Figure 6 (cf. Siegler,
1981, p. 6). In this model, an individual using Rule 1 would consider only one of
the relevant problem dimensions (x) in reaching a decision. When the
alternatives are unequal on the dimension being considered (xj = Xj), the
individual will select the alternative where the value of x is greater in a gain
situation, and the alternative where the value of x is smallerin a loss situation.
When the alternatives are equated on dimension X (xj = xj) the individual will
consider the alternatives to be equivalent, and as a result the model predicts
that the individual will make a selection based cn some dimension other than
probability of occurrence or amount at stake.

For an individual using Rule 2, a difference between the alternatives on
dimension X (xj # Xj) will still control the decision process, however when the

alternatives are equated on dimension X (x; = xj). dimension y is taken into
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A Model of Ruwe 1
8. Model of Rute 2
e 26
ANlarnatves are Allemative with
equivalent greater X u veter
Alsmative with
greater x is better
C. Modelof Rule 3

ARonatives are Altemnative with

oquivalent greater y is betier
are greater ¥ 18 belter grestar X is betles
equivaknt
ARemative with Estimate
greater x and which
greater y » better akernative
Is better
D. Model of Rule 4

Alematives ARemative with  ARemaive with
are Qreater y is batter greater X 18 betler,

aquvalent

ARsmatives ARematve with
are greater 1=y 18 better

Eigure 6. Rule-based model for decisions in non-reoccurring, concurrent choice situations.
The decisions noted represent selections in gain situations; in loss situations the
alternative with the smaller value of the comparison dimension would be selected.



consideration. When the aiternatives are also equated on dimension y (y; = yj)
the individual will know the alternatives are equivalent, and if a decision is
required, the model predicts that the individual will make a selection based on
some dimension other than probability of occurrence or amount at stake. When
the alternatives are not equal on dimension y (y; # yj) the ndividual will select
the alternative where the value of y is greater in a gain situation, and the
alternative where the value of y is smaller in a loss situation.

When an individual progresses to Rule 3, both dimensions are considered
in all instances. When the alternatives are equal on both dimensions the model
predicts that the individual will make a selection based on some dimension
other than probability of occurrence or amount at stake; when the alternatives
are equal on only one dimension, the second dimension will determine the
decision. When both dimensions are unequal, but one of the alternatives has
both the greater probability of occurrence and the greater amount at stake, that
alternative will be selected for gains, and avoided for losses. When both
dimensions are unequal, and the alternative with the greater probability of
occurrence has the smaller amount at stake, an individual using Rule 3 does
not have a consistent, reliable method for combining the dimensions to arrive at
a solution; however, he or she will attempt to combine the two dimensions, and
estimate which alternative offers the better outcome. In some cases ihe
alternative with the higher probability of occurrence will be selected for gains
and avoided for losses; in other cases the alternative with the larger amount at
stake will be selected for gains and avoided for losses.

Finally, Rule 4 represents a complete understanding of the decision task.
When the two dimensions are in conflict, an individual using Rule 4 will
compute the expected gain (or the expected loss) for each of the alternatives,

and select the alteriiative which offers the greater expected value.
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To determine if this represents a reasonable model of decision-making
strategies, Siegler's (1976) rule-assessment methodology can be utilized. First,
decision problems can be separated into the seven types described in Chapter
1 (shown in Figure 1). Individuals who utilize decision-making strategies
corresponding to the different rules in Figure 6 would show different response
patterns, relative to predictions based on expected value theoty, across these
seven problem types (Figure 7).

Individuais who decide only on the basis of the probability of occurrence
(Rule 1P) will be consistent/predicted responders on probability problems,
conflict-probability problems, and no-conflict problems. In addition, these
individuals will be consistent/opposite responders on conflict-amount problems.
On conflict-equivalence problems individuals using Rule 1P will select the
alternative with the greater probability of occurrence in gain situations, and the
alternative with the smaller probability of occurrence in loss situations. Finally,
individuals using Rule 1P will view amount problems as equivalent to equality
problems and in both these problem types, if required to select one of the
alternatives, the model predicts that they will base their selection on some
dimension other than probability of occurrence or amount at stake; this means
that on amount problems these individuals will be mixed responders.
Individuals who decide using Rule 2P will make similar selections on all but the
amount problems; for these problems they will be consistent/predicted
responders.

Individuals who decide only on the basis of the amount at stake (Rule 1A)
will be consistent/predicted responders on amount problems, <:anflict-amount
problems, and no-conflict problems. In addition, these individuals will be
consistent/opposite responders on conflict-pro:;ability problems. On

conflict-equivalence problems individuals using Rule 1A will select the
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Problem Type Rule
1P 2P 1A 2A 3 4
- a -

Equality model model model model model model
makesno makesno makesno makesno makesno makes no
predictions predictions predictions predictions predictions predictions

Y Y I YY)

Amouri . . . X

- mixed ~onsistent/ consistent/ consistent/ consistent/ consistent/

e D responder predicted predicted predicted predicted predicted

P-4 ° P responder responder responder responder responder

Probability cunsistent/  consistent/ mixed consistent/ consistent/ consistent/
predicted predicted predicted predicted predicted

responder
responder responder responder responder responder

YT

No Conflict consistent/  consistent/ consistent/ consistent/ consistent/ coiisistent/
predicted  predicted predicted predicted predicted oredicted
responder  responder responder responder responder responder

[ X X ] [

Conflict-Amount consistent/  consistent/ consistent/ consistent/ mixed consistent/
opposite opposite  predictd  predicted resnonder predicted

. by responder responder responder responder o responder

Contflict-Probability ) . . . .
consistent/ consistent/ consisten/ consistent/ mixed consistent/

e predicted  predicted opposite  opposite .- predicted
responder responder responder responder P responder

e o [ X X ]

Conflict-Equivalence® , , X
consistent/  consistent/ consistent/  consistent/ mixed mixed

e @ predicted  predicted opposite opposite responder responder

r o o responder responder responder responder P P

Figure 7. Predicted response patterns for each decision rule.
Consistent/predicted responses indicate that selections correspond to
predictions based on expected value theory; consistent/cpposite responses
indicate that selections are opposite to predictions based on expected value
theory; mixed responses indicate that some selections correspond to, and
some selections are opposite to, predictions based on expected value

theory.

2 There is no prediction for the choice pattern on equality problems, based on

expected value theory
Because expected value theory does not generate predictions regarding

selections on conflict-equivalence problems, the response patterns in this row are
based on prospect theory predictions: selecting the more probable alternative for

gains; selecting the less prcbable alternative for losses.
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alternative with the greater amount at stake in gain situations, and the
alternative with the smaller amount at stake in loss situations. Finally,
individuals using Rule 1A will view probability problems as equivalent to
equality problems and in both these problem types, if required to select one of
the alternatives, the model predicts that they will base their selection on some
dimension other than probability of occurrence or amount at stake; this means
that on probability problems these individuals will b. mixed responders.
Individuals who decid: using Rule 2A will make similar selections on all but the
probability xroolems; for these problems they will be consistent/predicted
respeaders.

Individuals who consider both dimensions in all cases, but who lack the
capacity to combine the dimensions in a consistent manner {Ru'e 3) will be
consistent/predicted responders on ali dominated problems (amount,
probability problems, and no-conflict), and the model predicts that on equality
problems, if they are required to select one of the two alternatives, they will base
their selection on some dimension other than probability of occurrence or
amount at stake. On conflict problems, because these individuals lack the
ability to combine the two dimensions in a consistent manner, they will be mixed
responders.

Finally, those individuals who use Rule 4 will be able to respond correctly
on all problem types. For equality problems the model predicts that, if they are
required to select one of the two alternatives, they will base their selection on
some dimension other than probability of occurrence or amount at stake. For
conflict-equivalence problems these individuals also und:rstand that the
alternatives offer the same expected outcome. Because these individuals
should be inditferent between the alternatives offered in conflict-equivalence

problems, the model makes no predictions regarding how selections will be
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made, if a selection is required. For the remaining problem types, they will
solve dominated problems (amount, probability, and no-conflict) on the basis ot
the determining dimension, and non-dominated problems (conflict-amount and
conflict-probability) on the basis of expécted value calculations.

These rules correspond rouc’ v to the strategies outlined in Chapter 2.
individuals using Rules 1 and 2 would be relying on a one-dimensional s. e
to solve decision problems; individuals using Rules 3 and 4 would be making
use of a two-dimensional decision strategy. The difference between individuals
who use Rule 3 and those who use Rule 4 could be considered primarily a
quantitative one. Individuals in both groups utilize a two-dimensional strategy
to analyze decision problems; they only differ in their ability to execute the
two-dimensional strategy successfully. In contrast, the difference between
individuals who uz# Rule 2 and those who use Rule 4 is primarily a qualitative
one. Individuals in these two groups differ in the basic strategy they utilize to
analyze decision problems, but not in their ability to execute the strategy they
are using successfully.

To test these predictions a third study was conducted. In this study the
stimuli were selected to include five gain problems and five loss prcblems from
each of the non-equality problem types shown in Figure 1. The inclusion of all
problem types was necessary to allow for differentiation betw 2en those decision
patterns corresponding to Rule 1 and those corresponding to Rule 2. This
would not possible if some types of dominated problems are excluded, because
Rules 1 and 2 will generate similar decision patterns on five of the six
non-equality problem sets.

Method
Subjects. Twenty-two undergraduate students enrolled in an introductory

psychology class at the University of Alberta took part in the study. The average
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age of the students was 19 years 8 months, with a standard deviation of 1 year

6 months (the median age was 19 years 2 months). The students signed up for
individual sessions. In addition to any winnings received in the course of the
experiment, the students received course credit for their pa-ticipation.

Stimuli. The decision problems used in this study were displayed
sequentially on a Macintosh computer screen. Sixty different decision problems
were presented. For half the questions both alternatives presented amounts to
be won, and for the other half both alternatives presented amounts to be lost.
The composition of the decision problems is given in Table 5. Each problem
was presented four times for a total of 240 questions (60 pairs x 4
presentations).

Each decision problem consisted of two circles; under each of the cicies
was a number of tokens. For the gain questions the tokens were blacx and had
a white "+" sign on them; for the loss questions the tokens were white and had a
black "-" sign on them (see Figure 8 for examples of the decision problems).

The problems were blocked into sets of 60, and the items within each block
were presented to each subject in a different randomized oraer. Successive
items were separated by a white screen which contained the instruction:
"Please hit the "RETURN" key to see the next problem.”

Procedure. Each subject was given a copy of the instruction sheet shown in
Figure 9, and the instructions were read, out loud, by the experimenter. The
instructions were the same as those in Study 2, and 12 of the items were played
out at the end of the session. After the instructions had been read there was a
brief warm-up to familiarize the subject with the computer. During this warm-up
12 stimuli similar to those used in the main part of the study were presented,
and the subject indicated which alternative was preferred by pressing one of

two keys marked R (for the alternative on the right-hand side of the screen) and



61

Table 5
. " { the Decision Probl Used in Study 3
Number of  Probability of Number of Probability of Problem?
Tokens for Occurrence Tokens for  Occurrence Type
Alternative 1 for Alternative 2 for
Alternative 1 Alternative 2

1 1.00 2 1.00 A
1 1.00 3 1.00 A
1 0.75 2 0.75 A
2 1.00 3 1.00 A
2 0.50 3 0.50 A
2 1.00 i 0.50 P
2 0.75 2 0.50 P
3 0.50 3 0.25 P
4 0.75 4 0.50 P
4 0.75 4 0.25 P
2 1.00 1 0.75 N/C
2 0.75 1 0.50 N/C
2 0.50 1 0.25 N/C
3 0.75 2 0.50 N/C
3 0.50 2 0.25 N/C
1 1.00 2 0.75 C/A
1 1.00 4 0.75 C/A
1 1.00 4 0.50 C/A
1 0.75 3 0.50 C/A
2 1.00 4 0.75 C/A
2 1.00 4 0.25 c/P
2 0.75 3 0.25 crP
2 0.75 4 0.25 c/P
3 1.00 4 0.50 cP
3 1.00 4 0.25 C/P
1 1.00 2 0.50 C/E
1 0.75 3 0.25 C/E
1 0.50 2 0.25 C/E
2 0.75 3 0.50 £IE
2 0.50 4 0.25 C/E

a Protlem types: A =amount; P = probability; N/C = no-conflict;

C/A = conflict-amount; C/? = conflict-probability; C/E = conflict-equivalence
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Eigure 8, Examples of the decision problems from Study 3 (Reprcduced at
60% of original size).

In each of the examples the absolute difference in expected value
between the two alternatives is 0.75 tokens, and the relative
difference in expected value between the two alternatives is 2 to1.
The examples represent the following problem types:

A) an amount question from the gain problem set

B) a probablity question from the loss probiem set

C) a conflict-amount question from the gain problem set
(D) a confiict-probability question from the loss probiem set
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For this study, in addition to the research credit you receive for your participation, you will
have the opportunity 1o eam tokens which will be redeemed for McDonald's™ coupons at the
end of the session. Al all times your continued participation is sirictly volurtary. f at any point
you decide you do not wish to continue with the session, you will still receive course credit for
your participation; you will aiso be able to cash in any tokens you have eamed to that point.

There will be a short warm-up so you can become familiar with the task. After you complete
this warm-up you will receive four tokans to start with. We will then ask you to complete the ’
main task in which you will be making selections between alternatives which invoive the gain
or loss of additional tokens. The antire session should take a total of approximately one hour
to complete.

Each of the items you will be evalualing consists of a pair of partially shaded circles. Each of
the circles has a number of tokens below it, describing either a win (indicated by a plus sign)
or a loss (indicated by a minus sign).

Imagine that each of these circles is a disc with a spinner attached to the center. For each
item you are to choose one of the two circles. When you make your choice, imagine the
spinner attached 1o the circle you selected is to be spun once. If the spinner stops pointing to
the shaded portion of the circle, you would win or lose the amount indicated under that circle.
For example, suppose you chose the circio below:

11 the imaginary spinner were to stop like this,

you would win (+) or lose (-) the number of tokens indicated below the circle. On the other
hand, # it stopped like this,

you would win or lose nothing.

In each case there will be two circles to choose from. You are to choose the circle you would
most like to play from each of the pairs, and then indicate your choice by pressing the key
comresponding to the position of the circle you select. You can take as long as you require to
respond, each pair of items will remain on the computer screen until you ina.cale which of the
two altematives you prefer.

Alter you have evaluated all the tems, twelve of the items will be chosen. These tems will be
played out at the end of the session, in the manner you indicate in your selections. Six of
these items will involve gains and six will involve losses. You will increase or decrease the
number of tokens you have by the amount indicated when these twelve items are played out.
The total number of coupons you receive will depend on the number of tokens you have to
trade-in at the end of the session.

Figure 9. Instruction sheet from Study 3 (Reproduced at 60% of original size).
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L (for the alternative on the left-hand side of the screen). The stimuli used in the

warm-up task consisted of one gain problem and one loss problem from each of
the six problem types used in the main part of the study. Each pair of
alternatives remained on the screen until a selection was made. Following the
warm-up each subject was given four tokens to start with. For the main part of
the experiment, the subjects were under no time constraint; no subject took
longer than 40 minutes to complete the entire session.

After all the questions had been answered each subject played out twelve
of the questions. The same questions were played out for all the subjects, but
subjects did not know in advance which questions would be selected. The
tokens which the subjects won in this section were traded for McDonald's™ gift
certificates at the end of the session. The rate of exchange was approximately
five tokans for a $1 qift certificate; this rate of exchange was not revealed to the
subjects until the very end of the session. The median amount won by all
subjects was $3; the lowest amount was $1 and the highest amount was $4.
Results and Di ion

Twenty-two subjects took part in the study; data from two subjects were not
analyzed. One of these subjects showed evidence of a left/right confusion.
Halfway through the main part of the study this subject asked for clarification
whether L meant her left, or the computer's left. This raised doubts concerning
how responses to earlier questions had been made, and therefore data from
this subject were excluded. Data from a second subject were excluded
because, when the 12 items were played out at the end of the session, the
subject indicated he had not understood the task. Specifically, he stated that he
thought the rules were reversed for loss questions; he thought he would lose
tokens if the spinner stopped on the white portion of the circle.

The data from the remaining twenty subjects were sorted by problem type,



and individual selections were evaluated relative to predictions based on
expected value theory; each subject evaluated a total of 20 problems of each
type (5 problems x 4 presentations) for gains and 20 problems of each type for
losses. Tables 6a and 6b summarize the number of selections corresponding
to expected value predictions, for each subject, by problem type.

For dominated problems (amount, probability and no-conflict) the average
rate of selections opposite to expected value predictions (SOPs) was 1%. This
compared with SOP rates of 1.85% on the probability and no-conflict problems
in Study 2. With one exception, each subject made 1 SOP or no SOPs on each
set of the dominated problems; one subject (#8) made two SOPs on the
probability problem set for losses, as well as on the no-conflict problem set for
losses.

Therefore, the overall base rate of SOPs on dominated problems was 2 or
fewer, in a set of 20 problems. Because selections on dominated problems
should be consistent with predictions based on expected value theory for all
individuals except those who utilize Rule 1A or 1P, and because the objective in
a rule-assessment analysis is to classify subjects according to their strategic
understanding of the problem situation, the rate of SOPs on dominated
problems was also used to evaluate performance on non-dominated problems.
A subject was classified as a consistent/predicted responder for a particular
problem type if he or she had 2 or fewer SOPs; a subject was classified as a
consistent/opposite responder for a particular problem type if he or she had 18
or more SOPs; and an individual was classified as a mixed responder for a
particular problem type if he or she had more than 2, but fewer than 18, SOPs.
Because expected value theory does not generate predictions for decision
patterns on conflict-equivalence problems, selections on problems of this type

were evaluated relative to predictions based on prospect theory. Therefore, for
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Table 6a

Decision P ; est for Study 3 (Gains

Subject #

N-=20OOONOONAWN

13

Problem Type

Amount Probability No-Conflict Conflict Conflict
Amount Probability Equivalence

Conflict2

20
19
20
20
19
20
20
20
20
20
20
20
20
20
20
20
20
19
20
20

8
19
17
19
17
20
20
18
18
1"
18
16
19
18

2
20
20
14
13
18

19
18
16
20
14
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Note. The number in each column represents the number of selections (out of 20)

corresponding to predictions Gased on expected value theory.

a Because expected value theory does not generate predictions regarding

selections on conflict-equivalence problems, the number in this column represents

the number of selections (out of 20) corresponding to prospect theory predictions:

selecting the more probable alternative for gains; selecting the less probable

alternative for losses.



Table 6b

Decision Pattern A Question Types for Study 3 (Losses)

Problem Type

Amount Probability No-Conflict Conflict Conflict
Amount Probability Equivalence

Conflicta

Subject #
1 20
2 19
3 20
4 20
5 19
6 20
7 20
8 20
9 20
10 20
11 20
12 20
13 20
14 20
15 20
16 20
17 20
18 19
19 20
20 20

20
20
20
20
20
19
20
18
20
19
20
20
20
20
20
19
20
19
19
19

20
17
14
19
17
17
18
15
19
17
19
17
17
15
18
20
16
17
17
16

17
10

15

17
10
13
18

11
(2

12
12
13
11
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Note. The number in each column represents the number of selections (out of 20)

corresponding to predictions based on expected value theory.

a Because expected value theory does not generate predictions regarding

selections on conflict-equivalence problems, the number in this column represents

the number cf selections (out of 20) corresponding to prospect theory predictions:

selecting the more probable alternative for gains; selecting the less probable

alternative for losses.
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conflict-equivalence problems: an individual was classified as a

consistent/predicted responder if he or she selected the alternative which
presented the greater chance of winning (or the smaller chanca of losing) for 18
or more of the problems; an individual was classified as a consistent/opposite
respander if he or she selected the alternative which presented the larger
amcunt to be won (or the smailler amount to be lost) for 18 or more of the
problems; and an individual was classified as a mixed responder if he or she
selected the alternative which presented the greater chance of winning (or the
smaller chance of losing) for more than 2, but fewer than 18 of the problems.
Each subject's decision pattern was then categorized using the following
classification system: (a) subjects who were consistent/opposite responders on
conflict-amount problems, and who were consistent/predicted responders on all
the remaining problem types were categorized as using Rule 2P; (b) subjects
who were consistent/opposite responders on conflict-probability problems and
conflict-equivalence problems, and who were consistent/predicted responders
on all the remaining problem types were categorized as using Rule 2A; (c)
subjects who were consistent/predicted responders on all the dominated
problems (amount, probability, and no-conflict), and who were mixed
responders on all the non-dominated problems (conflict-amount,
conflict-probability, and conflict-equivalence) were categorized as using Rule 3;
(d) subjects who were mixed responders on conflict-equivalence problems, but
who were consistent/predicted responders on the remaining problem types
were categorized as using Rule 4; and (e) subjects who were
consistent/predicted responders on all the problem types were categorized as
using Rule 4*. Rule 4* corresponds to selections which are consistent with
predictions based on expected value theory on problems where one of the

alternatives has a higher expected value than the other, coupled with selections



on conflict-equivalence problems which are consistent with predictions based
on prospect theory.

In any classification system there exists the possibility of misclassification.
In the current study concern was focused on the probability of overclassification,
that is, the probability of categorizing an individual as making use ofa
higher-level rule when, in fact, he or she was relying on a lower level rule. The
binomial probability of misclassifying an individual who was relying on a
one-dimensional rule to solve the problems (Rule 2) as using a
two-dimensional rule (Rule 3) was 4.3 x 10-4. The binomial probability of
misclassifying an individual who was using a two-dimensional strategy, but who
was unable to execute it successfully (Rule 3) as successfully executing the
strategy (Rule 4) was less than 1%. The probability of misclassification if the
individual was able to execute the two-dimensional strategy successfully 50%
of the time was 4 x 108, and the probability of misclassification if the individual
was able to execute the two-dimensional successfully 75% of the time was 8.3 x
10-3. Therefore, the probability of overclassification was less than 1%.

In total, 12 of the twenty subjects were categorized as using Rule 4 for gain
problems, 1 subject was categorized as using Rule 4", 1 subject was
categorized as using Rule 2P, and the remaining 6 subjects were categorized
as using Rule 3. For loss problems only 6 of the 20 subjects were categorized
as using Rule 4, 1 subject was categorized as using Rule 4*, and the remaining
13 subjects were categorized as using Rule 3.

One subiject (#9) made selections on conflict-equivalence problems that
were consistent with predictions based on prospect theory for both gain and
loss questions, however overall support for the type of decision process implied
by prospect theory is weak. The majority of subjects gave mi~ed responses on

conflict-equivalence questions; this decision pattern is inconsistent with



predictions based on prospect theory (and on other economic models of
decision making which incorporate subjective discounting of the problem
dimensions). Also, as in the previous studies a large percentage of the subjects
were mixed responders on both conflict-amount and conflict-probability
problems; nearly one-third (30%) had this type of decision pattern for gains, and
nearly two-thirds (65%) had this type of decision pattern for losses.

In addition, there is some evidence to suggest that differences in decision
patterns across gain and loss questions, such as those found in Study 1 and
Study 2, may result from the use of quantitatively or qualitatively different
decision strategies in each domain. Eight of the subjects were categorized as
using different rules on gain problems than on loss problems. Seven subjects
were categorized as using a higher rule on gain problems than on loss
problems. These subjects all appeared to be able to execute a
two-dimensional decision strategy successfully when evaluating gain priolems
(Rule 4), but they all appeared to be less successful in executing the same type
of strategy when evaluating loss problems (Rule 3). In only one instance was a
individual categorized as using a lower level strategy on gain problems than on
lc . problems (Subject #15). The use of a lower level strategy for gain
problems in this instance may have resulted from the use of a back-up strategy
(cf. Siegler & Jenkins, 1989). Siegler and Jenkins {198¢ suggest that
individuals who know higher level strategies may not aiways use them,
especially if there is a speed/accuracy trade-off between the di’erent strategies.
In the present study none of the gain problems would ever resuit in a loss of
tokens; the worst outcome would be for the individual to break even. Under
these circumstances, where the differences in amount between the alternatives
never exceeded 3 tokens, an individual might rely on a strategy which was

easier to execute even though more complex strategies were available.
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Jonclusion

This study provides evidence that the proposed rule-based model of
decision making may describe some of the decisinn strategies individuals use
in non-reoccurring, concurrent choice situations. When the pattern of selections
across a series of decision problems was analyzed, the majority of subjects
showed evidence of using a two-dimensional strategy (Rule 73 or Rule 4) for
both gain problems and loss problems. In addition, the class! .cation system
developed from the rule-based model was able to identify one individual whose
selections on gain problems clearly indicated ihat a one-dimensional,
probability strategy (Rule 2P) was .sed to decide between the available
alternatives.

Therefore, the data from this stuc.* suggest that the majori'y of individuals
make use of two-dimensional decision rules of the type suggested by expected
value theory to decide between the availabie alternatives in non-r- ~=curring,
concurrent choice situations. The data also suggest, however, tha. :ndividuals
do not engage in the types of subjective discounting which have been proposed
by expected utility theory, subjeciive expected utility theory, and prospect
theory. Instead, decisions that are non-optimal from an economic perspective
may arise because individuals are uncble to consistently and reiiably combine
the two relevant problem dimensions, or because individuals make use of
simpler, one-dimensional strategies.

In addition to providing an aiternate way of viewing the processes
underlying adult decision making, conceptualizing ot behavior in
non-reoccurring, concurrent choice situations as rule-based behavior which
utilizes progressively more complex rules may prcvide a means to link the
development of decision-making skills with the large body of literature on adult

decision-making. This linkage is important; developmentally we are "interested



not only in identifying what...shifty dodges and hybrid evasions...adults resort
to now and again but alsn in tracking their origins back to childhcod cognitive
operations” (Hoemann & Ross, 1982, p. 120). The next study was designed to

provide a d~velopmental assessment of the proposed rule-based model.
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Chapter Five: Study Four

In the previous chapter a rule-based model of decision-making behavior in
non-reoccurring, concusrent choice situations was developad and evaluated.
This approach to the analysis of decision-making ~an be extended to trace the
development of decision-making skills across individuals of different ages. The
goal in a developmental study is to discover how we move from having no
frame of reference with which tc conceptuaiize probabilistic events, to having
the ability to combine two problem dimensions to arrive at a decision. Siegler
and Jenkins (1989, p. 4) argue tht "a rmodel that dc2s not account for
knowledge acquisition is a seriously i~ .15 model of cognition.”

At present there is no unifying theory which takes into account the
acquisitior: -3t decision-making skills. The rule-based model developed in the
previzus chapter provides a foundation for analyzing decision-making skills
across individuals at different age levels. The intention in using a ruie-based
approach is to describe, in detail, the types of rules which might be operating at
each stage of development, and also to provide insight into how one rule can
be transformed into a more complex rule. The qoal is to identify which
csmponents of the rules change (Chi & R=.s, 1983).

Foran lividua!to make a reasoned decision in a non-reoccurring,
concurrent cheice situation, he or she must first have some understanding of the
nature of probabilistic outcomes. But how does an individual develop ar
understanding of risk and uncertainty? Piaget and Inhelder (1075) viewed a
child's understanding of probabilistic outcomes as complementary to his or her
understanding of cause and effect. They argued that without comprehension of
caused events, the child can have no frame of reference fer identifying events
that are due to chance. Thus, Piaget and Inhelder concluded a child's concepts

of chance and probability are derived concepts which emerge from the child's
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search for order and causality. They suggest that this understanding does not
emerge until a child moves frorn preop~-ational patterns of thought 1o the level
of concrete operations (Hoemann & Ross, 1982). Therefore, from a Piagetian
viewpqint. achievement of the level of cuncieiv: operations is necessary for
coherent assessment of decision problerns. However, to select the best
alternative in a non-reoccurring, concurrent choice situation, attainment of the
concept of probabilistic outcomes is necessary, but not sufficient. The types of
processes required to evaluate these problems also require the concepts and
procedures of combinatorial analysis (Fischbein, 1975) which are not attained
until the level of formal cperations.

To determine if decision-making skills develop in a manner similar to that
suggested from a Piagetian perspective, Study 3 ‘vas replicated using subjec's
from three age groups: 8-year-olds, 12-year-olds and 19-year-olds. ltis
hypothesized that children in the voungest age group may not understz.nd that
failing to combine the two problem cimensions can resuit in non-optimal
dec’sions, and as a result the children in this group may rely on simpler,
one-dimensional strategies to make their selections. In contrast, children in the
micdle age group should understand that combining the two problem
dimensions is necessary to make an optimal decision and, as a result, the
children in this group should attempt to execute more compiex, two-dimensional
strategies to make their selections. However, the children in this age group may
lack the skills necessary to combine the two problem dimensions in a reliable
and consistent way. Finally, thcse in the oldest age group should urderstand
that combining the two problem dimensions is necessary in order to make an
optimal decision, and these .ndividuals should also have the necessary skills to

combine the problem dimensions in = rcliable and consistent way.
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Method

Subjects. Data were collected from 75 subjects: twenty-five 8-year-olds
and twenty-five 12-year-olds enrolled in regular classes in the Edmonton public
school system, and 25 undergraduate students enrolled in an introductory
psychology class at the University of Alberta. The mean age in the youngest
group was 8 years 4 months, with a standard deviation of 2 months (median
age = 8 years 4 months); the mean age in the middle group was 12 years 5
mont: :, with a standard deviation of 3 months (median age = 12 years 5
months); the mean age in the oldest group was 19 years 10 months, with a
standard deviation of 15 months (median age = 19 years 4 months). Eight
additional subjects were tested, but no data were recorded for these subjects;
the reasons for excluding these subiects are provided in the procedure section.

All the 12-year-olds and a'l but two of the 8-year-olds were tested
individually, during reguiar schoc. i Jurs, in the school they normally attended.
The remaining two 8-year-olds were testa individuaily, in their own homes,
immediately after regular school classes had ended for the day. The university
students signed up for individual sessions. These siudents received course
credit for their participation in addition to any winnings received in the course of
the experiment.

Stimuli. The 60 decision problems used in this study were the same as
those used in Study 3 (see Table 5). For each problem a pair of plastic roulette
spinners which had been painted black and white was set out, and plastic
tokens were placed under each of the spinners (from the subject’s perspective).
For the gain questions the tokens were black and had a white "+" sign on them;
‘or the ioss questions the tchens wera whits and had a black - sign on them.

Procedure. Each subject had the task verbally explained to them using the

script in Figure 10. (For the 8-year-olds and the 12-year-olds the second
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in this study we're going to play a game where you can win tokens. The object
is to win as many tokens as you can because after the game is over you can
trade your tokens for McDonald's gift certificates, ana the more tokens you have
at the end of the game, the more coupons you get.

At all times your continued p=ticipation is strictly voluntary. If at any point you
decide you do not wish to coniinue you will still receive course credit for your
participation, and you will also be able to cash in any tokens you have earn..u
up to that point.

In the game, | am going to be showing you some spinners just like this one.
Part of the spinner is white and part of the spinner is black. Wher: the spinner
stops after it is spun, if the little arrow is pointing to the white part of the circle,
nothing happens. But, if the little arrow stops pointing to the black part of the
circle then something happens.

What happens depends on the color of the tokens under the spinner. |f the
tokens are black fike this one, then you would win the tokens which were undet
that spinner. But, ii the tokens are white like this one, then you have to give me
back as many tokens as there are under the spiriner.

So, if the tokens are black, stopping on the black part of the circle is good,
because you want to win as many tokens as you can. But, if the tokens are
white, stopping on the black part of the circle is not good, because you don't
want to lose any iokens. ' :i's try a couple so you can see how it works.

[Try some problems with a single spinner i...1 two tokens; have the participant
tell you what would happen in each case. Continue until six problems in a row
are answered correctly.]

Okay, you've got that figured out. So, |2t's start the game. During the game |
am going to show you two different spinners at the same time, and | want you to
tell me which one you would prefer to play, if you hzd to choose one of them,
and why you prefer that one. | am going to mark your answer on a sheet of
paper, and also record your answers on this tape recorder. After you have
shown me which one you would pick for each of the problem.s, we are going to
play out all the problems, just the way you said you would like to. When we play
the problems out at the end, you get to take the tokens by the spinner whenever
you win, but you have to give toke=is back to me whenever you lose.

When we're done, you can trade all the tokens you have won fer McDonald's
gift certificates.

Figure 19. Instruction sheet from Study 4.
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paragraph was omitted.) Midway through the instructions, each subject was
shown a single spinner which was painted half black and half white. Two
tokens ware placed under this spinner. Initially the tokens were black, and the
spinner was spun once so that it stopped on white, and once so that it stopped
on black. The subject was asked to indicate what would happen in each case.
The subject was to state whether: (a) he or she would win tokens, (b) he or she
would lose tokens, or (c) nothirig would happen. The tokens were then changed
t» white tokens and the process was repeated. The experimenter cycled
through these four steps until the stubject responded correctly on at least six
successive items. All but one of the 19-year-old subjects met this criterion after
8 items had been presented, and all but seven of the youriger subjects met this
criterion after 16 items had teen presented. Six 8-year-olds and one
12-year-old weare not ab’? to mnet the criterion of correctly responding to 6
successive items after 48 items had been presented, and one 19-year-old was
not able to meet the criterion of 6 successive correct responses after 12 items
had been presented; data were not collected for these 8 subjects.

After the instructions had been given, data collection began. Each problem
was presented twice. The first time the subject was asked 1o indicate wnich
spinner, from the pair of spinners, he or she would prefer to play, "if you could
only play one, but if you had to play cre.” Selections were recorded on the form
shown in Figures 11a and 11b (the order of presentation was the same for all
subjects). In addition, each subject was asked to state the reasons for his or her
selection, immediately after each selection had been made. These responses
were recorded on audiotape. When each problem had been presented once,
data collection was complete; the remaincier of the procedure was designed to

make the initial selection process more meaningful.
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Each problem was presented a second time. and each alternative which
r-ad been selected was p'ayed out. The subject ::"cumulated or gave up tokens
based on the outcome when the selected spini - - was spun; the accumulated
tokens were traded for McDonald's™ gift certificates at the end of the session.
The rate of exchange was approximately 12 tokens for a $1 gift certificate; this
rate of exchange was not revealed to the subjects until the very end of the
session. The median amount won by the 8-year-old subjects was $1, the lowest
amount was $1 and the highest amount was $3; the median amount won by
both the 12-year-old and the 19 year-old subjects was $2, for both groups the
lowest amount won was $1 and the highest amount won was $3.

Results and Di ion

The verbal protocols from each subject were scored first. Each subject's
stated reasons for selecting a given alternative were scored as using reasoning
based on either probability of oc-.urrence, ami' .t at stake, or both. For each
question, if the reason provided : .+ i ned state “1¢nts such as: "there is more
black," or "there is more chance o} nuthing happening,” or "the spinners are the
same," the subject was scored as using probability of occurrence as a factor in
reaching his or her decision. |f the reason provided contained statements such
as: "there are more tokens," or "I'd have to give less back," or "the tokens are
the same," the subject was scored as using the amount at stake as a factor in
reaching his or her decision. The maximum number nf statements that couid be
counted for an individual subject was 120 (60 questions x 2 factors considered).
There was no minimum number of statements because in sonie cases subjects
provided no reasons why they selected in the way they did (e.q. "l don't know
why"); in other cases ine reascas provided could not be classified. Some

examples of non-classifiable statements include: "because | like that one,” and

"because that one is better."
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e entire set of verbal protocols was scored by the main researcher, and a
subset of five verbal protocols from each of the age groups was scored by a
research assistant. The interrater reliability (r2) on the protocols that were
scored by both individuals was +0.986.

For each subject the proportion of probabilistic statements was determined
by dividing the number of times probability was given as a reason into the total
number of reasons given (see Appendix C). Probability was selected as the
dimension for comparison because the results from Study 1 and Study 2
suggested that, for university-aged subjects, probability considerations may
dominate amount considerations in the decisicn process. A one-way ANOVA
on the proportion of probabilistic reasons, across age groups, was not
significant, F(3,72) = 0.74, p>.05. The average prcportion of probabilistic
statements for the 8-year-old group was 0.54 (s = 4.23), the average for the
12-year-old group was 0.64 {~ = 0.16), and the averaii» for the 18-year-old
group was 0.54 (s = 0.09).

Next, each subject's performance was evaluated relative to predictions
based on ¢xpected value theory. Because expected value theory does not
generate predictions for decision patterns on conflict-equivale: Z¢ problems,
selections on problems of this type were evaluated re’ative to predictions based
on prospect theory.

The decision pattern for each subject, for both gain and loss questions, was
classified using a system similar to the one used in Study 3. (The results of this
classification are given in Tables 7a through 7f.) The classification was done as
an upward sift: an irdividual who had already been classified as using Rule 0
was not considered when the Rule 1 classification was done, an individual whc
had already been classified as using Rule 1 was not considered when the Rule

2 classification was done, and so on. A set of criteria similar to the ones
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Table 7a
Degision P : Probl E 0lds)

Problem Type

Amount Probability No-Conflic. Conflict Conflict Conflicta
Amount Probability Equivalence

Subject # Rule
1 5 3 5 5 1 0 1A
2 5 3 5 5 0 1 1A
3 5 5 5 1 4 4 3
4 5 4 5 5 0 0 1A
5 5 5 5 5 0 i 2A
6 3 3 5 2 3 4 0
7 5 5 5 0 5 5 2P
8 5 5 5 2 3 4 3
9 5 2 5 5 0 0 1A

10 5 5 5 5 4 3 4
11 5 5 5 4 5 4 4
12 5 5 5 4 2 2 3
13 5 5 5 4 4 4 3
14 3 5 5 1 5 5 1P
15 5 5 5 0 5 5 2P
16 3 5 5 0 5 4 1P
17 5 5 5 1 5 5 2P
18 5 5 5 5 A 5 4
19 5 5 5 3 4 4 3
20 5 5 5 5 0 0 2A
21 5 5 5 4 2 1 3
22 4 4 4 2 5 3 0
23 5 5 5 4 0 0 2A
24 5 5 5 2 4 3 3
25 5 5 5 4 5 5 4

Note. The number in each column represents the number of selections (out of &}
corresponding to predictions based on expected value theory.

a Because expected value theory does not generate predictions regarding
selections on conflict-equivalence problems, the number in this column represents
the number of selections (out of 5) corresponding to prospect theory predictions:
selecting the more probable aiternative for gains; selecting the less probable

alternative for losses.
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Table 7b
Decision Pattern Across Problem Type for Study 4 (Losses: 8-year-olds)
Problem Type
Amount Probability No-Conflict Conflict Conflict Conflicta
Amount Probability Equivalence
Subject # Rule
1 4 2 4 3 1 0 0
2 5 3 5 5 0 0 1A
3 3 5 5 1 5 5 1P
4 5 2 5 5 0 0 1A
5 5 5 S 4 1 1 3
6 5 4 3 4 2 0 0
7 5 5 5 1 4 3 3
8 4 1 3 5 0 0 0
9 0 4 0 0 5 5 1A*
10 5 5 5 0 5 5 2P
11 5 5 5 2 4 4 3
12 5 1 5 5 C 0 1A
13 5 5 5 1 4 4 3
14 4 5 5 0 5 5 1P
T 1 5 5 0 5 5 1P
' 4 5 5 0 5 5 1P
Y 5 5 5 1 5 5 2P
i8 5 5 5 4 2 4 3
19 5 5 5 3 4 4 3
20 5 1 5 5 0 0 1A
21 5 1 5 5 G 0 1A
22 5 5 5 4 5 1 4
23 5 5 5 5 0 0 2A
24 5 5 5 4 1 2 3
25 5 5 5 4 5 5 4

Note. The number iit each column represents the number of s2iections (out of 5)
corresponding to predictions based on expected value theory.

a Because expected value theory does not generate predictions regarding
selections on conflict-equivalence problems, the number in this column represents
the number of selections (out of 5) carresponding to prospect theory predictions:
selecting the more probable alternative for gains; selecting the less probable

alternative for losses.
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Table 7¢
Decision Pattern Across Problem Type for Study 4 (Gains: 12-year-olds)
Problem Type
Amount Probability No-Conflict Conflict Conflict Conflicta
Amount Probability Equivalence
Subject # Rule
1 5 5 5 1 5 5 2P
2 5 5 5 4 3 2 3
3 5 5 S 4 0 0 2A
4 5 5 5 4 4 3 3
5 5 5 5 4 5 5 4
6 5 5 5 4 5 5 4
7 % 5 5 5 5 5 4
8 s 5 5 5 4 3 4
9 5 5 5 4 4 1 3
10 > 5 5 3 4 3 3
11 5 5 5 4 4 4 3
12 5 5 5 4 4 3 3
13 5 5 5 1 5 5 2P
14 S S 5 5 4 5 4
15 5 5 5 4 5 5 4
16 5 5 5 4 5 4 4
17 5 5 5 2 4 4 3
18 5 5 5 5 5 4 4
19 5 5 5 4 5 3 4
20 5 5 5 4 4 4 3
21 5 5 5 4 4 3 3
22 5 5 5 4 5 2 4
23 5 5 5 1 5 5 2P
24 5 5 5 4 5 4 4
25 5 5 5 4 = 4 4

Note.  The number in each column repre sents the number of selections (out of 5)
corresponding to predictions based on expected value theory. (

a Bacause expected value theory do=s not generate predictions regarding
selections on conflict-equivalence probiems, the number in this column represents
the number of selections (out of 5) corresnonding to prospect theory predictions:
selecting the more probable alternative for gc ‘ns; salicting the less probable

alternative for losses.
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Table 7d

Decision Pat A s Problem Type for Study 4 (Losses: 12-vear-olds)
Problem Type

Amount Probability No-Conflict Conflict Conflict Conflict2
Amount Probability Equivalence

Subject # Rule
1 5 5 5 1 5 5 2P
2 5 5 5 4 2 3 3
3 5 5 5 5 1 0 2A
4 5 5 5 3 3 1 3
5 5 5 5 5 5 4 4
6 5 5 5 1 5 5 2P
7 5 5 5 4 5 4 4
8 5 5 5 5 4 3 4
9 5 5 5 4 2 1 3

10 5 5 5 2 4 4 3
11 5 5 5 0 5 5 2P
12 5 5 5 3 4 3 3
13 1 5 5 0 5 5 1P
14 3 5 5 0 5 5 1P
15 5 5 5 4 5 3 4
16 5 5 5 1 5 5 2P
17 5 5 5 1 3 2 3
18 5 5 5 5 5 5 4
19 5 5 5 4 5 4 4
20 5 5 5 5 5 5 4
21 1 5 5 0 5 5 1P
22 5 5 5 1 3 4 3
23 5 5 5 4 5 4 4
24 5 5 5 4 5 4 4
25 5 5 5 5 5 5 4

Note. The number in each column represents the number of selections (out of 5)
corresponding to predictions based on expected value theory.

a Because expected value theory does not generate predictions regarding
selections on conflict-equivalence problems, the number in this column represents
the number of selections (out of 5) corresponding to prospect theory predictions:
selecting the more probable alternative for gains; selecting the less probable

alternative for losses.
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Table 7e

Decision Pattern Across Problem Tvpe for Study 4 (Gains: 19-vear-olds)

Problem Type

Amount Probability No-Conflict Conflict Conflict Conflict2
Amount Probability Equivalence

Subject # Rule
1 5 5 5 5 1 0 2A
2 5 5 5 4 5 4 4
3 5 5 5 4 5 5 4
4 5 5 5 5 5 3 4
5 5 5 5 4 5 4 4
6 5 5 5 5 1 0 2A
7 5 5 5 4 5 2 4
8 5 5 5 4 5 2 4
9 5 5 5 5 5 2 4

10 5 5 5 1 5 5 2P
11 5 5 5 1 5 5 2P
12 5 5 5 4 5 5 4
13 5 5 5 4 5 3 4
14 5 5 5 4 5 2 4
15 5 5 5 5 5 4 4
16 5 5 5 5 4 3 4
17 5 5 5 5 4 2 4
18 5 5 5 5 5 4 4
19 5 5 5 5 4 1 4
20 5 5 5 4 4 2 3
21 5 5 5 5 5 4 4
22 5 5 5 1 5 5 2P
23 5 5 5 5 1 0 2A
24 5 5 5 1 5 5 2P
25 5 5 5 5 5 4 4

Note. The number in each column represents the number of selections (out of 5)
corresponding to predictions based on expected value theory.

a Because expected value theory does not generate predictions regarding
selections on conflict-equivalence problems, the number in this column represents
the number of selections (out of 5) corresponding to prospect theory predictions:
selecting the more probable alternative for gains; selecting the less probable

alternative for losses.
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Table 7f
Decision Pattern Across Problem Type for Study 4 (Losses: 19-year-0lds)
Problem Type

Amount Probability No-Conflict Conflict  Conflict Conflict?
Amount Probability Equivalerce

Subject # Rule
1 5 S S 1 5 5 2P
2 5 5 5 5 5 4 4
3 5 S 5 4 5 2 4
4 5 S 5 ) 5 4 4
5 5 5 5 S 5 2 4
6 5 5 5 S 0 0 2A
7 5 S S 5 4 3 4
8 S 5 5 4 S 5 4
9 5 S 5 4 5 3 4

10 5 5 5 0 5 4 2P
11 5 9 5 1 5 5 2P
12 5 5 5 5 S 4 4
13 5 5 5 1 5 5 2P
14 5 5 5 4 5 2 4
15 5 5 5 4 5 4 4
16 5 5 5 4 S 3 4
17 5 5 5 4 5 4 4
18 5 5 5 4 5 3 4
19 5 S 5 5 4 2 4
20 S 5 5 4 4 3 3
21 5 S S S 5 4 4
22 5 5 5 5 4 4 4
23 S 5 5 5 4 4 4
24 5 S S 2 3 2 3
25 5 5 5 1 5 5 2P

Note. The number in each column represents the number of selections (out of 5)
corresponding to predictions based on expected value theory.

a Because expected value theory does not generate predictions regarding
selections on conflict-equivalence problems, the number in this column represents
the number of selections (out of 5) corresponding to prospect theory predictions:
selecting the more probable alternative for gains; selecting the less probable

alternative for losses.
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adopted in Study 3 were used to classify each subject’s decision strategy.
The specific criteria used were the following:

1. First, the decision pattern on dominated problems was considered. If an
individual (a) made more than 1, but less than 4, selections opposite to
predictions based on expected value theory (SOPs) on the no-contlict
problems, or (b) made SOPs on both amount and probabilily problems, then he
or she was considered to have used a decision strategy other than one based
on probability or amount, or to have inconsistently used a probability strategy or
an amount strategy in evaluating the problems. Because the selections these
subjects made were inconsistent with those that would be expected if either a
probability or an amount strategy were being used, these selection patterns
were not classified. Instead, these subjects were designated as using Rule 0.

2. The remaining subjects made SOPs on only one of the dominated
problem sets, with one exception: loss questions for 8-year-old subject #9. The
pattern of selections on loss problems for this subject was consistent with a
decision strategy of always selecting the alternative with the larger amount at
stake, even though loss problems were being evaluated. Specifically, for the
probability problem set this individual selected the alternative with the lower
probability of occurrence on four of the five problems, but rejected the less
probable alternative on the remaining problem; for the remaining 25 problems
this individual selected the alternative with the larger amount at stake. Because
this decision pattern is consistent with the use of an amount strategy that is
executed opposite to predictions, this subject was classified as using Rule 1A*
for loss questions.

3. The remaining subjects made SOPs on only one of the dominated
problem sets. If an individual (a) made at least one SOP, but less than five

SOPs on the probability set of the dominated problems, and (b) selected the
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alternative with the higher probability of winning (or the lower probability of
Iosing) for at least 13 of the 15 non-dominated problems, he or she was
classified as using Rule 1P.

If an individual (a) made at least one SOP, but less than five SOPs on the
amount set of the dominated problems, and (b) selected the alternative with the
larger amount to be won (or the smaller amount to be lost) for at least 13 of the
15 non-dominated problems, he or she was classified as using Rule 1A.

4. The remaining subjects made no SOPs on any of the dominated
problems; therefore only the decision pattern on the non-dominated problems
was considered. If an individual selected the alternative with the higher
probability of winning (or the lower probability of losing) for at least 13 of the 15
non-dominated problems, he or she was classified as using Rule 2P. If an
individual selected the alternative with the larger amount to be won (or the
smaller amount to be lost) for at least 13 of the 15 non-dominated problems, he
or she was classified as using Rule 2A.

5. The remaining subjects: (a) selected the alternative with the higher
probability of winning (or the lower probability of losing) for less than 13, but
more than 2, of the non-dominated problems, and (b) selected the aiternative
with the larger amount to be won (or the smaller amount to be lost) for less than
13, but more than 2 of these problems. This type of a decision pattern on
non-dominated problems is inconsistent with the patterns that would be
expected if only a single problem dimension were being considered. Therefore
the remaining subjects were all classified as using a two-dimensional decision
strategy. If an individual made SOPs on both conflict-amount and
conflict-probability problems, he or she was classified as using Rule 3. if an
individual selected the alternative with the higher expected value for at least 9

of the 10 conflict-amount and conflict-probability problems, he or she was
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classified as using Rule 4.
As in the previous study, the concern was with overclassification,

categorizing a subject as using a rule higher than the one actually being used.
In this study, all the subjects who were classified as using Rule 1, as opposed to
Rule 0, made no SOPs on two of three dominated problems sets: there were no
SOPs on the no-conflict and probability problem sets for those classified as
using Rule 1P, and there were no SOPs on the no-conflict and amount problem
sets for those classified as using Rule 1A. The binomial probability of having
this type of decision pattern on dominated problems, if selections are actually
evenly distributed between the two alternatives is .001; therefore the probability
of incorrectly ciassifying an individual who was indifferent between the
alternatives for dominated problems as using Rule 1 was 1/10 of 1%.

Next, all the subjects who were classified as using Rule 2, as opposed to
Rule 1 made no SOPs on any of the dominated problems. Compared with the
subjects classified as using Rule 1 these subjects made 5 out of 5 selections
consistent with predictions on one additional problem set: the amount problem
set for those classified as using Rule 2P, and the probability problem set for
those classified as using Rule 2A. In both cases these are problems which
individuals who rely on Rules 1P and 1A, respectively, should evaluate as
offering equivalent selections, and therefore Rule 1 users should have no
preference for either of the offered alternatives on these problem sets. The
binomial probability of making no SOPs, if selections are evenly distributed
across the two alternatives is .0312. Therefore, there is just over a 3% chance
of misclassifying an individual who is using Rule 1 as using Rule 2.

All the subjects who were classified as using Rule 3, as opposed to Rule 2,
made 3 or more selections on non-dominated problems that were inconsistent

with the decision pattern expected if only a single problem dimension were



being considered. The binomial probability of a decision pattern of this type
occurring if an individual is relying on a one-dimensional strategy, and is able to
execute the strategy correctly 95% of the time, is .0362. Therefore, the
probability of misclassifying an individual who is using Rule 2 (a
one-dimensional strategy) as using Rule 3 (a two-dimensional strategy) is just
over 3%.

Finally, the difference between individuals who use Rule 3 and Rule 4 is
conceptualized as a quantitative one. Individuals using both these rules are
executing a two-dimensional decision strategy, but they differ in their ability to
combine the dimensions in a consistent manner. If the individual using Rule 3
is 50% accurate in his or her estimates, responses should be equally distributed
across the two alternatives on non-dominated problems. In other words, he or
she would be expected to make SOPs 50% of the time. All the subjects who
were classified as using Rule 4, as opposed to Rule 3, selected the alternative
which had the higher expected value on at least g of the 10 conflict-amount and
conflict-probability problems. The binomial probability of a decision pattern of
this type occurring when SOPs are expected at the rate of 50% is .011.
Therefore, in this study the probability of misclassifying a subject as using Rule
4 (successfully executing a two-dimensional strategy), when he or she makes
accurate on only half the problems, is just over 1%.

However, the probability of overclassification increases as the accuracy of
the estimates made by individuals using Rule 3 increases. The binomial
probability of selecting the alternative with the higher expected value on at least
g of the 10 conflict-amount and conflict-probability problems, when the accuracy
of the estimates is 60% is just under 5% (.049), and when the accuracy of the
estimates is 75% the probability of this decision pattern occurring is nearly 25%

(.244). Therefore, it may be that some individuals were classified as using Rule
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4, when they were not using the multiplicative strategy suggested by the model
to make their decisions.

In addition to making predictions about the type of decision pattern which
will be generated by each of the proposed rules, the rule-based model makes
specific assumptions regarding the cognitive processes which underlie
non-reoccurring, concurrent decision behavior. Specifically the model
suggests: (a) individuals using Rule 1 will focus exclusively on one problem
dimension, and will consider the offered alternatives to be equivalent if they do
not differ on that dimension; (b) individuals using Rule 2 will focus on one
problem dimension, but will consider the second dimension when the offered
alternatives are equal on the dominant dimension; (c) individuals using Rules 3
and 4 will consider both dimensions in arriving at a decisior.. If these are valid
assumptions regarding the underlying cognitive processes, the reasons
subjects provided for their selections should provide converging evidence for
the rule classification system. Specifically, if individuals consider only a single
problem dimension in reaching a decision, the verbal justifications they proviae
to explain their selections should reflect this dimensional focus. If individuals
consider both dimensions of the problem in reaching a decision, the verbal
justifications they provide to explain their selections should include both
problem dimensions. Therefore, the scores from the verbal protocols were
recalculated. For those subjects who had been classified as using either Rule
1A or Rule 2A the proportion of amount statements were calculated, instead of
the proportion of probability statements. For those subjects who had been
classified as using either Rule 1P or Rule 2P the proportion of probability
statements were calculated. These statements will be referred to as
focus-consistent reasons to indicate they are consistent with the dimensional

tocus determined through an analysis of the decision patterns. For subjects
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who had been classified as using Rule 3 and Rule 4 aither dimension could

have been selected because both dimensions should be given equal
consideration. Probability was used, rather than amount, to ensure subsequent
comparisons were as conservative as possible (of the subjects classified as
using Rule 3 or Rule 4 only 4 out of 49 provided more amount reasons than
probability reasons on gain problems, and only 8 out ot 45 provided more
amount reasons than probability reasons on loss problems).

The predicted pattern of the reasons provided for a subject's selections is
as follows: (a) individuals who are using Rule 1 should provide a significantly
higher proportion of focus-consistent reasons than those using Rule 2, because
Rule 1 individuals presumably do not consider the second problem dimension
in making a decision; (b) individuals who are using Rule 2 should provide a
significantly higher proportion of focus-consistent reasons than those using
Rule 3, because Rule 2 individuals only consider the second problem
dimension when the focused dimension does not provide a definitive solution to
the problem; (c) individuals who are using Rule 3 should not differ significantly
from those using Rule 4 in the proportion of probability and amount reasons
they provide, because these groups consider both dimensions on each
problem, and only differ in their ability to execute a two-dimensional strategy
successfully; and, (d) for those individuals who use either Rule 3 or Rule 4 the
proportion of probability reasons provided should not differ significantly from the
proportion of amount reasons, because both dimensions should be considered
equally often in making a decision.

Because each of the groups contained a different number of subjects, these
predictions were tested in a series of Mann-Whitney U tests. The proportion of
focus-consistent reasons was significantly higher in those individuals classified

as using Rule 1 than in those classified as using Rule 2 for both gains (.846
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versus .709), U(9,17)=35,p < .05 and losses (.845 versus .744), U(11, 14) =
43, p < .05. The proportion of focus-consistent reasons given by subjects
classified as using Rule 2 was also significantly higher than the the proportion
of probability reasons given by subjects classified as using Rule 3 for both gains
(.709 versus .601), U(17, 17) = 89.5, p < .05 and losses (.744 versus .568),
Y(14,17) = 39.5, p < .05. The proportion of probability reasons did not differ
significantly between those subjects classified as using Rule 3 and those
classified as using Rule 4 for either gains (.601 versus .589), U(17, 32) = 253.5,
p > .05 or losses (.568 versus .569), (17, 28) = 224.5, p > .05. Theretore, the
first three predictions were supported. However, the average proportion of
probability reasons provided by those individuals who were classified as using
Rule 3 or Rule 4 was significantly higher than 50% for both gains (59.3%, s =
1.3%), 1(48) = 7.25, p < .05 and losses (56.8% s = 1.4%), 1(44) = 4.85, p < .05.
This result indicates that the probability of occurrence may be given more
consideration than the amount at stake when a two-dimensional strategy is
used to decide between the available alternatives.

The analysis of the reasons individuals gave to explain their decisions
suggests that the subjects classified as using Rules 1 and 2, on the basis of
their overall decision pattern, had a qualitatively different understanding of the
problem situation from that of the subjects classified as using Rules 3and 4. In
contrast, it appears that the subjects classified as using Rules 3 and 4, on the
basis of their overall decision pattern, shared the same qualitative
understanding of the relevant problem dimensions, but differed quantitatively in
their ability to successfully execute a two-dimensional strategy. These
differences in understanding, and in the ability to execute the different
strategies, were evident in the verbal protocols subjects provided.

The verbal protocols from the subjects who were classified as using Rule 1



suggested that these individuals were only encoding part of the information that
was available to them in each of the problems. For example, one 8-year-old
(whose choices were consistent with the use of Rule 1P) gave the following
response when given a choice between receiving two tokens for certain or
receiving three tokens for certain: "This one [indicating the alternative with two
tokens] because they both look the same.” Later, when this same subject was
given a choice between receiving two tokens for certain or receiving one token
for certain she gave a similar response: "This one [indicating the alternative
with two tokens] because they're both the same.” Similar responses were also
given by 12-year-old subjects whose overall decision pattern for loss questions
corresponded to the use of Rule 1P. One 12-year-old, when asked to choose
between a 75% chance of losing one token and a 75% chance of losing two
tokens responded: "I'd pick this one [indicating the alternative with two tokens],
it doesn't matter." When the same question was presented to another
12-year-old a similar response was provided: "This one [indicating the
alternative with two tokens], just a guess ‘cause they're both the same.” These
responses suggest that subjects who were classified as using the simplest rule
in making their decisions failed to encode the second dimension relevant to the
problem solution.

A number of other studies have found young children solve a variety of
tasks using only unidimensional rules. In predicting balance scale problems
most 5-year-olds consistently select the side with the most weight (Siegler,
1976); in conservation of quantity the same children select the taller container
as holding more fluid, and they select the longer piece of clay as having more
clay (Siegler, 1983). Siegler and Richards (1979) found similar unidimensional
rule use for concepts such as time, speed and distance, and Strauss and Stavy

(1982) uncovered similar reasoning for time, sweetness and temperature.
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The verbal protocols from subjects who were classified as using Rule 2
indicated serial, one-dimensional processing of the problem parameters. For
example, one 8-year-old (whose responses were consistent with using Rule 2A)
provided the following reasons for selecting a 50% chance to receive three
tokens over a 25% chance to receive three tokens: "Well, | can't pick by tokens
'cause there's equal numbers, so | have to pick by color. I'll pick this one
[indicating the aiternative with a 50% of winning] because it has more black on
it." This type of reasoning is consistent with the assumption that individuals
using Rule 2 will make selections on the basis of a single dimension, unless
that dimension provides no definitive solution: when this occurs selections will
be made on the basis of the second dimension.

in contrast to the one-dimensional reasoning evident in the responses from
subjects classified as using Rule 1 or Rule 2, two-dimensional reasoning on
non-dominated problems was often evident in the verbal responses given by
subjects who had decision patterns consistent with the use of Rules 3 and 4.
For example, the following responses were given by a 19-year-old and a
12-year-old subject for a problem which required a choice between a 75%
chance of receiving two tokens and a 100% chance of receiving one token. The
19-year-old chose the alternative with the better pay-off even though it was less
likely to occur giving the following reasons: "I'd play the one on the...the one on
the right. Well, because | know your chances of winning here are, you're going
to win for sure, but with this one you can win two tokens, two tokens instead of
one, and your chances are...pretty good, at least 75%, and I'l gamble on it.” In
contrast, the 12-year-old selected the sure thing giving the following reasons: "l
would pick this one because...umm...not only you can't lose, but you can win,
and this one [the one with two tokens] | wouldn't pick

because...umm...sometimes it might go on the white one, and nothing would
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happen, but still this one you can win more."

Next, the use of different rufes across the three age groups was tabulated
for gains (Figure 12a) and for losses (Figure 12b). Several comparisons were
made between and within the different age groups to determine the prevalence
of different strategies, and the effectiveness of those strategies. Initially two
comparisons were made between the groups for each of the data sets using the
Kolmogorov-Smirnov two-sample test (Siegel, 1956). Because twe
comparisons were carried out within a single data set, Bonferroni's inequality
was used to adjust the aipha level for the individual tests; the adjusted alpha
level was set to .05/2 = .025 (Hays, 1981, p. 435). The adjusted level provides
.05 protection for tests involving gains, and an equal level for tests involving
losses.

Rule usage for the 8-year-old subjects was compared to that of the
12-year-old subjects for both gains and losses. It was found that 8-year-olds
consistently made use of lower level rules than the 12-year-olds for both gains
(D =10, p < .025) and losses (R = 10, p < .025). However, when rule usage for
the 12-year-old subjects was compared to that of the 19-year-old subjects for
gains and losses, the differences between these two groups was not significant
for either gains (R =5,p > .025}, or for losses (R =8,p > .025).

The Fisher exact probability test (Siegel, 1956) was used to isolate the
nature of the differences between the 8-year-olds and the 12-year-olds. The
Fisher exact probability test can be used to determine the exact probability of
observing a particular set of frequencies "when the scores from two
independent random samples all fall into one or the other of two mutually
exclusive classes” (Siegel, 1956, p. 96). The proportion of 8-year-olds who
made use of two-dimensional strategies (Rules 3 or 4) versus those who made

use of lower level strategies (Rules 0, 1, or 2) was compared to proportion of
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12-year-olds who made use of these different strategies. The proportions
differed significantly between the two groups for both gains (p = .004) and
losses (p = .023). In both cases the younger subjects made significantly less
use of two-dimensional rules than the older subjects did. However, within those
subjects who were classified as using a two dimensional strategy, the
proportion who used Rule 3 versus Rule 4 did not differ significantly between
these two groups for either gains (p = .229) or for losses (R = .138).

Although the Kolmogorov-Smirnov test had indicated that the 12-year-olds
and the 19-year-olds did not consistently differ in their rule usage, because all
the 19-year-old subjects fell into one of three categories, there was some
concern that the test mignt not have been sensitive enough to pick up important
differences in strategy usage by these two groups. "In the use of the
Kolmogorov-Smirnov test...it is well to use as many intervals as are feasible.
When too few intervals are used, information may be wasted" (Siegel, 1956, p.
128).

To determine if there were systematic differences between the two older
groups which the Kolmogorov-Smirnov test had missed, two proporticnal
comparisons were made using the Fisher exact probability test. The initial
comparison was consistent with the results of the Koimogorov-Smirnov test.
The proportion of subjects who made use of a one-dimensional strategy (Rules
1 or 2) versus a two-dimensional strategy (Rules 3 or 4) did not differ
significantly between these iwo groups for gains (p = .248), or for losses (=
.377). However, within those subjects classified as using a two-dimensional
strategy, the proportion of subjects using Rule 3 was significantly higher in the
12-year-old group than in the 19-year-old group for both gains (p = .009) and for
losses (p = .018). This indicates that, although the 12-year-olds frequently use

of a two-dimensional strategy in non-reoccurring concurrent choice settings,



Rule Rule Rule Rule Rule
0 1 2 3 4
8-year-olds 2 6 6 7 4
12-year-olds 0 0 4 .9 12
19-year-olds 0 0 7 1 17

Figure 12a. Tabulation of rule use by age group in Study 4 (gains).
Each cell contains the frequency count of individuals in

each age group who were classified as using a particular

rule.
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Rule Rule Rule Rule Rule
0 1 2 3 4
8-year-olds 3 10 3 7 2
12-year-olds 0 3 5 8 9
19-year-olds 0 0 6 2 17

Figure 12b. Tabulation of rule use by age group in Study 4 (losses).
Each cell contains the frequency count of individuals in

each age group who were classified as using a particular

rule.
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they may be less efficient than the 19-year-olds in executing this type of

strategy.

Finally, rule usage for gain and loss problems was tabulated (Figure 13).
When different rules were used in each domain, the rule used for loss problems
tended to be a lower rule than the one used on gain problems (sign test 19/27,
p = .03). This result suggests that the understanding of gain and loss problems
may show horizontal décalage. Horizontal décalage is the term Piaget used to
describe non-synchronous cognitive development with respect to tasks having
equivalent problem structures. This horizontal décaiage may occur in two
different ways: (a) individuals may attempt the same basic type of strategy
(one-dimensional or two-dimensional), for both types of problems, but they may
be less effective in executing the strategy on loss problems, or (b) individuals
may use different basic types of strategies when evaluating gain and loss
questions (i.e., a two-dimensional strategy for gains and a one-dimensional
strategy for losses).

To understand why different strategies might be used in evaluating gain
and loss problems, it is necessary t0 look at the differences in
information-processing demands for each of these problem types. First,
consider individuals who are successful at executing a two-dimensional
strategy (Rule 4) for questions involving gains. For these individuals to select
" the better alternative on loss problems they must have: (a) the ability to
compare two negative quantities, and (b) the understanding that the alternative
which offers the smaller loss is better. These additional skills may develop later
than the ability to combine the twc problem dimensions in a reliable and
consistent manner. As a result, even though these individuals are able to
combine the two problem dimensions effectively, the selection pattern on loss

problems may correspond to the pattern predicted based on a Rule 3



Rule
for
Loss
Problems

Figure 13. Tabulati

Each ce

Rule for Gain Problems

Rule Rule Rule Rule Rule

0 1 2 3 4

Rule 1 1 0 1 0
0

R‘;'e 0 5 3 4 1

Rule 0 0 8 1 5
2

Rule | ¢ 0 4 10 3
3

R:'e 1 0 2 1 24
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on of rule use for gain and loss questions (Study 4).
I contains the frequency count of individuals who
were classified as using that particular rule.
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understanding of decision problems.

A similar effect may also occur for individuals who are able to successfully
execute a serial, one-dimensional strategy for quéstions involving gains (Rule
2). When loss questions are evaluated, the observed selection pattern may
correspond to the pattern predicted based on a Rule 1 understanding of
decision problems.

Alternatively, individuals who consider both problem dimensions for gain
problems, and who are able combine these dimensions in some way (Rule 3 or
Rule 4), may lack the ability to carry out similar types of evaluations when
negative quantities are involved. As a result, some individuals may rely on
fall-back strategies (cf. Siegler, 1983) for loss questions. Rather than attempting
to combine the problem dimensions, these individuals may process the
dimensions serially. As a result, their selection patterns for questions involving
gains and losses will be consistent with the use of qualitatively different
strategies.

nclusion

This study provided further evidence that the proposed rule-based model
may provide an accurate description of decision making in non-reoccurring,
concurrent choice situations. The decision patterns of 70 of the 75 subjects
were consistent with patterns predicted on the basis of the rule-based model, for
both gain and loss problems. Forone subject (8-year-old subject #9) the
decision pattern for loss problems was not predicted on the basis of the model.
However, a further analysis of this subject's pattern of selections indicated that
an amount strategy was being used on loss problems, but that the larger loss,
rather than the smaller loss, was being selected. The data from this subject
show the importance of including dominated problems in the problem set. For

the non-dominated problems the decision pattern for this subject was identical
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to the decision pattern for individuals who used either Rule 1P or 2P; only when
the decision pattern for dominated problems was analyzed was it apparent that
an amount strategy was being used, and executed opposite to predictions.

Four other 8-year-olds made SOPs on no-conflict problems, but their decision
patterns on the remaining problems were inconsistent with patterns which
would be anticipated if either relevant problem dimension was consistently
being used to make selections.

The verbal protocols collected in this study provided converging evidence
for the classification scheme; however the reasons provided by those subjects
classified as using either Rule 3 or Rule 4 contained a significantly higher
proportion of probability-based statements than amount-based statements. This
finding is consistent with findings from earlier studies which used only
conflict-equivalence problems (see for example, Kahneman & Tversky, 1979,
1984: Tversky & Kahneman, 1981 ). In these studies the majority of the subjects
solved both gain and loss problems on the basis of probability of occurrence.

This study also provided an indication of the way in which decision-making
skills develop. The strategies used by the youngest children differed
qualitatively from the strategies used by those children in the middle age group,
a significantly higher proportion of the 8-year-olds relied on a one-dimensional
strateqy. However, the two younger age groups did not differ quantitatively in
their ability to execute a two-dimensional strategy when this type of strategy was
used.

The strategies used by the children in the midd!e age group did not differ
qualitatively from the strategies evident in the subjects in the oldest age group,
both groups relied predominantly on a two-dimensional strategy for both gain
and loss problems. However, the ability to execute a two-dimensional strategy

successfully did differ between these two groups, with the 12-year-olds being
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significantly less successful than the 19-year-olds.
Finally, this study showed that the strategies used to evaluate gain
problems may differ from the strategies used to evaluate loss problems; this
occurred in just over 1/3 of those tested. When different strategies are used in
the two domains, strategies used on loss problems tend to show less

sophistication than those used on gain problems, in the majority of cases.



Chapter Six: General Discussion

One of the most striking findings which emerged from these four studies
was the lack of empirical support for decision-making models which suggest
individuals subjectively discount the probability of occurrence and/or the
amount at stake before combining the problem dimensions. The most recently
developed economic model of decision making in non-reoccurring, concurrent
choice situations is prospect theory (Kahneman & Tversky, 1979). One of the
basic assumptions of prospect theory is that decision makers subjectively
discount both probabilities and amounts when they evaluate decision
problems (see Appendix A). This assumption means that the alternative with
the lower expected value on conflict-probability problems should be particularly
unattractive, and as a result individuals should not make selections opposite to
predictions based on expected value theory (SOPs) on these types of problem;
the only SOPs which should be expected will occur on conflict-amount
problems.

However, in the series of studies reported here the following results were
obtained: (a) in Study 1 nearly two thirds of the subjects (62.6%) made SOPs
on conflict-probability gain problems, and over one quarter (28.6%) made SOPs
on conflict-probability loss problems; (b) in Study 2 the majority of subjects
(58.6%) made SOPs on conflict-probability gain problems, and and nearly all
(93.1%) made SOPs on conflict-probability loss problems; (c) in Study 3 almost
one third of the subjects (30.0%) made SOPs on conflict-probability gain
problems, and nearly two thirds (65.0%) made SOPs on conflict-probability loss
problems. These results indicate that decisions that are inconsistent with the
basic assumptions of prospect theory are common in non-reoccurring,
concurrent choice situations. Also, in Study 3 only one subject made chcices

on conflict-equivalence problems that were consistent with predictions derived
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from prospect theory. This is a further indication that the relevant problem
dimensions are not being discounted in the manner suggested by prospect
theory.

In addition to the evidence that the decision-making process differs from the
process suggested by prospect theory, these studies also provided evidence
that the decision-making process may differ within subjects, for gain and loss
problems. In Study 1, nearly two thirds of the subjects (64.5%) had different
patterns of selections for gain and loss questions; in Study 2 just less than haif
the subjects (44.8%) had different selections patterns for gains and losses; and,
in Study 3 over one third of the subjects (40%) had different selections patterns
on these two types of questions.

Therefore, the results from these three studies suggest two things: (a)
strategies other than those suggested by economically-based theories may
guide decision behavior in non-reoccurring concurrent choice problems, and
(b) individual decision strategies may differ on gain and loss problems. Based
on these results, an alternative model of decision making in non-reoccurring,
concurrent choice situations was developed. This mode! assumes that decision
strategies of differing complexity may exist, and the simplest of these strategies
may be one-dimensional rather than two-dimensional. In the mode! these
differing decision strategies are cast as a series of decision rules. These rules
differ in complexity and, in addition to describing different possible decision
strategies in adult decision makers, it was hypothesized that the proposed rules
might correspond to an increase in the conceptual understanding of
non-reocccurring, concurrent choice problems across individuals of different
ages.

The rule-based model was evaluated in a cross-sectional study across

three age groups, and evidence was found for a developmental sequence in
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the emergence of decision-making skills. Specifically, it was found that the
choices made by the subjects in the youngest age group differed primarily in a
qualitative way from the choices made by the subjects in the two older age
groups. For gain problems less than half the 8-year-olds (44%) made
selections consistent with the use of a two-dimensional strategy, and for loss
problems just over one third of the 8-year-olds (36%) appeared to consider both
problem dimensions in making their selections. In contrast, over three quarters
of the 12-year-olds (84%) mace selections consistent with the use of a
two-dimensional strategy for gains, and over iwo thirds (68%) did so for losses.
The proportion of 12-year-olds using a two-dimensional strategy is comparable
to the proportion of 19-year-olds who made selections consistent with the use of
a two-dimensional strategy (72% for gains and 76% for |osses). However, the
12-year-olds appeared to differ from the 19-year-olds in their ability to execute
the two-dimensional strategy successfully. Of the 12-year-olds who used a
two-dimensional strategy, just over half were able to combine the dimensions
correctly on gain problems (57% ), and a similar proportion were able to do so
for loss problems (53%). In contrast, nearly all the 19-year-olds who used a
two-dimensional strategy on gain problems executed the strategy successfully
(94%), and over three quarters of those who used a two-dimensional strategy
on loss probiems executed it successfully (89%).

The age-related differences appear to be related to differences in both the
strategic understanding the problem situation, and in the ability to execute the
chosen strategy successfully. The youngest subjects appeared to have a
qualitatively different understanding of the problem situation than the two older
groups. In contrast, the two older groups appeared to share the same
qualitative understanding of the problem situation; the difference between the

two older groups appeared to arise from differences in the ability to execute a



two-dimensional strategy successfully.

Therefore, the proposed rule-based model of decision making serves two
important functions. First, it describes the decision-making process more
completely than current economic models, and takes into account strategies
which are less complex than those proposed by economic theories of decision
making. Second, it provides a basis for understanding the acquisition of
decision-making skills.

At the simplest level, decisions may be made by considering only a single
problem dimension, and comparing the available alternatives on this
dimension. For example, the subjects who were classiiied as using Rule 1 on
the basis of their error patterns often provided reasons for their choices that
indicated the second dimension of the problem might not have been encoded.
"If children do not notice variables, it is difficult to see how they could have an
intent to use a strategy that incorporates those variables” (Dean & Mollaison,
1986, p. 47). However, itis also possible that these younger children encoded
both dimensions, but only utilized part of the information they had available in
making a choice. Even if "children notice variables, [it] does not necessarily
mean that they understand their relevance for solution” (Dean & Mollaison,
1986, p. 47).

Case (1984) suggests that differences in the ability to utilize more of the
available information across age groups results from an increase in operational
efficiency. Specifically, less of the available processing space is needed for
basic operations such as encoding, and as a result more processing space is
available for complex operations. For the two-dimensional problems used in
this study this type of explanation would suggest that, even if both dimensions of
the problem are encoded, the youngest children will lack the cognitive capacity

to combine the dimensions in an efficient way. This type of explanation also



suggests that more efficient strategies couldn't be taught to the youngest
children because they don't have the resources available to execute complex
strategies.

In contrast, Siegler (1983) suggests the use of unidimensional rules does
not result from capacity limitations; instead these rules represent a global
problem-solving strategy:

Five-year-olds may utilize a fall-back rule of the following form: If you lack

direct information about how to solve a problem on which you are to make a

quantitative comparison, it is best to compare the values of the single,

seemingly most important dimension and to choose the object with the
greater value on that dimension as having more of whatever dimension is
being asked about.

Conceptualizing young children's unidimensional approaches as
reflecting fall-back rules, as opposed to capacity limitations, suggests
reasons why such approaches are observed in some but not all situations.
(p. 270)

An explanation of this type suggests that more efficient strategies could be
taught to the youngest children. At this point it is not clear whether the
one-dimensional strategies result from capacity limitations, or whether they
result from a lack of familiarity in dealing with the problem dimensions.

Once the importance of the second problem dimension is understood, this
second dimension is incorporated into the basic decision strategy. First, the two
dimensions are processed serially (Rule 2), and then they are considered in
paraliel, and tradeoffs are made between the problem dimensions to estimate
which alternative offers the greater expected gain, or the smaller expected loss
(Rule 3). If decision-making skills develop in this way, the accuracy of the

estimates made by individuals using Rule 3 should be related to the differences
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alternatives in the probability of occurrence, and a small difference in the
amount at stake, probability should control the decision process. Conversely,
when there is a large difference between the alternatives in the amount at stake,
and a small difference in the probability of occurrence, the amount at stake
should control the decision process. When there is a large difference between
the alternatives on both dimensions, or when there is a small difference on both
dimensions, the accuracy of the estimates will be reduced, and it may be that
selections will reverse on repeated presentations of the same problem.

Finally, as individuals gain experience with decision-making situations, and
in making tradeoffs between the problem dimensions, the accuracy of the
estimates should increase to the point that the final decision rule approximates
the decision strategy proposed by expected value theory. Non-optimal
decisions which arise at this point may occur because both problem dimensions
are not considered equally important in making an optimal decisions. When
subjects at this level gave reasons for their selections, the probability of
occurrence was mentioned significantly more often than the amount at stake.
This type of explanation also accounts for the results from earlier studies which
used conflict-equivalence problems to evaluate decision-making in
non-reoccurring, concurrent choice situations. Previous studies (e.g.,
Kahneman & Tversky, 1979, 1984; Tversky & Kahneman, 1981) have found that
individuals tend to select the more probable alternative on conflict-equivalence
gain problems, and the less probable alternative on conflict-equivalence loss
problems.

In addition, within individuals there is evidence of a phenomenen
analogous to horizontal décalage, in the ability to solve gain and loss problems.

In all the studies a significant proportion of the subjects had different decision



patterns on gain and loss problems. When decision patterns were categorized
on the basis of the underlying decision rule, the majority of individuals who
used different levels of rules in the two domains, used a lower level rule to solve
loss problems.

Scardamalia (1977) showed that when the information-processing
demands of a task were increased, but the logical structure was not altered,
subjects would fail at tasks they had previously been able to solve successfully.
She concluded that the failure was due to problems in execution of a strategy,
not in understanding the problem because the competence required to
successfully complete the task didn't change as the information-processing
demands were increased: "[H]orizontal décalagas will result when subjects
have an appropriate strategy available but the task to be solved exceeds their
available capacity by at least one unit.”

This offers one possible explanation for within-subject differences in rule
use. The problems involving the evaluation of losses may have higher
information-processing demands than the problems which invoive gains. Not
only must the problems dimensions be processed, but it is also necessary to
compare negative quantities when the final selections are made. Comparing
negative, rather than positive quantities, may increase the information
processing demands of the decision task, and as a result individuals: (a) may
be less successful at executing the same strategy on loss problems, or (b) may
fall back on less complex, and hence less demanding decision strategies.

Although a developmental progression through the various rules was
evident across the age groups tested in the fourth study, some issues remain
unresolved. At this point it is not clear whether an amount-based versus a
probability-based focus in decision problems is an individual difference

variable, or whether amount-based decisions precede, and are replaced by
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probability-based decisions. In order to assess this aspect of the development
of decision-making skills a longitudinal study is requirec¢ In addition,
longitudinal testing is required to: (a) determine if decision strategies develop
in the manner outlined, and (b) to delireate how decision-making strategies for
gain and loss problems develop, within individuals. However, despite these
unanswered questions, the evidence provided by this series of studies suggests
that the process underlying decision making in non-reoccurring, concurrent
choice situations may be more accurately described by a rule-based model,

than by current economic models of decision making.
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Appendix A: Development of Expectancy-based Theories of Decision Making
Empirical research in this area has typically focused on testing formal

theories of the processes believed to underlie decision making. The goal of the
formal theories has been to specify, in advance, what the optimal decision
would be in a given situation, or what would constitute a rational choice. Each
of the theories is predicated on the belief that individuals make rational, optimal
decisions, within the confines of certain cogpnitive constraints. The theories
differ in the nature of the cognitive constraints they postulate. However, each of
the theories defines rationality in a similar way, and observed decisions can be
compared to predictions generated on the basis of each of the theoretical
formulations. This allows researchers to determine whether or not the observed
decisions were optimal, or rational, within the confines of each theory. The
theories have evolved over time, with simpler theories forming the basis for

more complex theories as stable, systematic violations of basic axioms were

shown to exist.
Expected Value Theory

One of the earliest formulations of decision making is expected value
theory, which was developed from basic probability theory. The expected value
of an alternative with probabilistic consequences is determined by summing
across all the values of the possible outcomes, each weighted by its own
probability of occurrence:

EV = S(pi)(Vi)

It was assumed that when an individual faced a choice between two
probabilistic alternatives, he or she would decide in a manner which maximized
the expected value. To illustrate, suppose an individual with current assets of
$100.00 is faced with the following situation: A fair coin is to be tossed, if the

coin turns up "heads" the individual will receive $25.00, and if the coin turns up
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"ails" the individual will receive nothing. However, if the individual prefers, he
or she can accept a $10.00 payment and the coin toss will not take place. In
this example the expected value of the individual's final assets if he or she
chooses the risky alternative is .5($125.00) + .5($100.00) = $112.50, and the
expected value of the final assets if the certain alternative is chosen is
1.0($110.00) = $110.00. Therefore, an individual deciding on the basis of
expected value theory will accept the risky alternative, because this is the
alternative which will maximize his or her expected assets.

However, suppose the same individual is now faced with the following
situation: A fair coin is to be tossed, if the coin turns up "heads" the individual
will pay out $25.00, and if the coin turns up "tails" the individual will pay out
nothing. However, if the individual prefers, he or she can pay out $10.00 and
the coin toss will not take place. In this example the expected value of the risky
alternative is .5($75.00) + .5($100.00) = $87.50, and the expected value of the
certain alternative is 1.0($90.00) = $90.00. Therefore, an individual deciding on
the basis of expected value theory will reject the risky alternative, and instead
decide to pay out the certain amount; the certain alternative will minimize his or
her expected loss, therefore maximizing expected value.

In the event that the risky alternative and the certain alternative have the
same expected value, the individual will be indifferent between the alternatives;
in all other instances he or she will choose in a manner which maximizes gains,
or minimizes losses. The predicted behavior, when an individual must decide
between a certain alternative and a risky alternative, based on expected value
theory, is presented graphically in Figure A-1.

The expected value of the certain alternative is shown on the vertical axis
and the expected value of the risky alternative is shown on the horizontal axis.

in all cases, when the expected value of the risky alternative is less than the
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Figure A-1. Predicted decision behavior based on expected value theory.
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expected value of the certain alternative (the area above the diagonal
indifference line) the rational decision is to select the certain alternative; when
the expected value of the risky alternative is greater than the expected value of
the certain alternative (the area below the diagonal indifference line) the
rational decision is to select the risky alternative.

However, Bernoulli (1738) showed expected value theory could not explain
a phenomenon known as the St. Petersburg paradox. The St. Petersburg
paradox occurs when an individual is asked to bet on a fair coin, which has a
50% probability of coming up "heads" on each independent toss. The coin is
tossed repeatedly, and the individual receives 2N dollars if the first head occurs
on trial n. In this situation the expected value of the risky alternative sums to an
infinite number. Therefore, according to expected value theory, an individual
should be willing to pay any amount to play; Bernoulli found few people were
willing to pay even the equivalent of $100 to play.
Expected Utility Theory

This led Bernoulli (1738) to speculate that the determination of worth is not
based on objective values (V), but instead on subjective values (U), which he
termed "utilities." He suggested that rather than maximizing expected value,
individuals were maximizing expected utility. The expected utility of an
alternative with probabilistic consequences is determined by summing across
all the utilities of the possible outcomes, each weighted by its own probability of
occurrence:

EU = Z(pi)(U))

Specifically, Bernoulli (1738) suggested the utility resuiting from an
incremental change in wealth would be inversely proportional to the quantity of
goods previously possessed. This inverse relationship is now referred to as

"the law of diminishing marginal utility.” According to economic theory, the more
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of any commodity an individual possesses, be it money or a consumer good,
the less satisfaction is derived from each additional unit. Even though the
individual's total satisfaction may continue to increase, the incremental increase
in satisfaction becomes progressively smaller (Crane, 1980). Hence, a change
in assets from $90 to $100 would have more impact than a change in assets
from $100 to $110 (Figure A-2).

If individuals do, in fact, substitute total utilities for the objective values
presented in a decision problem, and if the marginal utility of money is a
continually decreasing function, the pattern of individual choices will not
correspond to that predicted on the basis of expected value theory. Specifically,
when an individua! must decide between a certain alternative and a risky
alternative which have equal objective expected values, he or she will not be
indifferent between the alternatives, as would be predicted on the basis of
expected value theory. Instead, in all cases, the individual will select the certain
alternative.

The rationale for deciding in this manner in a gain situation is based on the
tact each incremental increase in wealth will be viewed as being worth
proportionately less than the previous incremental increase: 1(2y) < 2[uy)l
where p(y) is the total utility an individual derives from monetary assets which
have an objective value equal to Y. In a decision situation which offers a choice
between (a) obtaining asset position X for certain, or (b) accepting a chance at
obtaining asset position y with probability p, and remaining at the current asset
position z with probability 1-p, where (1-p)(z) + ply) = 1.0(x), andz< x<Yy,the
total expected utility of the risky alternative will always be less than the total
expected utility of the certain alternative.

To illustrate, suppose an individual with current assets of $100.00 is faced

with the following situation: A fair coin is to be tossed, if the coin turns up
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"heads" the individual will receive $20.00, and if the coin turns up "tails” the
individua! will receive nothing. However, if the individual prefers, he or she can
accept a $10.00 payment and the coin toss will not take place. In this example
the total expected value of the risky alternative is .5($120.00) + .5($100.00) =
$110.00, and the total expected value of the certain alternative is 1.0($11 0.00) =
$110.00. Therefore, the individual should be indifferent between the two
alternatives.

But, if the marginal utility derived from a gain of $20.00 is not equal to twice
the marginal utility derived from a gain of $10.00, and the individual decides
based on total expected utilities instead of total expected values, a different
outcome will be predicted. In this case, according to law of diminishing
marginal utility, we should deflate each of the objective values. In addition, the
amount of the deflation wili become progressively larger as the objective values
increase.

When the individual is evaluating the gain situation, a deflation of this type
might result in a total expected utility for the risky alternative of .5(.945)($120.00)
+.5(.955)($100.00} = $104.45, and a total expected utility for the certain
alternative of 1.0(.950)($110.00) = $104.50. The actual value selected for the
deflation isn't critical, as long as the marginal utility derived from an increase of
$20.00 is less than twice the marginal utility derived from an increase of $10.00.
Therefore, by postulating a continuously decreasing marginal utility function,
and by postulating that the individual wili base his or her decisions on total
expected utilities rather than on total expected values, expected utility theory
leads to the following prediction: When two alternatives have equal expected
values, an individual will always choose the certain alternative over the risky

alternative in a gain situation.
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It can be shown that an individual will also select the certain alternative

when he or she must decide between alternatives with equal expected values

in a loss situation. The rationale for also selecting the certain alternative in a
loss situation i based on the fact that each incremental decrease in wealth is
viewed as being proportionately larger than the previoits decrease (i.e., more
negative): p(-2y) <2[u(-y)l. Ina decision situation which offers a choice
between (a) obtaining asset position -x for certain, or (b) accepting a chance at
obtaining asset position -y with probability p, and remaining at the current asset
position Z with probability 1-p, where (1-p)(2) + p(-y) = 1.0(-x),and 2 > x >y, the
total expected utility of the risky alternative will always be less than the expected
utility of the certain alternative.

To illustrate, suppose an individual with current assets of $100.00 is faced
with the following situation: A fair coin is to be tossed, if the coin turns up
"heads" the individual will pay out $20.00, and if the coin turns up "tails” the
individual will pay out nothing. However, if the individual prefers, he or she can
pay out $10.00 and the coin toss will not take place. In this case the expected
value of the risky alternative is .5($80.00) + .5($100.00) = $90.00, and the
expected value of the certain alternative is 1.0($90.00) = $90.00. Therefore, on
the basis of expected value theory, the individual should be indifferent between
the two alternatives.

But, if the negative marginal utility derived from paying out $20.00 is more
than twice the negative marginal utility derived from paying out $10.00, and the
individual decides based on total utilities instead of total objective values, a
different outcome will be predicted. In this case, according to law of diminishing
marginal utility, we should again deflate each of the objective values. In
addition, the amount of the defiation will become progressively smaller as the

objective values decrease. When the individual is evaluating a loss situation, a
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deflation of this type might result in a total expected utility for the risky alternative
of .5(.965)($80.00) + .5(.955)($100.00) = $86.35, and an expected utility for the
certain alternative of 1.0(.960)($10.00) = $86.40.

Again, the actual value selected for the deflation isn't critical. As long as the
negative marginal utility derived from paying out $20.00 is more than twice the
negative marginal utility derived from paying out $10.00, expected utility theory
leads to the following prediction: When two alternatives have equal expected
values, an individual will always choose the certain alternative over the risky
alternative in a loss situation.

The change in predicted behavior, when an individual must decide
between a certain alternative and a risky alternative, based on expected utility
theory is presented graphically in Figure A-3. The boundaries dividing the
graph into two areas have been adjusted to account for the substitution of total
utilities for stated objective values. These utilities are postulated to be lower
than the associated objective values in all cases, and to decrease as objective
values are increased. _

As a result, the indifference line in the area of gains is now concave,
indicating in instances where the objective expected values are equal, the
rational decision based on expected utilities will be to select the certain
alternative. In addition, as one moves farther away from the origin, the
proportional net gain offered by the risky alternative must be larger before it will
be selected. In the loss quadrant of the graph the indifference line is also
concave, indicating in instances where the objective expected values are equal,
the rational decision based on expected utilities will be to select the certain
alternative. In addition, as one moves farther away from the origin, the
proportional decrease in net loss offered by the risky alternative must be larger

before it will be selected.
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An individual who selects the certain alternative over the risky alternative,
when each alternative has the same expected value is described as
“risk-averse." Therefore, one behavioral prediction which arises from the
substitution of total utilities for objectively presented values in decision making
is: Individuals will consistently make risk-averse decisions when presented with
two alternatives which have the same objective expected value, if one of the
alternatives is to be received with certainty, and the other alternative has a
probability of occurrence which is less than one.

Two hundred years after Bernoulli first suggested decisions were based on
utility rather than value, von Neumann and Morgenstern (1947) developed a set
of axioms to describe rational decisions, based on expected utility theory. Their
basic axioms are:

1. Preferences between alternatives can be ordered.

2. Preferences are transitive; if alternative A is preferred to alternative B,
and alternative B is preferred to alternative C, then alternative A will also be
preferred to alternative C.

| 3. A person prefers a sure thing, A, to a gamble that ¢ ''d give him or her A
at best, and might give him or her a less valued consequence B, and a person
prefers a gamble that could give him or her A at worst, and possibly could give
him or her the preferable consequence B, to the sure thing A.

4. In a choice between a sure thing and a gamble involving consequences
more and less desirable, a value of p exists such that the sure thing is preferred,
and a value of p exists such that the gamble is preferred.

5. The order in which the components of a gamble are listed does not
affect preference.

6. The form of a gamble, "normal” or "compound,” has no effect on

preference.
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These axioms imply that although one may not be able to predict isolated

decisions on the basis of expected utility theory, one can make predictions
about the pattern of decisions. The overall paftern should represent a
consistent ordering, even though isolated decisions may appear non-rational
when evaiuated according to expected value predictions.

To illustrate, suppose an individual is offered the following choice: (a)
receive $10.00 for certain, or (b) accept a 60% chance of receiving $20.00 and
a 40% chance of receiving nothing. If the individual refuses the risky alternative
in this situation, one can predict they will also refuse the risky alternative if the
doliar value of this alternative is reduced to less than $20.00. On the other
hand, if the individual accepts the risky alternative, one can predict they will also
accept the risky alternative if the dollar value of this alternative is increased
beyond $20.00.

In addition, suppose an individual is offered the following choice: (a) pay
out $10.00 for certain, or (b) accept a 40% chance of paying out $20.00 and a
60% chance of paying out nothing. [f the individual refuses the risky alternative
in this situation, one can predict they will also refuse the risky alternative if the
dollar value of this aiternative is increased beyond $20.00. On the other hand, if
the individual accepts the risky alternative, one can predict they will also accept
the risky alternative if the dollar value of this alternative is reduced to less than
$20.00. Therefore, even though isolated decisions may appear non-rational on
the basis of expected value theory, the general decision pattern will still be a
consistent one if the individual is choosing in a rational manner.

One of the underlying assumptions of expected utility theory is that the utility
associated with a particular amount of money will be constant for an individual
within a given situation. However, utilities may differ between individuals, and

the utility for a given amount of money may also change for a single individual
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over time. In order to determine an individual's utility function at any given time,
it is necessary to present him or her with several series of decisions. Each of
these series would require choices between a given certain alternative and a
risky alternative in which the probability of occurrence is held constant, and the
dollar values are systematically varied. The definition of an individual's utility
function would require the isolation of at least three stable points of indifference.
If utility decreases in a non-linear manner, a minimum of thr: 2 points will be
needed to fit the function. In addition, utilities can only be calculated at points of
indifference. These points of indifference would correspond to cross-over
points where an individual shifted from accepting the risky alternative to
refusing the risky alternative within a given series of choices containing the
same certain alternative, and where the probability of the risky alternative
occurring was held constant.

Expected utility theory was able to address some of the paradoxes in
decision making which had been uncovered by the early 18th century. But
expected utility theory could not explain why an individual would accept a fair
bet which involved a small probability of winning a large sum of money. Based
on expected utility theory, these types of bets should be especially unattractive.

ive Ex ility Th

Edwards (1953; 1954a; 1954b; 1954c) attempted to explain why these
unattractive types of bets might be selected. His studies indicated subjects
were particularly prone to overestimation of probabilities on bets involving
long-shots.

These results confirm findings from an earlier study by Preston and Baratta
(1948) who postulated that subjects utilized an s-shaped probability function,
rather than utilizing the objective probabilities in risk situations. Specifically,

they found subjects tended to overestimate low odds and underestimate high



odds, with an indifference point, where subjective probabilities equaled
objective probabilities, at about 0.2. Similar results were later reported by
Griffith (1949), Attneave (1953), and Sprowls (1953). Edwards argued that if it
was reasonable to substitute subjective values (utilities) for objective values, it
was equally reasonable to substitute subjective probability estimates (p*) for
objective probabilities (p). This led to the formulation of subjective expected
utility, which also suggested individuals faced with a risky decision arrive at the
worth of an expected outcome through probabilistic reasoning. The subjective
expected utility of an alternative with probabilistic consequences is determined
by summing across 2|l the utilities of the possible outcomes, each weighted by
its own subjective probability of occurrence:

SEU = Z(pi")(U))

These subjective expected utilities are then compared, and the alternative
which maximizes gains, or which minimizes losses, is chosen. The rules and
operations governing subjective probabilities are the same as those governing
objective probabilities (Hainett, 1982, p. 57). Therefore, the probabilities for
complementary events will sum to one: (p*) + (1-p*) = 1.0. This axiom means
individuals who overestimate the probability of an event occurring must also
underestimate the probability of its non-occurrence, and individuals who
underestimate the probability of an event occurring must also overestimate the
probability of its non-occurrence.

Incorporating subjective probability estimates into the original expected
value theory will result in a pivoting of the indifference line shown in Figure A-1.
When subjective probability estimates are lower than the corresponding
objective probabilities (p > .20 according to Preston & Baratta, 1948), the slope
of the indifference line will be less than one (Figure A-4a); when subjective

probability estimates exceed objective probabilities (p < .20 according to
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Preston & Baratta, 1948), the slope of the indifference line will be greater than

one (Figure A-4b).

This means, for situations involving objective probabilities greater than
approximately .20, an individual who utilizes objective values and subjective
probability estimates when deciding between a certain alternative and a
probabilistic alternative of equal objective expected value, will show some
evidence of risk-aversion for gains and risk-seeking for losses. Conversely, for
situations involving objective probabilities less than approximately .20, an
individual who utilizes objective values and subjective probability estimates
when deciding between a certain alternative and a probabilistic alternative of
equal objective expected value, will show some evidence of risk-seeking for
gains and risk-aversion for losses.

However, subjective expected utility theory also incorporated the marginal
utility function originally postulated by expected utility theory. If individuals do
substitute subjective probability estimates and utilities, for the objective
measures in a decision problem, the pattern of individual choices will not
correspond to that predicted on the basis of either of the previous theories.
Specifically, when an individual must decide between a certain alternative and
a risky alternative which have equal expected values, he or she will not be
indifferent between the alternatives, however the individual may not be
uniformly risk-averse. When subjective probability estimates underweight
objective probabilities there may be evidence of risk-seeking for losses, and
when subjective probability estimates overweight objective probabilities there
may be evidence of risk-seeking for gains.

To illustrate, we will reconsider the example presented in the previous
section. For illustrative purposes, the objective probability of .5 will first be

underweighted, and then overweighted. This is not strictly in accordance with
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the assumptions of subjective expected utility theory, but utilizing the same
objective probability provides a clearer example of how the use of subjective
probability estimates can influence decision making.

Suppose an individual with current assets of $100.00 is faced with the
following situation: A fair coin is to be tossed, it the coin turns up "heads" the
individual will receive $20.00, and if the coin turns up "tails” the individual will
receive nothing. However, if the individual prefers, he or she can accept a
$10.00 payment and the coin toss will not take place. First, we must deflate the
objective values to allow for the use of utilities. Second, we must also deflate
the objective probability associated with the risky alternative, to allow for the
underweighting of high probabilities postulated by Edwards.

A deflation of this type might result in a total subjective expected utility for
the risky alternative of .4(.945)($120.00) + .6(.955)($100.00) = $102.66, and a
total expected utility for the certain alternative of 1.0(.950)($110.00) = $104.50.
The actual value selected for the deflation isn't critical. Because the substitution
of total utilities for objective values would result in risk aversion in this instance,
underweighting of the objective probability associated with the risky alternative
simply increases the perceived difference between the risky alternative and the
certain alternative; the decision remains the same, avoid the risky alternative in
this situation.

Suppose, instead of receiving money, an individual with current assets of
$100.00 is faced with the following si’ uation: A fair coin is to be tossed, if the
coin turns up "heads" the individual will pay out $20.00, and if the coin turns up
wails* the individual will pay out nothing. However, if the individual prefers, he
or she can pay out $10.00 and the coin toss will not take place. In this case we
must also deflate both the objective values (to allow for the substitution of

utilities) and the objective probabilities (to allow for subjective probability
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estimates which underweight the objective probabilities). A deflation of this type
might result in a total subjective expected utility for the risky alternative of
.4(.965)($80.00) + .6(.955)($100.00) = $88.18, and an expected utility for the
certain alternative of 1.0(.960)($10.00) = $86.40. In this case, the amount of
underweighting which occurs will affect the final decision. Underweighting of
probabilities in a loss situation tends to negate the deflationary effect due the
decreasing utility associated with large sums, and may result in the acceptance
of risky alternatives which would be rejected if either expected value or
expected utility calculations formed the basis of the decision process.

Now, suppose an individual with current assets of $100.00 is faced with the
same two situations, but this time we will treat the objective probability
associated with the risky alternative as if it were low (approximately p < .20) and
allow for a subjective probability estimate which is higher thén the stated value.
How will this affect the decision outcome? When the individual is evaluating the
gain situation, an overweighting of this type might result in a total subjective
expected utility for the risky alternative of .6(.945)($120.00) + .4(.955)($100.00)
= $106.24, and a total expected utility for the certain alternative of
1.0(.950)($110.00) = $104.50. In this case, the amount of overweighting which
occurs will affect the final decision. Overweighting of probabilities in a gain
situation tends to negate the deflationary effect due the decreasing utility
associated with large sums, and may result in the acceptance of risky
alternatives which would be rejected if either expected value or expected utility
calculations formed the basis of the decision process.

However, when the individual is evaluating a loss situation, an
overweighting of this type might result in a total subjective expected utility for the
risky alternative of .6(.965){$80.00) + .4(.955)($100.00) = $84.52, and an
expected utility for the certain alternative of 1.0(.960)($10.00) = $86.40. The



actual value selected for the overweighting isn't critical in this instance.
Because the substitution of total utilities for objective values would result in risk
aversion, overweighting of objective probabilities simply increases the
perceived difference between the risky alternative and the certain alternative,
but the decision remains the same, avoid the risky alternative in this situation.

The change in decision-making behavior predicted by the integration of
these two theoretical assumptions into a single theory of decision making is
presented graphically in Figures A-5a and A-5b. The incorporation of subjective
probability estimates into a rational decision theory will result in a series ot
decision functions; there is no longer a unique indifference line.

When the risky alternative has a high probability of occurrence {Figure
A-5a), the indifference line from the expected utility theory will be pulled down
above the origin, so that it lies even closer 10 the abscissa. in addition, the
indifference line from the expected utility theory will be pulied up below the
origin, so that it also lies closer to the abscissa, and at some points the
indifference line may lie above the diagonal. At the points where the
indifference line lies above the diagonal, the individual will select the risky
alternative over the certain alternative, even though both outcomes have the
same objective expected value. This type of behavior is described as
risk-seeking.

When the risky alternative has a low probability of occurrence (Figure A-5b),
the indifference line from the expected utility theory will be pulled upwards
above the origin, so that at some points it may actually lie above the diagonal.
And the indifference line from the expected utility theory will be pulled
downwards below the origin, so that it lies even farther from the abscissa.

Therefore, two behavioral predictions which arise from the substitution of

subjective probability estimates for objective probabilities in decision making
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are: (a) When objective probabilities are high (approximately p > .20), and an
individual must decide between two alternatives with equal expected values,
one which will be received with certainty and the other which will be received
with a probability less than one, he or she will make risk-averse decisions for
gains, and he or she may make either risk-averse or risk-seeking decisions for
losses. (b) When objective probabilities are low (anproximately p < .20), and
an individual must decide between two alternztives with equal expected values,
one which will be received with certainty and the other which will be received
with a probability less than one, he or she will make risk-averse decisions for
losses, and he or she may make either risk-averse or risk-seeking decisions for
gains.

In much the same way that von Neumann and Morgenstern (1947)
developed axioms for rational decisions based on expected value theory,
Savage (1954) developed axioms for rational decisions based on subjective
expected utility theory. Savage's axioms imply that although one may not be
able to predict isolated decisions on the basis of subjective expected utility
theory, one can make predictions about the pattern of decision:. The overall
pattern should represent a consistent ordering, even though isolated decisions
may appear non-rational when evaluated according to predictions based on
expected value theory.

To illustrate, suppose an individual is offered the following chcice: ()
receive $10.00 for certain, or (b) accept a 60% chance of receiving $20.00 and
a 40% chance of receiving nothing. Iif the individual refuses the risky alternative
in this situation, one can predict they will also refuse the risky alternative if the
probability of receiving $20.00 in this alternative is reduced to less than 60%.
On the other hand, if the individual accepts the risky alternative, one can predict

they will also accept the risky alternative if the probability of receiving $20.00is



increased beyond 60%.

In addition, suppose an individual is offered the following choice: (a) pay
out $10.00 for certain, or (b) accept a 40% chance of paying out $20.00 and a
60% chance of paying out nothing. If the individual refuses the risky alternative
in this situation, one can predict they will also refuse the risky alternative when
the probability of paying out $20.00 in this alternative is increased beyond 40%.
On the other hand, if the individua: iccepts the risky alternative, one can predict
they will also accept the risky alternative if the probability of paying out $20.00
in this alternative is reduced to less than 40%. Therefore, even though isolated
decisions may appear non-rational on the basis of expected value theory, the
general pattern will still be a consistent one if the individual is choosing in a
rational manner.

One of the underlying assumptions of subjective expected utility theory is
that the subjective probability estimates associated with a particular objective
probability will be constant for an individual within a given situation, and that the
subjective probability estimates an individual utilizes in evaluating a risky
alternative should be independent of whether the situation being evaluated
involves a gain or a loss. However, subjective probability estimates may differ
between individuals, and they may aiso change for a single individual over
time.

In order to determine an individual's subjective probability function it would
be necessary to present him or her with a series of decisions which would
require the individual to decide between a given certain alternative and a risky
alternative in which the dollar amount is held constant, and the objective
probabilities are systematically varied. The definition of an individual's
subjective probability function would require the isolation of at least five stable

points of indifference, because subjective probabilities are assumed to follow
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an s-shaped function, with an inflection point at approximately 0.20. In addition,
subjective values can only be calculated at points of indifference. These points
of indifference would correspond to cross-over points where an individual
shifted from accepting the risky alternative to refusing the risky alternative within
a given series of choices containing a constant dollar value for the certain
alternative, and a constant doliar value for the risky alternative.

Even though subjective expected utility theory provided for the use of
subjective probabilities and subjective values (utilities) in evaluating a decision,
the theory still conld not account for findings such as those from a 1955 study by
Ward Edwards, or those from a 1981 study by Tversky and Kanneman.
Edwards (1955) presented individuals with a choice between two alternatives,
one of which had a low probability of occurrence (less than 20%). He found that
when a player could not lose, but could only win or "break aven", that player
would tend to overestimate his or her chances of winning; the subjective
probability estimate exceeded the objective probability. But, when a player
could only lose or "break even", and was never able to win, he or she would
tend to be realistic about his or her chances: the subjective probability estimate
equaled the objective probabilities. This indicates one's evaluation criteria may
depend on the nature of the outcome, in other words, on whether success is at
stake but not failure; or the other way round, failure is at stake but not success.

In addition, Tversky and Kahneman (1 981) found that situations which
offered identical outcomes based on an expected value calculations could lead
to different decisions, on the basis of the ~frame" in which the situation is
presented. Tversky and Kahneman use the term "frame” to describe the frame
of reference implied by the wording of a decision problem. For example,
assume you invested $600.00 through an investment group. The investment

group's financial statements from the last year are worrisome to a government
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auditor, and the auditor must decide whether or not to recommend the
suspension of the investment group's operations. If the license is suspended
$200.00 of your investment will be saved. If the license is not suspended there
is a 1/3 probability that all $600.00 of your investment will be saved, and a 2/3
probability that none of your investment will be saved. What would you want the
government agent to do?

Now suppose you are faced with this situation: assume you invested
$600.00 through an investment group. The investment group's financial
statements from the last year are worrisome to a government auditor, and the
auditor must decide whether or not to recommend the suspension of the
investment group's operations. If the license is suspended $400.00 of your
investment will be lost. If the license is not suspended there is a 1/3 probability
that none of your investment will be lost, and a 2/3 probability that all $600.00 of
your investment will be lost. What would you want the government agent to do?

These two problems are exactly the same in terms of expectation theories.
A total of $600.00 has been invested and the expectation is $200.00 will be
saved and $400.00 will be lost. Yet, Tversky and Kahneman (1981) found in
problems of this type, the majority of individuals selected the certain alternative
when the problem was presented in a positive frame of reference, and the
majority selected the risky alternative when the problem was presented in a
negative frame of reference.

This supports Edwards' (1955) finding that individuals do not utilize the
same criteria when evaluating gains as they do when evaluating losses. The
use of different subjective measures for gains and losses violates both
subjective expected utility theory and expected utility theory, neither of which

allows for an interaction between subjective measures and domain.
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Prospect Theory

Findings of this type necessitated a theory of decision making which
included the interaction of the final outcome with the individual's subjective
measures. Kahneman and Tversky (1 979) proposed one such theory, which
they termed "prospect theory.” In prospect theory, probabilities are replaced by
decision weights [n(p)] and utilities are replaced by a value function [v(x)] which
is centered on the current asset position and evaluates alternatives as gains or
losses from that position. Alternatives are assessed by summing across the
values of all possible outcomes, each adjusted by its own decision weight:

Valuation of Prospect = Zr(pi)v(x;)

In prospect theory, decision weights are described in somewhat the same
terms as subjective probability estimates were in subjective expected utility
theory. Decision weights are equal to the objective probabilities at the
endpoints of the probability function, decision weights tend to exceed the stated
probabilities when objective probabilities are low (approximately 0 <p < .1 2),
and decision weights tend to be lower than the stated probabilities when
objective probabilities are high (approximately .12 <p < 1.0). However, the
rules and operations governing decision weights are not the same as those
governing subjective and objective probabilities. Specifically, Kahneman and
Tversky (1979, p. 281) suggest the decision weights for complementary events
do not sum to one: x(p)+a(1-p) < 1. They label this property as "subcertainty."
This property means individuals who overestimate the probability of an event
occurring will underestimate the probability of its non-occurrence by an even
greater amount, and individuals who underestimate the probability of an event
occurring will aiso underestimate the probability of its non-occurrence.

Decision weights are not presumed to interact with the way in which a problem

is framed, nor are they a function of the objective values in a problem. Fora
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given individual, decision weights are presumed to be invariant in evaluating

decisions which involve gains and those which involve losses, and invariant for
decisions involving both small and large amounts.

One of the major distinguishing features of prospect theory is the value
function. Kahneman and Tversky proposed that individuals do not evaluate
final asset positions, but rather focus only on the amount of the gain or loss
presented in a given situation. They postulate each incremental gain is worth
proportionately less than the previous incremental gain: v(2y) < 2[v(y)], but that
each incremental loss is also viewed as being proportionately smaller than the
previous incremental loss v(-2y) > 2[v(-y)]. This assumption leads to a value
function which is concave for gains and convex for losses. This is in contrast to
the utility functions which formed the basis of expected utility theory and
subjective expected utility theory; these functions were presumed to be concave
across their entire range.

An additional assumption Kahneman and Tversky make is that the value
function is steeper for losses than for gains: [u(y)] < [v(-y)l. In subsequent
research Kahneman and Tversky reported paradoxes in decision behavior
induced by "reframing"” of problems (Kahneman & Tversky, 1984; Tversky &
Kahneman, 1981). These findings lend support to the idea that individuals
evaluate loss situations and gain situations using different criteria. The
assumption that individuals value the same oL ;active amount differently,
dependent on whether the amount represents a gain or a loss, may account for
an interaction between domain and decision of the type described by Edwards
(1955).

To illustrate how different value functions for gains and losses affect
decision making, we will reconsider the example presented in the discussion of

subjective expected utility theory. For illustrative purposes, the objective



probability of .5 will first be underweighted, and then overweighted. This is not
strictly in accordance with the assumptions of prospect theory, but utilizing the
same objective probability provides a clearer example of how decision weights
can interact with the value function to influence decision making.

Suppose an individual is faced with the 1allowing situation: A fair coin is to
be tossed, if the coin turns up "heads” the individual will receive $20.00, and if
the coin turns up "tails” the individual will receive nothing. However, if the
individual prefers, he or she can accept a $10.00 payment and the coin toss will
not take place. First, we must deflate the objective values to incorporate the
continually decreasing value function. Second, we must also deflate the
objective probability associated with the risky alternative, to allow for the
underweighting of high probabilities postulated by Kahneman and Tversky.
Finally, we must ensure that the decision weights for the complementary events
sum to less than one.

A deflation of this type might resuitin a total valuation for the risky
alternative of .4(.945)($20.00) + .4($0.00) = $7.56, and a total valuation for the
certain alternative of 1.0($10.00) = $10.00. The actual value selected for the
deflation isn't critical. As long as a gain of $20.00 is valued less than twice as
much as a gain of $10.00, and decision weights also underweight the objective
probabilities, the decision remains the same, avoid the risky alternative in this
situation.

Suppose, instead of receiving money an individual is faced with the
following situation: A fair coin is to be tossed, if the coin turns up "heads" the
individual will pay out $20.00, and if the coin turns up "tails" the individual will
pay out nothing. However, if the individual prefers, he or she can pay out
$10.00 and the coin toss will not take place. First we must deflate the objective

values to incorporate the value function. Second, we must ensure the deflation
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is less than that used in the gain situation to incorporate a value function for
losses which is presumed to pe steeper than the value function for gains.
Finally, we must deflate the objective probabilities, just as we did for the gain
situation.

A deflation of this type might result in a total valuation for the risky
alternative of .4(.965)(—$20.00) + .4($0.00) = -$7.72, and a total valuation for
the certain alternative of 1.0(-$10.00) = -$10.00. As was the case in the gain
situation, the actual value selected for the deflation isn't critical. Aslong as a
loss of $20.00 is viewed as less than twice the loss associated with $10.00, and
decision weights also underweight the objective probabilities, the decision
remains the same, select the risky alternative.

Now, suppose an individual is faced with the same two situations, but this
time we will treat the objective probability associated with the risky alternative
as if it were low (approximately < .12) and allow for a decision weight which
exceeds the stated objective probability. How will this affect the decision
outcome? When the individual is evaluating the gain situation, an
overweighting of this type might result in a total valuation for the risky alternative
of .6(.945)($20.00) + .3($0.00) = $11.34, and a total valuation for the certain
alternative of 1.0($10.00) = $10.00. In this case, the amount of overweighting
which occurs will affect the final decision. Overweighting of probabilities in a
gain situation tends to negate the deflationary effect due to the value function,
and may result in the acceptance of risky alternatives which would be rejected if
expected value calculations formed the basis of the decision process.

When the individual is evaluating a loss situation, an overweighting of this
type might result in a total valuation for the risky alternative of .6(.965)($20.00) +
.3($0.00) = -$11.58, and an expected utility for the certain alternative of
1.0($10.00) = $10.00. Again, the amount of overweighting which occurs will
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affect the final decision. Overweighting of probabilities in a loss situation also
tends to negate the deflationary effect due to the value function, and may result
in the rejection of risky alternatives which would be accepted if expected value
calculations formed the basis of the decision process.

The change in decision-making behavior predicted by the integration of
these two theoretical assumptions into a single theory of decision making is
presented graphically in Figures A-6a and A-6b. The incorporation of the
decision weighting function into a rational decision theory will result in a series

sion functions; there is no unique indifference line.
‘aun the risky alternative has a high probability of occurrence (Figure
+5y, the indifference line will be pulled down above the origin, S0 that it lies
avan closer to the abscissa. Below the origin, the indifference line will be pulled
up so that it also lies closer to the abscissa, but at all points it will lie farther ™
the abscissa than the indifference line for gains. This is because the value
function for losses is steeper than the value function for gains.

When the risky alternative has a low probability of occurrence (Figure A-6b),
the indifference line will be pulled upwards above the origin, so that at some
points it may actually lie above the diagonal. And the indifference line will be
pulled downwards below the origin, so that it lies even farther from the abscissa,
and at some points may lie below the diagonal.

Theretore, two behavioral predictions for decision making which arise from
using decision weights and a value function which is concave for gains, convex
for losses, and steeper for losses than for gains, are: (a) When objective
probabilities are high (approximately p > .12), and an individual must decide
between two alternatives with equal expected values, one which will be
received with certainty and the other which will be received with a probability

less than one, he or she will make risk-averse decisions for gains, and he or
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Eigure A-6a. Predicted decision behavior based on prospect theory, when
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based on expected value theory.
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she will make risk-seeking decisions for losses. (b) When objective
probabilities are low (approximately p < .1 2), and an individual must decide
between two alternatives with equal expected values, one which will be
received with certainty and the other which will be received with a probability
less than one, he or she will may exhibit one of three decision patterns,
depending on the amount of overweighting which occurs: (a) risk-seeking for
gains accompanied by risk-aversion for losses; (b) risk-aversion for both gains
and losses; (c) risk-aversion for gains accompanied by risk-seeking for losses.

Given the number of free parameters in prospect theory, one may not be
able to predict isolated decisions on the basis of the theory, but one can still
make predictions about the pattern of decisions. The overall pattern should
represent a consistent ordering, even though isolated decisions may appear
non-rational when evaluated according to expected value predictions.

To illustrate, suppose an individual is offered the following choice: (a)
receive $10.00 for certain, or (b) accept a 60% chance of receiving $20.00 and
a 40% chance of receiving nothing. If the individual refuses the risky alternative
in this situation, one can predict they will also refuse the risky alternative if the
probability of receiving $20.00 in this alternative is reduced to less than 60%, or
if the dollar value of the probabilistic ¢uin is reduced. On the other hand, if the
individual accepts the risky alternative, one can predict they will also accept the
risky alternative if the probability of receiving $20.00 is increased beyond 60%,
or if the dollar value is increased beyond $20.00.

In addition, suppose an individual is offered the following choice: (a) pay
out $10.00 for certain, or (b) accept a 40% chance of paying out $20.00 and a
60% chance of paying out nothing. If the individual refuses the risky alternative
in this situation, one can predict they wi‘ also refuse the risky alternative when

the probability of paying out $20.00 in this alternative is increased beyond 40%,
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or if the amount of the loss is increased beyond $20.00. On the other hand, if
the individual accepts the risky alternative, one can pradict they will also accept
the risky alternative if the probability of paying out $20.00 in this alternative is
reduced to less than 40%, or if the dollar value of the probabilistic loss is
reduced. Therefore, even though isolated decisions may appear non-rational
on the basis of expected value theory, the general pattern will still be a
consistent one if the individual is choosing in a ratiunal manner.

Because prospect theory incorporates an inte. action between the
individual's value function and the domain in which a choice is presented, a full
test of prospect theory would require two separate phases. First, individuals
would have to be presented with a series of decisions in which the individual is
required to choose between a certain alternative and a risky alternative. For
each series of decisions the value of both the certain alternative and the risky
alternative would be held constant, and only the objective probabilities would
be systematically varied. The definition of an individual's decision weighting
furiction would require the isolation of at least five stable points of indifference.
Because prospect theory assumes a scmewhat s-shaped decision weighting
function, with an inflection point at approximately 0.12, a minimum of five points
are required to fit the function. In addition, decision weights can only be
calculated at points of indifference. These points of indifference would
correspond to cross-over points where an individual shifted from accepting the
risky alternative to refusing the risky alternative within a given series of
decisions contain a constant dollar value for the certain alternative, and a
constant doliar value for the risky alternative.

Second, in order to determine an individual's value function it would be
necessary to present him or her with a series of decisions for both domains

which require deciding between a certain alternative and a risky alternative.
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For these decisions each series would hold the dollar value of the centain

alternative and the probability associated with the risky alternative constant.
The dollar value of the risky alternative would be systematically varied until at
least six stable points of ..\difference were found, three in each domain.
Because value is presumed to decrease in a non-linear manner as you move
out from the origin, a minimum of three points are needed to fit a function. In
addition, the value function is assumed to be steeper for losses than for gains,
so a separate function must be fit for each of the domains. Values can again
only be caiculated at points of indifference; these puints of indifference would
correspond to cross-over points where an individual shifted from accepting the
risky alternative to refusing the risky alternative in a series of decisions
containing the same certain alternative.
Unique Predictions Generated by Each of the Theories

In order to assess the findings from recent studies designed to test the
validity of the assumptions underlying prospect theory it is necessary to
understand how prospect theory will lead to unique predictions which differ from
those which would be generated by eariier expectation-type theories of
decision making. Kahneman and Tversky (1979) describe three types of
decision situations: (a) those in which all outcomes are positive, and therefore
present a situation where the individual can never lose; (b) those in which all
outcumes are negative, and iherefore present a situation where the individual
can never win: and (c) those in which there are both positive and negative
outcomes, and therefore present a situation where the individual can either win
or lose. They refer to these three types of situations as: (a) strictly positive, (b)
strictly negative, and (c) regular.

Of particular interest to our discussion are the first two decision situations.

For two-outcome decision situations which are strictly positive, and in which one



outcome can be received with certainty and a second outcome, if selected, will
occur witr 2 probability less than 1.C, each of the thenariac would generate the
following types of behavioral predictions:

1. Expected value theory would lead to predictions that an individual will
always select the certain outcome when the expected value associated with that
outcome exceeds the expected value of the probabilistic outcome, = 3 will
naver select the certain outcome when the expected value associated with that
outcome is exceeded by the expected value of the probabilistic outcome. At
points where the two outcomes have equal expected values. an individual will
be indifferent between them, and if required to choose, he or she will select at
random.

2. Expected utility theory would lead to predictions that an individual witl
always select the certain outcome when the expected value associated with that
outcome exceeds the expected value of the probabilistic outcome, and in suiie
instances will select the certain outcome when the expected value associated
with that outcome is exceeded by the zxpected value of the probabilistic
outcome. This is described as iisk-averse behavior and occurs because total
expected utilities will be lower than corresponding total expected values.

3. Subjective expected utility theory would lead to two behavioral
predictions which are dependent on the probability associated with the risky
alternative. When the probability of occurrence for the risky alternative is low
(approximately p < .20) an individual will usually select the certain outcome
when the expected value associated with that outcome exceeds the expected
value of the probabilistic outcome, and in some instances will select the certain
outcome when the expected value associated with that outcome is exceeded by
the expected value of the probabiiistic outcome (risk-aversion). However, the

individual will also occasionall? ‘i to select the certain outcome when the
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value associated with that outcome exceeds the expected value of the

probabilistic outcome. This is described as risk-seeking behavior and results
from the fact low probabilities tend to be overweighted. This overweighting can
lead to subjective expected utilities which exceed the corresponding expected
values.

When the probability of occurrence for the risky alternative is high
(approximately p > .20), the individual will always select the certain cutcome
when the expected value associated with that Gutcome exceeds the expected
value of the probabilistic outcome, and in some instances will select the certain
outcome when the expected value associated with that outcome is exceeded by
the expected value of the probabilistic outcome. This risk-averse behavior
results because high probabilities tend to be underweighted. This
underweighting will lead to more irstances of risk-averse decision behavior
than predicted based on expected utility theory, because total subjective
expected utilities will be even lower than the corresponding total expected
utilities.

4. Prospect theory would also lead to two behavioral predictions (similar to
those generated on the basis of subjective utility theory) which are dependent
on the probability associated with the risky alternative. When the probability of
occurrence for the risky alternative is low (approximately less than .::) an
individual will usually select the certain outcome when the expected value
associated with that outcome exceeds the expected value of the probabilistic
outcome, and in some instances will select the certain outcome when the
expected value associated with that outcome is exceeded by the expected
value of the probabilistic outcome (risk-aversion). However, the individual will
also occasionally fail to select the certain outcome when the value associated

with that outcome exceeds the expected value of the probabilistic outcome.



This is described as risk-seeking behavior and results from the fact low
probabilities tend to be overweighted. This overweighting can lead to
valuations which exceed the corresponding expected values.

When the probability of occurrence for the risky alternative is high
(approximately greater than .12), the individual will always select the certain
outcome when the expected value associated with that outcome exceeds the
expected value of the probabilistic outcome, and in some instances will select
the certain outcome when the expected value associated with that outcome is
exceeded by the expected value of the probabilistic outcome. This risk-averse
behavior results because high probabilities tend to be underweighted. This
underweighting will result in valuations which are lower than the corresponding
expected values.

For two-outcome decision situations which are strictly negative, and in
which one outcome can be received with certainty and a second outcome, if
selected, will occur with a probability less than 1.0, each of the theories would
generate the following types of behavioral predictions:

1. Expected value theory would lead to predictions that an individual will
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always select the certain outcome when the expected value associated with that

outcome exceeds the expected value of the probabilistic outcome, and will
never select the certain outcome when the expected value associated with that
outcome is exceeded by the expected value of the probabilistic outcome. At
points where the two outcomes have equal expected values, an individual will
be indifferent between them, and if required to choose, he or she will select at

random.
2. Expected utility theory would lead to predictions that an individual will

always select the certain outcome when the expected value associated with that

outcome exceeds the expected value of the probabilistic outcome, and in some
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instances will select the certain outcome when the expected value associated

with that outcome is exceeded by the expected value of the probabilistic
outcome. This risk-averse behavior results because total expected utilities will
be lower than corresponding total expected values.

3. Subjective expected utility theory would lead to twe behavioral
predictions which are dependent on the probability associated with the risky
alternative. When the probability of occurrence for the risky alternative is low
(approximately p < .20) an individual will always select the certain outcome
when the expected value associated with that outcome exceeds the expected
value of the probabilistic outcome, and in some instances will select the certain
outcome when the expected value associated with that outcome is exceeded by
the expected value of the probabilistic outcome. This risk-averse behavior
results from the fact low probabilities tend to be overweighted. This
overweighting can lead to total subjective expected utilities whick are even
lower than the corresponding total total expected utilities.

When the probability of occurrence for the risky alternative is high
(approximately p > .20) an individual will usually select the certain outcome
when the expected value associated with that outcome exceeds the expected
value of the probabilistic outcome, and in some instances will select the certain
outcome when the expected value associated with that outcome is exceeded by
the expected value of the probabilistic outcome (risk-aversion). However, the
individual will also occasionally fail to select the certain outcome when the
value associated with that outcome exceeds the expected value of the
probabilistic outcome. This risk-seeking behavior rasults from the fact high
orobabilities tend to be underweighted. This underweighting tends to negate
the effect of diminishing marginal utilities, and can result in subjective expected

utilities which exceed expected values.
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4. Prospect theory would also lead to two behavioral predictions which are
dependent on the probability associated with the risky alternative. When the
probability of occurrence for the risky alternative is low (approximately less than
.12) an individual will usually select the certain outcome when the expected
value associated with that outcome exceeds the expected value of the
probabilistic outcome, and in some instances will select the certain outcome
when the expected value associated with that outcome is exceeded by the
expected value of the probabilistic outcome (risk-aversion). This risk-averse
behavior results from the fact low probabilities tend to be overweighted. This
overweighting can lead to valuations which exceed the corresponding expected
values. However, the individual will also occasionally fail to select the certain
outcome when the value associated with that outcome exceeds the expected
value of the probabilistic outcome (risk-seeking).

When the probability of occurrence for the risky aiternative is high
(approximately greater than .1 2), the individual will always select the risky
outcome when the expected value associated with that outcome exceeds the
expected value of the certain outcome, and in some instances will select the
risky outcome when the expected value associated with that outcome is
exceeded by the expected value of the certain outcome. This risk-seeking
behavior results because high probabilities tend to be underweighted. This
underweighting will always result in valuations which are less than than the
corresponding expected values.

The unique predictions for each theory are summarized in Table A-1.
Based on this table the following criteria can be used for empirical evaluation of
each of the four theories in situations where an individual must decide between
two outcomes which have equal expected values, one which will be received

with certainty and the other which has a probability of occurrence less than one:
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Table A-1

Theory Predicted Pattern of Behavior  Predicted Pattern of Behavior
When Probability of Risky When Probability of Risky
Alternative is Low Alternative is High
Expected risk-neutral/risk-neutrald risk-neutral/risk-neutral
Value
Theory
Expected risk-averse/risk-averse risk-averse/risk-averse
tility
Theory
Subjective risk-averse/risk-averse, or risk-averse/risk-ave:rse, or
Expected risk-seeking/risk-averse risk-averse/risk-seeking
tility
Theory
Prospect risk-averse/risk-seeking, or risk-averse/risk-seeking
Theory risk-averse/risk-averse, or

risk-seeking/risk-averse

Note. These predictions are based on a decision between a certain alternative
and a risky alternative of equal expecte value, and the descriptions are
presented with reference to predictions based on expected value theory. The
predicted behavioral tendency for strictly positive outcomes is given first in each
case, followed by the predicted behavioral tendency for strictly negative
outcomes.

a Risk-neutral refers to indifference between the two alternatives. An individual
required to state a preference is presumed to choose randomly between the

alternatives.
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(a) If an individual shows evidence of risk-seeking or risk-averse behavior for
either gains or losses, no matter what probabilities are associated with the risky
alternative, behavior does not follow predictions based on expected value
theory; (b) lfan individual shows evidence of risk-seeking behavior for «*er
gains or losses, no matter what probabilities are associated with the risky
alternative, behavior does not follow predictions based on expected utility
theory; (c) If an individual shows evidence of risk-seeking behavior for losses
when probabilities are less than approximately 0.20, or evidence of risk-seeking
for gains when probabilities are greater than approximately 0.20, behavior does
not follow predictions based on subjective expected utility theory; and, (d) Ifan
individual shows evidence of risk-seeking behavior for gains accompanied with
risk-seeking behavior for losses when probabilities are less than 0.12,0r
evidence of risk-seeking for gains or risk-aversion for losses when probabilities
are greater than 0.12 behavior does not follow predictions based on prospect
theory.
mpirical luations of Pr h

Perhaps because of the amount of testing required to fully evaluate
Prospect Theory there have been few empirical tests of the theory since it was
first proposed by Kahneman and Tversky in 1979. In addition, the testing which
has occurred has tended to focus on isolated aspects of the theory.

A computer search through the published literature from 1979-1989 located
a total of seven studies designed to evaluate and test prospect theory; these
studies are summarized below, in chronological order. Following the summary,
an overall evaluation of the recent empirical evidence with respect to the

fundamental assumptions of expectancy theories of decision making is

presented.
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Hershey and Schoemaker (1980). The first published evaluation of
prospect theory was undertaken by Hershey and Schoemaker (1980). They

conducted three separate experiments. In each they presented subjects with
several questions which required that the individual decide between a certain
alternative and a risky alternative which had the same expected value.

In the first experiment there were three sets of questions. Six questions
held the certain amount constant at $10.00 and varied the parameters of the
risky alternative so that the objective expected value of the risky alternative was
also equal to $10.00; six questions held the risky amount coristant at
$10,000.00 and varied the probability of the risky alternative and aiso the dollar
value of the certain alternative in such a way the objective expected values
were equal; finally, five questions held the risky probability constant at .01 and
varied the doliar value of the risky alternative and also the dollar value of the
certain alternative in such a way the objective expected values were equal. The
entire set of 17 questions was presented to each of the subjects, in order, first in
the form of a strictly negative situation, and then in the form of a strictly positive
situation. In all the questions from this set the risky alternative was listed first.

The second experiment contained a different type of question. Here, in
each of the strictly negative questions, a loss was unavoidable. No matter
which alternative an individual selected, he or she would experience some loss.
In the same way, in each of the strictly positive questions, a gain was inevitable.
Three questions held the risky amounts constant at $10.00 and $20.00, while
the probability of each of the risky alternatives, as well as the value of the
certain alternative were varied to equate the objective expected values. For
example, the individual might be asked to choose between: (a) receiving
$15.00 for certain, or (b) accepting a 50% chance of receiving $10.00 and a

50% chance of receiving $20.00. There was a fourth question which adjusted
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the risky amourits to $12.00 and $18.00, but which maintained the probabilities
for each outcome at 50%. The certain alternative was always equal to the
objective expected value of the risky alternative. Three additional questions
held the risky amounts constant at $50C .00 and $1000.00, while the probability
of each of the risky alternatives, as well as the value of the certain alternative
were varied to equate the objective expected values. For example, the
individual might be asked to choose between: (a) receiving $750.00 for certain,
or (b) accepting a 50% chance of receiving $500.00 and a 50% chance of
receiving $1000.00. There was a final question which adjusted the risky
amounts to $660.00 and $900.00, but which maintained the probabilities for
each outcome at 50%. Again, the certain alternative was always equal to the
objective expected value of the risky alternative. This entire set of 8 questions
was presented to each of the subjects, in order, first in the form of a strictly
negative situation, and then in the form of a stnci / positive situation. In all the
questions in this set, the certain alternative was listed first.

Finally, there was a set of three questions in which two of the certain
alternatives were equal to each other ($20.00), but all the other parameters
between the questions were varied. These questions were presented to the
subjects in pairs; the first question presented a strictly negative situation and the
second question containa¢ the same parameter values for a strictly positive
situation. Subjects could refer to both questions simultaneously when making
their decisions. In all the questions in this set the certain alternative was listed
first.

Just over half (15) of the 28 choice combinations presented in this study
involved choices where Kahneman and Tversky (1979) suggest decision
weights will exceed objective probability values. Subjective expected utility

theory suggests a similar effect in this probability range with subjective
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probability estimates exceeding objective probability estimates (Edwards, 1953,
1954a: 1954b; 1954c). Unfortunately, the way in which these decision
questions are designed confounds the effects of the decision weighting function
with the effects of the value function.

Because each of the questions contains alternatives which have the same
expected value, and should therefore yield indifference according to expected
value theory, the behavior of individuals who select the risky alternative may be
described as risk-seeking, and the behavior of individuals who avoid the risky
alternative may be described as risk-averse. This means that a totai of four
behavioral patterns are possible for each of the question pairs: (a) consistent
risk-seeking, selecting the risky alternative for both the strictly positive question
and the corresponding strictly negative question; (b) risk-seeking/ risk-aversion,
selecting the risky alternative for the strictly positive question and switching to
the certain alternative for the corresponding strictly negative question; (c)
risk-aversion/ risk-seeking, selecting the certain alternative for the strictly
positive question and switching to the risky alternative for the corresponding
strictly negative questions; and, (d) consistent risk-aversion, selecting the
certain alternative for both the strictly positive question and the corresponding
strictly negative question.

The first pattern, consistent risk-seeking, would not be predicted on the
basis of any of the theories of decision making discussed previously. The
second pattern, risk-seeking/risk-aversion, would be predicted for some
questions involving low probabilities if subjective expected utility theory or
prospect theory criteria are being utilized; it would not be predicted on the basis
of expected utility theory. The third pattern, risk-aversion/risk-seekina. would be
predicted for all the questions where the risky alternative had a hitiw. -2 lity

of occurrence and for some questions where the risky alternative ad 3 )W



166
probability of occurrence on the basis of prospect theory; it would also be the
predicted pattern for some questions with high srobabit:9g on the basis of
subjective expected utility theory. This patterr would not be predicted on the
basis of expected utility theory. The fourth pattern, consistent risk-aversion,
would be predicted for all questions on the basis of expected utility theory; for
some questions with high probabilities and for some questions with low
probabilities on the basis of subjective expected utility theory; and for some
questions with low probabilities on the basis of prospect theory.

If individuals are choosing at random, and have no clear preferences
among the offered alternatives, each of the patterns should appear equally
often. However, if individuals do have preferences between the alternatives for
a given question, at least one response pattern should appear at levels
significantly greater than chance (i.e., for significantly more than 25% of the
subjects).

In 20 of the 28 questions presented, at least one of the above patterns
occurred at greater than chance levels. In 3 of the 28 questions, two different
patterns each occurred at greater than chance levels. This suggests individuals
are not deciding in accordance with expected value predictions, but rather are
utilizing some other decision strategy, for at least some of the questions.
However, Hershey and Schoemaker omitted the data from those subjects who
specifically stated they were indifferent between the alternatives for any civen
question. The percentages of those stating they were indifferent between the
alternatives varied between the questions, but in some instances up to 24% of
the subjects were excluded on this basis.

in 3 of the 28 questions Pattern 1 (risk-seeking/risk—seeking) occurred at
levels significantly greater than chance. This decision pattern is inconsistent

with all four theoretical formulations of decision making. In 5 of the 28 questions



Pattern 2 (risk-seeking/risk-aversion) occurred at levels significantly greater
than chance. Four of these questions had a relatively low probability (p<.10)
associated with the risky alternative, and the other had a relatively high
probability (p > .20) associated with the risky alternative. For the four questions
involving a low probability this decision pattern is consistent with predictions
generated by both subjective expected utility theory and prospect theory; for the
question involving a high probability this decision pattern is inconsistent with all
four theoretical formulations of decision making. In 15 of the 28 questions
Pattern 3 (risk-avoidance/risk-seeking) occurred at levels significantly greater
than change. Five of these questions had a relatively low probability (p <.10)
associated with the risky alternative, and ten of these questions had a relatively
high probability (p > .20) associated with the risky alternative. For the five
questions involving a low probability this decision pattern is only consistent with
predictions generated by prospect theory; for the ten questions involving a high
probability this decision pattern is consistent with predictions generated by both
subjective expected utiiity theory and prospect theory. Finally, in none of the 28
questions did Pattern 4 (risk-avoidance/risk-avoidance) occur at levels
significantly greater than chance.

Because Pattern 4 never occurs at gieater than chance levels, Hershey and
Schoemaker's (1980) findings indicate decision making cannot be explained
on the basis of expected utility theory. When the risky alternative has a high
probability of occurrence their #ndings cannot differentiate between subjective
expected utility theory predictions and prospect theory predictions. When the
risky alternative has a low probabuiity 9f occurrence predictions based on
prospect theory are more consistent with their results than those based on
subjective expected utility theory. However, their results provide evidznce that

current theories of decision making are incompiste and require further
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refinement in order to completely predict decision Lehavior; for four of the
question pairs none of the expectation theories could accommodate the
observed decision patterns. Hei ey and Schoemaker sum up their own
findinge by stating "[T]he problem may well be deepern that subjects just do
not follow expectation models” (p. 417).

Fischhoff (1983). In this study a total of ten G« .. questions were
presented to a number of groups of individuals, using slightly altered wording,
in an attempt to manipulate the {-ame of reference which would he adopted by
the decision maker. Nine ¢fthese questions required that th. viduals
evaluate situations involving the loss of life, and one requires 1@ & luation of
a situation involving the lcss of mone iy wealth. In all cases the objectiv-:
values of the risky alternative and the certain alternative were equal, and
avpected value theory weuld lead 1 predictions of indifference between the
offered alternatives. In eight of the questions the objective probabiiities were
greater than .2, therefore for these eight questions both subjective expected
utility theory and prospect tieory would lead to predictions of risk-seeking
behavior. Two of the questions involved an extremely low probability of
occurrence for the risky alternative (i.e., .01 ). Forthese two questions only
prospect theory weuld lead to predictions of risk-seeking behavior.

Fischhoff found that in almost all instances, where the questions involved a
loss of life, the majority of individuals exhibited risk-seeking behavior. However,
for most of these question prasentations the proportion of individuals selecting
the risky alternative was not significantly greater than would be expected by
char.e. For thé presentations of the problem which involveé a loss of monetary
wealth, in contrast to the problems involving the loss of life, in several instances
the majority of individuals avoided the risky alternative, although the proportions

here were also not significantly greater than chance. These results are difficult



to reconcile with any of the four expectation theories of decision making.

Fischhoff (1983) found some evidence of risk-seeking behavior for both
high and low probabilities. When the probability associated with the risky
alternative is high, this benavior is inconsistent with expected utility theory, and
when the probability associated with the risky alternative is low this hehavior is
incorsistent with both expected utility theory and subjective expected utility
theory. However, this risk-seeking behavior was in response to questions
which required the evaiuztion ¢! situations involving the loss of .uman life. ltis
not clear that the utility function for human life will follow the same form as that
proposed for consumer goods And monetary assets. Therefore inconsistencies
in these circumstances may not provide evidence against these theories.

in addition, there is some evidence of risk-aversion for monetary losses
where the probability of the risky alterniative is high. These findings are
inconsistent witn prospect theory. Theretore, Fischhoff's (1983) findings do not
show clear support for any of the four expectation theories.

Schneider and Lopes (1986). In the Schneider and Lopes study, individual
subjects were initially screened for risk tendency. For this screening indiviauals
were presented with five strictly positive two-outcome situations which
contained a certain alternative and a risky alterrztive of approximately equal
expected value. Those subjects who consister.'ly selected the certain
aiternative were classified as risk-averse for gains, and those subjects who
consistently selected the risky alternative were ciassified as risk-seeking for
gains. A total of 1,282 subjects vere pre-screened and of these only 1%, or 14
subjects in total, selected the risky alternative in all five of the screening
pro’- s, Trerefore, to include 30 risk-seeking subjects in the main study, 16
inclividuals who selected the risky alternative on 4 out of 5 trials aiso

participated.
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These two grottos of subjects were presented with pairs ot stimuli which
represented muiti-outcome lotteries. There were a total of 10 lotteries, each of
which had the same expected value ($100), but which differed in both variance
and skew (see Schneider and Lopes, 1986, p. 539). These 10 lotteries were
combinzd . ito 45 unique pairs, and each of the pairs was presented in random
orcar, 3 tuas, for a total of 135 decision problems. Each of the subjects
evalus*- - all 7. » decision problems on two separate occasions. On one
occasion each ot the problems represented a loss situation, and on the other
each of the problems represented a gein situation. Subjects were under no
time constraints and could refer back and forth between each of the elements in
a given problem as many times as they wished, bu* the two elements could not
be viewed simultaneously. |

The instructions given to each of the subjcits explicitly stated that each of
the lotteries had the same expected value, and that this expected value was
+$100 foi ;+".3, and —$100 ‘or losses. Subjects also received a brief
explanation of ine concept of expected value; they were told it was the average
amount they would win (or lose) if they played any of the gamules for a "long,
long time" (Schneider & Lopes, p. 540).

The initial analysis focused on how the two groups ordered their
preferences for the individual lotteries. This was done ty tabulating the number
of times each lottery was selected out of the 27 times it was presented, both for
gains and losses. Schneider and Lopes found that risk-averse subjects, as a
group, were consistent in their preference orderings of the gain situations but
inconsistent in their preference ordering of the loss situations. The reverse was
true for risk-seeking subjects. As a group, these subjects were consistent in
their preference ordetings of the loss situations but inconsistent in their

preference ordering of the gain situations.



The pattern 2f individual choices across the two domains were aiso
analyzed. Schrader and Lopes founu that 2 of the 30 individuals classified as
rick-averse, and none of the 30 individuals classified as risk-seeking made
consistently risk-averse choices in both domains. This pattern is consistent with
predictions generated on the basis of both expected utility and subjective
expected utility. The fit with predictions based on prospect theory cannot be
assessed because it is not clear how this theory wouid deal with multi-outcome
risky alternatives. Risk-aversion for gains coupled with risk-seeking for losses
was found to be significant for 9 of the risk-averse subjects, .+ 6 of the
risk-seeking subjects. This pattern is inconsister it with predictions based on
expected utility theory, and consistent with predictions baged on prospect
theory. The fit with predictions pased on subjective expected utility theory
cannot be assessed because it is not clear how the theory would deal with
multi-outcome risky alternatives. The opposite pattern, risk-seeking for gains
and risk-aversion foi losses was not present in the risk-averse subjects, but was
evident for 2 of the risk-seeking subjects. This pattern is consistent with
predictions based on both subjective expected utility theory and prospect
theory, for situations where the probabilities associated with a risky alternative
are low. Finally, consistent risk-seeking was found to be the gxiern for 6 of the
risk-seeking subjects, this pattern did not occur in risk-averse subjects. This
choice pattern is not consistent with predictions based on any of the four
expectation theories of decision making. The remaining 35 subjects: (19
risk-averse and 16 risk-seeking) did not show evidence of a stebie pattern
across the two domains. For some questions they reversed their preferences
between the gain and loss problems, and for others they maintained their

preferences.
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One other analysis Schneider and Lopes report is of interest. They
assessed the degree of within-subject consistency with respect to a single pair
of alternatives. Each lottery pair was presented three separate times; if subjects
were selecting at random they would select the same alternative from a given
pair of lotteries on all three presentations only 25% of the time. The individual
consistency levels were significantly greater than this for all the pairs presented
to both groups of subjects. However, risk-averse subjects show a greater
degree of consistency for gains than for losses; for risk-seeking subjects the
percentage of consistent choices is about the same for both gains and losses.

The major conclusion Schneider and Lopes draw is that risk tendency is an
individual differences variable. They suggest the differences in risk preferences
betwe i~ the two groups can be partially explained if risk-aver  nd
risk-seeking subjacts focus on different dimensioi~ ‘¢ problem when
making a decision. Schneider and Lopes conclude by stating: "[Tlhe evidence
suggests that prospect theory will not be able to completely describe
preferences under risk. This may indicate that the process leading to these
preferences is different from that embodied in prospect theory” (p. 546).

Budescu and Weiss (1987). The Budescu and Weiss study evaluaied
decision making when individuals were required to choose between two
alternatives, both of which were risky. Their main concern was the degree to
which individual choices would reverse for pairs of questions which contained
the same parameter values, but in which one question was strictly positive and
the cther question was strictly negative. However, reversal of choices above
and below the abscissa is not a unique prediction of prospect theory. When
both alternatives contain an element of risk, expected value theory would
generate similar predictions (refer to Figure A-1). To illustrate, in one of the

Budescu and Weiss decision pairs individuals were required to choose either:



(a) a 7/24 probability of receiving 200 Israeli shekels (IS), or (b) an 8/24
probability of receiving 180 1S. The expected value of these two alternatives
zre 58.33 1S and 63.33 IS, respectively. Therefore, an individu:! selecting
according to expected value theory will select a*ernative 2. However, when the
same decision problem was changed to a loss, individuals were required to
choose either:; (a) a 7/24 probabiiity of paying out 200 IS, or (b) an 8/24
probability of paying out 190 IS. The expected value of these two alternatives
are ~58.33 IS and ~63.33 IS, respectively. Therefore, an inciidual selecting
according i: expected value theory will seiect alternative 1. In addition, for
centain parameter values both expected utility and subjective expected utiiity
theory would allow for choice reversals beiween equivalent gain and loss
questions when both aiternatives in the decision pair contain an element of risk.
Therefore, the Budescu and Weiss study cannot be used to provide unique
support for picspect theory.

In addition, there is also a confound in the Budescu and Weiss (1987)
study. In each pair they presented, the larger monetary amount was coupled
with the smaller probability. For the specific parameter values they selected this
resulted in ar. interactive effect such that the alternative with the iarger monetary
amount always had the lower’expected value. Therefore, an individual who
maae no probadility calculations and instead chose solely on the basis of
monetary amount would choose in a consistent manner, and have their choices
reverse from gains to losses. Specifically, an individual faced with a choice
between a 7/24 probability of receiving 200 Israeli shekels (IS), and an 8/24
probabiii*y i receiving 190 IS, who selected on the basis of monetary value,
will select the first alternative because it involves a greater gain. However,
when the same decision problem was changed to a loss and an individual is

faced with a choice between a 7/24 probability of paying out 200 Israeli shekels



(IS), and an 8/24 probability of paying out 190 IS, he or she will select the
second alternative because it involves a smaller loss.

In the same way, an individual who chose solely on the basis of probavi'ity
values would also choose in a consistent manner, and have their choices
reverse from gains to losses. Specifically, an individual faced with a choice
between a 7/24 probability of receiving 200 Israeli shekels (IS), and an 8/24
probability of receiving 190 IS, who selected on the basis of probability values
will select the second alternative because it involves a greater chance of
winning. However, when the same decision problem was changed to a loss
and an individual is faced with a choic:» between a 7/¢ . probability of paying
out 200 Israeli snekels (1S), and an 8/24 probability of paying out 190 IS, he or
she will select the first alternative because it involves a smaller chance of
losing. Therefore, reversal of choices for questions involving gains and losses,
using the stimuli in this study, does not provide unigue support for prospect
theory, and it cannot even be taken as support for evidence of probabilistic
reasoning in the decision-making task.

Budescu and Weiss (1987) also stress that » . transitivity is also a basic
requirement of [prospect theory]. Thus, in order to identify subjects who crose
as predicted by this model, we most [sic] consider those who display transitive
preferences in both domains and also satisfy all the other tenets of [prospect

theory]" (p. 196). Selecting solely on the basis of nither monetary values or

probabilities would also produce a consistent ordering of preferences which is a

transitive ordaring. The alternative which contained the largest value for one of
these two parameters would be preferred to all other alternatives, and the
alternative which contained the the lowest value for the same parameter would
not be preferred to any other alternative. Therefore, although preference

transitivity may be a necessary finding to support prospect theory, transitive
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preferences may also appear for individuals wi:u do not utilize an
expectation-type strategy.

Budescu and Weiss' (1987) results offer only mixed support for prospect
theory. They found less than half their subjects made transitive preferences (10
out of 22). Of those w10 did make transitive preferences, eight ordered their
preferences in a way which was consistent with decisions made on the basis of
probability of occurrence, and two ordered their preferences in a way which was
consistent with decisions made on the basis of monetary amount. The
prevalence of an ordering consistent with the notion that individuals may select
alternatives on the basis of probability of occurrence offers support for verbal
reports from subjects in both Hershey and Schoemaker's (1980) study, and
Schneider and Lopes' (1986) study.

Hershey and Schoemaker (1980) report: “For subjects who said they
sr.used on one dimension only, the probability factor (p) appears most
important (p. 415)." And, Schneider and Lopes (1986) found "“[I]n the domain of
losses, 8 of the 60 subjects suggested a strategy similar to the following:
Compare the largest amounts to be lost in each lottery. If the difference is large
choose the lottery with the smallest maximum loss...[i]f the difference is small or
zero, choose the lottery with the best chance of losing nothing or only a small
amount” (p. 546).

This last statement suggests amounts are compared first, and if the
difference is negligible, the final decision is based on probability values. The
risky alternatives in the Budescu and Weiss study are given in Israeli shekels.
The conversion factor at the time of the study was 400 IS = $1.00; therefore,
subjects were evaluating alternatives in which the objective amounts differed by
as little as 10 1S or 2.5¢. It seems reasonable to suggest subjects might

consider this difference to be small, or negligible and therefore select solely on
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the basis of probability of occurrence.

Budescu and Weiss (1987) also found that 12 of their 22 subjects did not
make transitive decisions. This may be partly due to the fact the amounts
involved were small, and the subjects may not have been concerned with
making the "best" choice. If 2 subiect selected the alternative witk .5 -ighest
expected value in each and every case, and it the ten gambles p- 1% the
end of each session were the ten best, strictly positive questions, ;X - the
individual won in all ten cases, he or she would have earned $1.34 more than if
the opposite selections had been made. On the cther hand, if a subject
selected the alternative with the lowest expected value in each and every case,
and if the ten gambles played at the end of each session were the t2n worst,
stric.ly negative questions, and if the individual lost in all ten cases, he or she
would have earned $1.34 less than if the opposite selections had been made.

Because Budescu and Waiss argue that transitivity is a basic requirement of
prospect theory, at best thei* findings provide mixed support for the theory. In
addition, only six of the ten subjects who were classified as making transitive
choices revarsed their preference ordering between the gain and loss domains.
Therefore, it appears the majority of subjects in this study are making choices in

a way which is inconsistent with the prospect theory formulation of decision

behavior.

Chang. Nichols and Schultz (1 987). Chang et al. had 56 middle-income

MBA students take part in a "tax audit lottery." They explain a tax audit lottzry in
the following way: "Playing a tax audit lottery entails a deliberate decision to
take a questionable position on one's tax return that will reduce the immediate
tax payment. The questionable position, if audited, may result in a later larger
payment, including a deficiency and penalty assessment. However, a taxpayer

will not necessarily be audited, and even if he is audited, the audit does not
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always result in a deficiency or penalty assessment. If additional later payments
are not due, the tar»ayer would realize a tax saving. Paying a tax audit lottery
and its consequer ~r-. are analogous to playing a lottery that promises a
probability (p) of winning a certain sum of money (tax saving) or (1-p) probability
of experiencing a loss (deficiency, penalty, etc.)" (p. 301).

Subjects received a total of six tax lottery cases in which the expected
values of both options were equated. Each subject was asked to imagine he or
she was faced with the choice described in each case, and to indicate the
decision he or she would make. In the debriefing individtials were asked
whether they perceived the tax payment as reduced gain or a sure loss, but
there was no attempt to manipulate the frame of reference within the problem
structure; each subject read the identical case descriptions.

The initial results, calculated for the entire group, indicate the majority of
suhjects were risk-averse (did not evade taxes) in five of the six cases. Inthe
etk nase a SMe-. but not significant, majority (55.4%) made the risk-seeking
choie On the surface, these results indicate support for expected utility theory,
in that subjects made uniformly risk-averse choices. However, Chang et al.
divided the r.gponses into two groups: those from subjects who indicated they
viewed the tax lotteries as strictly negativs situations (i.e., a choice between a
certain loss and a risky larger loss) [Group 1], and those ‘rom subjects who
indicated they vizwed the 1ax lotteries as strictly positive situations (i.e., a choice
between certain amount of net income and a risky larger income) [Group 2].
When the choices were analyzed within and between groups, two separate
risk-attitudes emerged.

In the first group risk-aversion for the six cases ranged from 18% to 54%,
with an average of 35%. In contrast, for the second group risk-aversion for the

six cases ranged from 64% to 81%, with an average of 77%. These resuits lend



support to Kahneman and Tversky's (1979, Kahneman & Tversky, 1984)
suggestion of a "frc ming" effect. Individuals who viewed the tax auditas a
strictly negative situation responded in a different m..nner from those who
viewed it as a strictly positive situation. However, the results obtained by Chang
et al. (1987) are more consistent with a subjective expected utility description of
decision-making behavior than with a prospect theory description. They report
that the individuals from the first group were less inclined toc make risk-seeking
choices as the dollar amount was increased. The indifference curve for losses
in subjective expected utility theory is concave below the origin, indicating
risk-seeking behavior will decrease as one moves away from the origin along
the ordinate axis. However, the indifference curve for losses in prospect the..y
is convex below the origin, indicating risk-seeking behavior will increase as ne
moves away from the oridin along the ordinate axis.

One additional finding of interest in the Chang et al. (1987) study is the
incividual differences ini irar- yral charzctaristics between the two groups. In
particular, they founc ths avorage ags in the first group was significantly lov/er
than in the second group. This may indicate that individual's risk perceptions,
or frames of reference change as they grow older.

Therefore, Chang et al. (1S /) provide evidence of a difference in
decision-making behaior based on the frame of reference adopted by the
decision maker, but their results are more consistent with predictions based on
earlier formulations of decision making, than with orospect theory predictions.

Diamond (1988). Diamond focused on prospect theory's prediction that
individuals deciding between two risky alternatives will overweight probabilities
vshich are low, and underweight probabilities which are high. To test this
prediction he had 161 undergraduate students raie the aitractiveness of six

target vehicles based on descriptions which contained information about the
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age of the vehicle (18 to 30 imonths), the miles psr gallon (16 to 24 miles per
gallon), purchase price ($2350 to $2650), along with an estimate of the
probability that the car would require repairs, and the estimate of the repair bill,
if the iepairs were necessary. Fcr one group of subjects the repair bills were
relatively high ($375 to $1750, mean = $937.50), but the probabilities that the
repair would be required were extremely low (.003 or .006). For the other group
of subjects the repair bills were relatively low ($75 to $350, mean = $187.50),
but the probatilities that the repair would be required were cc..-«lgrably higher
(.3 or .6). In addition, each group also rated six other vehiclg:.

The six target vehicles descriptions consisted of two vehicles which had
equal, relatively low expected repair bills; two vehicles with equai, madium
expected repair bills; and two vehicles with equal, relatively high expected
repair bills. For example, one vehicle was described as having a .3 probability
of requiring a $150 repair while another vehicle was described as having a .6
probability of requiring a $75 repair. Prospect theory would lead ‘0 the
prediction that the individuals who rated vehicles with a high probability of
repair, would underweight probabilities, and also underweight the amount of
the larger repair bill, relative to the lower repair bill. In this example,
underweighting the $150 repair bill, relative to the $75 repair bill would cause
the individual to rate the vehicle with the larger repair bill (and the iower
probability of occurrence) as more attractive. However, if low prehabilities are
overweighted, as postulated by prospect theory, this overweighting may lead to
the opposite decision. Therefore, when individuals rated cars whicn :vere
identical in every way, but in which the probability of repair was extremely low,

the vehicle with the smaller repair bill (and the higher probability of occurrence)

may be rated as more attractive.
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Diamond found precisely this effect. The interaction between probability
and consequence was significant (p < .001). In the low probability condition, if
two cars had the same expected repair bill, the car with the lower repair bill was
rated as more desirable; in contrast, in the high probability condition, if two cars
had the same expected repair bill, the car with the higher repair bill (and lower
probability of repair) was rated as more attractive. However, Diamond also
asked subjects to write down, in as much detail as possible, how they arrived at
the rating for the last car on the form.

An analysis of these protocols indicated that individuals were not uniformly
using ~ weighted value type of analysis to arrive at their decision. Instead,
Diamond found individuals were using different strategies, depending on
whether high probabilities or low probabilities were being evaluated. Of the
individuals who rated vehicles where the probability of repair was high, 48%
reported using a weighted value strategy to rate the vehicles; of the indi..~uals
rating vehicles where the probability of repair was low, only 19% reported using
a weighted value strategy. In addition, in the low probability condition 30% of
the individuals either did not mention probabilities as being a factor, or explicitly
mention 3d they did not use the probabilities provided; only 8% of the
individuals in the high probability condition failed to utilize the probabilities
provided; both these differences are significant. In contrast, the proportion of
individuals who failed to make use of the information concerning the amount of
the potentia! repair bill did not differ significantly between the conditions: 14%
for the high probability condition, anc 9% for the low probability condition.

Therefore, although Diamond's {(1988) results are ccasistent with
predictions based on prospect theory, the individuals in his study indicated they
did not make use of a weighted value strategy when evaluating alternatives

where the probability of occurrence is extremely low. Rather, when the
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probability of the risky alternatives is extremely low, the individuals indicated

they based their de ision on the objective values of the alternatives in question,
ignoring the probabilities.

Duchon, Dunegan, and Barton (1989). This study was designed to
replicate the framing effect described by Kahneman and Tversky (1984, Tversky
& Kahneman, 1981). Duchon et al. (1989) had 110 professional employees in
an engineering firm indicate whether or not they would provide additional
funding to a research and development projéct. Subjects were randomly
assigned to one of two conditions, and asked to evaluate the likslihood that they
would approve a request for additional funding for a project which is already
behind schedule and over budget. Both groups read the identical funding
request, with one exception. Forthe positive frame group the final sentence of
the request was: "Of the projects undertaken by the team, 30 of the last 50 have
been successful." For the negative frame the final sentence of the request was
changed to read: "Of the projects undertaken by the team, 20 of the last 50
have been unsuccessful” (p. 25).

Therefore, in the positiva framing condition individuals are evaluating ti1e
cptions of: (a) saving the additional funding for certain, or (b) saving the
additional investment plus entire amount invested so far with a probability of
2/5. In the negative framing condition individuals are evaluating the options of:
(a) losing the entire investment S0 far, or (b) losing the entire investment so far
plus the additional fundirg v.ith a piobability of 3/5. Kahneman and Tversky
(1981; Tversky and Kahneman, 1984) suggest that, because the va!l:e function
for losses is steeper than the vziue function for gains, individuals will select the
risk-averse alternative for gains, and select the risk-seeking alternative for
losses, if both outcomes have equal expected values.

Duchon et al. (1989) dlid find significant differences in the likelihood ratings
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between the subjects in the two conditions; however, individuals who read the

funding request in the positive frame indicated they were more likely to fund the
project than those who read the negative frame. This finding is the opposite to
that predicted on the basis of prospect theory. Therefore, this study provides
some support for the premise that individuals may focus on different aspects of
a problem situation, depending on the frame of reference in which the problem
is presented; however, it does not provide support of the premise that
individuals will be risk-averse for gains, and risk-seeking for losses.

However, Duchon et al.'s (1989) results should be interpreted with some
caution for two reasons. First, although they reported a statistically significant
differences between the two groups, the interpretation of the differences they
report is questionable. They had the subjects rate their responses on a five
point scale: 1 = reject; 2 = lean toward rejecting; 3 = uncertain; 4 = lean toward
funding; 5 = fund. The average rating for the group who read the request in the
positive frame was 3.97, and the average rating for the group who read the
request in the negative frame was 3.50. This means that neither group is clearly
going to reject the project (i.e., average ratings for both groups are greater than
3.0), and yet neither group is clearly going to fund the project (i.e., average
ratings for both groups are less than 4.0). In addition, if individuals relied on the
verbal descriptions provided, it is not clear this scale provides interval-level
decision alternatives. If this is the case, the use of parametric analysis is
inappropriate, and non-parametric analysis may not lead to the rejection of the
null hypothesis.

Second, in the problem they presented, Duchon et al. (1989) did not
indicate how much money had been invested in the project so far. This
changes the situation somewhat. If this information is not provided, all subjects

may not be assessing the same problem; each individual may assign a difterent
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subjective amount in order to carry out a weighted value problem analysis, and
the subjective amount they utilize may also be affected by the framing of the
problem. This introduces a confounding factor into the study.

neral Di ion irical Findin

The studies which have been summarized were each desi. 2d to test
some aspect of the prospect theory (Kahneman & Tversky, 1979) formulation of
decision making; from these studies three general conclusions can be drawn:

1. Different attitudes toward risk exist. Schneider and Lopes (1986)
specifically pre-screened subjects for risk-seeking or risk-aversion in strictly
positive decision problem situations. Although risk-aversion was the prevalent
risk-attitude, 1% of those screened consistently made risk-seeking decisions,
and an additional 2% of those screened made risk-seeking decisions in all but
one instance. Chang et al. (1987) asked subjects to state how they viewed
problems which they had evaluated. Approximately half the subjects adopted a
negative frame of reference, and approximately half adopted a positive frame of
reference. Chang et al. found significant differences between these two groups
on several demographic variables.

2. Although prospect theory has taken into account some behavioral
inconsistencies which could not be explained through the use of earlier
theories, decision behaviors which are inconsistent with prospect theory
assumptions emerged in several of the studies. In particular, risk-seeking
above and below the origin for problems which are obtained from each other by
changing the sign on all outcomes, emerged in the Hershey and Schoemaker
(1980) study. Decision behavior of this type is inconsistent with each of the
expectation theories of decision making.

3. Prospect theory, expectzd value theory, expected utility theory, and

subjective expected utility theory are all based on the implicit assumptions that
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an individual will either assign or utilize some measure of risk and some
measure of worth, and that the individual will combine these two dimensions in
some logically consistent manner to arrive at an overall measure of
attractiveness in decision situations. Although some mixed support for
weighted value assessment of decision problems was found, this may be an
artifact which is a by-product of a different type of decision-making strategy.
Budescu and Weiss (1987) claim their results provide support for a weighted
value assessment strategy, but for this study alternate decision strategies could
be proposed which would produce identical results. Diamond (1988) also
obtained results which supported a weighted value type of decision strategy.
But, for low probability questions subjects reported they did not make use of
probability information in arriving at their final decision. In addition, Schneider
and Lopes (1986) report that some subjects reported strategies which involve
an element-by-element comparison of alternatives: "Our data suggest that
weighted value theories such as prospect theory are inadequate to explain the
basic pattern of preferences for either risk-averse or risk-seeking subjects. We
suggest that this is so because such theories pay scant attention to the goals
and strategies (italics added) that people bring to risky choice" (p. 548).

This is not to suggest weighted value assessment is never used, but rather
that it may not be used on all occasions. This type of decision strategy may only
be used if simpler strategies are inefficient or may lead to "poorer” decisions.

In conclusion, weighted value assessment theories have tended to ignore
individual differences in risk attitude, even though a number of studies have
shown that individual differences in risk attitude exist; the idiographic
predictions generated on the basis of weighted value assessment theories are
generally derived from nomothetic data. Also, even with the most recent

revisions, weighted value assessment theories still fail to describe fully



observed decision-making behavior; significant numbers of individuals make
decisions which are inconsistent with the basic assumptions of these theories.
Finally, weighted value assessment theories fail as process modeis, individual
subjects report the use of strategies which utilize processes that differ
considerably from the subjective weighting schemes embcdies in weighted

value models of decision making.
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Appendix B: Average Decision Times From Study 2 (in milliseconds)

Subject Risk-gain Risk-Loss Worth-gain  Worth-loss Entire

Problems Problems Problems Problems Problem Set
1 4892 6202 5739 6265 5774
2 2131 2774 1873 1769 2137
3 1956 2075 1797 2428 2064
4 3237 2599 2512 2283 2658
5 2960 3772 3352 3398 3370
6 2261 2511 2087 1901 2190
7 1315 2705 2151 2041 2053
8 5928 7370 6238 6612 6537
9 2547 3481 2151 3058 2809
10 6203 5624 4129 4661 5154
11 1605 2828 1702 2151 2071
12 3409 3888 2434 3413 3286
13 1542 1520 2127 1533 1680
14 2174 2516 2181 2833 2426
15 3148 4159 2824 3410 3385
16 2640 2946 2175 4026 2947
17 3835 4317 2723 3186 3515
18 4197 3982 3001 4072 3813
19 1156 874 992 698 930
20 2669 3421 2074 2857 2755
21 3216 3794 2556 2102 2917
22 3316 3937 2287 3052 3148
23 1788 3011 2584 2259 2410
24 2192 2396 1588 2067 2061
25 2049 2342 2612 2028 2258
26 1491 2290 1379 2513 1918
27 1924 2089 1646 1852 1878
28 3265 3516 2385 2942 3027
29 2992 5370 2703 4009 3768

30 2612 2855 2282 2872 2655
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Appendix C: Number of Probabilistic and Amount Statements From Study 4

8-year-old subjects:

Subject Number of Number of Total Proportion
Probability Amount Number of of Probabilistic
Statements Statements Statements Statements

(Max = 60) (Max = 60) (Max = 120)

1 21 47 68 0.31
2 10 47 57 0.18
3 52 31 83 0.63
4 0 56 56 0.00
5 16 45 61 0.26
6 45 38 83 0.54
7 49 20 69 0.71
8 37 21 58 0.64
9 58 56 114 0.51
10 54 26 80 0.68
11 47 24 71 0.66
12 24 43 67 0.36
13 45 21 66 0.68
14 50 2 52 0.96
15 54 7 61 0.89
16 M 3 57 0.95
17 48 12 60 0.80
18 44 33 77 0.57
19 32 23 55 0.58
20 3 60 63 0.05
21 19 49 68 0.28
22 44 31 75 0.59
23 51 51 102 0.50
24 34 27 61 0.56
25 54 45 99 0.55
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12-year-old subjects:

Subject Number of Number of Total Proportion
Probability Amount Number of of Probabilistic
Statements Statements Statements Statements

(Max = 60) (Max = 60) (Max = 120)

1 58 13 71 0.82
2 34 3¢ 73 0.47
3 9 44 53 0.17
4 31 29 60 0.52
5 45 24 69 0.65
6 53 16 69 0.77
7 53 35 88 0.60
8 58 50 108 0.54
9 40 38 78 0.51
10 44 28 72 0.61
11 55 4 59 0.93
12 36 27 63 0.57
13 50 6 56 0.89
14 48 9 57 0.84
15 40 20 60 0.67
16 47 24 71 0.66
17 34 12 46 0.74
18 49 37 86 0.57
19 46 28 74 0.62
20 43 28 71 0.61
21 55 13 68 0.81
22 43 19 62 0.69
23 50 33 83 0.60
24 36 23 59 0.61
25 43 32 75 0.57
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19-year-old subjects:

Subject Number of Number of Total Proportion
Probability Amount Number of of Probabilistic
Statements Statements Statements Statements

(Max = 60) (Max = 60) (Max = 120)

1 29 32 61 0.48
2 53 45 98 0.54
3 42 26 68 0.62
4 47 28 75 0.63
5 47 30 77 0.61
6 3 15 18 0.17
7 51 37 88 0.58
8 48 33 81 0.59
9 36 33 69 0.52
10 52 34 86 0.60
11 37 29 66 0.56
12 58 53 11 0.52
13 47 23 70 0.67
14 52 41 93 0.56
15 58 45 103 0.56
16 32 35 67 0.48
17 38 27 65 0.58
18 60 55 115 0.52
19 37 33 70 0.53
20 51 46 97 0.53
21 58 54 112 0.52
22 40 23 63 0.63
23 39 45 84 0.46
24 40 40 80 0.50
25 57 46 103 0.55



