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Abstract

In modern quantum technology, different quantum systems have properties that make them

effective for some tasks and less beneficial for others. Integrating these systems together into a single

quantum hybrid system, exploiting the advantages of each systems strengths while suppressing their

disadvantages, can advance the total performance. On-chip quantum hybrid systems coupled to

an ensemble of ultracold atoms show a great potential for advancing quantum technology, because

they combine the long coherence time of the atomic ensemble with access to conventional read-out

techniques provided by the chip.

This thesis presents an apparatus that we have built to carry out experiments with coupling

ultracold 87Rb gases to various systems, including nanomechanics and optical cavities. The appa-

ratus operates at ultra-high vacuum conditions, required for experiments with ultracold gases, and

its design allows us to easily and quickly switch between different on-chip devices to perform and

study quantum hybridization with ultracold gases. Such versatility is provided by separating the

region where the ultracold gas is created from the location of the chip, and implementing a system

which can optically transfer the atoms between these two regions.

In this work we also describe atom cooling techniques used in this experiment, including

magneto-optical trapping, sub-Doppler cooling in optical molasses and evaporative cooling. These

methods have demonstrated cooling to temperatures below 100 µK. We also discuss a setup for

optimal optical-dipole transport.

Finally, we theoretically consider magnetic coupling between atoms and nanomechanical os-

cillators and propose using the Landau-Zener transitions as a method for reducing or measuring

mechanical temperature of the resonators, and to create quantum entanglement between multiple

devices.
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Preface

Most of the work described in this thesis was done by myself under an attentive supervision of

Dr. Lindsay LeBlanc, with a help and contributions from other lab members (current and past) and

an experienced technician Greg Popowich. The whole apparatus was designed by L. LeBlanc and

assembled mostly by myself. During many stages of the experiment I was following the footprints

of T. Hrushevskyi and Dr. E. Saglamyurek, who are working on the Quantum simulation project

in our lab.

The majority of the parts (section 3.2) of the vacuum system were cleaned and assembled

(section 3.1) by myself. Ion pumps and the titanium sublimation pump (section 3.2.1) were set up

by G. Popowich. The complete vacuum system was baked (section 3.1.2) by myself and L. LeBlanc.

During the bake we used a temperature monitor built by W. Morrish (not described in the thesis).

The laser locking and control system (not described in the thesis) was set up by L. LeBlanc. The

optics for the laser cooling (section 3.4) was assembled and connected to the main laser system by

myself, while the holders for the optics (not described in the thesis) were designed and machined by

G. Popowich. The imaging system (section 3.5.2) was set up by myself. The image acquisition and

analysis software (not described in the thesis) was originally written by W. Morrish and L. LeBlanc,

and recently updated by L. LeBlanc and S. Wilson.

Bias field magnetic system, that includes coils (section 3.3.2) and the electric current servo-

control system (section 3.3.3), was designed by L. LeBlanc and built by myself and L. LeBlanc.

For the servo controller for the current control system we used the design by I. Spielman at NIST

(not described in the thesis). Quadrupole field coils (section 3.3.1) for magnetic and magneto-

optical trapping as well as the water cooling system (not described in the thesis) for them were

made by G. Popowich. For the control of trapping quadrupole field I used electric current servo-

control system built by T. Hrushevskyi and E. Saglamyurek. Coils for the evaporative cooling

(section 3.3.5) were done by myself based on samples generously provided by T. Hrushevskyi.
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The computer control of the experiment is carried out in a labview program (not described in

the thesis), originally written by I. Spielman and J.V. Porto at NIST and adapted by L. LeBlanc.

All steps of the experiment and the corresponding data analysis (Chapter 4) were performed by

myself using the results of T. Hrushevskyi and E. Saglamyurek as a starting point.

The preliminary work on testing and calibrating the lens system for optical dipole transport

(not described in the thesis) was started by H. Sharum and continued by M.X. Na. This system

was enhanced and integrated with the main apparatus (section 3.6) by myself.

Theoretical work on the Landau-Zener transitions in atom-to-nanostring system (Chapter 5)

was done by L. LeBlanc and myself and was recently published in [A. Tretiakov and L.J. LeBlanc,

Phys. Rev. A 94, 043802] [1]. My contribution to this work includes study and calculation

of magnetic coupling between atomic spins and magnetized mechanical oscillators (section 5.3 in

discussion with L. LeBlanc), the idea to use the Landau-Zener sweeps to manipulate the state of

the oscillator (expression 5.14) and to create the quantum entanglement between two oscillators

(section 5.4.3). The chip design for magnetic trapping (Figure 5.2 (a)) was proposed by L. LeBlanc

while the corresponding trapping potential (Figure 5.2 (b-c)) was numerically calculated by myself.

The mechanical cooling scheme (section 5.4.1) was proposed and developed by L. LeBlanc. The

mechanical thermometry (section 5.4.2) was originally proposed by J. Davis and developed by

L. LeBlanc and myself. The whole composition of Chapter 5 was adapted from [A. Tretiakov and

L.J. LeBlanc, Phys. Rev. A 94, 043802] by myself, including an additional theoretical section 5.1.
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Chapter 1

Introduction

Modern quantum technology, such as quantum information processing and storage, quantum

communication and cryptography, and high-precision measurements, can be advanced by using

quantum hybrid systems [2–4] – systems that integrate components from different kinds of quantum

technologies that are best-suited for individual quantum tasks or allow control and read-out by

classical signals. Apart from practical applications, hybrid systems can be used to study and better

understand the classical-to-quantum crossover: the process during which macro- or mesoscopic

objects, which are usually fully described by the laws of classical physics, start showing quantum

behaviour [5–7]. Similarly, these systems help us to understand the opposite process of the quantum-

to-classical crossover, usually governed by decoherence [8].

Among various candidates as a part of a quantum hybrid system, such as superconducting

circuits [9,10], NV-centers in diamonds [11,12], cavity photons [12,13] and nanomechanical oscilla-

tors [3,11,13], ultracold atomic ensembles show great potential due to their long coherence time and

easy state control by electromagnetic fields. In our lab, we are particularly interested in coupling ul-

tracold gases to nanomechanical oscillators, which can be read-out and controlled by conventional

techniques through optical and electrical signals, and can be cooled to their mechanical ground

states cryogenically [14] or optically [15]. Previous work in other labs demonstrated coupling be-

tween atomic ensembles and different kinds of mechanical devices: optically-mediated coupling to

a membrane [16–18], to cantilevers [19,20] and to an on-chip cantilever via fluctuations of vacuum

electromagnetic field [21]. For our experiment we decided to use a high-tensile stress SiN nanostring

design [22–25], which promises high quality factors and was successfully implemented and analysed

by our collaborators at the University of Alberta [24]. Also, we focus our considerations on atom

1



chip technology [26,27] which in addition to nanomechanical systems, has shown coherent coupling

of atomic ensembles to superconducting circuits integrated with microwave cavities [28] and optical

cavities [29].

This manuscript describes current progress towards building a machine that allows to create

and study hybridization of ultracold 87Rb gas with various types of on-chip devices, which can be

replaced in a relatively fast and easy way. This versatility is achieved by using a design, in which

the region where gas cooling happens (“preparation region”) and the place where the on-chip

experiments are carried out (“science chamber”) are spatially separated [30]. Even though these

regions are integrated into a single ultrahigh vacuum system, the preparation region can be isolated

from the rest with a gate valve during the loading and baking of a new chip. This prevents us from

removing and reassembling magnetic coils and various optical components for atomic cooling and

imaging, as well as tedious and time-consuming alignment of the optics and optimization of cooling

steps after each chip change. In order to move the cooled atoms to the science chamber, we are

implementing the optical dipole transport with a system of focus-tunable lenses, as was recently

proposed and successfully demonstrated [31].

Chapter 2 presents a basic general theory of interactions between atoms and optical and

magnetic fields, which is essential to understand the experimental techniques used in this project

for cooling and trapping of atoms. Also it discusses the energy levels structure of alkali metals in

general, and of 87Rb used in this experiment in particular. Chapter 3 outlines the main parts of

the apparatus, procedures to achieve ultrahigh vacuum conditions, including cleaning and baking

of the vacuum system. Also, this chapter describes the imaging and temperature measurement of

the atomic clouds. Chapter 4 provides theoretical description and the experimental results of the

laser cooling, magnetic trapping and evaporative cooling of atoms in this work, and gives details

on the principles of optimal optical transport. In Chapter 5 we propose using the Landau-Zener

transitions [32] for cooling and calibration of the mechanical motion of a magnetized nanostring,

as well as quantum entanglement of two nanostrings, based on a recently published paper [1].

Chapter 6 gives the summary of the experiment with future directions. The Appendix shows

the absorption imaging pictures of the atomic cloud after the main stages of the laser cooling and

magnetic trapping at the base pressure.
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Chapter2

Theory

Thischapterpresentsgeneraltheorybehindthemaincoolingtechniquesusedforrealization

ofultracoldquantumgases. Wewilldiscussevolutionofatwo-levelsystemunderinfluenceofa

periodicoff-diagonalperturbation(section2.1),whichdescribesascatteringforceexertedonan

atombynear-resonantlight-themaincomponentoflasercoolingandmagneto-opticaltrapping.

Further,theenergy-levelstructureofalkalimetals(section2.2)anditsdependenceonexternal

electricandmagneticfieldsareexplained(sections2.3and2.4).

 

2.1 Two-levelatominteractingwithlight.Scatteringforce

Figure2.1:Schematicillustrationofscatteringforceconcept.Afterabsorbingphotonsofthelight
fieldandre-emittingtheminrandomdirectionanatomexperiencesaforceproportionaltothe
scatteringrate.

Mostlasercoolingandtrappingtechniquesrelyontheconceptofascatteringforce,illustrated

schematicallyinFigure2.1.Anatomilluminatedbyalasergainsmomentum∆p,inthedirection

ofthelightpropagation,byabsorbingphotons.Then,theatomspontaneouslyradiatesaphoton

inarandomdirection.Duetotheisotropyofthespontaneousemission,thenetrecoilmomentum
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from the emission processes (after many events) is zero. The resulting scattering force F points in

the direction of the light’s k-vector and is equal to the product of a single-photon momentum and

the average scattering rate1:

F =

〈
∆p

∆t

〉
= ~k

〈
1

∆t

〉
= ~kΓs, (2.1)

where Γs is the average scattering rate. Assuming that the time of momentum transfer ∆t is

smaller than the atom excited state lifetime and that after the emission another photon is absorbed

immediately, the scattering rate can be expressed as a a product of the spontaneous emission rate

Γ and the probability of being in an excited state pe:

Γs = Γpe. (2.2)

Below, we derive the scattering rate for the case when the atom can be considered as a two-level

system.

2.1.1 Rabi oscillations in a two-level system

The interaction between an oscillating electromagnetic field and an atom can be described in

semi-classical picture by the Hamiltonian

Ĥ = Ĥ0 + ĤI . (2.3)

Here, the first term corresponds to the atomic energy in the absence of an external electromagnetic

field and the second characterizes the time-dependent interaction between the field and atomic

electric or magnetic dipole.

For most practical applications, it is sufficient to consider the atom as a two-level system in the

basis of eigenstates of Ĥ0:

Ĥ0 |φ1〉 = ~ω1 |φ1〉 , Ĥ0 |φ2〉 = ~ω2 |φ2〉 , (2.4)

where state |φ1〉 corresponds to the ground state and |φ2〉 to the excited state. The interaction

1Most of the derivations in this section follow a standard textbook approach, e.g. see [33] or [34].
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term can be described as

ĤI = V̂ cos(ωt) = −d̂ ·E cos(ωt), (2.5)

where d̂ = er is the electric dipole operator and E is the electric field vector. Note that 〈φ1| V̂ |φ1〉 =

〈φ2| V̂ |φ2〉 = 0 due to the odd parity of the dipole operator.

The basis states evolve in time as |φ1(t)〉 = |1〉 exp(−iω1t) and |φ2(t)〉 = |2〉 exp(−iω2t), where

|1〉 and |2〉 are basis states at t = 0. The wavefunction of the atom at moment of time t is the

superposition of these two states:

|ψ(t)〉 = c1(t) |φ1(t)〉+ c2(t) |φ2(t)〉 , (2.6)

where coefficients c1(t) and c2(t) govern the time evolution of the wavefunction with respect to the

basis. Projecting the Schrödinger equation

i~
d |ψ(t)〉
dt

= Ĥ |ψ(t)〉 (2.7)

onto |1〉 and |2〉 gives a set of ordinary differential equations for the the coefficients c1(t) and c2(t):

d

dt
c1(t) = iΩRe

−iω21t cos(ωt)c2(t), (2.8)

d

dt
c2(t) = iΩRe

iω21t cos(ωt)c1(t); (2.9)

where ~ΩR = −〈1| V̂ |2〉 = −〈2| V̂ |1〉 (since the coupling is real) and ω21 = ω2−ω1. Using Euler’s

formula cos(ωt) = (eiωt + e−iωt)/2, these equations can be rewritten as

d

dt
c1(t) =

iΩR

2
(ei(ω−ω21)t + e−i(ω+ω21)t)c2(t), (2.10)

d

dt
c2(t) =

iΩR

2
(ei(ω+ω21)t + e−i(ω−ω21)t)c1(t). (2.11)

In the case where ω is close to resonance frequency ω21, the rapidly oscillating terms e−i(ω21+ω)t

and ei(ω21+ω)t do not significantly affect the evolution of the system and thus can be omitted. This
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is called the rotating-wave approximation and it gives us

d

dt
c1(t) =

iΩR

2
c2(t)eiδt, (2.12)

d

dt
c2(t) =

iΩR

2
c1(t)e−iδt; (2.13)

where we introduced the detuning δ = ω − ω21.

In the resonant case, δ = ω − ω21 = 0, these equations have simple solutions in trigonometrical

functions. For the initial condition c1(0) = 1, c1(0) = 0, the probability of the population transfer

at a moment of time t is given by

p2 = |c2|2 = sin2

(
ΩRt

2

)
. (2.14)

In the non-resonant case (δ 6= 0), we can solve the system of equations 2.12 and 2.13 with the

substitution c̃1(t) = c1(t)e−i
δt
2 , c̃2(t) = c2(t)ei

δt
2 :

d

dt
c̃1(t) = − iδ

2
c̃1(t) +

iΩR

2
c̃2(t), (2.15)

d

dt
c̃2(t) =

iΩR

2
c̃1(t) +

iδ

2
c̃2(t). (2.16)

We obtain a system of ordinary differential equations in the form of d
dt c̃(t) = A∗ c̃(t), which has

solution in a the form of a matrix exponent c̃(t) = exp(At) ∗ c̃(0). For the same initial conditions

as before, the solution is

c̃1(t) = cos

(
Ωt

2

)
+ i

δ

Ω
sin

(
Ωt

2

)
, (2.17)

c̃2(t) = i
ΩR

Ω
sin

(
Ωt

2

)
; (2.18)

where Ω =
√

Ω2
R + δ2 is a generalized Rabi frequency. The result implies that, in the case of detun-

ing, a two-level atom experiences partial state transfer between the levels, at a higher oscillation

frequency (as shown in Figure 2.2). This result will be the same if we consider the interaction

between an oscillating linearly polarized magnetic field b and atomic magnetic moment µ. In this

case the Rabi frequency is ΩR = 〈1| µ̂ · b |2〉.
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2.1.2 OpticalBlochequationswithoutdamping

Intheprecedingsectionwedidnottakeintoaccountspontaneousemission,whichisareasonable

approximationformagnetic-dipoletransitions.Forelectric-dipoletransitions,spontaneousemission

canbeintroducedphenomenologically,ifweapplyadensity matrixformalismtodescribethe

problem.

Ifwestartwithapurestate|ψ =c1|1+c2|2asbefore,thecorrespondingdensitymatrix

canbeexpressedastheouterproduct

ρ=|ψ ψ|=




|c1|
2 c1c2

∗

c1
∗c2 |c2|

2



≡




ρ11 ρ12

ρ21 ρ22



, (2.19)

wherethecoefficientsρ11=ρ11andρ22=ρ22arecalledpopulationsandρ12=(ρ21)
∗=e−iδtρ12

arecalledcoherences.

Now,werewriteevolutionequationsintermsofthedensity matrixelements,usingequa-

tions2.15and2.16:
d

dt
ρ11=

d

dt
(c1c1

∗)=i
ΩR
2
(ρ21−ρ12), (2.20)
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d

dt
ρ̃22 = − d

dt
ρ̃11 = i

ΩR

2
(ρ̃12 − ρ̃21), (2.21)

d

dt
ρ̃12 =

d

dt
(c̃1c̃2

∗) = −iδρ̃12 + i
ΩR

2
(ρ̃22 − ρ̃11). (2.22)

d

dt
ρ̃12 =

d

dt
(c̃2c̃1

∗) = iδρ̃21 − i
ΩR

2
(ρ̃22 − ρ̃11). (2.23)

2.1.3 Optical Bloch equations with damping

The phenomenological damping term can be guessed from the exponential nature of spontaneous

emission: ρ22(t) = ρ22(0)e−Γt, which implies that c1(t) = c1(0)e−Γt/2 (this result can be obtained

rigorously from the Wigner-Weisskopf theory of spontaneous emission [35]). Thus, we can insert

phenomenological damping terms for d
dt ρ̃22, d

dt ρ̃12 and ρ̃21 as −Γρ̃22, −(Γ/2)ρ̃12 and −(Γ/2)ρ̃21,

respectively. Since the trace of a density matrix is always equal to one, the Γρ̃22 term should be

added to the equation for d
dt ρ̃11. This leads us to the optical Bloch equation with damping:

d

dt
ρ̃11 = i

ΩR

2
(ρ̃21 − ρ̃12) + Γρ̃22, (2.24)

d

dt
ρ̃22 = i

ΩR

2
(ρ̃12 − ρ̃21)− Γρ̃22, (2.25)

d

dt
ρ̃12 = −(

Γ

2
+ iδ)ρ̃12 + i

ΩR

2
(ρ̃22 − ρ̃11). (2.26)

d

dt
ρ̃21 = −(

Γ

2
− iδ)ρ̃21 − i

ΩR

2
(ρ̃22 − ρ̃11). (2.27)

The numerical solution of these equations for different parameters, in terms of the population

of the excited state ρ22, is depicted in Figure 2.3. The population reaches steady state after several

Rabi oscillations in the underdamped case (ΩR � Γ) or directly in the overdamped case (ΩR � Γ).

2.1.4 Steady-state solution

The steady-state values depend on the system’s parameters and can be found from the steady

state solution of the equations (2.24)-(2.27), where the left-hand side is set to zero. Before we
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proceed,letussimplifythenotation. Duetotheconstrainsρ11+ρ22=1andρ12=(ρ21)
∗there

areonlytwoindependentequations.Bysubtracting2.24from2.25andintroducingthepopulation

inversionw=ρ22+ρ11,wecanrewritetheopticalBlochequationswithdampinginthefollowing

way:
d

dt
ρ21=(

Γ

2
−iδ)ρ21−i

ΩR
2
w, (2.28)

d

dt
w=−Γ(w+1)−iΩR(ρ21−ρ12). (2.29)

Settingtheleft-handsidesofequations(2.28)and(2.29)tozeroandsolvingthesystemgives

usthefollowingsteady-statesolution:

w=−
1

1+s
, (2.30)

ρ21=
iΩR

(Γ−2iδ)(1+s)
, (2.31)

where

s=
Ω2R/2

δ2+(Γ/2)2
=

s0
1+4(δ/Γ)2

(2.32)

iscalledthesaturationparameterands0=2Ω
2
R/Γ

2istheresonantsaturationparameter.
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Finally, from the equation (2.30) the excited state population is

ρ22 =
1

2
(1 + w) =

1

2

s0

1 + s0 + (4δ2/Γ2)
=

1

2

I/Is
1 + I/Is + (4δ2/Γ2)

, (2.33)

where in the third equality we used the fact that the saturation parameter is proportional to the

light intensity I: s ∼ Ω2
R ∼ |E|2 ∼ I. The proportionality factor Is is called saturation intensity.

The steady-state population ρ22 as a function of the detuning for different values of the saturation

parameter is presented in Figure 2.3.

Equation (2.33) has the two following limits:

1) Low intensity: s0 = I/Is � 1. In this limit ρ22 ∼ 0 and the atom remains in its ground

state. This corresponds to the over-damped regime of a harmonic oscillator with damping.

2) High intensity: s0 = I/Is � 1. In this limit ρ22 → 1/2, which reflects that it is not possible

to create a population inversion in a two-level system.

Finally, the scattering force as a function of detuning can be written as

Fs(δ) = ~kΓρ22(δ) =
~kΓ

2

I/Is
1 + I/Is + (4δ2/Γ2)

. (2.34)

2.1.5 Optical Bloch equations in terms of the Bloch vector

In some cases (e.g. for numerical integration) it might be more convenient to rewrite the

equations (2.28)-(2.29) in terms of real-valued variables. This can be done by introducing u =

ρ̃12 + ρ̃21 and v = i(ρ̃21 − ρ̃12):

d

dt
u = δv − Γ

2
u, (2.35)

d

dt
v = −δu+ ΩRw −

Γ

2
v, (2.36)

d

dt
w = −ΩRv − Γ(w + 1). (2.37)

It can be shown that without spontaneous emission these equations describe the precession of the

vector (v, u, w) around axis (ΩR, 0, δ) with frequency Ω =
√

Ω2
R + δ2. This vector is usually called

the Bloch vector.
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2.2 87Rb-level structure.

In this section, we discuss the fine and hyperfine structure of energy levels in hydrogen-like

atoms and alkalis in general, and 87Rb in particular.

2.2.1 Quantum defect in alkali metals

Alkali metals have a single valence s-electron outside a set of fully filled electronic shells. Gener-

ally, the electrons in the filled shells are not perturbed by external fields and thus do not participate

in optical transitions. These electrons create a spherically symmetric electric field outside of the

shell which screens the nuclear electric field, leading to hydrogen-like wave functions of the valence

electron. The energy of this electron is similar to that of hydrogen-like atoms with a correction

due to non-zero probability of being inside the “screen”. Quantitatively it can be described by

Rydberg’s formula with the quantum defect δL [36]:

E(n,L) = −hc R∞
(n− δL)2

, (2.38)

where n is the principal quantum number and R∞ is Rydberg’s constant. Since the probability of

penetrating the screen depends on the shape of the wavefunction, the quantum defect depends on

the orbital quantum number L, thus removing the degeneracy with respect to the orbital angular

momentum. For the ground state of Rb atoms, the value of the quantum defect is δS = 3.19 [36].

2.2.2 Fine structure of atoms

Considering first-order relativistic corrections to the electron’s energy in an atom leads to the

following Hamiltonian [37]:

Ĥ = Ĥ0 −
p̂4

8m3c2
+

1

2m2c2

1

r

dV (r)

dr
L̂ · Ŝ +

~2

8m2c2
∆rV (r), (2.39)

where p̂, r, and V (r) correspond to the electron’s momentum, position and potential energy,respectively,

and operators L̂ and Ŝ describe the electron’s angular momentum associated with its orbital mo-

tion and spin, respectively. The first and second terms in (2.39) refer to the non-relativistic energy

and the first-order relativistic correction to the kinetic energy, respectively. The third takes into

account the spin-orbit coupling, which is the interaction between the electron’s magnetic moment

associated with its spin and the effective magnetic field as a result of the electron’s motion in
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an inhomogeneous electrostatic field. The last one is the Darwin term describing energy of the

Zitterbewegung or “trembling motion” of the electron about its position r [38].

The second, third, and fourth terms scale as α2 =

(
1

4πε0

e2

~c

)2

=

(
1

137

)2

with respect to Ĥ0.

The spin-orbit coupling term removes the degeneracy with respect to L, thus giving rise to the fine

structure of atoms.

2.2.3 Hyperfine structure of atoms

The total energy of an atom is affected by its nuclear spin I, interacting with magnetic moment

associated with the electron’s spin and the magnetic field created by the electronic orbital motion.

This energy correction can be expressed in terms of the total angular momentum of the electron

J = L + S and the nuclear spin [39]:

ĤHF = AI · J, (2.40)

where A(n,L, J) is the hyperfine constant. This interaction leads to the separation between levels

corresponding to different values of the total angular momentum of an atom F = J + I giving rise,

to the hyperfine structure of atoms.

2.2.4 Hyperfine structure of 87Rb

87Rb isotopes have nuclear spin I = 3/2. In a combination with the spin of a single valence

electron, there are two ground-state levels in the hyperfine structure with F = 1 and F = 2

connected by a long-lived magnetic-dipole transition. In the first excited state, the absolute value

of the vector sum of the electron’s spin and orbital angular momentum can have two values providing

two optical transitions in the fine structure: 52P 1/2 → 52S1/2 (D1-line) and 52P 3/2 → 52S1/2 (D2-

line). The hyperfine structure corresponding to the D2-line used in our experiment is presented in

Figure 2.4.

2.3 Level splitting in a magnetostatic field: Zeeman effect and

magnetic trapping

Most atoms have an intrinsic permanent magnetic dipole moment µ proportional to the total

angular momentum F. Interaction between µ and an external static magnetic field shifts the

atomic energy depending on the magnetic number mF , the phenomenon called the Zeeman effect.
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87Rbusedintheexperiment
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Experimentally,thiseffectisusedformagnetictrapping,evaporativecoolingandopticalpumping.

Asemi-classicaloperatordescribingthiseffectforasingle-electronatomcanbeexpressedinthe

followingway[41]:

ĤZ=−µ̂·B=−(̂µS+µ̂L+µ̂I)·B=−
µB
(gŝS+gLL̂)·B−

µN
gÎI·B≈

µB
(2̂S+L̂)·B,(2.41)

wherewewritethetotal magnetic momentintermsofthecontributionsfromspinS,orbital

momentumL,andthetotalnuclearspinI.Inthelastequality,weusedgL=−1andgS=−2

fortheorbitandspingyromagneticratiosrespectively,andneglectedthenuclearterms,sincethe

nuclearmagnetonµN ismuchsmallerthanBohr’smagnetonµB

I

LS

F

J

B

.

Figure2.5:VectordiagramrepresentationoftheZeemaneffect.IntheLS-scheme,vectorsSand
LrapidlyrevolveaboutthevectoroftotalelectronicangularmomentumJ.IntheIJ-schemeI
andJrapidlyevolvearoundFwhichprecessesslowlyaboutmagneticfieldvectorB.

Ifthemagneticshiftissmallerthanthehyperfinesplitting,LandSneedtobeexpressedinterms

ofFandmFnumbers. WeassumethatthenuclearspinIandthetotalelectronangularmomentum

J=L+SrotaterapidlyaboutFwhiletheelectronorbitalangularmomentumLandspinSrotates

rapidlyaroundJcorrespondingtotheIJandLScouplingschemesrespectively[39,42]. Meanwhile,

FprecessesslowlyaroundthemagneticfieldaxisasdepictedbyFigure2.5.

InthistreatmentweneedtorewriteSandLintermsoftheirprojectionsonJ,accordinglyto

theprojectiontheorem[37]

S→
Ŝ·̂J

Ĵ
2 Ĵ=

Ŝ
2
+ Ŝ·̂L

Ĵ
2 Ĵ=

J(J+1)+S(S+1)−L(L+1)

2J(J+1)
Ĵ, (2.42)
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L→ 〈L̂ · Ĵ〉
〈Ĵ2〉

Ĵ =
〈L̂2〉+ 〈L̂ · Ŝ〉

〈Ĵ2〉
Ĵ =

J(J + 1) + L(L+ 1)− S(S + 1)

2J(J + 1)
Ĵ, (2.43)

J→ 〈Ĵ · F̂〉
〈F̂2〉

F̂ =
〈Ĵ2〉+ 〈Ĵ · Î〉
〈F̂2〉

F̂ =
F (F + 1) + J(J + 1)− I(I + 1)

2F (F + 1)
F̂, (2.44)

Substituting equations (2.42-2.44) into (2.41) gives us

ĤZ =
gFµBBF̂z

~
, (2.45)

∆EZ = 〈ĤZ〉 = gFµBmFB; (2.46)

where the operator F̂Z corresponds to the projection of the vector F on the magnetic field axis z

with eigenvalues of ~mF . The g-factors are given by

gF = gJ
F (F + 1) + J(J + 1)− S(S + 1)

2F (F + 1)
(2.47)

and

gJ = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)
. (2.48)

According to expression (2.46), inhomogeneous magnetic field creates a potential well or a

potential hill for an atom depending on the sign of gFmF , providing a tool for magnetic trapping of

atoms. Since a static magnetic field cannot have a local 3D maximum in a current-free region [43],

only atomic states for which gFmF > 0 are magnetically trappable. In general, an atom sees a

changing quantization axis when moving through an inhomogeneous field, but if the atom moves

slowly enough, its magnetic dipole follows the field vector adiabatically and maintains its mF value.

This adiabaticity cannot be achieved when the magnetic field is zero at its minimum, thus it is

better to use magnetic traps with a non-zero minimum value if possible. Loss near the centre of

the trap due to this mechanism is known as Majorana loss [44].

2.4 Level splitting in optical field: AC-Stark effect and optical

dipole trap

The time-independent Hamiltonian associated with a two-level system in an optical field is

described by equations (2.15) and (2.16) and can be written in a matrix form as
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Ĥ =
1

2

 ~δ −~ΩR

−~ΩR −~δ

 (2.49)

with eigenvalues

E± = ±~
2

√
δ2 + Ω2

R. (2.50)

The values from equation (2.50) correspond to the energy shift of two levels in a “dressed-atom”

picture due to interaction with the light field [33], a phenomenon known as the AC-Stark effect.

At large detuning δ � ΩR equation (2.50) becomes

E± = ±~
2
δ

(
1 +

Ω2
R

2δ2

)
, (2.51)

which is proportional to the optical field intensity. This result is rather qualitative, since we assumed

large δ while expression (2.49) was derived in the rotating-wave approximation, which is a good

assumption only for small values of detuning. Nevertheless, it shows that the force that the light

exerts on the atom is proportional to the light’s intensity gradient.

The same result can be obtained classically, assuming that the atomic electric dipole moment

d induced by the light filed is proportional to its field strength E:

d(t) = αE(t) = αE0 cos(ωt), (2.52)

where the proportionality coefficient α is the atomic polarizability and we keep in mind the dipole

moment varies in time as the field oscillates. The force acting on the dipole is proportional to the

field’s gradient, which, averaged in time, gives us

〈F〉t =

〈
d(t) · d

dr
E(t)

〉
t

= α

〈
E(t) · d

dr
E(t)

〉
t

=
α

4

d

dr
|E0|2 =

α

2cε0

d

dr
I. (2.53)

For negative α, the optical dipole force points towards the intensity maximum and allows one to

trap atoms in a laser focus, the technique known as optical dipole trapping.
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Chapter 3

Experimental setup

In our experiment, we use a two-chamber setup, where the chip’s location is different from the

place where the ultracold gas is prepared. The experimental idea is to create the ultracold gas in the

“preparation region”, a rectangular glass cell (section 3.2.6) surrounded with optics (section 3.4)

and magnetic-field coils (section 3.3), and then to move the sample to the “science chamber” for

on-chip experiments via optical transport (section 3.6).

The system is kept all the time under ultrahigh vacuum condition necessary for ultracold gas

experiments. The science chamber can be isolated from the rest of the system with a gate valve,

which allows us to change chips without breaking vacuum in the preparation region. This prevents

us from the necessity of baking out (section 3.1.2) the glass cell, which would require dismounting

of all optics and magnetic coils, thereby making the design more versatile. Particular vacuum

components are described in section 3.2. The imaging setup is discussed in section 3.5.

3.1 System preparation

3.1.1 Ultra-high vacuum component cleaning

To achieve ultra-high vacuum, all parts of the system should contain as little contamination

as possible on their inner walls. To achieve this in our experiment we use the following cleaning

sequence:

1) Sponge in hot tap water with a low foam powdered detergent.

2) Rinse with hot tap water.

3) Spray with acetone.
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4) Spray with methanol.

5) Rinse with distilled water.

6) Let it dry, covered with lint-free tissues (Kim-wipes) to protect from dust. The presence of

remaining liquids will slow down pumping significantly.

3.1.2 Baking

In order to get to a low base pressure, all parts of the system should be gradually heated up

to temperature 150− 200 0C, which dispenses contaminants (mostly trapped water and hydrogen)

from the inner walls. During the whole process all parts of the system (including ion pumps)

should be kept at about the same temperature in order to avoid redistribution of the contaminants

to the colder parts. The uniform temperature can be achieved by wrapping the whole system in

aluminium foil (baking).

Before baking we turned on a roughing pump (see section 3.2.1) and waited until the pressure

in the system stopped changing significantly (usually leaving the pumping overnight is enough).

The pressure measured with an ion gauge (see section 3.2.3) before the start of baking was on the

order of 10−6 Torr. For the heating we wrapped all metallic parts with heater tapes directly, while

for the glass cell we wrapped the tape around a metallic rectangular frame surrounding the cell.

The current through the heating tapes was controlled with variable transformers (variacs). The

temperature was measured with various type-K thermocouples attached to exposed metal and glass

parts with a kapton tape. Aluminium foil was placed on top of the tape in a few layers.

At the beginning, increasing average temperature in the system by 5 0C led to a few orders of

magnitude increase in the pressure. After some time, the pressure started dropping until it reached

a new base value. After that, we increased the temperature. The maximal average temperature

during the bake was about 180 0C with the glass cell and windows slightly colder then the rest of

the system.

When the pressure at the maximum temperature dropped to 10−7 Torr, we turned the ion

pumps on. The pressure went high for about 20 s and then was dropping constantly. When the

pressure stabilized we started to lower the temperature gradually over a day. The base pressure

after the baking was on the order of 10−10 Torr.
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Figure3.1:Vacuumassemblyschematics.1)40L/sIonpump.2)Anglevalve.3)Opticaltrapping
beaminput. 4)Rbdispenser’selectricconnections. 5)Observationwindow. 6)Preparation
glasscell.7)Gatevalvetoisolatepreparationregionfromsciencechamber.8)Sciencechamber.
9)Opticaltrappingbeamoutput.10)RGA.11)55L/sIonpump.12)Gatevalvetoisolatescience
chamberfromchiploadingregion.Redbeamacrossthesystemrepresentstheopticaldipoletrap.
Figurewasadaptedfroma3DimagemadebyL.J.LeBlanc.

3.2 Vacuumsystemcomponents

InourexperimentweusestainlessstealvacuumpartsfromMDC andKimball.Thesealing

isachievedwithConFlatflangetechnology,whereeachfaceoftheassembledpartscarriesanedge

thatcutsthroughasoftmetalgasket. Here,weusesilver-coatedcoppergasketsfromDuniway

StockroomCorporation.Inordertoachieveuniformpenetrationoftheconflatknife-edgeand

tosaveitfrombending,boltsaroundtheflangecircumferenceweretightenedinarotatorypattern.

TheassembledvacuumsystemwithlabelledpartsispresentedinFigure3.1.

3.2.1 Pumping

FortheroughingstageweuseTPScompactEX9698222turbopumpfromAgilentTech-

nologies.Atnormaloperationitworksatafrequencyof960Hzandpowerof17 W.Turbopump

isconnectedtothesystemviaananglevalvethatcanbeseeninFigure3.2.Itpumpsoutgases
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from the system to the atmosphere and becomes ineffective at low pressures.

For achieving ultra-high vacuum conditions after the roughing stage, we use 40 L/s and 55 L/s

Valcon Plus Starcell ion pumps with 4UHV 929-400 controller from Agilent Technologies.

Ion pumps ionize most of the atoms and molecules of the residual gases with electrons spinning

in an inhomogeneous magnetic field created by strong permanent magnets. The ionized particles

of the gases are then collected with the pump’s cathode. Ion pumps become ineffective when

contaminated, which happens fast at high pressures, and thus should be turned on only after the

roughing stage.

To reduce the concentration of hydrogen, which is not trapped effectively by the ion pumps, we

use a titanium sublimation pump from Gamma Vacuum. It sprays titanium inside the system,

which covers the system’s inner walls with a thin layer. The titanium layer effectively absorbs

hydrogen molecules that collide with it.

3.2.2 UV-lights for light induced atom desorption

While the high background pressure of the Rb vapour is essential for the MOT stage, it is the

main factor limiting the lifetime of the magnetic and optical dipole traps. A rapid switching “on”

and “off” of the background pressure can be achieved with a light-induced atom desorption [45]. In

this experiment we use Marubeni L405-66-60-550 high-power 300 mW illuminators that radiate

the preparation cell with 405 nm light. Turning them on for the MOT loading stage significantly

increases the number of trapped atoms, while keeping the background pressure low during the later

stages, when the lights are off.

3.2.3 Pressure measurements

In general, the pressure inside the system can be estimated from the value of the ionic current

inside the ion pump. It gives a good measure of the pressure inside the pump, but it may differ from

the values in other parts of the system, especially when the pump is contaminated. In this case we

use a Bayard-Alpert ionization gauge from SRS. It ionizes near-coming atoms and molecules with

electrons emitted from a hot filament and measures ionic current that is proportional to the total

pressure.

In order to determine the abundance of different gases that are present in the system, we use a

residual gas analyzer RGA-100 from SRS. It uses a quadrupole mass spectrometer, that shows a

partial pressure of components as a function of their mass. The RGA can also be used for a leak
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detection in the system. In this case one needs to spray a He gas near the region of the suspected

leak. A significant increase in He partial pressure will be a signature of the leak.

3.2.4 Dispensers

As a source of Rb in the experiment we use SEAS Rb/NF/7/25 alkali metal dispensers.

They contain stable salts that release Rb when heated at a rate proportional to the dispenser’s

temperature. We use electric current as a means of controlling the release rate. The dispensers are

connected to a Agilent 6541A power supply via a MDC 9112000 - 0268201 (made by Insu-

lator Seal) feed-through connector attached via in-line connectors Accuglass 110113, 110111.

Even though the manufacturer gives a value of 5 A as the release threshold current, we found that

running 4 A increases the background pressure by 10−9 Torr, which is sufficient for the purposes

of the experiment.

3.2.5 Differential pumping tube

To maintain low background pressure in the science chamber while using the dispensers in the

preparation region, we setup a differential pumping tube between this two regions. The tube sticks

out in the direction of the preparation cell creating an obstruction for atoms coming to the science

chamber. Our differential pumping tube is made of 316 stainless steel tubing.

3.2.6 Glass cell (preparation region)

For the preparation region, in which the ultracold gas is created, we use a rectangular cell with

outer dimensions of 40 × 40 × 100 mm made of the Pyrex glass by Precision Glassblowing.

The cell has an anti-reflection coating for 780 nm light incident at right angle to a cell’s face. One

end of the cell is attached to metallic flexible bellows as shown in Figure 3.2. The bellows reduce

tension in the glass during the mounting, thus keeping it from breaking. The preparation during

the later stages of the experiment is shown in Figure 3.3

3.3 Magnetic fields system

3.3.1 Quadrupole magnetic field

Two magnetic coils with opposite currents (anti-Helmholtz configuration) create magnetic fields

whose vectors point in opposite directions along the coils’ axis and cancel each other in the middle.
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Angle valve

Turbo pump connection

Figure3.2:Preparationregionduringprimarystagesofassemblingandtesting.

Thisresultsinaquadrupolefieldwithalmostconstantslopenearthecenter(seeFigure3.4,left).

Becauseoftheaxialsymmetry,magneticfieldgradientsinradialdirectionsareequal:dBx/dx=

dBy/dy.Duetothenon-divergenceofmagneticfields,nearzerotheslopeinlongitudinaldirection

istwotimeslargerthaninradialdirection.Inourexperimentaquadrupolemagneticfieldcreated

byapairofanti-Helmholtzcoilsisusedformagneto-opticalandmagnetictrapping(seeChapter4).

Intheexperimentweuseapairofcoilsthatareformedwithakaptoninsulatedhollowcopper

wire.Ithasasquarecross-sectionwitha3/16inchsideandhashollowcorewith3/32inchin

diameter. Eachcoilhasaninnerdiameterof120mm,6turnsinwidthand4turnsinheight.

Thecoilshaveaninnerseparationofapproximately58mm,andcreateaquadrupolemagnetic

fieldwithagradientof0.197G/cm·Aintheradialdirectionand0.42G/cm·Ainthelongitudinal

direction. Thecurrentusedformagnetictrappingcangoashighas420Aforseveralseconds.

Thus,toprovideenoughheatdissipationfromthecoils,weuseaBerkeley MGP70-02booster

pumptoruncoldwaterthroughthehollowpartinsidethewire.
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Figure3.3: Preparationregionatfinalstage. 1)Southbeamoutput. 2) Westbeamoutput.
3)Topbeamoutput.4)Northbeamoutput.5)Eastbeamoutput.6)Bottombeamoutput.
7)IRRaspberry-PicameraforcontinuousmonitoringoftheMOT(setupbyChenxiHuang).8)y-
biasfieldcoils.9)Quadrupolefieldcoils.10)Focusingsystemforabsorptionimaging.11)CCD
cameraforabsorptionimaging.12)UV-LEDsforinduceddesorptionof87Rb.
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Figure3.4: MagneticfieldschematicsandcalculationsforMOT/magneticcoils(left)andbiascoils
(right).Lefttop:Coilsinananti-Helmholtzconfiguration,asusedforthe MOTandmagnetic
trap.Blackarrowsindicatecurrentdirection.Leftbottom: Magnitudeofthemagneticfieldalong
acommonaxisbetweentwoanti-Helmholtzcoilswithparametersgiveninthetext.Thecalculated
fieldgradientisslightlydifferentbutclosetotheonegiveninthetext(measuredexperimentally).
Righttop: CoilsinaHelmholtzconfiguration,asusedfor3setsofbiascoils. Blackarrows
indicatecurrentdirection.Rightbottom: Magnitudeofthemagneticfieldalongacommonaxis
betweentwoHelmholtzcoilswithparametersgiveninTable3.1.Bluesolidcurvecorrespondsto
thex-coils,greendashedcurvecorrespondstothey-coils,reddash-dottedcurvecorrespondsto
thez-coils.

3.3.2 Biasfieldcoils

InaHelmholtzconfiguration,bothcoilshavethesameelectriccurrentorientationandthe

vectorsofthemagneticfieldscreatedbyeachcoiladd.Atapointthatisequallyseparatedfrom

bothcoilsandislocatedontheircommonaxis,theresultingfieldisnearlyhomogeneous(see

Figure3.4,right).Intheexperiment,homogeneousfieldsareusedtoshiftthepositionofthe

minimumofthequadrupolemagneticfield,tointroduceaquantizationaxisforopticalpumping

(seesection4.2),andtoeliminatebackgroundmagneticfieldsintheopticalmolasses.

InthisexperimentweusethreepairsofcoilsinHelmholtzconfigurationalongthreemutually

orthogonalspatialaxes.Allcoilsaremadeof12AWGinsulatedcopperwire.Thesummaryofthe

biascoilssetupispresentedinTable3.1,wherexcorrespondstotheglasscell’slongaxisandzis

theverticalaxis.
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x-bias y-bias z-bias

Turns in radial direction 4 4 1

Turns in axial direction 4 1 4

Coils separation (mm) 210 65 58

Inner diameter (mm) 100 100 128

Field in between (G/A) 0.32 0.6 0.6

Table 3.1: Bias field coil parameters.

3.3.3 Current control

To control the current in the quadrupole and bias field coils, we use the remote current control

system depicted in Figure 3.5. It includes a servo with a negative feedback loop, a transistor bank

and a DAQx that allows us to send an analog control signal from the computer. The transistor

bank itself is a number of transistors connected in parallel in order to reduce the current running

through each individual one. The number of transistors is determined by the their type and the

maximal current in the circuit. To prevent the transistor from overheating they are placed onto an

aluminium heatsink through which we run cold water. For a better contact with the heatsink we

covered the transistors’ bases with a thermal grease.

The schematic representation of the control circuit is given in Figure 3.5. The control signal

from the computer is sent to the servo controller, where it is compared to a reading from a current

sensor. The negative feedback loop in the servo matches these two signals by adjusting the voltage

applied between the gate and the source of the transistor bank, which is connected in series with

the coils. The result is a change in the resistance of the drain-source channel and the total current

in the circuit.

In order to adjust for the coils’ resistance changing in time due to heat dissipation, the power

supply output voltage should exceed the value required by the Ohm’s law. In general, the voltage

can be set to a constant value, although working at high currents requires ability to control the

voltage in order to protect the transistors from overheating, as described in section 3.3.3.

In our experiment we use one Agilent 6651A power supply for all three sets bias field coils.

They do not require total current more then 15 A, so the voltage is set to 2 V during the whole

experiment. Each set of bias coils is connected to a pair of transistors connected in parallel. All

transistors share the same heatsink. For the quadrupole coils we use an Agilent 6690A power

supply, which can provide up to 15 V and 450 A. Here we control the voltage remotely by applying
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Figure3.5: Generalpurposecurrentcontrolschematics. Solidlinesrepresentcurrentcarrying
wires,arrowsrepresentelectricpotentialwithrespecttothecommonground(negativeterminalof
thepowersupply),emptyarrowrepresentsfloatingvoltage.

ananaloguevoltagefromacomputer. WeuseaAnalogDevicesAD210BNtransformerisolation

amplifiertoprovideafloatingcontrolsignalisolatedfromtheloadfortheremotevoltagecontrol.

Optimalvoltageforhighcurrents

Thetransistorbankplaystheroleofavariablerheostatinwhichresistanceiscontrolledwith

asignalfromtheservoappliedtothegate. WhentheappliedvoltageVisequalorlessthanIr,

whereIisthedesiredcurrentsetbythecomputerandristheresistanceoftheload,theservo

decreasesthesource-drainresistanceRtoanearly-zerolowestpossiblevalue.Inthiscase,almost

nopowerisdissipatedinthetransistors.

ForlargerVtheservoincreasesRuntilthecurrentmatchesI.Inthiscase,thepowerdissipation

Pisequalto

P(V)=I2R(V)=I(V−Ir). (3.1)

Figure3.6showsthepowerdissipatedbyatransistorbankfordifferentvaluesofthesetcurrent

Iasafunctionofvoltageappliedtothecircuit.Theappliedvoltageshouldbeadjustedaccording
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Figure3.6: Left:Powerdissipatedinatransistorasafunctionofthevoltagefromthepower
supplyforthreedifferentvaluesoftherequiredcurrent.GreensolidlinecorrespondstoI=1A,
bluedash-dottedtoI=2A,reddashedtoI=3A.Herethetransistorresistanceisadjustedfor
thesetcurrent. Theresistanceoftherestofthecircuitis1Ω.Right:Powerdissipationasa
functionofthetransistorresistanceataconstantcurrentof1Aforthreedifferentvaluesofapplied
voltage. GreensolidlinecorrespondstoV=5V,bluedash-dottedtoV=10V,reddashedto
V=15V.Theresistanceoftherestofthecircuitis1Ω.

tothesetcurrentvalues,sincethesamevalue,ofe.g.3.1V,wouldleadtoverysmallpowerinthe

caseof3Aandabout5timeslargerpowerfor2A.

So,ideally,wealwayswanttoapplyvoltageequalIr,sothepowerdissipationinthetransistors

isminimal.Theproblemisthatathighcurrentsthecoils’temperaturechangessignificantlyenough

tocauseincreaseintheirresistance.Inthiscasewewanttoaddaballastresistancebyapplyinga

largerVtothetransistorstobalanceoutthisincrease,sothetotalresistanceisunchanged.This

willprovideastableconstantcurrentduringtheexperiment.Atconstantvoltage-constantcurrent

regime,thetransistorresistancedecreasestocompensateforthecoilresistancegrowth.So,during

thisprocessthepowerdissipationisdecreased.

Servocalibration

Forservocontrollercalibrationoneshouldbearinmindthepowerhasanon-lineardependence

onthetransistorresistanceshowninFigure3.6,withamaximalpowerdissipatedwhenR=r.In

ourexperimenttheresistanceofthequadrupolecoils,includingleadwires,isaround30mΩatroom

temperature,sothetransistors’resistanceshouldbetotherightofthepeak(inFigure3.6(right))

inordertoprovideenoughballastresistance.Itisactuallybettertostartwithalargerballast

resistancetoavoidthepowerpeak.
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3.3.4 Computercontrol

AsasourceofanalogcontrolvoltageweuseNI-PCI-6733 NationalInstruments,which

isintegratedwiththecontrolcomputer’smotherboard,andNationalInstrumentsBNC-2110

BNCinterface.Fordigitalcontrolsignalsandexperiment’ssequencetimingweusePulseBlaster

USBS/NC103fromSpinCore.AllsignalsarecontrolledfromaLabViewproject.

RF in

RF out

3.3.5 RF-fieldcoils

Figure3.7:SchematicsoftheRF-coilsconnection.

Inducedevaporativecooling(section4.4)inamagnetictraprequiresalinearlypolarizedmag-

neticfieldoscillatingwithafrequencyinrangebetween10 MHzand25 MHz.Inordercreate

thisweuseapairofsingle-loopcoilsinHelmholtzconfiguration. TheyareconnectedtoaNo-

vatech409B/ACfrequencysynthesizerwithOphirRF5303055 amplifierviaaBNCcable.

TheconnectionisschematicallypresentedinFigure3.7Theoutputcablecanbeconnectedtoan

oscilloscopetomonitorthesignal,leftopen,orterminatedwitha50Ωresistor.

3.4 Opticsforlasercoolingandtrapping

Forthemagneto-opticaltrappingandlasercoolingweusethreepairsofcounter-propagating

beamsofcircularlypolarizedlaserlight,whicharered-detunedfromthe|F=2 →|F =3 tran-

sitionsin87Rb(seeFigure2.4). Thelightatthisfrequencycanleadtooff-resonant|F=2 →

|F =2 transitionsafterwhichtheatomscandecaytoboth|F=2 and|F=1 groundlevels.

Duetosignificanthyperfinesplittingbetweentheselevels,thelaserlightbecomesfaroffresonance

fortheatomsinthe|F=1 stateandtheseatomsdonotparticipateinlasercoolingandmagneto-

opticaltrappinganylonger.Toputtheseatomsbackto|F=2 weuseanadditionalrepumplight,
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resonantwiththe|F=1 →|F =2 transitiontopromotetheatomsbackintothecoolingcycle.

TherepumplightcomesfromaTopticaPhotonics DL100laser.Itsfrequencyislocked

bymeansofDoppler-freesaturationspectroscopy[46]to780.234nm,correspondingto|F=1 →

|F =2 transitionin87Rb. Theoutputpowerofthislaserisabout100mW.Forthemagneto-

opticaltrappingandlasercoolingweuseaTopticaPhotonicsTAprolaseroperatingat2 Wof

outputpower,whichisred-detunedfromthe|F=2 →|F =3 transitionandlockedthrougha

beat-notetotherepumplaseratabout780.

Cooling light (53 mW)

Repump light (14.2 mW)

1 to 3 fiber coupler

    

1 to 2 fiber coupler
1 to 1 fiber coupler

2 to 2 fiber coupler

Top (19.7 mW) and bottom 
(22.9mW) beams

North (9.1 mW) and South (9.8mW) 
beams

East (8 mW) and West (10 mW) 
beams

245nm.

Figure3.8:Fibersconnectionschematicsforthecoolingandtherepumplight.

Figure3.8showsdetailsonhowthelightisdividedbetweenthebeams.First,thecoolinglight

isconnectedviaopticalfibertoaninputofanOZopticsFOBS-13P-1111-5/125-PPPP-40-

3A3A3A3A-3-8,1fibercoupler,whichdividesitintothreebeamsofapproximatelyequalinten-

sity.Afterthat,twooftheoutputsaredividedintotwobeamseach,usingThorlabsPMC780-

50B-FCfibersplitter. Theyentertheglasscellinthehorizontalplane. Thethirdoutputfiber

ismergedwithafiberwiththerepumplightinanOZopticsFUSED-22-780-5/125-50/50-

3A3A3A3A-1-1couplerwithtwoinputsandtwooutputs.Itdivideslightcomingtoeachofits

twoinputsequallybetweentwooutputs. Thesetwobeamsentertheglasscellfromthetopand

bottom.Beforethebeamsentertheglasscell,theyarecollimatedwitha75mmfocallengthlenses
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andcircularlypolarizedwithλ/4wave-plates.

3.5 Imagingandtemperature measurements

3.5.1 Resonantabsorptionimaging

 
 

 
 

Collimating system Focusing system CCD camera

Probe beam

 

Resonantabsorptionimagingisaneffectivetoolforprobingultracoldgasesexperiments.It

allowsonetoestimatethedensitydistributioninanatomiccloud,itstemperatureanditsphase-

spacedensity.

Figure3.9:Absorptionimagingschematics.Analyzingashadowfromatomiccloudinaresonant
probelightallowstodeterminethedensitydistributioninthecloud. Forvisibilitythefocusing
systemisschematicallypresentedasasinglelensinsteadofthetelescopicsystemasisdescribed
inthetext.

AresonantabsorptionimagingsetupisillustratedinFigure3.9.Inthistechniquethesample

atomiccloudisradiatedbyresonantlight,whichisthencollectedbyaCCDcamera.Theamount

oflightabsorbedandscatteredperunittimeinathinlayerofareaAandthicknessdxis

AdI=− ωΓsnAdx, (3.2)

wherenisthedensity,andtheminus-signindicatesthatthislightpowerislostfromthebeam.

Thefactor ωΓscanbewrittenintermsofintensityasIσs,whereσshasunitsofareaand

correspondstothescatteringcross-section.Substitutingthisin(3.2)andintegratingwithrespect

toxgives

I(x)=I0exp(−σsnx), (3.3)

whereI0istheintensityofthelightbeforescattering.Ifweneglectthelightthatisscattered

towardsthecamera,thenthenumberofatomsmetbytheresonantlightonitswaytoasingle
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camera pixel of area Apix through the cloud region of thickness l is

Npix = nlApix =
Apix
σs

ln
I0

I(l)
. (3.4)

Thus, knowing the pixel size, input intensity I0 and intensity after scattering I(l), we can determine

the number of atoms in front of each pixel and reconstruct the density distribution in the cloud.

Summing over the all pixels gives the total number of atoms seen by the camera N = ΣNpix.

In our experiment we use three shots for absorption imaging. The first image is taken right after

the cloud of interest was created and records the shadow from the cloud in the resonant imaging

light. The second and third images are taken after the cloud is destroyed and measure the intensity

of the non-scattered imaging beam, and the background level when no laser light comes into the

imaging system, respectively.

3.5.2 Absorption imaging and optical pumping setup

In our experiment we shine a collimated beam of light resonant with one of the atomic transitions

onto the atomic cloud from the side of the glass cell. The probe light goes across the glass cell

and is scattered by the atomic cloud. The resulting shadow is then focused onto a CCD camera

as is schematically shown in Figure 3.9. The focusing system and the CCD camera can be seen in

Figure 3.3.

The collimation system consists of a single convex lens, whose focal point coincides with the

output of the fiber with the imaging light. The focusing system consists of two convex lenses

with equal focal lengths and can be seen at the front in Figure 3.3. The front lens’ focal point is

approximately at the middle of the glass cell, which is the expected location of the atomic cloud.

The CCD camera is located at the rear focal point of the second lens. The separation between the

lenses equals to the doubled focal length, which gives 1 : 1 correspondence between the cloud and

its image collected by the camera. In the case where magnification or demagnification are needed,

lenses with focal lengths different from each other should be used.

The CCD camera that is used in this experiment is Point Grey BFLY-U3, connected to the

main computer via USB cable. The camera is set to a trigger mode and is triggered with a digital

voltage signal from the computer. In our experiment the set exposure time is 490 ms. To estimate

the number of atoms in absorption imaging three pictures should be taken, as described above.

The probe light comes from the laser used for the cooling and trapping and is resonant with the
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|F=2 →|F =3 transition.ThelightintensityislowerthanIstoavoidsaturation.Itcanbe

variedwithanAOMtoadjustfordifferentclouddensities.Forbetterimagingefficiency,theprobe

lightiscircularlypolarizedwithaλ/4wave-plateandamagneticfieldisappliedalongthebeam

withthey-biasfieldcoils.Thissetupisalsousedfortheopticalpumpingatthe|F=2 →|F =2

transition.

Dependingonthedensityoftheobservedcloud,ingeneral,weuseprobelightatapower

rangingfrom1.29µWto29 µW.

3.5.3 Absorptionspectroscopy

Inearlystagesoftheexperiment,resonantabsorptioncanbeusedtocheckthatRbvapours

arepresentinthesystem,andthatthelaserlightistunedtothecorrectfrequencies.Inthis

techniqueabeamofprobelightgoesthroughtheglasscellandtheniscollectedbyaphotodiode

orapowermeter. WhenthefrequencyoftheprobelightisclosetooneofthetransitionsinRb,

thevaporscattersmorelightandtheresultingsignalfromthedetectorisdecreased.

Figure3.10showsadependenceofthephotodiode’ssignalontime,whilesweepingthelaser

frequencyaround780.24nm.Thesignalwasrecordedwithadigitaloscilloscope.Thebiggerdip

correspondstotheD2-linein85Rb(5S1/2→ 5P3/2transitioncentredat780.2414nm[47]),the

mostabundantisotopeofrubidium.ThesmallerdipcorrespondstotheD2-linein87Rb.Fromthe

absorptionspectraitisclearthatthepressureof85Rbdominatesover87

Rb Rb
87 85

Rb,whichisoneofthe

mainfactorslimitinglife-timesofmagneticandoptical-dipoletraps(seesection4.4).

Figure3.10:Transmittedsignalfromafrequencysweepinabsorptionspectroscopymeasurement.
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3.5.4 Freefallcalibration

Figure3.11:Positionofthecenterofmassofthecloudreleasedfromamagneto-opticaltrapas
afunctionoftime.Thedotscorrespondtothemeasureddata,whilethedashedlinerepresentsa
quadraticfit. Westartmeasuringat5msoftheflight,sincethisishowlongittakestoopena
shutterfortheimagingbeam.Theaccelerationisfoundtobe−3000000±700000pixels/s2,which
givesaneffectivepixelsizeof3.2±0.8µm.

Incaseswhenthecloudisoutofthefocusoftheimagingsystem,thecloud’simagesizeis

differentfromthecloud’srealsize,whichleadstoanincorrecttemperaturemeasurement. The

imagingsystemcanbecalibratedbylookingatthecloud’sfallundertheinfluenceofgravity.

Fittingthecloud’scenterofmasspositionasafunctionofthetimeofflightandcomparingthe

fittingparameterswiththefreefallaccelerationallowstoestablisheffectivepixelsizeoftheimage.

Figure3.11showsthefreefallofacloudaftermagneto-opticaltrap.Comparingthefittingresults

withtheknowsvalueofthefreefallaccelerationgivestheimagingsystem’smagnificationof0.86.

3.5.5 Time-of-flight measurements

Thetemperatureofanatomiccloudcanbeestimatedbyobservingitsexpansioninafree

fallafteritsreleasefromatrap.Duringtheflight,theoriginalatomicmomentumdistributionis

transferredintothedensitydistributioninspace.

Toestimatetheexpecteddistributionwefirstconsideranumberofparticlesperunitofa

6-dimensionalphasespace[48]

dN(r,p)=
drdp

(2π)3
f(r,p), (3.5)

wheref(r,p)isthedistributionfunction. Foranon-interactinggasinapotentialV(r)witha
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temperatureTweassumeaBoltzmanndistributionf(r,p)=exp[−(p2/2M +V(r))/kBT]. The

densitydistributioncanbeobtainedbyintegrating(3.5)inthemomentumsubspace:

n(r)=
dN

dr
dp=

dp

(2π)3
exp−

1

kBT

p2

2M
+V(r) =

MkBT

2π2

3/2

exp −
V(r)

kBT
.(3.6)

IncaseofaharmonicpotentialV(r)=(ωxx
2+ωyy

2+ωzz
2)/2M,accordingto(3.6),onewould

expectthedensitydistributiontobeaGaussianfornon-interactingparticles.
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Figure3.12:Topleft:Absorptionimageofmagneto-opticaltrap.Color-barrepresentstheoptical
densitynσsl.Topright: Cross-sectionofopticaldensityinxandydirectionsgoingthrough
theimagecenter. BlackdashedcurvecorrespondstotheGaussianfit.Bottom:time-of-flight
temperaturemeasurementaftermagneto-opticaltrap.Slopefromthelinearfit(red-dashedline)
isfoundtobe47000±1000pixels/s,whichcorrespondstothetemperatureof240±110µK

Experimentsshowthatanatomiccloudinamagneto-opticaltrapisnicelyapproximatedbya

Gaussian(seeFigure3.12,top).Sinceinanatomiccloudtheinter-atomicinteractioncannotbe
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neglected,fittingthedensitydistributionwith(3.6)doesnotgiveaverypreciseestimateofthe

temperature.Instead,thetemperaturecanbedeterminedfromthecloud’sexpansionmeasure-

ments.

Itwasshown[49]thatthecloudreleasedfromthetrapmaintainsaGaussianshapeand,after

somesufficientlylongtimet (ω2x+ω
2
y+ω

2
z)
−1/2,itswidthσdoesnottodependontheparticular

parametersofthetrapandisdeterminedbythetemperature:

σ(t)=
kBT

M
t. (3.7)

Thus,thetemperaturecanbeestimatedfromalinearfitofthemeasureddensity-distributionwidth

asafunctionofthetimeduringthefreeexpansiontime(thetimeofflight).
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3.6 Opticaldipoletrapandtransport

Figure3.13:Setupforopticaldipoletrappingandtransport.1)1064nmlaseroutput.2)Optical
isolator.3)Demagnifyingtelescope.4),9),13)C-coatedmirrors.5),8)AOMs.6),11)D-shaped
mirrors. 7)Beamblock. 10) Magnifyingtelescope. 12),14)Periscopeentrancemirrors. 15),
16)focustunablelenses.

ThesetupfortheopticaldipoletrappingandtransportisshowninFigure3.13. First,the
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lightbeamfroma1064nmlasergoesthroughaFaradayopticalisolator,whichpreventsthelight

back-reflectedfromotheropticalpartsfromgoingbacktothelaseroutput.Thisprotectsthelaser,

whenoperatingathighpowers.

Thenamirrorreflectsthelightintoanacousto-opticalmodulator(AOM). WhentheAOMis

notdriven,thelightpassesthroughwithoutdeflectionandisblockedbyabeamblock. Whenthe

AOMisdriven,thelightintensityissplitbetweendifferentordersofdiffraction.Iftheangleof

incidenceischosenappropriatelyandtheAOMisdrivenatthefullpower,80%ofpowergoestothe

firstorderofdiffraction.Therestgoestothezero-orderbeam,whichisnotdeflected.Thepower

losstohigherordersofdiffractioncanbeneglected.Inordertoincreasetheefficacyofdiffraction,

thebeam’sdiameterisdecreasedbyademagnifyingtelescopebeforeenteringtheAOM.Thisset

upallowsustoswitchtheopticaltrapelongatedwiththeglasscellonandoff,andtocontrolthe

trappingdepthbyapplyingvoltagetotheAOM.

ThefirstorderbeamisthenpickedupbyaD-shapedmirrorandissenttoasecondAOM.

Thistime,theangleofincidenceischosensotheAOMatfullpowersplitsthelaserintensity

equallybetweenzeroandfirstorders.Then,bothbeamsgothroughamagnifyingtelescope,which

increasesthebeams’diameters,toprovideawidertrap.Thezeroorderbeamgoestotheperiscope

foropticaltransportsystem. ThesecondbeamisreflectedfromaD-shapedmirrorandthenis

senttoanotherperiscope. Theperiscopesendsthebeamatabout450

 

 

f1

f2

totheglasscell’snorth

face.Thisgivesusanoptiontotraptheatomsinacrossed-beamtrap,whichwouldgiveahigher

densityofatomsandevaporativecoolingefficacy.

Figure3.14:Schematicsofthetelescope.Thestarrepresentsthefocalpoint.
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Inthisexperimentweusea10 WYtterbiumFiberLaserYLR-10-1064-LP1 fromIPG

Photonics.BothAOMsare23080-3-1.06-LTDmodelsactuatedbyMLP080-2AS2-A1 driver

fromGooch & Housego. BothdriversarepoweredwithBKPrecision1150powersupply.

TheFaradayopticalisolatorisThorlabsIO-5-1030-HP.Allmirrorsandlensesinthissetup

haveaThorlabsC-coatingwhichmakesthemmoreeffectivefor1064nmlight.Telescopesinclude

aplano-concaveandaplano-convexlens.Forthedemagnifyingtelescopetherearfocalpointsof

thebothlensescoincide,whichgivesthedemagnificationoff1/f2,wheref1andf2arethefocal

lengthsoftheconcaveandconvexlensesrespectively.Forthemagnifyingtelescopethelensesare

setininverseorder.Toreducethesphericalaberrations,thelensesshouldbefacedwiththecurved

surfacetothecollimatedbeam,asshowninFigure3.14.

Opticaltransportsystem

 

f=300mm

ff

Fortheopticaldipoletransportweuseasetupintroducedby[31],whichemploystwoelectrically

tunablelensesbyOptotuneandonestaticconvexlens.TheOptotunelensesaremadeofanoptical

liquidmediumcoveredwithaflexiblepolymermembrane.Thefocallengthiscontrolledbyrunning

electricalcurrentthrougharingthatpushestheliquidunderthemembranetowardsthecenterof

thelens,thuschangingitscurvature.

Figure3.15:Schematicsofthesetupforopticaldipoletrapping. Firsttwolenseshavetunable
focallengths,thethirdonehasastaticpositivefocallength.Changingbothfocallengthsprovides
opticaltransport.Thefigurewasadaptedfrom[31]

ThesetupschematicsisdepictedinFigure3.15.Usingathree-lenssetupallowstomovethe

37



focal point and to control the waist at the focus at the same time. This results in a constant

trapping frequency and trap depth during the transport. We use a static lens with focal length of

300 mm. The tunable lenses are placed before the static one, with the closest being in its focal

point. The separation between the two tunable lenses is 300 mm. The lenses are located inside a

periscope system which guides the trapping beam from the horizontal plane on the optical table to

the input window of the vacuum system as can be seen in Figure 3.13.

In our experiment we use Optotune EL-10-30-C-NIR-LD and EL-10-30-C-NIR-LD tun-

able lenses from Edmund Optics. The lenses are controlled through special drivers that are

connected to the main computer via USB cables. The values of the control electric current are set

with a Labview code, integrated with the main control program. This allows to vary the transport

parameters as described in section 4.5 and assures the appropriate timing with respect to the other

stages of the experimental procedure.

3.6.1 Laser safety measures

It is important to avoid the direct contact of eyes with light from any type of laser. The

1064 nm light is especially dangerous since it does not trigger the blink reflex of a human eye. The

appropriate protective goggles are required for every person in the room the a laser of this type is

operated. At full power the laser can cause a thermal damage to skin or start a fire, so one has to

be sure that all light beams are blocked. It is best to operate the laser at the lowest power during

the setup and alignment of the optics.
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Chapter 4

Experimental results

In order to achieve efficient optical-dipole trapping and transport of atoms, they should be cooled

down to temperatures on the order of a few tens of µK. In our experiment we begin with the laser

cooling of 87Rb (Section 4.1) that includes magneto-optical trapping directly from rubidium vapour

and the subsequent sub-Doppler cooling in optical molasses. To access ultralow temperatures with

RF-induced evaporative cooling (Section 4.4), we put the atoms into the magnetically trappable

|F = 2,mF = 2〉 state using the optical pumping technique (Section 4.2) and magnetically trap

them with a quadrupole field. We start with a low-field magnetic trap (Section 4.3.1) that does not

trap atoms with mF = 1, which cause significant losses due to inelastic collisions (Section 4.3.2),

and then adiabatically ramp the field gradient compressing the trap (Section 4.3.2). Even though

the compression increases the temperature in the trap, the increase in the atomic density leads

to a better rate of elastic collisions, which determines the efficiency of the evaporative cooling

(Section 4.4.1).

In this chapter we discuss experimental stages in the order in which they occur in our experi-

ment. The completed stages are outlined in Table 4.1, which presents the number of atoms and the

temperature after each at the base pressure. Progress toward the RF evaporative cooling is sum-

marized in Section 4.4.2. Basic experimental parameter of optical-dipole trapping and transport

are discussed in Section 4.5. Absorption imaging pictures after experimental stages are included in

Appendix A.
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Stage Duration Measured number of atoms Temperature

MOT 15 s 3.2× 107 252 µK

Molasses 5.5 ms 3.0× 107 80 µK

Optical pumping 1 ms 3.5× 107 83 µK

Magnetic trap 74 ms 3.0× 107 136 µK

compression 100 ms 2.4× 107 300 µK

Table 4.1: Experiment outline. Number of atoms and temperature are given at the base pressure.

4.1 Laser cooling

In this section we apply the concept of scattering force to describe the principles of the magneto-

optical trapping and optical molasses cooling and then discuss the realization of these techniques

in our experiment.

4.1.1 Doppler cooling

One of the easiest ways to cool atomic vapour down is to use a set of counter-propagating laser

beams that are red-detuned from one of the hyperfine transitions. Due to the Doppler effect, a

moving atom “sees” a shift ∆ω in the light frequency proportional to its velocity v: ∆ω = −k · v,

where k is the light’s wavevector. As a result, an atom moving between two red-detuned counter-

propagating laser beams “sees” a higher frequency from the beam propagating in the direction

opposite to the atom’s motion and lower frequency from the other beam (see Figure 4.1).

Since the scattering rate depends on the detuning in the atomic reference frame, according to

expression (2.34), the scattering force from the oncoming beam is higher than from the codirectional

beam. The total force FD = Fs(δ + kv) − Fs(δ − kv) acting on the atom points oppositely to the

atom’s velocity and is equal to

FD =
−8I~δk2v

IsΓ[1 + I/Is + 4(δ + kv)2/Γ2][1 + I/Is + 4(δ − kv)2/Γ2]
, (4.1)

where we keep in mind that δ < 0. As can be seen from Figure 4.1, for |kv| � Γ the magnitude of

the force is linearly proportional to the speed:

FD =
−8I~δk2v

IsΓ[1 + I/Is + 4δ2/Γ2]2
= αv, (4.2)

which is similar to the viscous force in liquids with effective viscosity α. Because of this analogy the
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Figure4.1:Top:schematicsofthe1-dimensionalDopplercooling.Foranatommovingbetween
twolaserbeamsred-detunedfromoneoftheatomictransitions,thecounter-propagatingbeamhasa
frequencyclosertotheresonanceinatomicreferenceframe.Thenetscatteringforceexperiencedby
anatomfromthisbeamisoppositetotheatomicvelocity.Dashedarrowrepresentsthetransition
inthelabframe.Bottomleft:netscatteringforceforδ=Γ/2anddifferentvaluesoftheresonant
saturationparameters0=I/Is:reddashedcurvecorrespondstos0=5,bluesolidtos0=1and
greendash-dottedtos0=0.25.Bottomright:netscatteringforcefors0=1anddifferentvalues
ofthedetuning:reddashedcurvecorrespondstoδ=2Γ,bluesolidtoδ=Γandgreendash-dotted
toδ=0.5Γ.

Dopplercoolinglimit

Whenwritingdownexpression(2.1)forthescatteringforce,weassumethescatteringprocessis

continuous.Thediscretenessofthephotonabsorptionandemissionleadstoaheatingmechanism
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that limits the efficacy of the optical molasses technique [50]. First let us derive the kinetic energy

dissipation rate for a viscous force F = −αv with viscosity coefficient α:

d

dt

(
Mv2

2

)
= vM

dv

dt
= −αv2, (4.3)

where M is the atomic mass. In units of temperature this expression gives us a cooling rate.

Now we need to consider the absorption and emission processes in terms of energy and momen-

tum conservation:

~ωa = ~ω0 + Er, (4.4)

~ω0 = ~ωe + Er; (4.5)

where ωa and ωe are the frequencies of absorbed and emitted photons respectively, ω0 is the optical

transition frequency and Er = (~k)2/(2M) is the recoil energy. During one scattering event the

atom acquires an energy equal to ~(ωa − ωe) = 2Er. In two beams this happens with the rate of

2Γs, thus leading to heating rate of 4ErΓs.

At equilibrium, the cooling rate is equal to the heating rate, which leads to the following

condition for the equilibrium temperature:

T =
Mv2

2kB
=

2MErΓs
kBα

. (4.6)

Remembering that Γs = Γρ22 and using expressions (2.33), (4.2) gives

T = −~Γ2(1 + 4δ2/Γ2)

8kBδ
, (4.7)

where we assume that δ ≈ 0 and I/I0 � 1. The equilibrium temperature has a minimum at

δ = −Γ/2 which determines the Doppler cooling limit as TD = ~Γ/2kB. Note that it depends only

on the natural linewidth of the cooling transition. For the D2 transition in 87Rb the Doppler limit

is approximately 140µK (Γ = 2π · 6.056 MHz [40]).

4.1.2 Magneto-optical trap (MOT)

Even though the optical molasses technique creates an effective viscous medium which slows

down atoms, it does not create a trap and the atoms eventually diffuse out of the molasses region.

Adding a magnetic field gradient on top of the 3D optical molasses creates a position-dependent
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restoringforcethatcreatesapotentialwell.

Theprincipleofmagneto-opticaltrappinginonedimensionisshowninFigure4.2andiseasily

generalizedintothreedimensions.Twocoilswithoppositecurrents(anti-Helmholtzconfiguration)

createaquadrupolemagneticfieldwithzerovalueatthetrapcenterandconstantgradientβ

extendingfromthecentre.Atzerofield,theatomisassumedtobeatwo-levelsystemwithenergy

separationbetweenthegroundandexcitedstated ωslightlylargerthantheenergyofthelaser

lightphotons.Outsidethetrapcenter,wherethemagneticfieldisnotzero,theenergylevelsare

furthersplitduetotheZeemaneffectdependingonmF number. Theenergyofthetransition

betweengroundandexcitedstatesforwhich(mF −mF)=−

  

i

i

B B

+1

-1

0

-1

+1

0

FT(-z)FT(z)

|B|

z

1isdecreasedinproportiontothe

tomagneticfield,whichleadstoanincreaseinthephotonscatteringrateandthecorresponding

force.

Figure4.2:Schematicsofa1-dimensionalmagneto-opticaltrap.Twocoilscreateamagneticfield
withzerointhemiddleandaconstantslopeoutside.FortheatomshiftedtotherightmF=1
sublevelisclosertotheresonancethanmF=−1.Becauseofahigherscatteringrateforσ

+the
netforcepointstowardthecenter.Herethepolarizationisdefinedwithrespecttothez-axis.

Forthelevelswith(mF −mF)=1theoppositeeffectoccurs,thusreducingtheradiation

scatteringforce.Shiningtwocounter-propagatingbeamsleadstotrappingoftheatomsifthelight
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in both beams has the same circular polarization with respect to its propagation direction, and the

light pointing towards the trap center is σ− polarized with respect to the magnetic field vector. The

other beam has σ+ polarization and exerts a smaller force compared to σ− polarized beam. For an

atom with zero velocity in z-direction, the resulting force has the same form as expression 4.1 with

gFµBβz/~ instead of kv. For small displacement, z, the force points towards the trap center with

magnitude

FT (z) = Fσ−(z)− Fσ+(z) = κz, (4.8)

where Fσ+ and Fσ− are scattering forces from σ+ polarized and σ− polarized beams respectively, z

is the displacement from the trap center and κ = gFµBβα/~ is effective elasticity constant, where

α is the effective viscosity. This force is harmonic in nature and does not provide cooling of the gas,

but since the light is red-detuned from the resonance the Doppler cooling mechanism still takes

place. It provides enough dissipation to reduce atomic energy below the trap’s depth.

For an atom that is far from the trap center and has a large velocity, the linear approxima-

tions 4.2 and 4.8 are no longer valid. When the atom is moving toward the trap, the Doppler effect

from the co-propagating beam and the Zeeman effect for the corresponding mF state contribute to

the frequency shift with the same sign and result in a large blue detuning and negligible scattering

force. In contrast, the Doppler and Zeeman effect for the counter-propagating beam cancel each

other and lead to a scattering force that slows that atom down. As the atom moves toward the

MOT, both the Doppler and magnetic shifts decrease keeping the atom near the resonance. This

effect is analogous to that of the Zeeman slower [51] and allows to capture faster atoms and dra-

matically increases the number of atoms in the MOT. Numerical simulations show that the capture

velocity is maximized for δ = −10Γ [52] which is in a good agreement with our experimental results.

Experimental realization

Before the MOT was observed, we measured fluorescence at the laser beams’ crossing with

the CCD camera for different values of the detuning ranging from −400 MHz to 240 MHz (minus

sign corresponds to red-detuning) at different currents. In fact, we observed a dip in the signal at

−53.12 MHz detuning for 20 A compared to the case of zero current and current of 60 A. This was

an indication of the incorrect polarity of the anti-Helmholtz coils with respect to the polarization of

the trapping light, which resulted in a potential hill instead of a well. After switching the current

direction in both coils, a small peak in fluorescence appeared instead of the dip and a faint cloud
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could be observed with an infrared viewer. After that, re-aligning the optics and increasing the

current led to a denser cloud near the focus of the imaging system. Then, using the technique

of absorption imaging (see section 3.5), the main parameters of the magneto-optical trap were

optimized.

In general, at the 3D-MOT stage we aim to collect as many atoms as possible for subsequent

cooling. The number of captured atoms is mainly determined by the following parameters: MOT

loading time, trapping current, detuning and power of the trapping light, and the repump power.

Optimal parameters1 are summarized in Table 4.2.

Parameter
Trapping
current

Trapping light
detuning

Trapping light power
(per beam)

Total repump
power

Value 32 A −53.12 MHz 10.2± 0.9 mW (max) 12 mW (max)

Table 4.2: Setup parameters for the 3D MOT. The optimal parameters very slightly depend on the
Rb vapour pressure in the system.

Trapping current

Trapping current defines the tightness of the trap, as discussed in section 4.1.2. In our setup

MOT works at trapping current values in the range of 15−50 A with maximal trapping effectiveness

at around 32 A, corresponding to the quadrupole field gradients of 6.3 G/cm in the radial and

13.44 G/cm in the longitudinal directions.

Trapping light’s detuning and power

Detuning and power of the trapping light defines the kinetic energy dissipation rate of the

atoms in the MOT (see section 4.1.1) and the trap’s tightness (see section 4.1.2). Scanning the

detuning of the trapping light from −55 MHz to −61 MHz gives a peak number of atoms at around

−53.12 MHz, which corresponds to δ = −8.8 Γ. The number of trapped atoms is maximised when

the trapping light is set to its maximal power.

Repump light’s power

The repump light transfers 87Rb atoms from |F = 1〉 to |F = 2〉 ground state, where they are

resonant with the trapping light (see section 3.4). In our setup, the trapping efficiency is maximized

for the maximal available power of the repump light.

1Here and in the other sections in this chapter, optimal values are robust with respect to reasonable changes (e.g
on the order of the least significant digits).
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MOTloading

Figure4.3showsthatthe MOTloadingrategoesdownasthenumberofatomsinthetrap

increasesandthe MOTreachesitsequilibriumstate.Itisclearthatthissteady-statevalueis

higherforahigherrubidiumpressure.Inthecaseswhenweneedtooperateatalowbackground

pressure,forexample,duringexperimentalstageswhichinvolvecompressedmagnetictrap,weload

theMOTfor15seconds.Inothercases,itismoreconvenienttousea5-secondloadingatdispenser

currentof3.8−
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Figure4.3: MOTloadingatdifferentdispensercurrents. Greencirclescorrespondto3.8A,blue
squarescorrespondtozerocurrent.Errorbarsrepresentstandarddeviationfromthemeanvalue.

Numberofatomsandtemperature

Dependingonthecurrentinthedispenserandtheloadingtime,wewereabletotrapupto108

atomsintheMOT.BecauseoftheDopplercoolingmechanism,theatomsintheMOTarecooled

downtoaround250µK,wherethetemperaturewasmeasuredusingthetime-of-flighttechnique

(seesection3.5.5).

4.1.3 Sub-Dopplercooling

Sofarweonlyconsideredatomsinatwo-level-systemapproximation.Includingadditionallevels

allowsustodescribecoolingmechanismsleadingtotemperaturesbelowtheDopplercoolinglimit.

Intheσ+-σ− configurationusedinthisexperiment,twocounter-propagatinglaserbeamswith

oppositecircularpolarizationscreateastandingwavewithlinearpolarization. Thepolarization

vectordirectionvariesinspacealongthebeams’axiswiththeperiodicityofawavelength.
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Figure4.4:Schematicsofthe1-dimensionalsub-Dopplercooling.Becauseofthemotion-induced
orientation,sublevelpopulationofanatommovingtotherightisshiftedtomF=1.Sincethe
transitionwithabsorbingσ+ isstrongerthanforσ−,thenetscatteringforcepointstotheleft.
BarmagnetsrepresentorientationoftheatomicangularmomentumF.

Thesub-DopplercoolingprocessisschematicallyshownbyFigure4.4.Anatomatrestscatters

bothbeamsequallyandonaverageoccupiesthemF=0substate.Anatomthatmovesalongthe

beams“sees”apolarizationvectorthatrotateswithafrequencyproportionaltotheatomicspeed.

ThisleadstoanincreaseinthepopulationoftheedgemFsublevelsoftheatomicgroundstate,

aneffectknownasmotion-inducedorientation[53].Inthecaseofred-detunedlight,atomsin

theF=2groundstatethataremovingtowardstheσ+-beamwillexperienceapopulationshift

towardsmF =2,whiletheatomsmovinginoppositedirectionwillbebeshiftedtomF =−2.

FortheD2-linein87Rb,thematrixelementoftheelectricdipolemomentfortransitionsfrom

mF=2withabsorptionofσ
+-photonsis

√
15higherthanσ−-photons,whichleadstoa15-times

higherscatteringfromtheσ+beamthatopposestheatom’smotion,comparedtothatfromthe

σ−-polarizedlight.Analogously,atomsinmF=−2(movinginoppositiontotheσ
−beam)state

willscatterσ−witha15-timeshigherratethanσ+-light.

Thus,thenetscatteringforceopposesatomicmotion.Sincetheeffectivenessofthemotion-

inducedorientationisproportionaltotheatomicvelocity,theforcehasthesameformasinthe

Dopplercoolingcase,butwithahigherdampingcoefficient. Theresultingtemperaturelimitis

aroundthephotonrecoilenergykBTsD=( k)
2/2M.
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Optical molasses

After collecting and cooling a significant number of atoms in the MOT, we turn the quadrupole

magnetic field off and keep the atomic cloud in the 3D optical molasses for a few milliseconds. In

the absence of magnetic field, both the Doppler and sub-Doppler cooling mechanisms become more

efficient and we were able to reduce the temperature down to 80 µK, which is below the Doppler

cooling limit.

At first, we were optimizing molasses’s parameters trying to reduce the loss of atoms while

keeping the final temperature as low as possible. After our first success on magnetic trapping of

atoms, we optimized all molasses’ parameters in terms of number of atoms in the magnetic trap.

The main parameters are discussed below and the optimal values are presented in Table 4.3.

Parameter Duration
Cooling light
detuning

Cooling light power
(per beam)

Total repump
power

Value 5.5 ms
ramp from (−362.2) MHz
to (−53.12) MHz

10.2± 0.9 mW 5.7 mW

Table 4.3: Optical molasses parameters.

Duration

The optimal time for optical processes is determined by two competing processes: energy damp-

ing and diffusion of the atoms out of the molasses. For the efficient cooling the atoms need to be

in molasses for longer than the damping time, which defined by effective viscosity α. On the other

hand, optical molasses do not provide any restoring force, so after some time the atoms eventually

escape from the molasses region. In our experiment we observe a peak in the number of atoms in

the magnetic trap for the molasses cooling time of 5.5 ms.

Cooling and repump light

In optical molasses we the use same laser and optics as for magneto-optical trapping. The power

in the six cooling light beams defines the damping rate and temperature limit, while the repump

light maintains atoms in cooling transition, as was discussed before. In our experiment we use

maximal available power for the cooling light, but reduce the repump power to 5.7 mW.
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Frequencysweep

Ataconstantdetuningofthecoolinglightfromtheresonance,thecoolingforceactingonthe

fastestatomsinthecloudisnotlinearwithvelocityandmightbesignificantlyreduced.Thiscan

befixedbyincreasingthedetuningofthecoolinglightasisshownbytheright-handbottomgraph

inFigure4.1.Inourexperiment,weaddressdifferentvelocityclassesofatomsbylinearlysweeping

thedetuningform−342.2MHzto−53.12MHzduringthemolassesstage,whichseemstodecrease

theresultingtemperature.

Biasfields

Ingeneral,itisnecessarytoeliminateanyresidualmagneticfieldsduringopticalmolassesto

improveefficiencyoftheopticalmolasses.Inthepresenceofauniformmagneticfield,theradiation

forcefromtwocounter-propagatingbeamsisunbalanced.Thiscanleadtoadriftofthecloudfrom

thecenterandhaveanegativeeffectonthemagnetictrappingefficiency.Inourexperiment,using

biascoilstocanceloutstraymagneticfieldsdoesnothaveasignificantpositiveeffect,indicating

thatthebackgroundfieldsarealreadyclosetozeroinalldirections.

-2 -1 0 1 2

-2 -1 0 1 2

mF’

mF

4.2 Opticalpumping

Figure4.5: Opticalpumpingwithσ+-polarizedlightresonantwithF=2→ F =2transition.
EachsublevelislabeledwiththecorrespondingmF number.Solidarrowscorrespondtoanab-
sorptionanddashedtoaspontaneousemissionofasinglephoton.ThemF=2stateisa“dark”
state.
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Shining circularly polarized light at an atomic cloud in a static homogeneous magnetic field

magnetically polarizes the cloud so that all atomic magnetic dipoles align along the field axis. This

technique is known as the optical pumping and is illustrated by Figure 4.5.

After absorption of a σ+- polarized photon an atom gains one quantum of angular momentum

along the quantization axis thus changing its mF number by 1. Similarly, mF is decreased by 1

for σ−- polarized light. By spontaneously radiating a photon the atom can decay from its excited

state into one of the ground states for which ∆mF = 0,±1. So, after one cycle of absorption and

emission of a photon the atomic mF either stays the same or changes by 1 or 2. After many such

cycles the atom is eventually transferred to a “dark” state where it can no longer absorb light due

to the angular momentum conservation law.

In our experiment we optically pump 87Rb atom into |2, 2〉 state (see section 4.2) right after the

optical molasses stage before turning on the quadrupole magnetic field. We use a light resonant

with the |F = 2〉 → |F ′ = 2〉 transition coming from the same optical fiber as the imaging beam.

During the optical pumping, we create a quasi-homogeneous magnetic field (see section 3.3.2) along

the beam with y-bias field coils. As before, in order to retrieve the atoms that decay into |F = 1〉

hyperfine state, we use the repumping light.

The parameters for the optical pumping were optimized in terms of the number of atoms in

the magnetic trap and are presented in Table 4.4. The turn-on time of the quadrupole field should

be long enough to let the atomic magnetic moments realign along the magnetic field vector, but

sufficient to prevent the atomic cloud from falling under the influence gravity too far, or spread out

due to thermal motion.

Parameter Duration
Pumping light power
(per beam)

Total repump
power

Bias field coils current
(field)

Value 1 ms 0.25 mW 12 mW (max) Iy = 15 A (by = 9 G)

Table 4.4: Optical pumping parameters.

4.3 Magnetic trapping

A quadrupole magnetic field in one dimension creates a linear (see section 3.3.1) trap for |F,mF 〉

states for which gFmF > 0. If the atoms were sufficiently cooled prior to loading into the magnetic

trap, their magnetic moments will adiabatically follow the magnetic field vector as the atoms move

across the trap, as was discussed in section 2.3. The Majorana losses (see section 2.3) from the trap
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center can be neglected until the temperature is significantly lowered [44]. At this point we expect

to transfer the atoms into an optical-dipole trap. Below we discuss the experimental realization of

the magnetic trapping in our experiment.

4.3.1 Low-field magnetic trap

In our first successful attempts for magnetic trapping we used 120 A current in the anti-

Helmholtz coils, which creates a quadrupole field with gradients of 50.4 G/cm in the longitudinal

direction and 23.6 G/cm in the radial direction, and captures a sufficient number of atoms. After

the compression of the magnetic trap had been done and optimized, we reduced magnetic currents

in the low-field trap stage down to 65 A, which noticeably increased the life-time of the compressed

trap. At this current a magnetic field gradient of 27.3 G/cm is not sufficient to hold atoms in

mF = 1 state against the gravity, which reduces the number of bad collisions (see section 4.3.2)

within the trap. Below we discuss main parameters of the low-field magnetic trap, which are

summarized in Table 4.5.

Duration

The duration of the magnetic trap turn-on ramp should be sufficient to allow the atomic cloud

to adjust its shape as well as to clear out the atoms with mF = 1. On the other hand, at low

currents the trap does not provide a strong confinement in the radial direction, so a significant

number of atoms will be lost after a long time. In our experiment we found 74 ms to be the optimal

time for the low-field magnetic trap. Programming a value of 300 A for the first 4 ms of magnetic

in the control program decreases the turn-on time, for the control circuit to reach the value of 65 A.

Bias fields

In order to eliminate sloshing of the atomic cloud in the magnetic trap, the trap’s center should

coincide with the cloud’s center of mass as the trap is turning on. In the experiment we adjusted

the trap’s position with bias fields.

Parameter Duration Trapping current Bias coils current (field)

Value 74 ms 65 A
Ix = 1 A (bx = 0.32 G)
Iy = 7 A (by = 4.2 G)
Iz = 2 A (bz = 1.2 G )

Table 4.5: Low-field magnetic trap parameters.
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4.3.2 Compressed magnetic trap

Compressing the magnetic trap increases the density of atoms and their collisional rate , which

is essential for efficient evaporative cooling (see section 4.4.1). In our experiment we run 420 A

through the anti-Helmholtz coils, which gives a quadrupole field gradient of 176.4 G/cm in the

longitudinal and 82.7 G/cm in the radial directions. During the process of compression, the tem-

perature of the trapped gas increases. At the optimal value of the compression time, we measure

a temperature of 240 µK, which is about three times higher than after the molasses cooling stage.

This sacrifice is excused by ultra-low temperatures that are promised by evaporative cooling, for

which we require the increased density provided by this trap. The main parameters defining the

efficiency of the compressed magnetic trap for the purposes of evaporative cooling are discussed

below and summarized in table 4.6.

Compression time

On one hand, the process of compression should be gentle enough to allow the atomic magnetic

moments to align with the field and to reduce residual center-of-mass motion of the cloud. On the

other hand, the compression time should be short enough to prevent the atoms from escaping from

the trap at low magnetic fields. A linear ramp from 65 A to 420 A during 100 ms gives an optimal

number of atoms after 4 s in the compressed trap.

Bias fields

Since the anti-Helmholtz coils are not perfectly identical and might be slightly misaligned,

increasing the trapping current can shift the quadrupole field’s zero. This can be avoided by

linearly ramping bias field during the compression.

Parameter Duration Trapping current Bias coils current (field)

Value 100 ms 420 A
Ix = 4.5 A (bx = 1.44 G)
Iy = 3 A (by = 1.8 G)
Iz = 3 A (bz = 1.8 G )

Table 4.6: Magnetic trap compression parameters.

Magnetic trap lifetime and background pressure

The main sources of atomic losses from the magnetic trap include background collisions and

inelastic collisions within the trap [54]. By background collisions, we imply a contact interaction
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between the atoms in the trap and free particles such as residual water and hydrogen molecules,

85Rb vapour released from the dispenser and 87Rb atoms which were not trapped in the MOT or

were lost during the cooling. In general, after a collision with these particles, the atoms in the trap

receive enough energy to escape. Background collisions happen at a constant rate throughout the

experiment and do not significantly affect the temperature of the trapped gas since they occur at

the same rate for all trapped atoms independent of their energy.

During inelastic collisions between trapped atoms, the atomic internal energy is transferred to

their kinetic energy, which is usually allows these atoms to escape from the trap. There are three

types of inelastic collisions that cause loss: two-body spin relaxation, two-body dipole relaxation

and three-body recombination. In the spin relaxation process, the atomic nuclear spin exchanges

angular momentum with the electron spin, changing the atom’s hyperfine state. It happens at a

high rate until all atoms that can undergo spin relaxation are lost from the trap. However, this

process is forbidden for atoms in |F = 2,mF = 2〉 state [54], and in our experiment we suppress this

loss mechanism by getting rid off |F = 2,mF = 1〉-atoms in the low-field magnetic trap. In dipole

relaxation collisions, angular momentum is exchanged between the electron spin and its angular

momentum. The rate of this process is constant at low temperatures and it determines the lowest

temperature limit that can be achieved by evaporative cooling [54]. In three-body recombination,

two atoms form a bound molecular state while the third takes away the binding energy as kinetic

energy, and all of them leave the trap [55]. This type of collision becomes significant at high

densities and in our experiment is negligible. All inelastic collisions occur more frequently near the

bottom of the trap, where the density of atoms is maximized, so the coldest atoms preferentially

escape from the trap, increasing the sample’s temperature.

The characterization of the total losses at the base pressure in our experiment is shown in

Figure 4.6. The approximate half-life of the trap is 9 seconds. For 87Rb atoms in |F = 2,mF = 2〉,

losses due to background collisions dominate, as is illustrated in right-hand graph in Figure 4.6,

which shows how the number of atoms kept in the trap changes as we turn on and off dispenser

current. Here, dispenser current was set to 3.8 A at minute 1 and was turned off at minute 18.

First, the number of atoms drops as the contamination is released from the dispenser. Then, as the

pressure goes up, more atoms become available for the trapping and the trap population increases.

As the pressure grows further, losses due to background collision become significant and eventually

the trap disappears. After turning the dispenser off at this point, the trap population gradually

improves as the pressure goes down. In this case, UV-desorbed atoms become the main source
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forthetrap.Suchbehavioursuggeststhatrunninglargecurrentsthroughthedispenserforafew

minutesandthenturningitoffcouldbeagoodstrategyforachievingabignumberoftrapped

atomswhilemaintainingasufficientlylongtraplifetime.

0 5 10 15 20 25 30 35 40

Time (min)

0

1

2

3

4

5

N
u
m
b
er
 
of
 
at
o
m
s

×10
7

Figure4.6: Left: Numberofatomsinthecompressedmagnetictrapatthebasepressureas
afunctionofthetrappingtime.Right:Numberofatomsmeasuredafter4sinthecompressed
magnetictrapasthebackgroundRbpressurevaries.Themeasurementsbeganatthebasepressure
andafter1minutewerun3.8Acurrentthroughthedispenserfor17minutes.

4.4 RF-inducedevaporativecoolingina magnetictrap

Temperaturesbelowthesub-Dopplercoolinglimitcanbeachievedbymeansofevaporative

cooling.Inthistechniqueweselectivelyremovethefastestatomsfromanatomicensembletrapped

inapotentialwell,thusdecreasingtheaverageenergyoftheensemble[54].Belowwediscussradio-

frequency(RF)field-inducedevaporativecoolingofatomsinamagnetictrap.

Inthistechniqueweselectivelyremovethemostenergeticatomsfromthemagnetictrapbyap-

plyinganadditionallinearly-polarizedmagneticfieldthatoscillatesintimewitharadio-frequency.

WhentheRFfrequency ωmatchestheenergyseparationbetweentwoneighboringZeemanmF

sublevels: ω=gFµBmFB(seesection2.3),theRFleadstoadiabatictransitionsbetweenthese

levelsinthesamewayasisdiscussedinsection5.1,exceptthathere,morethantwolevelsare

involved. ChangingthemF-numberleadstoareductionofthetrap’sdepthandlossofatoms.

Sincetheseparationbetweensublevelsdependsonthestrengthofthemagneticfield,itislarger

intheregionsfurtherfromthetrapcenter,whereonlythemostenergeticatomscanpass.Thus,

usinghighRFfieldfrequenciesallowstoclearthetrapofthese“hot”atomswithoutperturbing

therestasisschematicallyshowninFigure4.7.
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Figure4.7:RF-inducedevaporationschematics.Atomsaremagneticallytrappedinaquadrupole
fieldcreatedbycoilswithlargecurrentI.OscillatingmagneticfieldcreatedbyapairofHelmhotz
coilswithalternatingcurrenti(t)isresonantonlywiththemostenergeticatoms.Goingthrough
theresonantslice,atomscangotoastatewithmF 0,wheretheyarenolongertrappable.

4.4.1 Evaporativecoolingefficiency

Qualitativelytheprocessofevaporativecoolingcanbeconsideredasmanycyclesoftwo-step

processes.Thefirststepisthetruncation,duringwhichthehottestatomsareremovedfromthe

distributiontail.Thefollowingstepistherethermalizationortherelaxationoftheresultingnon-

thermaldistributiontoanewequilibriumdistributioncorrespondingtoalowertemperature.The

rethermalizationprocessisperformedbyelasticcollisionbetweenatomswithintheensemble,and

itwasshownexperimentallyandtheoretically[54]thatefficientrethermalizationisachievedafter

2.7elasticcollisions.

Itseemsthatingeneral,onewouldwanttoincreasethetimebetweenthetruncationstepsin

ordertoallowtheatomstorethermalize.However,theinevitablelosseslimitthelife-timeinthe

trapandputunderquestionthereasonablenessoftheevaporativecoolingiftoomanyatomsare

lostduringtheprocess.Abetterapproachistodecreasetheelasticcollisiontime,orequivalently,

tokeeptheelasticcollisionratehigherthanthelossrate.

Theelasticcollisionratecanbeestimatedas1

Rcol=nσv, (4.9)

1Thederivationoftheaverageelasticcollisionratefollowsoneofthelecturesgivenonthegroupmeetingsby
Dr.LeBlanc
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where n is the atomic density, σ is the elastic collision cross-section and v =
√

2× (8kBT/πM)1/2

is the average relative velocity between two atoms. In order to derive the average collision rate we

assume the Boltzmann density distribution in the trap n(r) = n0 exp[−(gFmFµBβr
′)/kBT ], where

β is the magnetic field gradient in the radial direction and r′ =
√
x2 + y2 + 2z2. The peak density

n0 can be found from the normalization N =
∫
n(r)dr:

n0 =
N

4π

(
gFmFµBβ

kBT

)3

, (4.10)

where N is the total number of atoms in the trap. The average atomic density in the trap is found

as

〈n〉 =
1

N

∫
n2(r)dr =

n0

8
. (4.11)

Substituting expressions 4.11 and 4.10 to 4.9 gives the following expression for the average

collision rate as a function of the temperature, field gradient and number of atoms:

〈Rcol〉 = A
Nβ3

T 5/2
, (4.12)

where A is a constant defined by atomic properties and we assume that at low temperatures σ is

constant. Expression 4.12 suggests that a tighter trap would give a higher elastic collision rate,

however one needs to take into account the fact that during adiabatic compression the field performs

work on the trapped gas increasing its temperature. The temperature change can be estimated

using the conservation of average phase space density in an adiabatic process (also is known as

Liouville’s theorem, e.g. see [56]). The average phase space density is given by [54]

D = 〈n〉λ3
dB ∼

β3

T 9/2
, (4.13)

where λdB =
√

2π~2/MkBT is the thermal de Brogile wavelength. For a constantD, expression 4.13

gives a change in temperature by a factor of b2/3 if the field gradient was changed by a factor of b.

As a result, the average elastic collision rate is changed by a factor of b4/3 if we neglect the particle

loss during the compression. It means that for reasonable densities, a compression of the magnetic

trap is beneficial for the elastic collision rate.

To summarize, for successful evaporative cooling it is essential to achieve experimental condi-

tions including magnetic field gradient, magnetic trap lifetime and atomic temperature in the trap
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thatallowstheatomstorethermalizeduringtheevaporationprocess.Inordertomaketheevap-

orationcoolingefficient,itisnecessarytooptimizeparametersofthetruncation-relaxationsteps

(suchastheduration,theRFsweepboundariesandtheoscillatingfieldpower)sothatthechange

inthenumberofatomsandthetemperatureleadstoanincreaseintheelasticcollisionrateafter

eachstep.
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4.4.2 RF-inducedevaporationresults(inprogress)

Figure4.8:Top: Numberofatomsafter4sinthecompressedmagnetictrapwithappliedRF
magneticfield.Thefieldiscreatedbyapplyinganalternatingvoltagewithpeak-to-peakamplitude
of510mVtotheRF-coils(seesection3.3.5).Bottom: Absorptionimageoftheatomiccloud
after4sinthecompressedmagneticfieldwith(right)andwithoutRFfield(left).Inthecase
wherethereinnoRFfield,wemeasure4.2×107atomsat280µK.RFiscreatedbyanoscillating
voltageintheRFcoilwithpeak-to-peakamplitudeof510mV,whosefrequencylinearlychanges
from25MHzto10MHz.Inthiscasewemeasured1.7×107atomsat140µKafterevaporation.
Thecolorbarrepresentsopticaldensitynσsl.
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In this section we discuss current progress on RF evaporative cooling. Figure 4.8 (top) shows

the loss of population of the compressed magnetic trap as we decrease the frequency of the applied

RF field. It can be seen that the induced evaporation starts at frequencies below 25 MHz.

The maximal populations achieved in the compressed magnetic trap in our experiment are

around 6 × 107 atoms, which give the calculated average collision rate of 1.6 − 2.4 collision/s.

Applying a linear RF sweep from 25 MHz to 10 MHz for 4 s provides a noticeable reduction in tem-

perature as is shown in Figure 4.8 (bottom). To achieve high efficiency of the evaporative cooling,

one needs to maximize the elastic collision rate after each step as was discussed in section 4.4.1.

4.5 Optical transport (in progress)

One of the main elements defining the versatility of our experiment is the optical-dipole trans-

port, whose setup is discussed in section 3.6. Below we discuss the main characteristics of optical-

dipole traps and general issues concerning optimization of the optical transport.

4.5.1 Focused beam optical dipole trap (follows [55])

The origin of the optical-dipole force and trapping potential was considered in section 2.4. It

was shown that the trapping potential is proportional to the light intensity I. The intensity of a

Gaussian light beam with power P propagating in z-direction is given by

I(r, z) =
2P

πw2(z)
exp

(
−2

ρ2

w2(z)

)
, (4.14)

where ρ is the distance from the beam’s axis of symmetry and w(z) is the beam waist given by

w(z) = w0

√
1 +

(
z

zR

)2

, (4.15)

where w0 is the waist at the focus, zR = πw2
0/λ and λ is the wavelength of the light. Thus, the

optical-dipole potential has a Gaussian shape in the radial direction:

U(ρ, z) = U0 exp

(
− 2ρ2

w2(z)

)
. (4.16)
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Nearthebottom,thetraphasaquadraticshape:

U(ρ,z)=U0−
1

2
Mω2ρρ

2−
1

2
Mω2zz

2, (4.17)

whereωρ= 4U0/MW20,andωz= 2U0/MzR.

Preliminarilystudiesoftheoptical-dipoletransportsetupinourexperimentperformedMengX-

ingNashowed[57]thatweshouldbeabletomovethefocusofthebeamovera25cmdistanceat

aconstantwaistw0=135µm,whichcorrespondstoatrapdepthof30µK.
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Figure4.9:Characterizationofresidualsloshinginanon-adiabatictransportover25cm.Left:
Trappositionasafunctionoftimeforquadratic(bluesolid)anderf-like(reddashed)profilesfor
atransportbetweenmomentsoftimet1andt2.Right:Amplitudeoftheresidualcentre-of-mass
oscillationsforthequadratic(bluesolid)anderf-like(reddashed)transportprofilesfortransport
durationt2−t1.

Thelossinthenumberofatomsduringandaftertheopticaltransportismainlydetermined

bythefinitetrap’slifetimeandtheresidualcenter-of-massoscillationscausedbythemotionofthe

trap.Inadditiontothelossesdiscussedinsection4.3.2,theopticaldipoletraphasarelativelylow

depthwhichallowsfreeevaporationduringwhichthemostenergeticatomsovercomethepotential

barrierandescape.

Tooptimizethenumberofatomsleftinthetrap,thetransportshouldbefastenoughtoreduce

thelossesassociatedwiththecollisionsandfreeevaporation,butthetrapshouldbemovingin

suchawaythattheresidualsloshingissuppressed,soitdoesnotspillouttoomanyatomsand

doesnotconverttoheat.In[58]itwasshownthattheresidualsloshingamplitudeSinaharmonic
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trap depends on the Fourier component of the trap’s velocity profile vT (t) during the transport,

calculated at the trapping frequency ωT :

S = |
∫ +∞

−∞
vT (t)e−iωT tdt|. (4.18)

Figure 4.9 shows the sloshing amplitude as a function of the transport time for a simple quadratic

and a more complicated error-function profile. In both cases, oscillations are strongly damped after

a reasonable transport time of 0.8 s. In our experiment, the control of the laser focus position

profile is realized in Labview with small discrete steps.

In the experimental sequence used for the planed on-chip experiments, we aim at to achieve

temperatures of the gas around 10 µK for loading into the optical dipole trap and transport. If

needed, it is better to create a Bose-Einstein condensate near the chip than in the preparation

chamber, since its enhanced density would lead to a higher rate of losses associated with three-

body collisions during the transport [30], and even a small amount of heating would cause the

transition of the cloud back to a thermal state.
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Chapter 5

Magnetic-field-mediated coupling and

control in atomic-nanomechanical

systems

By taking the best aspects from quantum systems of a different nature, hybrid quantum systems

perform in ways the individual systems can not and offer many applications for quantum technology

[2, 3]. As an example, the long coherence times of trapped ultracold atoms can be combined with

conventional read-out techniques available for solid-state devices. In this chapter we discuss a

few ways to control the mechanical state of a nanostring using magnetic interactions with an

ultracold gas, as was proposed in [1]. We start the discussion with Landau-Zener theory of adiabatic

transitions in two-level systems with avoided level crossings (section 5.1). After that, we present

a proposal for an on-chip design (section 5.2) for a nanostring that allows two different sources

for magnetic coupling to atomic states, and several applications (section 5.4). This chapter is an

adapted version of recently published work [1].

5.1 Adiabatic transitions at an avoided level crossing

Evolution of a two-level system with off-diagonal perturbation |V 〉 in the Hamiltonian with a

time-independent diagonal elements ~ω1 and ~ω2 was already discussed in 2.1.1. Here we generalize

our discussion1 for the case when the levels ω1(q) and ω2(q) depend on parameter q and cross at

1Discussion in this section mostly follows [32].
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Adiabatic transition 

Diabatic transition

pLZ

1-pLZ

Parameter

E
n
er
gy

qc

Figure5.1:Energyofthetwolevelsasafunctionoftheparameterpwith(solid)andwithoutthe
coupling(dashed). Redcurvescorrespondto ω1andE+. Blackarrowsindicateadiabaticand
diabatictransitioninasystemstartingonredcurve.

someparametervalueqc:ω1(qc)=ω2(qc)=ωc,whenthecouplingisturnedoff(asisshownin

dashedinFigure5.1).Inparticular,weareinterestedinhowthecouplingaffectstheevolutionof

thesystemwhentheparameterqsweepsthroughthecrossingvalueqc.

Toanalysethis,letusconsiderthefollowingHamiltonian:

Ĥ(θ)=Ĥ0(q)+̂V=





ω1(q)

1

2
Ωe−iφt

1

2
Ωeiφt ω2(q)




, (5.1)

withoff-diagonalcouplingtermV̂12=
1

2
Ωe−iφt,whereΩisreal.TheeigenvaluesofthisHamiltonian

are

E±(p)=
1

2
[ω1(q)+ω2(q)]± [ω1(q)−ω2(q)]2+Ω2 . (5.2)

Withthecoupling,thelevelcrossingisavoidedsince E+(q)>E−(q)foranyq. Atthecritical

pointqcthelevelsareseparatedbyE+(qc)−E−(qc)=Ω.

Whentheparameterchangesintime,theevolutionofthetwo-levelsysteminthebasisofthe

uncoupledeigenstates|1and|2canbeobtainedbymodifyingequation2.6:

|ψ(t)=c1(t)exp−i
t

0
ω1 q(t)dt |1+c2(t)exp−i

t

0
ω2 q(t)dt |2. (5.3)

Iftheparameterqsweepsthroughthelevelcrossing,thesystemstartingatahigherenergystate

|1 (theredcurveinFigure5.1)willstayatthehigherenergystate(adiabatictransition)with
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probability pLZ = |〈2 |ψ(t)〉 |2. In case of an infinitely long linear sweep, this probability is given

by the Landau-Zener formula [59]

pLZ = 1− exp

(
−π

2

Ω2

∆ω12/∆t

)
, (5.4)

where ω12(q(t)) = ω1(q(t))−ω2(q(t)). According to expression 5.4, pLZ goes to zero in the limit of

the large sweep rate ∆ω12/∆t� Ω2 or when the coupling is zero, which corresponds to a diabatic

transition between two levels. In contrast, in the case of strong coupling (large separation between

the levels) and low sweep rate, the system will more likely undergo an adiabatic transition. The

wavefunction that describes the system after the sweep, can be written as

|ψ〉 =
√

1− pLZ |1〉+
√
pLZ |2〉 eiφLZ , (5.5)

where φLZ =
∫
ω12(q(t))dt is the relative phase between the two states.

By varying the parameter sweep’s conditions, it is possible to engineer a wavefunction for partic-

ular experimental applications. For example, setting the conditions to achieve adiabatic transitions

with pLZ ≈ 1 provides a robustness for the state transfer, which is beneficial for the mechanical cool-

ing (section 5.4.1) and thermometry (5.4.2) experiments. On the other hand, setting pLZ = 1/2

leads to an equal superposition state, which offers a way for creating a quantum entanglement

between mesoscopic mechanical devices, as is discussed in section 5.4.3.

5.2 Chip design

In this section we discuss a practical design to create a coupling between Zeeman sublevels of

the ground state of alkali metal atoms (in particular 87Rb) and mechanical motion of a magnetized

nanonostring via an oscillating magnetic field, generated by this motion. In this setup, the long

lifetime of the Zeeman states offers a coherent manipulation of the nanostring motion provided by

interaction between atomic magnetic dipole moments and the magnetic moment of the nanostring.

Using on-chip design allows near-surface trapping of cold atoms using a magnetic trap [26]

(see Figure 5.2), as well as an optical-dipole trap created in a beam focused near the chip [60]

or using chip-integrated optics [61, 62] as the nanomechanical part of the hybrid system. For our

experiment we are considering using high-tensile stress SiN nanostrings [22–25]. Compared to

cantilever designs previously used for atom coupling [19–21], this geometry permits a magnetic
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Figure5.2:(a)Schematicdesignoftheproposedon-chipnanostring. MagneticfieldfromaZ-shaped
wirewithcurrentIZ,combinedwithabiasfieldfromtwoparallelwireswithequalcurrentsIB
createdamagnetictrapsimilartoIoffe-Pritchardconfiguration[27].(b,c,d)Numericalcalculation
ofthemagnetictrappingpotentialfor|F=1,mF=−1stateof

87Rbinthreedirection.Thetrap’s
positionanddepthcanbeadjustedbyvaryingcurrentthroughZ-wireatconstantIB=−5A:red
dottedcurvescorrespondtoIZ=10A,greendashedtoIZ=6A,bluesolidtoIZ=2A.The
biaswiresareseparatedby1mm.Sameoranalogouspairofbiaswireswithlesserseparationcan
beusedforcancellingmagneticfieldoffsetsasisdiscussedinsection5.3.3.

couplingwithcontrollablestrengthbyrunningelectriccurrentthroughthestring.Inaddition,

thistypeofnanomechanialdevicesshowsgoodqualityfactorsinthefrequencyrangewherethe

string’sfundamental modeωm canbe matchedtoatomicresonanceωabytuningtheZeeman

splitting. Forexample,a200µmlong-string,withwidthof2.75µmandthicknessof350µm

haseffectivemassmeff=8.4×10
−13kgandithasaroom-temperatureQfactorof1.6×105

forthefundamentalmodeωm/2π=850kHz[24]. Havingagoodqualityfactorleadstoalow

decoherencerateofthemechanicaloscillator,whichisessentialforalloftheapplicationsproposed

inthischapter.Estimatingthedecoherencerateasγdec=kBTs/Q(whereTsisthetemperature

ofthesubstrate)[63]givesγdec/2π=39MHzfortheroomtemperatures,γdec,4K/2π=520kHz

at4Kandγdec,10mK/2π=1.3kHzat10mK,whichiscomparablewithasystemusingacarbon

nanotubecoupledtoatoms[64].

64



5.3 Magnetic coupling

In the systems we consider in this chapter, the interactions between the atoms and the me-

chanical resonator are mediated through magnetic fields [21, 65, 66]. Even though we are mostly

interested in the effect of the coupling on the state of the nanostring, it is easier to estimate the

coupling strength by treating the oscillating magnetic field from the nanostring as a perturbation

to Zeeman level structure |F,mF 〉 in a static background magnetic field B, which is described by

the Hamiltonian ĤZ = gFµB(F̂ · B)/~ (see section 2.3). A generalized quantum description of

the whole system will be introduced in section 5.3.4. If we assume that the static field points

along the z-direction, and oscillating magnetic field Bm(r, t) = Bm,0(r) cosωmt with amplitude

Bm,0 = Bm,0{sin θ, 0, cos θ}, resonant with levels |F,mF 〉 and |F ′,m′F 〉, will couple these levels with

coupling strength

~Ω =
gFµBBm,0

~
〈F ′m′F | F̂x sin θ + F̂z cos θ |FmF 〉 . (5.6)

The second term here represents the transition between two different hyperfine states with F ′ 6= F

and mF = m′F . Frequencies of such transitions are much higher than those that are available in

our design, so they can be neglected here. The first term is responsible for spin-flipping transitions

m′F = mF ± 1 within the same hyperfine level. In this case the coupling has only off-diagonal

elements, that can be estimated using the same approach as in section 2.1.1. In the rotating-wave

approximation, the coupling strength is

~Ω

2
=
gFµBBm,0 sin θ

4

√
F (F + 1)−mF (mF ± 1), (5.7)

where Ω is the frequency of the Rabi oscillations between two Zeeman sublevels in the resonant

case.

5.3.1 Magnetic field from an oscillating point dipole

One method of generating an oscillating magnetic field is by depositing a permanent magnet

on the nanostring [67]. A point-like magnetic dipole with moment µm oriented along x-direction

placed at the center of a nanostring oscillating in z-direction with an amplitude α (as is shown in
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Figure 5.3: Top: schematics of the nanostring with a permanent magnet(a) and electric current(b).
Bottom: Magnetic field (left axis) and coupling parameter for |F = 1〉 state of 87Rb from a
permanent magnet with µm = 0.067 nJ/T (c) and 1 A of electric current (d). Blue solid curve
represents the static part of the coupling field B0x (B0x,d or B0x,I). The other curves correspond
to the oscillatory part Bm,0 (bdα or bIα) for the nanostring’s amplitudes α = 10 nm (upper light
blue), α = 5 nm (middle red) and α = 1 nm (lower green).

Figure 5.3(a)) and frequency ωm creates a magnetic field [66]

Bd(t) =
µ0µm
4πr4

0

[r0 − 3α cos(ωmt)] ≡ B0x,d + bdα cos(ωmt), (5.8)

where r0 is the distance from the magnet’s equilibrium position, B0x,d and bdα are the static and

the oscillatory components of the magnetic field respectively. The influence of the static component

on the coupling strength is discussed in section 5.3.3. The calculations for components are given in

Figure 5.3(c).

5.3.2 Magnetic field from current-carrying wire

A nanostring design also offers the possibility to create oscillating fields by passing an electric

current through a conducting layer deposited on the string. In the case of a direct current I0

running along the y-direction, the nanostring oscillating along the z-direction with amplitude α

creates magnetic field

BI,dc(t) =
µ0I0

2πr2
0

[r0 − α cos(ωmt)] ≡ B0x,I + bIα cos(ωmt), (5.9)
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where B0x,I and bIα are the static and oscillatory parts of the magnetic field. This analytical

expression is derived from an approximation of a straight infinitely long wire oscillating in z. A

numerical simulation that calculates the total magnetic field from many small linear elements

forming the string shows similar results (see Figure 5.3(d)).

Similarly, a magnetic field created by an alternating current Iac = I0 sin(ωact) is given by

BI,ac(t) =
µ0I0

2πr2
0

[r0 sinωact+
α

2
sin(ωac + ωm)t+

α

2
sin(ωac − ωm)t]. (5.10)

In this case, adjusting the frequency of the current drives transitions with frequencies that are

different from ωm.

Using electrical current as a source for magnetic coupling makes it possible to change the cou-

pling strength during the experiment, but it heats the nanostring, thus increasing the decoherence

rate of the string. Using an alternating current also affects the mechanical motion of a string

with a bilayer design [24], which should be avoided in the mechanical cooling and thermometry

experiments.

5.3.3 Compensating field

According to expressions 5.8 and 5.9, nanostrings with a permanent magnet and a constant

current both create a constant magnetic field B0x (B0x,d or B0x,I), which is perpendicular to

the background static field B0z, and is greater than the oscillatory part Bm,0 (bdα or bIα) by

approximately two orders of magnitude. It shifts the vector of the total static magnetic field

(B0z+B0,x) towards Bm,0 as is shown in Figure 5.4 (left), thus decreasing the angle θ between Bm,0

and the total static magnetic field. According to equations 5.8 and 5.9, the ratio of the oscillatory

to static component of the coupling field χ = Bm,0/B0x is equal to r0/3α for the permanent magnet

and r0/α for the direct current. In terms of Bm,0, the spin-flipping part of the magnetic field can

be written as

Bm,⊥ = Bm,0 sin θ =
Bm,0B0z√
B2

0z + χ2B2
m,0

. (5.11)

In the limit of infinite Bm,0, the coupling part becomes Bm,⊥ ≈ B0z/χ, which implies that increasing

the direct current running through the nanostring or choosing a permanent magnet with higher

magnetization has a limited effect on the coupling strength (see inset of Figure 5.4). This limit

can be improved by cancelling the constant part of the nanonstring’s field with a set of permanent

67



20 30100 40
r
0
 (mm)

50
0

100

200

300

400

120

140

160

180

200

100

80

60

(
Hz
)

Bi
as
 
f
el
d (
G)

0 0.1
0

1.0

500

m

m, 0

0,z0,z

0,z
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magnetsdepositedonthechip[65]orbyusingabiasfieldcreatedbypairofwiresasisshown

inFigure5.2(a). WhenB0zisfullycompensated,thecouplingparametercanbeimproved,as

seeninFigure5.4(right),wherethecouplingparameterisplottedforbothkindsofdevicesinthe

presenceofacompensatingfield.

5.3.4 Quantizedcoupling

Nanoresonatorscanbeputinmechanicalstateswithquantizedmotionbymeansofcryogenic

andsidebandcooling[15,68–70].Inthiscase,thedisplacementofthenanostringfromtheequi-

libriumpointshouldbedescribedbyoperatorα̂=α0(̂a+̂a
†),whereα0= /2meffωm isthe

amplitudeofzero-pointmotionandâisannihilationoperatorofthephononsinthemechanical

mode. Consideringanatomasatwo-levelsystem1withstates|↑and|↓,operatorF̂xinequa-

tion5.6canbewrittenintermsofraisingandloweringoperatorsasσ̂x= σ̂
++σ̂−.Inthis

1TwolevelscanbeisolatedinastrongmagneticfieldduetothequadraticZeemaneffect.Also,proposedschemes
canbegeneralizedforthecaseofmultiplelevels.
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notation the interaction part of the Hamiltonian becomes
~g0

2

(
σ+â† + σ+â+ σ−â† + σ−â

)
, where

~g0 = gFµBbα0[F (F + 1) − mF↑mF↓]
1/2/2 is the single-atom-single-phonon coupling parameter.

Neglecting the co-rotating terms σ+â† and σ−â, in the rotating-wave approximation, the system of

a magnetic mechanical resonator interacting with atomic spin is described by the Jaynes-Cummings

Hamiltonian [71]

Ĥat = ~ωmâ
†â+

~ωa

2
σ̂z +

~g0

2
(σ̂+â+ σ̂−â†), (5.12)

where σ̂z = σ̂+σ̂− − σ̂−σ̂+, and the first and second terms represent the energy of the mechanical

mode and Zeeman energy of the atom, respectively.

Hamiltonian 5.12 can be generalized for a case of N atoms interacting with the resonator by

introducing operators of the total atomic spin ˆ̃σ+ = (1/
√
N)
∑N

i=0 σ̂
+
i and ˆ̃σ− = (1/

√
N)
∑N

i=0 σ̂
−
i ,

where σ̂±i corresponds to the spin of a single atom. This leads to the Tavis-Cummings Hamiltonian

with an enhanced effective coupling geff =
√
Ng0 [71]. A similar enhancement occurs when there

are n excitations in the mechanical mode [72], leading to the effective coupling of geff =
√
n
√
Ng0.

5.4 Magnetic coupling between atoms and a nanostring and its

applications

To introduce the applications for quantum manipulation of the mechanical state of the oscillator,

we consider a system of a single atom in a magnetic field B coupled to n phonons in the mechanical

mode. The system is described by the wavefunction |n, s〉, where s = (↑, ↓). In the absence of

the coupling, the energy levels of the system as a function of B form a ladder in the dressed

state representation with levels |n, ↓〉 and |n, ↑〉 crossing at B0 (see Figure 5.6(a)). Introducing

the coupling leads to the avoided level crossing as was discussed in section 5.1. Sweeping the

background field from B1 < B0 and B2 > 0 will adiabatically flip the atomic spin with the Landau-

Zener probability

pLZ(n) = 1− exp

[
− π~ng2

0

2gFµB(∆B/∆t)

]
, (5.13)

where the magnetic sweep is kept at a constant rate ∆B/∆t for a sufficiently long time ∆t. The

Landau-Zener probability can be controlled by adjusting the coupling strength and the field sweep

duration (see Figure 5.5), and this control is robust provided that B1 and B2 are sufficiently far

from B0.
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Figure 5.5: Landau-Zener probability as a function of the field sweep rate ∆B/∆t for a 87Rb atom
with F = 1 coupled to a nanostring with electric current of 1 A separated by 1 µm. Curves from
bottom to top correspond to mean phonon number n̄ = 5, 20, 50, 100. Figure reprinted from [1].

5.4.1 Mechanical cooling

Cooling of the mechanical motion of a membrane in an atomic-nanomechanical hybrid system

was already demonstrated by using optical coupling [17, 73]. Here we present a way to cool the

mechanical motion of a nanoresonator by transferring the corresponding energy to Zeeman energy of

atoms via a magnetic coupling, and then utilizing it by means of optical pumping (see section 4.2).

During the first cooling step, for the atom starting in |↓〉 state, after the field sweep B1 → B2 (as

is shown by black curve I in Figure 5.6(b)) the system makes a transition

|n, ↓〉 →
√
pLZ(n) |n− 1, ↑〉+

√
1− pLZ(n) |n, ↓〉 , (5.14)

where we neglect the relative phase between the states and assume that n > 0. In the case of an

adiabatic spin-flipping transition, the mechanical oscillator loses one phonon associated with its

motion and the atom ends up in |↑〉 state. After that, we optically pump the atom back to |↓〉,

dissipating the Zeeman energy of the atom through spontaneous emission (curve II in Figure 5.6(b)).

During the second cooling step, we do the inverse field sweep B2 → B1. If adiabaticity is achieved,

the sweep will flip atomic spin and reduce the number of photons again (curve III in Figure 5.6(b)).

The second optical pumping pulse then finishes the cooling cycle (curve IV in Figure 5.6(b)) putting

the system into state |n− 2, ↑〉, which has two photons less than the initial state.

Repetition of many such cycles leads to a substantial reduction in the mean phonon number

as is shown in Figure 5.6(d)1. For the system including N atoms coupled to a resonator with

1This calculation was made by L.J. LeBlanc. See [1] for the details.
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highphononoccupationn̄≥N,onecoolingstepreducesthemeanphononnumberproportionally

tothenumberofspin-flipevents: ∆̄n=pLZ(n)Nwhichisequivalenttoreducingthemechanical

temperatureby∆T= ωmN∆̄n/kB.Forωm/2π=850kHzandN=10
5onecoolingstepdecreases

thetemperatureby∆T=pLZ(̄n)×4.1K.

Forthecoolingtobeefficient,itsrateshouldbehighertherateγdecatwhichthermalenergy

dissipatesfromthesubstratetothe mechanical motion[74]. Thenanostringwithparameters

describedinsection5.2withcurrentof1Acouplestoa87Rbatominthe|F=1 statewitha

couplingstrengthofg0=21s
−1. Themagneticfieldsweepover1mGshouldbeabout1sin

durationfortheefficientcoolingatlowmechanicaltemperatures(seeFigure5.5).Duringthistime

atomiclossesduetobackgroundorinelasticcollisionscanbeneglected.Calculationsofexpected
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Figure5.6: Mechanicalcoolingscheme.(a)UncoupledZeemanenergylevelsofaspininamagnetic
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curvesrepresentingasinglecoolingcycle.(c)Schematicsofasinglecoolingcycle.(d)Meanphonon
numbern̄duringthemechanicalcoolingstartingwithn̄=50for(frombottomtotop)pLZ(1)=1
(redcurve),pLZ(1)=0.5(bluecurve),andpLZ(1)=0.1(greencurve). Onestepincludesone
magneticfieldsweepandoneopticalpumpingpulseforasinglespin. Figurereprintedfrom[1]
(Credit:L.J.LeBlanc).
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5.4.2 Mechanicalthermometry

Figure5.7:Schematicsofmechanicalthermometry.(a)Zeemanenergylevelsofaspincoupled
tophononsnearthemechanicalgroundstateinthedressed-statepicture.(b,upper)Probability
tofindthespinin|↑(reddashed)and|↓(bluesolid)afteronefieldsweepasafunctionofthe
meanphononnumber,ifistheoriginalstateis|↓.DarkestcurvescorrespondtopLZ(1)=1.0and
therespectevlyfaintercurvesrepresentpLZ(1)=0.75,0.5and0.25.(b,lower)Ratioofspin-flip
probabilityp↓↑top↑↓asafunctionofmechanicaltemperature.Figurereprintedfrom[1](Credit:
L.J.LeBlanc).

Landau-Zenersweepsatlowphononnumbern̄canalsobeusedformechanicalthermometry.

Theenergyconservationlawforbidstheadiabaticspin-flippingtransitionforthesystemstarting

at|0,↓(seeFigure5.7(a)).Asaresult,thespin-flipprobabilityforstate|↓isgivenby

p↓↑=pLZ(̄n)×(1−pωm(0))=pLZ(̄n)×exp(− ωm/kBT), (5.15)

wherepωm(0)=1−exp(− ωm/kBT)istheprobabilityofhavingzerophononsintheoscillator’s

modeωmintheBose-Einsteinstatistics.Sincethespin-flipprobabilityforstate|↑isp↑,↓=pLZ(̄n),

theratioofspin-flipprobabilitiescorrespondingtodifferentspinstatesatthesamefieldsweep

parametersisdeterminedonlybythemechanicaltemperature:

p↓↑
p↑↓
=exp −

ωm
kBT

. (5.16)
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The same result can also be obtained by a more rigorous numerical simulation1 as is shown in

Figure 5.7(b).

In the experiment, the spin-flip probability ratio can be determined by repeating measurements

for a single atom or by measuring an ensemble of many atoms. Figure 5.7(b) shows that the

proposed Landau-Zener thermometry is especially efficient at mean phonon numbers below 10,

which makes this technique attractive in a difficult-to-access regime [15,68–70,75–77].

At high mechanical temperatures, thermometry can be carried out by using the dependence

of the coupling strength on the mean number of phonon excitations. In this case, measuring the

spin-flip probability for |↑〉 gives the Landau-Zener probability, from which the number of phonons

can be extracted from expression 5.13.

5.4.3 Quantum entanglement between nanostrings

Here we consider a way to create quantum entanglement between two unconnected oscillators by

coupling them to the same spin, which can be transported between the locations of these oscillators.

After a Landau-Zener sweep, the system of a spin coupled to the nanomechanical oscillator phonon

modes ends up in an entangled state. By moving this spin to a different mechanical oscillator and

performing a second Landau-Zener sweep, quantum entanglement between these two oscillators

can be created. For example, consider the system of two unconnected oscillators in the phononic

Fock states n1 and n2 and atomic spin |↑〉 described by the wavefunction |ψi〉 = |n1, n2, ↑〉. After

Landau-Zener sweep with probability p1 for the spin coupled to the first oscillator only, the system

goes to state |ψi〉 →
√
p1 |n1 + 1, n2, ↓〉+

√
p̄1 |n1, n2, ↑〉, where p̄1 = 1− p1 and the phase difference

is neglected. After moving the spin from the first to the second oscillator, the second sweep with

probability p2 results in

|ψf 〉 =
[√
p1p2 |n1 + 1, n2 − 1, ↑〉+

√
p̄1p̄2 |n1, n2, ↑〉

]
+
[√
p1p̄2 |n1 + 1, n2, ↓〉+

√
p̄1p2 |n1, n2 + 1, ↓〉

]
. (5.17)

In the simple case where p1 = p2 = 1/2, a spin measurement will leave the two resonators in

an entangled state: either |ψf 〉 = (|n1 + 1, n2〉 + |n1, n2 + 1〉)/
√

2 if the measured spin is |↓〉 or

|ψf 〉 = (|n1, n2〉+ |n1 + 1, n2 − 1〉)/
√

2 if |↑〉-state is measured.

The situation is slightly different when both oscillators are in the ground state with n1 = n2 = 0.

1This calculation was made by L.J. LeBlanc. See [1] for the details.
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In this case the adiabatic transition |↓〉 → |↑〉 is forbidden, and the system starting in |ψi〉 = |0, 0, ↑〉

after the two sweeps will be found in the state |ψf 〉 =
√
p1 |1, 0, ↓〉+

√
p̄1p2 |0, 1, ↓〉+

√
p̄1p̄2 |0, 0, ↑〉.

If the Landau-Zener probabilities are p1 = 1/2 and p2 = 1 the mechanical resonators will end up in

the entangled state |ψf,m〉 = (|1, 0〉+ |0, 1〉)/
√

2 independently of the spin-measurement outcome.

For the successful generation of entanglement, the whole system should maintain coherence

during the protocol described above. The decoherence rate for a Fock state |n〉 is given by [74]

Γm,Fock = (n+ 1)n̄sΓm + n(n̄s + 1)Γm, (5.18)

where n̄s is the mean phonon number of the substrate and Γm = ωm/Q is the damping rate of the

mechanical oscillator. Near the ground state, the Fock state decoherence rate is mainly determined

by n̄s and can be significantly decreased by cooling the substrate to cryogenic temperatures.
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Chapter 6

Summary and future directions

In summary, we have built an apparatus for experiments on the hybridization of ultracold gases

with other quantum systems, whose design should allow us to rapidly switch different chips while

maintaining the complex setup for atomic cooling unchanged. By baking the vacuum system, we

have successfully achieved the ultrahigh vacuum conditions with pressure of the order of 10−10 Torr.

For cooling atoms to ultralow temperatures, we have set up an optical system to arrange three

pairs of circularly polarized counter-propagating beams intersecting at one point, as well as an

electronic system to create a quadrupole magnetic field with adjustable position of its zero. We have

demonstrated successful magneto-optical trapping of 87Rb atomic clouds with up to 108 atoms and

cooling below the Doppler cooling limit by means polarization gradient cooling in optical molasses

to temperatures near 80 µK. For further reduction in temperature, we implemented RF-induced

evaporative cooling in a compressed quadrupole magnetic trap. Even though during the trapping

the temperature increases to 200−300 µK, after several steps of the evaporation it should go down

to 1− 10 µK. So far, the first successful step has shown the temperature decrease from 280 µK to

140 µK with total number of 1.7× 107 atoms left in the magnetic trap.

In the near future, we expect to cool atoms to the temperatures where they can be captured

by an optical dipole trap, whose optics are already assembled. After that, the transport of atoms

from the preparation region to the science cell by moving the focus of the trapping laser beam

should be tested and optimized. Finally, we want to observe the magnetic coupling between the

ultracold gas and an on-chip nanomechanics starting with simpler experiments analogous to the

one described in [20] and then moving to the experiments proposed in Chapter 5 as well as possible

experiments with optical cavities proposed in [78]. For these experiments with the chips we will
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need to design, manufacture and install a chip holder to the science chamber. Meanwhile we are

planning to update the current apparatus with an additional load-lock chamber and a magnetic

transfer arm to simplify and accelerate the chips loading.

When finished, our apparatus will allow us to integrate ultracold atomic ensembles with var-

ious quantum systems using atom-chip technology. This has a potential for advancing current

application of quantum physics, including processing and storage of quantum information, quan-

tum communication and cryptography, and high-precision measurements. Besides, it will provide

opportunities to study fundamental questions of classical-to-quantum crossover and quantum de-

coherence.
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T. Hänsch, “Optical lattices with micromechanical mirrors,” Physical Review A, vol. 82, no. 2,

p. 021803, 2010.

[74] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, “Cavity optomechanics,” Reviews of

Modern Physics, vol. 86, no. 4, p. 1391, 2014.

[75] G. Harris, D. McAuslan, E. Sheridan, Y. Sachkou, C. Baker, and W. Bowen, “Laser cooling

and control of excitations in superfluid helium,” Nature Physics, 2016.

83



[76] E. Gavartin, R. Braive, I. Sagnes, O. Arcizet, A. Beveratos, T. J. Kippenberg, and I. Robert-

Philip, “Optomechanical coupling in a two-dimensional photonic crystal defect cavity,” Phys-

ical Review Letters, vol. 106, no. 20, p. 203902, 2011.

[77] A. MacDonald, B. Hauer, X. Rojas, P. Kim, G. Popowich, and J. Davis, “Optomechanics and

thermometry of cryogenic silica microresonators,” Physical Review A, vol. 93, no. 1, p. 013836,

2016.

[78] C. A. Potts, A. Melnyk, H. Ramp, M. H. Bitarafan, D. Vick, L. J. LeBlanc, J. P. Davis, and

R. G. DeCorby, “Tunable open-access microcavities for on-chip cavity quantum electrodynam-

ics,” Applied Physics Letters, vol. 108, no. 4, 2016.

84



Appendix A

Here we present absorption images after different stages of the experiment. We also give the

stages’ time t, measured number of atoms N and temperature T . In all figures colorbar represent

optical density nσsl and the pixel size is 3.2 µm.

Figure A.1: Left: Magneto-optical trap: t = 15 s, N = 3.2 × 107, T = 250 µK. Right:Optical
molasses: t = 5 ms, N = 3.0× 107, T = 80 µK.
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Figure A.2: Left: Optical pumping: t = 3.5 ms, N = 3.5× 107, T = 80 µK. Right: Magnetic trap
at 65 A: t = 74 ms, N = 3.0× 107, T = 140 µK.

Figure A.3: Left: Magnetic trap at 420 A: t = 0.5 s, N = 2.4×107, T = 300 µK. Right: Magnetic
trap at 420 A: t = 4 s, N = 3.7× 107, T = 280 µK.

86


	Introduction
	Theory
	Two-level atom interacting with light. Scattering force
	Rabi oscillations in a two-level system
	Optical Bloch equations without damping
	Optical Bloch equations with damping
	Steady-state solution
	Optical Bloch equations in terms of the Bloch vector

	87Rb-level structure.
	Quantum defect in alkali metals
	Fine structure of atoms
	Hyperfine structure of atoms
	Hyperfine structure of 87Rb

	Level splitting in a magnetostatic field: Zeeman effect and magnetic trapping
	Level splitting in optical field: AC-Stark effect and optical dipole trap

	Experimental setup
	System preparation
	Ultra-high vacuum component cleaning
	Baking

	Vacuum system components
	Pumping
	UV-lights for light induced atom desorption
	Pressure measurements
	Dispensers
	Differential pumping tube
	Glass cell (preparation region)

	Magnetic fields system
	Quadrupole magnetic field
	Bias field coils
	Current control
	Computer control
	RF-field coils

	Optics for laser cooling and trapping
	Imaging and temperature measurements
	Resonant absorption imaging
	Absorption imaging and optical pumping setup
	Absorption spectroscopy
	Free fall calibration
	Time-of-flight measurements

	Optical dipole trap and transport
	Laser safety measures


	Experimental results
	Laser cooling
	Doppler cooling
	Magneto-optical trap (MOT)
	Sub-Doppler cooling

	Optical pumping
	Magnetic trapping
	Low-field magnetic trap
	Compressed magnetic trap

	RF-induced evaporative cooling in a magnetic trap
	Evaporative cooling efficiency
	RF-induced evaporation results (in progress)

	Optical transport (in progress)
	Focused beam optical dipole trap
	Optimal optical transport


	Magnetic-field-mediated coupling and control in atomic-nanomechanical systems
	Adiabatic transitions at an avoided level crossing
	Chip design
	Magnetic coupling
	Magnetic field from an oscillating point dipole
	Magnetic field from current-carrying wire
	Compensating field
	Quantized coupling

	Magnetic coupling between atoms and a nanostring and its applications
	Mechanical cooling
	Mechanical thermometry
	Quantum entanglement between nanostrings


	Summary and future directions
	Bibliography
	Appendix 

