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ABSTRACT

Effective fieldwide cyclic steam stimulation simulation is still in the future, when
the next generation computers become available. It is recognized in the industry that only
a limited number of wells can be included in a thermal simulation. Even at present, a
fieldwide cyclic steam stimulation simulation requires a tremendous amount of computer
storage and computation time. Yet, such a simulation customarily employs a rectilinear
grid that is inadequate for simulating radial flow—an essential flow feature of cyclic
steam stimulation—near the wells. In recognition of the fact that the next generation
computers are nearby, the objective of this work is to develop a tool that will assist the
simulation engineers in their field studies. The existence of the next generation of
computers will not eliminate the need to have radial geometry around the wells.

A steam injection reservoir simulator was developed with the objective of
improving the resolution of the information concerning the flow around a well and
between wells. To accomplish this objective, it was necessary to develop the contiguous
hyperhybrid grid refinement method.

With better well region representation, it has been shown that hyperhybrid grid
refincinent is useful in studying well operating changes and well interactions, particularly
when the regions are made contiguous. Local well effects, interwell interference,
multiwell cyclic steaming and conversion to steamflood were examined using
hyperhvbrid grid refinement.

It is recommended that contiguous hyperhybrid grid refinement be used for
analyzing problems where the local well region behaviour is important in the context of a
field simulation. Furthermore, it is recommended that this refinement technique be used
to study interwell interactions where near-well effects are important and the
communication path between the wells requires better representation.



FREFACE

The underlying philosophy used in the preparation of this manuscnpt is to provide
a learning tool to those beginning their study of reservoir simulation. The result is a
longer, more detailed, manuscript. The detail provided, particularly in the development of
the model along with the numerous references to the literature, achicves this goal.

Little detail is provided for the construction of the computer model as this is left to
others more skilled.
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NOMENCLATURE

Constant in rheological model (t) [s]

Distance from well to its jtt image (L) [m]

Area (L?) [m?]

Correlation parameter in the Andrade equation (mL-1t'1) [Pa-s]
Area of irregularly shaped block i, j (L.2) [m?]

Constant in rheological model (t-1) {s 1]

Constant in theological model (t(y-D/v) [s(y-1¥y]

Formation volume factor (volume at reservoir conditions divided by volume at

standard conditions)

Correlation parameter in the Andrade equation (©) [K]

Rock compressibility (m-1Lt2) [Pa-!)

Total compressibility (m-!Lt2) [Pa-!]

Water compressibility (m-1Lt2) [Pa-1]

Correlation parameter in the Antoine equation (@) [K]
Concentration of component A

Initial concentration of component A

Heat capacity at constant pressure (L2t-2€1) [J kg-! K-!]
Constant in rock heat capacity model (m-2L2t-20-1) [J m-3 rock K-!]
Constant in rock heat capacity model (©-!) [K-1]

Diffusion coefficient of component i in phase p (L2t-!) [m2 s-!]
Activation energy (L2t-2) [J kmol-!]

Energy stored in the over/underburden (mL2t-2) [J]

Total energy (mL2t-2) {J kmol-!]

Fraction of well associated with the well block

Rheological model correlation constant as a function of pore size distribution and

tortuosity in a porous medium
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Geometrical factor

Layer thickness factor

Correlation parameters in the general viscosity correlation
Empirical drainage radius factor

Maximum water/oil ratio

Gravitational vector (L t2) [m s2)

Binary interaction parameter

Thickness (L) [m]

Rheological model fitting function

Pressure drop from the bottom hole te layer j in well & ( mL-1t-2) [Pa]
Enthalpy of phase p (mL2t2) [J kmol-!]

Productivity index (m-1L4t) [m3 s-1 Pa-1]

Constant portion of productivity index

Layer productivity/injectivity of phase i of layer j of well k (m-1L4t) [m3 s-! Pa-!]
Rate of diffusion of component i in phase p (L2t-1) [m2 s-1]
Absolute permeability (L2) [m?]

Effective isotropic permeability (L2) [m2]

Reaction rate constant (t-1) [s-1]

Relative permeability

Reference permeability (L.2) [m?]

Relative permeability to oil at connate water saturation

Relative permeability to oil in a gas-oil system with connate water
Relative permeability to oil in an oil-water system

Relative permeability to water at residual oil saturation
Permeability in the x direction (L2) [m?2]

Permeability in the y direction (L2) [m2]

Permeability in the z direction (L2) [m?]



K Consistency constant in rheological model (mL-1t"1) [kg m-lsu-1]
K,,  Equilibrium ratio of component i in phase p

l Characteristic length in rheological model (L) [m]

I(v)  Rheological model fitting function

L; Apparent length of the irregularly shaped block (L) [m]

m Non-Newtonian fluid parameter

i Molecular weight of component i (kg kmol-1]

M, Volumetric heat capacity of the reservoir matrix (m-2L2t-20-!) [J m-3 rock K}

n Time level

n Power law fluid exponent

n; Mass flux vector (mL-2t-1) [kmol s-! m-2]

n, Rectangular x component of the mass flux vector (mL-2r1) [kmol s! m-2]
ng Exponent on gas saturation for k,,

Nye Exponent on oil saturation for k,,,

n.,  Exponent on oil saturation for k,,,,

n, Exponent on water saturation for k,,,

N, Number of components

N, Dimensionless ratio of transient production rate from picssure transients to
steady flow production rate

N, Number of phases

N,  Dimensionless ratio of transient production rate from saturation changes to
steady flow production rate

p Pressure (mL-1t-2) [Pa]

)/ Rheological model fitting fitting parameter
De Critical pressure (mL-1t-2) {Pa]

Pe Pressure at drainage radius r, (mL-1t-2) [Pa]
Pgb Pressure of oil in the grid block (mL-it2) [Pa)
Di Pressure at node i{ (mL-1t-2) [Pa]



Pvp Vapour pressure (mL-1t-2) [Pa}

p.s  Flowing bottom hole pressure (mL-!t2) [Pa]

Pwi  Specified injection/production flowing pressure (mL-1t-2) {Pa]

Pwy  Bottom hole flowing pressure of well (mL-1t-2) {Pa)

Poj Ol phase pressure in the grid block containing layer j of well k (mL-1t-2) [Pa]
Pp Pressure of phase p (mL-1t-2) [Pa)

Reference pressure (mL-1t-2) {Pa]

g0 Capillary pressure in an gas/oil system (mL-1t-2) [Pa]

P, Capillary pressure in an oil/water system (mL-1t-2) [Pa]

q Production rate (L3t!) [m3 s1]

q Energy source/sink (mL2t-3) [J s°1]

g Production rate per unit reservoir volume [kmol s1 m-3]
g Energy source/sink per unit reservoir volume [J s-1 m-3]

dnw  Heat flux at the reservoir over/underburden interface (mt3) [J s-1 m-2]
Qer Free gas production rate (L3t-1) [m3 s-1]
Dok Specified total gas rate (L3t-1) [m3 s1]

qy Production rate of enthalpy from grid block associated with fluid production
(mL2¢3) [J s°1]

q*,  Energy production (mL2t3) [J s-1]

q; Production rate of component i from grid block (L3t!) [kmol s-1}
Qijx Rate of production of phase i from layer j of well k (L3t'!) [m3 s-1}
91,ss  Heat loss to over/underburden (mL2t-3) [J s-1]

Qok Specified total oil rate (L3t-1) [m3 s-1]

Lk Srecified total liquid rate (L3t-!) [m3 s-1]

arn Specified total injection rate (L3t1) [m3 s-1]

r Radial distance (L) [m]

Ty Radius of a circle whose area is Ax Ay (L) [m]



Radius of drainage or external boundary (L) [m]

Rate of production of component i (L3t'!) [kmol s-1]
Distance from Grid point i to Well j (L) [m]

Radius of a circle whose area is Ax Ay (L) [m]

Radius evalnated at §41/2 (L) [m]

Reaction rate between comp.nent and matrix (t-1) [s-1]
Logarithmic mean radius

Equivalent radius of well block (L) [m]

Radius at which the steady-state pressure for the actual well is equal to the
numerically calculated pressure for the well block (L) [m]

Equivalent radius of well block based on the assumption that the well block
pressure equals the areal average pressure (L) [m]

Radius of wellbore (L) [m]

Universal gas constant [8.314 x 10° J kmol-! K1)
Solution gas oil ratio [m3 m-3]

Skin effect term

Constant in rheological model

Saturation

Saturation of oil in the grid block

Saturation of phase p

Residual oil saturation

Connate water saturation

Liquid saturation

Time (t) [s]

Time scale for pressure or saturation change in near wellbore flow (1) [s]
Fluid flow transmissibility (m-! L4 t) [m3 Pa-l s-1]

Transmissibility coefficient for flow from block i to the well block (m-! L4 1)
[m3 Pa-ls-1)
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Radiation transmissibility

Transmissibility in the x direction (m-! L4 t) [m3 Pa'l s°1]
Transmissibility in the y direction (m-! L4 t) {m3 Pal s°1]
Transmissibility in the z direction (m-! L4 t) [m3 Pa-1 5-1]

x direction transmissibility for flow between grid blocks i and i+1(m-1 L4 t)
[m3 Pa'l s-1]

Dependent variable
Total energy flux in the x direction (mt-3) [J s-1 m-?]
Convective energy flux (mt-3) [J s-1 m-2)

Rate of heat transfer by conduction in the positive x direction per unit cross
sectional area normal to the x direction (mt-3) [J s-l m-2]

Shear rate (t1) [s1]

Velocity vector (L t1) [m s'!]

Velocity (L t1) [m s1]

Volume (L3) [m3]

Bulk volume (L3) [m3]

Arrhenius constant (t-1) [s1]

Space coordinate for areal model (L) [m]

Compositional parameter

Mole fraction of component i in phase p

Mole fraction of component i in the component’s master phase
Space coordinate for areal model (L) [m]

Rheological model correlation parameter (L-1) [s-1/ft day-1]

Space coordinate for areal model, depth, positive downwards (L) [m]

Aspect ratio, Ay/Ax
Angle [radians]



Euler’s constant 0.5772157...

Specific gravity

Specific weight of phase p

Volumetric average wellbore gradient (mL-2t-2)[Pa-m-!]
Grid spacing in x direction (L) [m]

Grid spacing in y direction (L) [m]

Grid spacing in z direction (L) [m]
Non-Newtonian fluid parameter

Temperature (O) [K]

Critical temperature (©) [K]

Original reservoir temperature (0) [K]
Angular coordinate of block j

Reduced temperature

Reference temperature (©) [K]

Thermal diffusivity (L2 t-1) [m2 s-1]

Mobility (m-ILt) [Pa-l-s-1]

Thermal conductivity (mLt-3@-1) {J s-t m-1 K-
Viscosity (mL-1t-1) [Pa-s]

Viscosity of a liquid (mL-1t-) [Pa-s]

Viscosity of a mixture (mL-t-1) [Pa:s)
Viscosity of a dead oil (mL-1t-1) [Pa-s]
Viscosity of phase p (mL-1t-1) [Pa-s]

Viscosity of the saturated liquid at P,, (mL-1t-1) [Pas]
Density (mL-3) [kmol m-3] or [kg m-3]

Density of matrix (mL-3) [kg m-3]

Density of phase p (mL-3) [kg m-3]

Heat conduction transmissibility



Oy Radiation transmissibility

T, Yield stress (mL-1t-2) [Pa]

Ty Shear force per unit area (mL-3t2) [Pa m?]
(] Porosity

¢ Porosity at the reference pressure

o, Gas potential (p, - p,82) (mL-1t2) [Pa]
D, Qil potential (p, - p,gz) (mL-1t-2) [Pa]
D, Water potential (p,, - p,,g2) (mL-1t2) [Pa]
[0} Acentric factor

()] Weighting factor

Subscripts

dg Dissolved gas

f Rock, matrix material
I8 Free gas

g Gas

i Component index

i Grid point i

i Initial condition

J Grid point j

k Grid point k

o Oil

P Phase index

RC Reservoir conditions

s Solution

STC  Stock tank conditions or standard conditions

w Water



Operators

Su Up, ] - U, (time)

Au u; - uy (space)

Veu Divergence of vector u

Vu Gradient of scalar u



1.0 INTRODUCTION

1.1 Raison d’étre of the Research

At the present time, there are steam injection simulators that may be satisfactory if
there are nc sharp fronts for steamflood simulation. When it comes to cyclic steaming,
simulatcis are suited best for single well modelling, but multiwell modelling is possible
only with difficulties arising from the necessary adjustments of relative permeabilities,
hysteresis, formation compressibility and grid size. Some adjustments may also be required
for single wells; however, a radial grid system is better suited for representing a well.

Effective fieldwide cyclic steam stimulation simulation is still in the future when the
next generation computers! become available. It is recognized in the industry that
computational hardware/software allow for the inclusion of a limited number of wells in a
thermal simulator2. Even at present, a fieldwide cyclic steam stimulation simulation
requires a tremendous amount of computer storage and computation time. Yet, such a
simulation customarily employs a rectilinear grid that is inadequate for simulating radial
flow-—an essential flow feature of cyclic steam stimulation—near the wells. In recognition
of the fact that the next generation computers are nearby, the objective of this work is to
develop a tool that will provide an effective fieldwide simulation. The existence of the next
generation computers will not eliminate the need to have radial geometry around the wells.

The objective of this research is to develop a comprehensive cyclic steam
stimulation simulator using present day modelling techniques. Stated simply:

It is desired to develop a single well cyclic steam stimulation
simulator that can be embedded into a fieldwide thermal simulator to
improve the accuracy of flow calculations around the well. By
embedding several wells into the thermal siiaulator, a fieldwide
simulation of a steam project is possible.

1 As an aside, a comment on the further development of hardware and software is appropriate here:
“computing will grow more powerful, sophisticated and flexible by an order of magnitude in the next
decade” and “the technology will become an intellectual utility, widely available, ultimately as
ubiquitous as the telephone” (Peled (1987)).

2 Recent work by Boberg et al. (1990, 1992) illustrates this point well—their study contained 4,500
rectangular grid blocks and up to only eight wells.
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The areal model fails to provide an adequate simulation ot reservoir conditions near the
wellbore, hence the requirement for a well region model to be embedded into it.

In his textbook, Calhoun (1976) summarized the significance and the rdle of a well
within the reservoir with the following statement. “The importance of the well itself cannot
be overlooked. It is the means of access to the reservoir, the medium through which all
measurements on the reservoir and its fluids are possible, and is the means of operational
control on the reservoir. The number of wells in a reservoir, the position of these wells,
and the manner in which they are completed and operated have a significant bearing upon
the control of the individual reservoir.” This is more relevant in cyclic steaming where
complex heat transport is involved in addition to mass transport.

Furthermore, Peaceman (1977) pointed out that numerical reservoir simulation has
gained wide acceptance as a result of an increase in computing speed and capacity,
improvements in the numerical algorithms for solving the partial differential equations and
the generality built into the simulators. These generalities have allowed for the studying of
complex and realistic problems.

This intent of this research is to add to the tools available to the simulation engineer.

1.2 Model Description

This is the first model to use hyperhybrid grids in thermal simulation and the first to
make available to the general public the use of hybrid grids in thermal simulation. A hvbrid
grid is defined as a cylindrical grid system embedded into a single fundamental rectilinear
grid block and a hyperhybrid! grid is defined as a cylindrical grid system embedded into
several contiguous fundamental rectilinear grid blocks. These grids are illustrated in Figure
1.2.0.1. Regions 1, 3 and 5 are hybrid while Regions 2, 4 and 6 are hyperhybrid grids. In
addition, this is the first model, black oil or thermal, to offer hybrid and hyperhybrid grid
regions that can be contiguous.

1" This is the first introduction of the term hyperhybrid grid to the literature. The word “hyper” stems from
the Greek “vnep” meaning “more than”.



Hybrid Regions are 1, 3 and §

Hyperbybrid regions are 2, 4 aad 6

Figure 1.2.0.1 Iustration of hybrid and hyperhybrid grid refinement.

This model is a three-dimensional numerical reservoir simulator developed to study
the usefulness of hybrid/hyperhybrid grids. The model is capable of simulating three-
dimensional flow in both rectilinear and cylindrical coordinate systems along with the
hybrid/hyperhybrid refinement options. Options are available to define the locations of the
radial boundaries and node location. In addition, the well index in cylindrical coordinates
can be calculated based on a user selected radius!.

The model is capable of simulating hot waterflooding, cyclic steam stimulation and
steam drive. In-situ combustion capabilities have not been included.

Mass and energy balance equations, along with constraint equations, are solved
simultaneously. These equations are written in an implicit finite difference formulation.
Some properties, such as gravity head, are calculated explicitly. The primary variables that
are calculated implicitly are phase pressure, temperature, phase saturation, composition and
bottom hole pressure. Muskat’s extension of Darcy’s law describes the multiphase flow of
fluids and includes the effects of gravity, capillary and viscous forces. Heat is transported
in the reservoir by convection and conduction and by vertical conduction in the
over/underburden.

1 Most models calculate the well index on the basis of the first grid block radius in a cylindrical coordinate
system.



Phase partitioning of the components is through (equilibrium) K-values. The rock
and fluid properties that depend on one or more primary variables are represented by simple
equations and not tabular input. All components of the olcic phase can have their viscosity
also as a function of an average grid block velocity so that non-Newtonian behaviour can
be studied. In addition, the heavy oil component can be converted to a light oil component
to represent visbreaking—this is done through the sink/source term. Section 4.1.2
summarizes the functional dependence of various parameters. An uncommon feature in
reservoir simulation models is that all partial derivatives are obtained analytically with the
exception of the gas supercompressibility factor.

Several basic injection and production controls are available: shut-in well, constant
total volume injection well, constant flowing bottom hole pressure, specified oil rate and
specified liquid rate. Others can be added easily.

The FORTRAN N, MELIST statement controls all data input. While there is some error
checking of the daa, it is very rudimentary. All input data are in metric units.

The model has the feature of automatic time step selection. There is a high degree of
control of detailed output—it is possible to output all parameters and their derivatives for
each Newton iteration. Several output files are created as input to a spreadsheet program
used for plotting the results. The user has control of outer iteration convergence tolerances
and time step selection parameters.

Initialization of the model can be done either manually or automatically. Heat loss is
calculated using an analytical model. At the end of each time step, incremental and
cumulative material and energy balances as well as residuals are calculated.

The system of equations is solved using Gaussian elimination for dense matrices
for the smaller problems and the Yale Sparse Matrix Package for larger problems.



2.0 LITERATURE REVIEW

This section reviews the literature beginning with the methods of treatment for wells
in a rectilinear grid using an analytical model, grid refinement and hybrid grids. The
literature review also discusses briefly black oil and cyclic steam stimulation simulators.
Following this, there are two sections dealing with coning and well modelling. A section
comprising the topics of non-Newtonian flow and mild thermal cracking, or visbreaking,
completes the literature review.

2.1 Methods of Representing Well Regions in Simulators

A reservoir simulation results in the determination of a pressure at a grid point that
is the average pressure of the block surrounding the grid point. A well located in this grid
block cannot use the calculated pressure of the grid block, particularly if the grid block is
large. This problem is more of a concern for areal simulations where the grid block sizes
can be quite large, and not so much of a concem for radial, single well problems.

Several techniques have been developed in the literature which attempt to solve the
above problem. The solutions of note are: analytical well models, pseudofunctions, refined
grids, locally refined grids, decoupled well coning models, hybrid grid (coupled well
coning models), multigrid methods and dynamic orthogonal grid generation.

The areas of analytical well models, grid refinement and decoupled and coupled
well coning models are discussed in this section. Asdditional details on these and the
remaining areas can be found in the literature. Suggested sources are Aziz and Settari
(1979), Behie and Forsyth (1981, 1982, 1983), Chappelear and Hirasaki (1976), Collins
and Mourits (1991), Emanuel and Cook (1974), Heinemann and Brand (1989),
Heinemann et al. (1991), Palagi and Aziz (1991}, Sonier and Chaumet (1974), Starley
(1988), Thomas (1983) and Woods and Khurana (1977). The area of dynamic orthogonal
grid generation is one of active research.



2.1.1 Analytical Well Models

Schwabe and Brand (1967) showed that for multiphase flow in two dimensions,
the relationships below can be used to “link the reservoir capacity in the vicinity of each
well with the physical characteristics of the well and its production mechanism”. The
development begins with Equation 2.1.1.1, for the sake of simplicity. The radial torm of
Darcy’s law including a skin factor, s , is

=27d€’1 pe"'pwf
g In(r./r,)+s’

(2.1.1.1)

where r, is taken equal to Ax (grid block spacing), and p, is obtained from

4
pe=po+F;2(pi_po) . (2.11.2)
i=1

Using the notation! of Peaceman (1978), F; is an empirical drainage radius factor
determining the influence of the pressures p; in the horizontal plane and p,, is the simulator
well block pressure. The summation is taken over the four blocks adjacent to the block
containing the well, as is illustrated in Figure 2.1.1.1.

Equation 2.1.1.2 from Schwabe and Brand (1967) is an estimate of the pressure at
the drainage radius for detailed calculations when many blocks are available. Hence, p, is
calculated from the pressures in blocks adjoining the block with the well. Schwabe and
Brand (1967) did not define F;, but Peaceman (1978) suggests that they imply it to be zero.
Crichlow (1977) suggests that F; lies between 0.5 and 0.7. Essentially, as F; approaches
zero, p, approaches p,. Hence, Equation 2.1.1.1 simplifies to

_ 27kh Py — Py

2mh BBy (2.1.1.3
% In(axr,) )

1 The original equation from Schwabe and Brand (1967) was
4
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Figure 2.1.1.1

Block 0 containing a well and its four neighbouring blocks,
©SPE after Peaceman (1978).
-

in the absence of a skin effect.

By the use of large grid sizes, the fundamental flow equations are not represented
correctly due to the use of difference equations to replace the differential equations.
Difference equations represent discrete points whereas differential equations represent a
continuum. The grid network represents a set of interconnected material balances with flow
terms as a function of pressures and saturations (temperature and compositions should be
included for completeness). Based on this realization, van Poollen et al. (1968) described a
method of handling wellbores in models where grid sizes are many times the wellbore
diameter.

van Poollen et al. (1968) calculated the average flowing pressure, or dynamic
pressure in a circle with an area equivalent to that of a node (grid block). The pressure
distribution is given by

- qu
P=Py+s o in(r/r,) . (2.1.1.4)




This is the areal averaged pressure in the portion of the reservoir represented by the block.
Integration over a circle with an area equal to that of the block with dimensions Ax by Ay
yields

= 1
P= b+ m(n/n) -1 ] 2.1.15)
where
g = AxAy . (2.1.1.6)

If the grid blocks are square; that is, if Ax = Ay, then

rb=%. 2.1.1.7)

van Poollen e al. (1968) made the basic assumption that the well block pressure is the
same as the areal average pressure. Thus, Equation 2.1.1.5 can be written as

2nkh  Po— Pwr

= } 2.1.1.8
== a1 ( )
rw\]rt 2
A productivity index!, PI, can be defined such that
Pitp, -
g=P1p=p) (2.1.1.9)
u
where
27kh
PI= . 2.1.1.10
m[ JAxAy/r J_ 1 ( )
T, 2

This is similar to the productivity index defined by Coats et al. (1974) in the development
of a three-dimensional steamflood simulator. For the sake of comparison, the skin effect
term has been omitted from the denominator. These results were generalized by Qdeh and
Al Hussainy (1969) to relate field to model pressures for various shapes of drainage area,
well location and grid configurations.

1 The definition of productivity index usually includes the viscosity term.



In a brief paper, van Poollen et al. (1970) pointed out that in a reservoir model, a
pressure for a grid block is calculated rather than for the well. On the other hand, the
pressure for the well is usually measured in the field. Hence, it is usually necessary to
modify either the field or grid block pressure for consistency. In general, it is easier to
modify the field measurement than to correct the calculated model pressure.

The work of van Poollen et al. (1968) was the most significant on the treatment of
wells until Peaceman (1978) showed that the well block pressure is equal to the actual
flowing pressure at a radius of 0.2 times the grid spacing in a square configuration, and
that it is not an average pressure for the block. Peaceman (1978) stated that this is the
proper interpretation of the well block pressure. The calculation of the flowing bottom hole
pressure can then be made using the equation for steady-state radial flow.

Defining r, as the radius at which the steady-state flowing pressure for the actual
well is equal to the numerically calculated pressure for the well block, gives

2nkh P, = Dwf

g=—

p In(r,/r)’

(2.1.1.11)

Peaceman (1978) examined the solution of Laplace’s equation near a single well by solving
for the steady-state pressure distribution in a repeated five-spot pattern. A semi-log plot of
the numerical solution for the various blocks versus a function of radius yielded a straight
line with an intercept of

r,=02Ax . (2.1.1.12)

A comparison of the Peaceman (1978) Equation 2.1.1.11 with Equation 2.1.1.8 of van
Poollen (1968) shows that

A
m(f‘%}%:m-’:— . (2.1.1.13)

Equation 2.1.1.13 can be written as

r: =§‘;exp(-1/2)=o.34m . (2.1.1.14)
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The result of Equation 2.1.1.14 is based on the assumption that the well block pressure is
equal to the areal averaged pressure, which leads to the conclusion that the well block
pressure is equal to the flowing pressure at 0.342 Ax, in contradiction of the result of
Equation 2.1.1.12. By using an approximate calculation of the equivalent radius for an
interior well in a uniform square, Peaceman (1978) showed that

& = exp(~ 7/2)=0.208 . (2.1.1.15)

Furthermore, Peaceman (1978), using an exact solution based on the work of Muskat
(1937), showed that

0.194< o< 0,198 , (2.1.1.16)
Ax

hence substantiating his result of Equation 2.1.1.12.

Au et al. (1980) stated Equation 2.1.1.1 as

_27khffy  Po—Pw
H lanxr,/rw)+s'

q (2.1.1.17)

where fj-h is the layer completion length and

Ax Ay
=, [—= . 2.1.1.
A ,/ o (2.1.1.18)

The geometrical factor f,, first introduced by Peaceman (1978), accounts for the fact that Po
is not necessarily equal to the pressure at the effective radius. Note that Peaceman (1978)
only considered a well at the centre of a square grid. The well factor fraction [, introduced
in Equation 2.1.1.18, reduces the sensitivity of S, to the geometrical location of the well
within the grid block. The Au et al. (1980) definition of the geometrical factor differs from
that of Peaceman (1978) by (7)%3. Hence, Au et al. (1980) showed that the geometrical
factor defined by Equation 2.1.1.15, that is fg = 0.208, can be written as

f, =7 =037 . (2.1.1.19)

In general, Au ez al. (1980) found that for various geometries, [y is approximately 0.5.
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Kuniansky and Hillestad (1980) obtained analytical solutions based on potential
flow theory that can be applied to finite difference formulations that are based on five or
nine points. The configurations considered were for one or two wells located in a
rectangular area and for n wells located in an infinite area.

Peaceman (1982, 1983) extended his previous work from square grid blocks to
rectangular grid blocks; that is, for the case where Ax # Ay. The same approach used to
obtain Equation 2.1.1.15 for a non-square grid yields

r, Ina-rna
E_exp[.__i_lm ] , (2.1.1.20)

where a is the aspect ratio Ay/Ax. The effect of the aspect ratio was shown by Peaceman
(1982, 1983) to be important. For an aspect ratio outside the range of 0.5 to 2, Equation
2.1.1.20 was shown to be invalid. The assumption made was that the pressures calculated
for the blocks adjacent to the well block satisfy the radial flow equation.

Numerical solutions for single phase flow show that the effective well block radius
is given by

7, = 0.14(Ax? + 4y?)"’ (2.1.1.21)

for a uniform rectangular grid. Peaceman (1982, 1983) showed that the exact value of the
constant in Equation 2.1.1.21 is e-%4, where yis Euler’s constant.

In addition to the above, Peaceman (1982, 1983) showed that the equivalent well
block radius for an anisotropic medium (where k, # ky) is given by

[(k, /k,)o'ssz N (kx /k,)o'sAyz ]o.s
k)= o) (2.1.1.22)

r,=0.

Abou-Kassem and Aziz (1985) recognized that some important aspects of the
computation of the flowing well bottom hole pressure from the pressure of tne block
containing the well are not treated adequately in the literature. They presented an analytical
method for computing well block factors for a well located anywhere in a square or
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rectangular block, provided that the aspect ratio does not exceed that defined by Peaceman
(1982, 1983). Abou-Kassem and Aziz (1985) divided the difficulties which can arise in
reservoir simulators into two categories:

1. the block size is usually large compared to the diameter of the
wellbore, and hence the pressure of the block computed by the
simulator is not a good approximation for the well pressure, and

2. the complex interaction (coupling) betwin the reservoir and the
wellbore in both injection and production wells con cause problems.

The equations provided by Abou-Kassem and Aziz (1985) can be used for either
block-centred or point-distributed grids in five- and nine-point two-dimensional finite
difference formulations. The equivalent well block radius is given by

r, =

exp(—27rf)H|'r,-‘T{ H[I"Z—L] ' ” . (2.1.1.23)

U J

where

b=1/YT . (2.1.1.24)

The summation and the product over i are over all existing surrounding grid points, and the
product over j is over all existing well images.

Equation 2.1.1.23 has been incorporated into a black oil model by Chang er al.
(1989) to calculate the productivity index of a horizontal or slanted well. Their results were
checked against the analytical treatment of transient wellbore pressure and found to agree
within 4%. They claim that this was the first mathematical model to be validated for slanted
well simulation.

Williamson and Chappelear (1981), in their two part paper, presented the theoretical
background of well models. They also included the calculations of sandface pressure and
saturation boundary condiiions, going on to show how the well can be replaced, albeit
approximately, by a source/sink function.



13

The diversity of the practical situations which require special consideration was
illustrated by Williamson and Chappelear (1981). For incompressible single-phase flow,
the cases of a single well anywhere in a grid block, several wells in a grid block,
permeability contrast in adjacent grid blocks, and skin factor were discussed. As well, the
more realistic cases of compressible single-phase, incompressible multiphase flow and a
brief discussion of compressible multiphase flow were examined.

One of the effects of fluid compressibility is that the flow is not steady (the equation
of mass conservation has a time derivative). There are two types of transient effects: the
first being a step change in boundary pressure and the second is due to continuous change
in bottom hole pressure. Williamson and Chappelear (1981), using perturbation analysis of
near-well flow, defined the following dimensionless number which measures the ratio of
transient to steady contributions to the well flow rate:

N,,=$’-‘-:;—;¥2- : (2.1.1.25)
where
zc=|”""’"f|=I P Py |. (2.1.1.26)
| dpjat | |d(p; - py )|

By combining Equations 2.1.1.25 and 2.1.1.26, and writing as

| eas’he(dp,,sat) |

= , 2.1.1.27
P |wmnax(pi - puy ) x| ( )

allows for an easier physical interpretation. In Equation 2.1.1.27, the numerator is a
measure of the rate of change of fluid stored in the grid block and the denominator is a
measure of the steady flow into the grid block. For N, << 1, the flow is dominated by 2
steady contribution. Williamson and Chappelear (1981) suggest monitoring the value of N,
during a simulation.

For multiphase flow, the common practice is to introduce the concept of relative
permeability. Thus, the flow equation can be written easily by substituting kk,, for .
Equation 2.1.1.17 can be written as
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(2.1.1.28)

Again, Williamson and Chappelear (1981), using perturbation analysis, defined a
dimensionless quantity that is a measure of the ratio of the rate at which each phase is
stored in the well block to the rate at which each phase flows into the well block. The
quantity, N, is given by

N, = A 45
T (ko /i, )pi-pug) A

(2.1.1.29)
When N, is small, the flow may be considered to be steady.

Siu and Nghiem (1982) presented a model for the case of non-radial flow around a
well resulting in an elliptical flow equation for vertical fractures.

Odeh (1983, 1985) determined an interpretation of field pressure data with respect
to the simulator. It was concluded that, if the pressure drop component caused by skin is to
be equal to the field determined value, it should be multiplied by the factor

h

Y Az,

k-’.l ’

where h is the length of the producing interval. In addition, Odeh (1983, 1985) presented
an equation to determine the shut-in time necessary for the shut-in pressure of an actual
well to be equal to the well block pressure of a simulator. Independently of Odeh (1983,
1985), Litlehamar and Larsen (1986) developed an equation for the buildup time at which
the wellbore pressure matches the average kh of the simulator well block pressure of a twe
layer reservoir.

In a third paper, Peaceman (1987, 1990) presented methods of calculating the
equivalent well block radius for several additional well geometries, the most notable being

1. two wells in adjacent or neighbouring well blocks,
2. asingle well on or near the edge of the computing grid, and
3. asingle well at or near the corner of the computing grid.
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In addition, Peaceman (1987, 1990) stated that the analytical approach to calculating an
equivalent well block radius assumes that the pressures calculated for the blocks adjacent to
the well block are correct. The assumption is valid only for Ay = Ax, but for an aspect ratio
Ay/Ax equal to 1/2 or 2, it yields incorrect results unless the well is near the centre of the
block. The highlights from the papers presented by Peaceman (1978, 1982, 1983, 1987,
1990) have been summarized by Peaceman (1988).

Carey and Chow (1987) derived the results of Peaceman (1978) by use of the
concepts of the Mean Value Theorem and the Poisson Integral formulation to represent the
solution of the well. The results obtained were more general in nature because it did not use
any specific information related to the order of the difference scheme used to compute the
grid point pressures.

Lee (1987, 1989) provided an analysis of the productivity of inclined wells for
inclusion into a finite difference reservoir simulator. The paper presented the special cases
of

1. an infinitely long horizontal well between two impermeable plane
boundaries (a two-dimensional problem),

2. awell of finite length in an unbounded domain, and
3. aninclined well between two impermeable plane boundaries.

With these three cases, Lee (1987, 1989) examined the effects of reservoir boundaries,
well location, formation thickness, inclination angle and anisotropic behaviour on well
productivity.

Lee (1987, 1989) found that for two-dimensional flow problems, the Peaceman
(1982, 1983) method was a good approximation provided an impermeable boundary was
not too close to the well. For the case of three-dimensional flow, Peaceman’s (1982, 1983)
method may be erroneous. Reasonable results can be obtained for a horizontal or vertical
well that are completed in several grid blocks. In addition, Lee (1987, 1989) showed that
there is no accurate analytical formula to estimate the productivity of a well with an arbitrary
inclination angle. Hence, a numerical method must be employed to estimate the
productivity.
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Further work in this area has been presented by Shiralkar (1988, 1989) for
calculating the flowing well pressures in simulators using nine-point differencing. A
rigourous, closed form expression for an isolated well, valid for nine-point differencing, is

r, = 0.140365[(T, +T,) LAY ]0'5

T (2.1.1.30)

in a homogeneous and isotropic porous medium, while in an anisotropic porous medium
the equivalent expression is

0. 28073[(7, #T,) 50 ]0'5
= (kx/ky')o,ﬁ N (k,/k, )0_25 (2.1.1.31)
where k is the effective isotropic permeability defined by
k= fkk, . (2.1.1.32)

Results were presented for the cases of arbitrary location of a well in the well block and a
well in an edge or corner block. Unlike the work of Peaceman (1982, 1983), Shiralkar
(1988, 1989) concluded that the expression was valid for any grid aspect ratio.

The body of literature continues to grow quickly in the area of the representation of
horizontal wells in numerical simulation. This topic is excluded from this review.

2.1.2 Grid Refinement Techniques

Irregular grids are used to increase the definition in regions where better control is
required. This type of grid can have non-uniform spacing in both the x and y directions
(Settari and Aziz (1972, 1974a)). Examples of where grid refinement can be used are near-
wellbore effects and fractures in very large fields. In addition, numerical dispersion can be
reduced through the use of finer grids in specific areas of the reservoir.

When grid refinement techniques were first used, the finely spaced mesh lines were
extended throughout the simulator resulting in refinement in areas of the simulator which
were not of interest. This caused an increase in computer time, storage and cost. There is
also a change in the results of the simulation by the creation of preferential flow paths. Von
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Rosenberg (1982) introduced to reservoir simulation, and tested, a method of localized grid
refinement for use with finite difference technigues based on Taylor series expansions for
constant coefficient problems. The conventional and locally refined grid systems are shown
in Figures 2.1.2.1 and 2.1.2.2.

The local grid refinement technique introduces several configurations for use with
finite difference analogs. Von Rosenberg (1982) used the following two rules to restrict the
number of configurations to a manageable quantity:

1. if any two elements adjoining a third are refined, then the third
element must be refined, and

2. if a smaller element adjacent to a larger one is refined, then the larger
element must also be refined.

These rules were introduced originally for the refinement of finite elements by Bank and
Sherman (1979). Examples of the implications of these rules are shown in Figure 2.1.2.3.
The number of configurations imposed by these rules is only four. This is easy enough to
manage. These contigirations are shown in Figure 2.1.2.4.

For the cross configuration, the finite difference analogs for the first and second
derivative of a dependent variable u are given by

M _w-w du(ar)

ox 2Ar ox® 6 2.1.2.1)
and
Fu_ uy-2u, 4w _ 3% (Ax) (2.1.2.2)

Py e I

for the x direction. Because all four distances are of equal length, the derivatives for the y
direction are similar to Equations 2.1.2.1 and 2.1.2.2.
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Figure 2.1.2.1 Refined mesh, ©SFE after von Rosenberg (1982).

Figure 2.1.2.2 Locally refined mesh, € SPE after von Rosenberg (1982).
mw
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Figure 2.1.2.3 Effects of rules of refinement, ©SPE from von Rosenberg (1982).
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Figure 2.1.2.4 Configurations for analogs, ©SPE from von Rosenberg (1982).
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For the sword configuration, the x direction distances are equal and hence the
derivatives are given by Equations 2.1.2.1 and 2.1.2.2 above. For the y direction, one
length is twice the other which yields the following for the first and second derivative
analogs:

ou _ ug+3u, —du, __3_35(-’3)’)2 e
dy 6Ay ' 3

(2.1.2.3)
and

OU _UoZ M t2uy ULy, . (2.1.2.4)

For the scissors configuration, one length is twice the other for both the x and y
directions. The resulting equations are similar to Equations 2.1.2.3 and 2.1.2.4.

For the goal post configuration, the x direction derivatives are given by Equations
2.1.2.1 and 2.1.2.2; however, the y direction derivatives are given by

QU _ug+us+8u,—u—uy~8uy 3 (Ax)? __8_3_14_(Ay)2 '
dy 12 Ay @y 6 9y 3

(2.1.2.5)

and

u_ugtus+duy—u —uy—duy,  %u_ (Ax) _duay
dy* 6(ay) axZoy 34y ay 3

Hoee (2.1.2.6)

Note that this configuration is a new one that arises from local grid refinement. The other
configurations are also present in conventional grid refinement techniques.

Von Rosenberg (1982) tested the effectiveness of local grid refinement by obtaining
the finite difference solutions to the problem of a repeated five-spot pattern in a
homogeneous reservoir with unit mobility. This analytical solution is from Muskat (1937).
Von Rosenberg (1982) found that the type of refincinent to be used for a particular
reservoir problem will be a compromise between the cost of extra grid blocks and the
accuracy desired.
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Quandalle and Besset (1983) summarized the advantages of local grid refinement
over both conventional simulators and simulators with traditional grid refinement. The
design of grids for problems, such as faulted reservoirs, is complicated for conventional
models. The result is usually a large number of inactive blocks. This can be complicated
further if a multiple layer model is used. Traditional grid refinement simulators cause
refinements in areas of the modci where none is necessary. With local grid refinement, ail
inactive blocks can be withdrawn, thus leading to a grid system for which the number of
grid blocks can be considered a minimum.

Quandalle and Besset (1983) obtained results using a black oil simulator (implicit in
pressure, implicit in saturation) with a refined grid and compared them to those obtained
with both coarse and fine grids. They concluded that the use of local grid refinement gives
results comparable to a fine grid model. However, the running time of the refined model
was much less than the fine grid model.

Heinemann et al. (1983) described an application of dynamic local grid refinement
in a multiple application reservoir simulator. They concluded that the integration of local
grid refinement into their model showed no significant differences in the numerical results
in comparison to a conventional grid system. However, dynamic grid refinement enabled
more accurate descriptions of the pressure and saturation relationships changing with time
and space without increasing the number of grid blocks.

Forsyth and Sammon (1984, 1984a, 1985, 1986) and Forsyth (1984) continued to
pursue the interest in local grid refinement initiated by Quandalle and Besset (1983) and
Heinemann ez al. (1983). It was shown that near-wellbore effects can be simulated more
accurately without increasing the work. By using a method of variable implicitness with
local grid refinement, large regions away from wells were handled easily with explicit
methods while implicit methods were used near wellbores.

In a composite grid (composed of a conventional grid with lecal grid refinements),
Quandalle and Besset (1985) found that the approximation of material exchange between
two blocks by the classical two-point finite difference technique may be less accurate than
that in a conventional grid system. This grid effect can be induced by computing flows
between neighbouring blocks belonging to different sub-gridding levels. They eliminated
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this effect with a more sophisticated numerical scheme involving more than two points for
the flow calculations. Two schemes were developed: nine-point and simplified five-point.
Each scheme was incorporated into a black oil simulator using a sequential solution
method. The simulator was designed for three-dimensional, three-phase flow for use in a
large reservoir involving a composite grid system and “several thousands” of blocks.

There are two general types of local grid refinement techniques: fixed (or static) and
dynamic. Wasserman (1987) developed a static local grid refinement technique for
implementation into a three-dimensional, three-phase reservoir simulator to increase
simulator accuracy without a significant increase in computing cost. The fixed technique is
useful for problems with fractures, pinchouts and faults. Fixed methods are also used to
treat flow around a wellbore.

Han ez al. (1987) developed further a dynamic grid refinement technique which is
useful in tracking the movement of a displacement front. Han et al. (1987) pointed out that
the application proposed by Heinemann et al. (1983) is very restrictive and results in
increased storage requirements and difficulty of use. The approach of Han et al. (1987)
removes these restrictions and hence the storage requirements are decreased and the
technique is easier to use.

The body of literature dealing with various aspects of grid refinement is growing
rapidly; for example, Behie et al. (1984), Ewing (1988), Brand et al. (1989), Heinemann
and Brand (1989). Biterge and Ertekin (1989, 1992) and Forsyth (1989, 1990).
Furthermore, the body of literature dealing with local grid refinement extends into many
areas of science and engineering; for example, Ciment and Sweet (1973), Markatos e al.
(1986) and Fletcher (1988). It is beyond the scope of this work to present a comprehensive
review of grid refinement.

2.1.3 Hybrid Grid Techniques

There are only a few published papers that discuss the use of hybrid grids. Hybrid
grids consist of combining a radial/cylindrical grid to represent the well with a rectangular
grid to represent the remainder of the reservoir. This was proposed first by Akbar et al.
(1974) and Mrosovsky and Ridings (1974). More recently, another treatment of the subject
has been made by Pedrosa (1984) and Pedrosa and Aziz (1985, 1986). Hybrid grid
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techniques may be thought of as extensions of the local grid refinement concept. Hybrid
grids are used because of the shortcoming of inadequate description of the reservoir
conditions by local grid refinement around a wellbore; that is, local grid refinement cannot
take advantage of the radial (or nearly radial) flow nature around a wellbore.

Akbar et al. (1974) extended the ideas from the simulation of gas and water coning
at individual wells described by MacDonald and Coats (1970) and Letkeman and Ridings
(1970) by combining the radial simulation of individual wells with the conventional
rectangular grid system of multiwell simulators. The mathematical model developed by
Akbar et al. (1974) embeds a radial coordinate well simulator into a two-dimensional,
three-phase rectangular simulation model. The areal model was a simple conventional
simulator that accounts for variable grid spacing, effects of relative permeability, reservoir
heterogeneity, anisotropy and structural dip. The radial model was a one-dimensional,
three-phase model. The equation that formed the basis of the radial model was

9 | kk,,r 3, d | kTR, 30, 0 | K, r o, o[ kk,r o,
(B"—B‘R’)ar[Bouo or ]+Bg ar[ B,u, or ]+B"ar[ngx or +B"8r B, or

_%.8 +448,+4.B, _S5.d8, S, dB; S.B, dR |op 1
= amam TSR B @ B, a0 H13D

where the symbols are defined in the Nomenclature.

Because the radial system is embedded into a rectangular grid system, Akbar ez al.
(1974) established the following criteria for equivalence of the two systems.

1. The pore volume of both systems must be equal; hence, the radius
of the well model is given by a form of Equation 2.1.1.6:

L.j =JAxi Ay;[m (2.1.3.2)

where r;; is the radius of a circle whose area is Ax Ay. Although
only the case where Ax; = Ay; was investigated by Akbar et al.
(1974), their method should be applicable for the range of aspect
ratio suggested by Peaceman (1982, 1983).

2. The volumetrically weighted average pressure within the radial
model should equal the weighted average pressure in the areal
model.

3. The summation of the fluxes into the four vertical faces of the well
grid block is taken as the influx into the radial system.
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Akbar et al. (1974) found that there was only a small increase in the computer time required
for the hybrid model.

Mrosovsky and Ridings (1974) extended the work of Akbar et al. (1974) with the
use of a two-dimensional cylindrical model embedded into a three-dimensional, rectangular
grid reservoir model as illustrated in Figure 2.1.3.1. The well model was solved more
frequently; that is, with smaller time step increments, than the areal reservoir model. The
results obtained confirmed the need for this technique.

Both Akbar et al. (1974) and Mrosovsky and Ridings (1974) did not take into
account the flows across the boundaries of the mixed geometry. Pedrosa (1984) and
Pedrosa and Aziz (1985, 1986) presented a treatment of the irregularly shaped blocks
which arise in hybrid grid systems.

Pedrosa (1984) and Pedrosa and Aziz (1985, 1986) applied a technique where an
arbitrarily fine curvilinear orthogonal grid is used for the well region and a conventional
rectangular grid is used for the remainder of the reservoir. Their model was designed as an
abbreviated black oil model capable of handling only two phases. The well model is
allowed to span many blocks of the rectangular grid but contiguous regions were not
incorporated. By using an integral approach! to derive the flow equations and decoupling
the various regions so that different levels of implicitness in the treatment of the
transmissibilities can be used, it was possible to obtain satisfactory results for a black oil
problem.

Because the reservoir model is now comprised of two different geometries,
irregularly shaped blocks are created at the border between the two regions. The irregularly
shaped blocks are bounded in the direction of flow by curvilinear and rectilinear surfaces.
The flow through the curvilinear surface is either radial (cylindrical) or elliptical, depending
on the reservoir properties being either isotropic or anisotropic, respectively. The external
radius of the apparent radial block is given by

1 The reader is referred to Aziz and Seutari (1979) for a discussion of the Taylor series, integral and
variational approaches available for the discretization of any given operator.
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< %A,
=3t (2.1.3.3)

where A;; is the area of the irregularly shaped block. The apparent length of the irregularly
shaped block is given by

L= (2.1.3.4)

P3D

Figure 2.1.3.1

Ewing and Lazarov (1988) and Ewing er al. (1989) have shown that hybrid grids
can be incorporated as coning models in a full field scale application without destroying ths
efficiency of the original simulator. The numerical model used was a three-phase, fully
implicit black oil simulator in which a cylindrical grid was incorporated into a global
rectangular grid, using the geometry proposed by Pedrosa and Aziz (1985, 1986).

Ewing et al. (1989) have shown that the main difficulties of the Pedrosa and Aziz
(1985, 1986) approximation lies at the irregular surfaces where a match is made in
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Cartesian and cylindrical coordinate systems. The approximation approach used by Pedrosa
and Aziz (1985, 1986) is based on the assumption that the potential is constant over a finite
volume element. The matching approach described above leads to a symmetric system of
equations with the approximation being O (Ax%3). Improvement can be made in the angular
direction to O (Ax!-5), but the symmetry of the system of equations is lost.

The above techr.. jue has been implemented, tested and released in a commercially
available black oil simulator (Collins (1989)). This model allows for variable
thickness/variable depth refinement and vartical subdivision of the Cartesian grid using the
cylindrical grid. However, this model lacks both the hyperhybrid grid feature and regions
cannot be contiguous. This model has confirmed that a hybrid grid has potential to be an
efficient method to model more accurately large field scale problems.

Local and hybrid grid refinement are desirable and effective for fixed problems and
have some promise for dynamic refinement. There is a need for better accuracy at the
intersection of grids of different sizes (Ewing et al. (1989)).

Gottardi and Vignati (1990) presented the results of a simulation of a hypothetical
three-dimensional, three-phase hybrid grid model. The approach was to use a fully implicit
method (simultaneous solution method, SS) for the well region and a semi-implicit (implicit
pressure explicit saturation, IMPES) method for the reservoir region. The well model
equations were strongly coupled to the reservoir equations. The solution method consisted
of two steps: solution of the flow equations for the entire reservoir using IMPES and a
conventional rectangular grid, and solution of the well region equations by using SS with
an orthogonal cylindrical/elliptical grid system. By using the pressures and saturations of
the block surrounding the well block determined in the first step as boundary conditions,
the second step was implemented. Finally, the well flow rates computed by the well model
were then used as source/sink terms in the reservoir model. The advantages, compared to a
conventional rectangular grid system, were summarized as possessing the potential to
describe better the processes occurring » nd a well and the potential for saving
computational work.

Hiebert et al. (1991) presented results of a study of a comparison of several
methods for discretizing the near-wellbore region, among these being hybrid grids.
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Although they presented results using a thermal simulator, this study was initiated prior to
theirs. The hybrid grid used by Hiebert et al. (1991) was limited as was the Collins (1989)
model; that is, no hyperhybrid refinement and regions which cannot be contiguous.

Hiebert et al. (1991) concluded that hybrid grids can model more accurately a
thermal process with fewer grid blocks than can conventional rectilinear grids. As it was
concluded by others for black oil models, Hiebert et al. (1991) concluded that hybrid grids
model better near the wellbore. The near-wellbore r. ,.on was found to be less important in
the steamdrive process.

Hybrid grids are finding application in the simulation of horizontal wells. This
literature review excludes these works; however, Collins ez al. (1991) is a recent example.

2.2 Simulators

For the purpose of this report, only general comments on black oil and cyclic steam
stimulation simulators are made. The subjects are treated well in the literature; for example,
the text by Aziz and Settari (1979) considers the black oil model almost exclusively.

2.2.1 Black Oil Simulators

The basic equations in a black oil simulator describe the flow of oil, water and gas
through a porous medium where the wetting fluid is usually the water, oil has an
intermediate wettability and the gas is the non-wetting phase. It is assumed that the oil and
water are immiscible, there is no mass exchange between these two phases and there is no
phase change. Furthermore, gas is assumed to be soluble in the oil. Details may be found
either in Aziz and Settari (1979), in Peaceman (1977) or in Mattax and Dalton (1990a).

The pressure-volume-temperature behaviour of the three phases is given by the
following equations:

et Valy
A

= £(p,) » (2.2.1.1)
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where V represents the volume of the various phases at stock tank conditions (STC) or
reservoir conditions (RC). Note that these formation volume factors are functions of
pressure.

The mass exchange between the oil and gas phases is given by

R,=[Y;—‘] = f(p,) . (2.2.1.4)
o Jsrc

which is the solution gas-oil ratio. This ratio gives the amount of gas dissolved in the oil as
a function of the oil phase pressure. The phase densities are given by the following
relationships:

p,= _;_'(paSTC + Rspg.S'I'C) ’ (22. 1 5)
1
P =2 (Pustc) » (2.2.1.6)
and
1
pg = E—(pgsrc) . (2.2- l .7)

8

The equations for the oil, water and gas phases are given by:

1 Ky ARY
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and
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R
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respectively. Now that

pg=-"Vz, (2.2.1.11)

if the coordinate in the vertical downward direction is positive.

2.2.2 Cyclic Steam Stimulation Simulators

The equations describing steam stimulation and steamflooding have been discussed
extensivaly in the literature. A good source of reference is the work by Coats ez al. (1974),
Coats (1976, 1978, 1980) or Kasraie (1987). The mathematical model consists of a set of
mass and energy balance equations along with constraint equations for the fluid saturations
of the phases and the mole fractions of the components. Note that the mass balance
equations and the fluid saturation equation are extensions of those for a black oil system.
For a system consisting of N, components and N, phases, the total number of equations is
given by:

* N_.components mass balance equations,

e 1 energy balance equation,

* N, mole fraction constraint equations, and
* 1 fluid saturation constraint equation,

foratotal of N. + N, + 2.

Using the notation of the above cited references, the component mass balances for i
=1, 2, .., N.are given by

N N
1% £ k k
E&[tPprprip]:ZA[Tpp iPu_m(App+APl.'p~ypAz) -4 (2.2.2.1)
p=1 p

p=!

the energy balance is given by
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N
1%
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p=l
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= ZA[Tp,,H,, -‘-‘-"l(App +AP,, - y,,Az)]+ AT, A6)+ A(Tr A8°) - gy — Qp, «  (2.2.2.2)
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p=l

the saturation constraint is given by
Np
Zasp=o , (2.2.2.3)
p=1

and the mole fraction constraints are given by
Ne
Y ax, =1 (2.2.2.4)
i=]

forp=1,2,.., N, The difference notations are given by the following expressions:

X=X, -X, (time), (2.2.2.5)
AX=X -X, (space) , (2.2.2.6)
A(TAX)=Ay(Ty AxX)+ Ay(Ty Ay X)+ A4(T, AzX) (2.2.2.7)
and
AX(TX AXX)= Tx,'+% (Xi':—l - Xi)" "x,'_yz(xi - xl'—l) ’ (202-2-8)

where Ty;, ., is the x-direction transmissibility for flow between grid blocks i and i+1 and
n is the time step level. The reader should consult the references cited above for further
details of steamflood simulation.

2.3 Coning

Because this work involves radial flow about a well, it is appropriate that a brief
review of . »ning be included. Only the bellwethers are presented, although there is a fair
amount of literature available. Coning in this context refers to near-well flow behaviour.

Coning simulations typically suffer from severe saturation instabilities around the
well. This usually results in rather small time steps being required to ensure stability;
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howcver, larger time steps can be taken if the problem is formulated implicitly. Weinstein et
al. (1986) presented the results of a difficult coning problem by eleven different simulators.

Blair and Weinaug (1969) used an implicit formulation of the flow equations and
showed that a significant increase in time step size was permissible while still maintaining
stability. This was confirmed by Spivak and Coats (1970) with the use of implicit
production terms in the difference equations. Letkeman and Ridings (1970) extrapolated
implicitly the production rates and mobilities to increase the stability of the problem.

MacDonald and Coats (1970) investigated three numerical methods for coning
simulation. The first method used an implicit pressure-explicit saturation (IMPES)
formulation with implicit flow terms, The second method used the IMPES formulation, but
treated the interblock transmissibilities implicitly. The final method was a fully implicit
formulation. It was concluded that the implicit transmissibilities allowed for a larger time
step, while a fully implicit formulation could use the largest time step. Each of the cases
studied have advantages over the others depending on the magnitude of capillary forces,
grid spacing, time step size desired, stability and computing time/ efficiency.

Nolan and Berry (1972) approximated the relative permeabilities using a semi-
implicit approximation. They also presented a method of allocating production in a multiple
grid block case. Nolan and Berry (1972) concluded that the semi-implicit approximation is
highly stable and converges quickly. Sonier e al. (1973) included the outlet effect and
compatibility condition at the well! but the pressure drop due to friction in the wellbore was
not included. The outlet effect and compatibility condition were incorporated into a model,
using a sequential solution method, by Ko ez al. (1980).

2.4 Special Topics

This section covers briefly the topics of non-Newtonian fluids and mild thermal
cracking effects. Sufficient conceptual background is provided here for the development of
simple mathematical representations.

1 Settari and Aziz (1974) recommend that these effects be included. The outlet effect requires that the
capillary pressure approach zero at the sand face. The compatibility condition requires that the vertical
pressure gradient in the well be the same as the pressure gradient at the reservoir/wellbore boundary.



2.4.1 Non-Newtonian Fluids

Newton’s law of viscosity states that the shear force per unit area is proportional to
the negative of the local velocity gradient:

dv

- (2.4.1.H

P = H dv

Fluids which obey this law are termed Newtonian fluids. Equation 2.4.1.1 can be
generalized in the following form:

dv,
dy

1, =-1 (2.4.1.2)
where 7] can be expressed as either a function of dvy/dy or t,,. Pseudoplastic behaviour is
characterized by 7 decreasing with increasing rate of shear, and dilatant behaviour is

characterized by 7 increasing with increasing rate of shear. Equation 2.4.1.2 reduces to
Newton’s law when 7 is equal to p.

The rheological behaviour of fluids can be modelled in several ways, the most
familiar being the Bingham and Ostwald-de Waele models! given by:

T =M, ‘j;‘ +7T, if |1.]>7, (2.4.1.3)
and
%:o i eal<t, . (2.4.1.4)
for the Bingham model, and
f=- %H% (2.4.1.5)

for the Ostwald-de Waele model, more commonly known as the Power Law model. For
the case where m is equal to y and n is equal to unity, Equation 2.4.1.5 reduces to

1 The reader is referred to Bird, Stewart and Lightfoot (1960) and Savin (1969) for 2 more complete
discussion of non—Newtonian fluids and to Reid, Prausnitz and Sherwood (1977) or Reid, Prausnitz and
Poling (1987) for a discussion of Newtonian fluids. Pascal (1990) discusses the question of the
rheological effects of non-Newtonian fluids on non-isothermal flow through porous media.
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Newton’s law of viscosity given by Equation 2.4.1.1. These two models have parameters
which may be functions of temperature, pressure, composition and shear. Some fluids
show a change in viscosity with time; those that have a decrease in n with time are termed
thixotropic and those that increase with time are rheopectic.

The viscosity of a 'iquid is a function of temperature, pressure and composition if
the oil is Newtonian. For a non-Newtonian liquid, the shear rate adds another dependency.
Poon and Kisman (1991) observed that the non-Newtonian behaviour depends on factors
such as temperature, low/high shear rate, sand content and emulsion type.

The viscosity of a liquid decreases with increasing temperature and this dependence
can be represented by relationships such as the Andrade! equation:

uy = Aebl® (2.4.1.6)
or the more general equation

uLfi= Aexp(%-) , (2.4.1.7)

where f; and f, are correlation functions. Other modifications are available in the literature,
but the most commonly used is the Andrade equation for showing the effect of temperature
on liquid viscosity except at low temperatures where the Antoine equation performs better:

(2.4.1.8)

B
=A .
He e"P(9+C)

Reid et al. (1987) suggested a correlation for estimating the effects of increasing
pressure on the liquid viscosity. Beggs and Robinson (1975) introduced a set of
expressions for determining the viscosity of dead oil and live oil. Using a modified version
of the Arrhenius equation, Shu (1984) presented a correlation for a binary mixture of a
heavy crude oil with a lighter petroleum solvent. The prediction of viscosity of binary
mixtures can be found with this correlation where the only required information is the
density and viscosity of the components.

1 Reid, Prausnitz and Poling (1987) provides a good summary of the viscosity of liquids.
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The apparent viscosity of a non-Newtonian fluid can be represented by

u=FQ), (2.4.1.9)

where F is some function of shear rate v'. For example, the following represents the
viscosity for a Power Law fluid:

H, = ”oNewlonianv’ . (24 i . ]())
By definition, the length of a vector, or modulus, is given by

lo)=+al +a2 +a} . (2.4.1.11

The average velocity of a fluid in a grid block can be calculated from (Kasrale and Farouy
Ali (1989)):

2
s IR ) IR
A A i+l,j.k A i-1,j.k A i Lk A i1k
2105
% %
+[(A),~_,.,h,+(,a)i‘,._,‘_,]} ' (2.4.1.12)

from which the average velocity can now be calculated using

A
¢

V=

(2.4.1.13)

>

The model presented by Gogarty (1967) was incorporated into this model.
Following the development of Gogarty (1967), the characteristic length, as defined by
McKinley et al. (1966), in a porous medium can be expressed as

1=f(k)\[§ , (2.4.1.14)

where f(k) is affected by the pore size distribution and tortuosity of the porous medium,
which in turn are functions of permeability. Combining Equations 2.4.1.13 and 2.4.1.14
gives
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- .-___A‘f’k , (2.4.1.15)
k)|~
o

which can be generalized as

y

gr=| BV - (2.4.1.16)
k —_—
£ );i‘p

where B and y are experimentally determined constants. Other variations of Equation
2.4.1.16 are given in Odeh and Yang (1979). Gogarty (1967) determined experimentally
that the functional form of f{k) was

f(k)=mlogk£+p , 2.4.1.17)

r

where m and p are constants, k is the specific permeability and k, is the reference
permeability. Equation 2.4.1.17 shows that f{k) is a linear function of the logarithm of the
permeability. Gogarty (1967) concluded that this function accounts, only partially, for the
type of shear field existing between a non-Newtonian fluid and the porous medium.
Equation 2.4.1.9 was written as

u, = F(v')= ‘:;”;m’"{" : (2.4.1.18)
'(v1)+ 0 Newtoman h(V')

K-(v)
where the functions /(v') and k(v’) are given by

(V)= — (2.4.1.19)

and

(2.4.1.20)

respectively.
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There are other correlations available in the literature. Chew and Connally (1959)
presented a correlation to predict the viscosity of gas saturated crudes at reservoir
conditions. Lohrenz et al. (1964) developed a procedure to calculate the viscosity of gases
and liquids as a function of their composition. Little and Kennedy (1968) developed an
equation that accounted for pressure, temperature and composition. Houpeurt and Thellicz
(1974) also developed a procedure for determining viscosity of liquids from their
compositions. Recently, Egbogah and Ng (1990) presented an improved form of the Beggs
and Robinson (1975) correlation, Closmann and Seba (1990) correlated viscosity with
molecular weight and Abdul-Majeed ez al. (1990) presented a correlation for estimating the
viscosity of undersaturated crudes as a function of pressure, bubble point pressure, bubble
point viscosity, solution gas-oil ratio at the bubble point and API gravity. Mehrotra (1991)
presented an approach to model the viscosity of a diluent-bitumen mixture, as a function of
temperature and composition, based on a two-parameter viscosity-temperature correlation
and an additive viscosity mixing rule.

2.4.2 Mild Thermal Cracking/Visbreaking

A permanent reduction in oil viscosity can often accompany steam recovery
processes, where the cil has been exposed to mild thermal cracking conditions (Henderson
and Weber (1965), Venkatesar and Shu (1986)). Shu and Hartman (1986) have found that
numerous heavy oils experience significant visbreaking, or mild thermal cracking, at
temperatures in the range of 260-379 °C. Mild thermal cracking is characterized by some
decomposition, minimum coke formation and retention of preducts in the liquid phase.

Mild thermal cracking can be represented by
A-Lt,p, (2.4.2.1)

which is a first-order reaction. The conversior of heavy oil is a representation of the extent
of mild thermal cracking and is given by

—A-_kC, (2.4.2.2)

in differential form, or
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C,=Cy exp[- jo'k'dt] . (2.4.2.3)

The reaction rate constant, k', is given by the Arrhenius equation:
k'= wexp(- E/RO) . 2.4.2.4)
Shu and Hartman (1986) reported an Arrhenius constant, w, of 2.952 x 10!! day-1 and

activation energy, E, of 31,800 cal/g mol for a Cold Lake crude. Substitution of Equation
2.4.2.4 into Equation 2.4.2.3 yields

CM e CA
Cau

= l—exp[—wj‘:exp(—E/RG)dt] . (2.4.2.5)

Shu and Hartman (1986) pointed out that the crude oil experiences various degrees
of cooling and heating during a mild thermal recovery process with the result that the
temperature history of the oil is a complex function of time. This leads to the impossible
task of evaluating the integral in Equation 2.4.2.5. Shu and Hartman (1986) concluded that
the mechanisms that affect oil recovery are the lowering of the oil phase viscosity and the
creation of a transition zone with a more favourable mobility ratio for the displacement
process.

Recent work by Samadi and Hill (1987) and Mazza and Cormack (1988, 1988a)
present laboratory data for Saskatchewan heavy oil and Athabasca bitumen, respectively.
Monin and Audlbert (1988) studied the alteration of four crudes with different geochemical
compositions in the presence of water and a mineral matrix representation of the reservoir
porous medium. They observed the formation of significant amounts of insoluble organic
material. Fassihi et al. (1990) present the results of a study on an immature heavy oil and
two biodegraded crudes. It was observed that permanent reductions in viscosity and
density begin at temperatures above 260 °C, then became m:ore pronounced at teraperatures
above 343 °C.

Kasraie and Farouq Ali (1989) represented the mild thermal cracking process by a
viscosity reduction in a steam simulator. It was concluded that mild thermal cracking would
not be significant in steamfloods of short duration, but it might play a role in longer term
projects. They recommended including mild thermal cracking effects in a steam simulator.



3.0 STATEMENT OF THE PROBLEM

The intent of this research is to provide the engineer with a useful tool for
understanding and enhancing cyclic steaming performance, especially when interference
between wells is occurring. With today’s computers, a fieldwide steam injection simulation
which contains a large number of wells is not practical due to the large number of grid
blocks. The intent of this research is to provide an approach that will make a fieldwide
steam injection simulation to be more feasible.

3.1 Statement of the Problem

It was stated in the Introduction that the objective of this research is to develop a
single well cyclic steam stimulation simulator that can be embedded into a fieldwide steam
injection simulator. The design of the following is required.

* A numerical reservoir simulator with steam injection capabilities will
be written. The development will be from first principles. This
model is to have the features described in the Introduction.

* A new “hyperhybrid grid” region approach, as defined in the
Introduction and illustrated in Figure 1.2.0.1 (page 3), to represent
the flow around a thermal well in the reservoir more accurately will
be developed. Moreover, the option of contiguous hyperhybrid
regions to represent the flow between wells will be included in the
design of the simulator.

In order to demonstrate the application potential of contiguous hyperhybrid grid
refinement, the following applications will be made.

* Local well effects will be studied in the context of cyclic steam
stimulation using hyperhybrid grid refinement.

* The interwell interference problem of multiple cyclic steam
stimulations using contiguous hyperhybrid grid refinement will be
studied using both pressure interference analysis and multiwell
cyclic steaming.

* Using contiguous hyperhybrid grid refinement, the conversion from
cyclic steaming to continuous steaming operations will be studied.

Hyperhybrid grids will allow ore to study well regions of different sizes and contiguous
hyperhybrid regions will allew one (.0 design a grid better suited to problems with interwell
interference.
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4.0 MODEL DEVELOPMENT

In the creation of a reservoir simulator, there are three distinct models that are
developed—mathematical, numerical and computer models. In the mathematical model, the
physics of the system is expressed in appropriate mathematical equations, usually partial
differential equations. The partial differential equations are, in general, nonlinear. The
mathematical description is usually completed with a set of constraint equations, initial
conditions and boundary conditions. Generally, these equations are t00 complex to be
solved analytically.

This leads to the numerical model. This model puts the equations in a form that
allows the use of a computer to solve a large system of simultaneous linear algebraic
equations. In this model, this is accomplished by a Taylor series expansion of the
derivatives. Other methods were mentioned in Chapter 2.

The computer model is a set of instruction code, typically and historically FORTRAN
in reservoir simulation, used to solve the system of simultaneous linear algebraic equations
developed.

4.1 Mathematical Model

In the development of the mathematical model, there are, in general, three balance
equatiors < f interest: the mass (or mole) balance of a component, the momentum balance of
a phase znd the total energy balance of a phase. Appendix I provides the mathematical
development of each of these balance equations. In this section is a summary of the
assumptions used in the development.

4.1.1 Summary of Equations and Unknowns

The combined continuity/momentum balance equations are given by

p=wo.g p=o,w.g
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and the energy balance equation is given by

H_p kk
Ve Z #Pp ’P(Vpp,_pngD)+Vo(lcV8)='aa—r (1-—¢)M,A8+¢ ZS,p,,EP +§. (4.1.1.2)

paw.o.g 4 psow.g

Auxiliary equations consist of the saturation constraint,

i=]

s, =1, (4.1.1.3)
p=w.0g
and the mole fraction constraints
N, Ne
in,,:ZK"-PXi:l p=wo0.8 . 4.1.1.4)
i=1

In addition, the capillary pressure equations are, for a water-wet porous medium,

B:o»':po'pw (4~115)
and
cho=p3‘pa- (41]6)

The auxiliary equations complete the set of equations for a total of N, combined
continuity/momentum balance equations, 1 energy balance equation, (N,-1) capillary
pressure equations, 1 saturation constraint and N, mole fraction constraints for a total of
(N+2N,+1) equations. The unknowns for this problem are p,, p. Pg. So» Sy Sg» 6 and
X; for a total of (N +2N,+1) unknowns.

By combining the continuity/momentum balance equations and capillary pressure
equations, the number of equations reduces to N, combined continuity/momentum balance
equations, 1 energy balance equation, 1 saturation constraint,and N, mole fraction
constraints for a total of (N +N,+2) equations. The unknowns for this problem are p,, §,,,
S, Sg. 6 and X; for a total of (N+N,+2) unknowns.

Aziz and Wong (1988) provide an exhaustive list of equations and variables for a
multipurpose reservoir simulation model.
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4.1.2 Functional Relationships
The functional relationships for the variables are

p=p(p.6.X) ,

u=u(p,6,X),
Kpy = k0 (S, 8) ,

ko = kro(8,.5,.6)

E=E(p8,X),
H=H(p,6,X),
C,=C,(0),
L=LJ6),

A, = constant ,

and

KVip = K"P(p' G) .

4.1.3 Summary of Assumptions

4.1.2.1)

(4.1.2.2)
4.1.2.3)

(4.1.2.4)

(4.1.2.5)
(4.1.2.6)
(4.1.2.7)

(4.1.2.8):

4.1.2.9)
(4.1.2.10)
(4.1.2.11)

(4.1.2.12)
(4.1.2.13)

(4.1.2.14)

In the development of the mathematical model above, the assumptions that have
been made are summarized below. The assumptions that are made for the continuity

equations are:

* the control volume is representative of the porous medium,
e component i does not react with the matrix material,

* Ax, Ay and Az are invariant with time,

* phase equilibrium is attained instantaneously,
* diffusion/dispersion effects are negligible,

* no chemical reactions occur, and

» there is no rock dissolution.
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The assumptions that must be made for Darcy’s law to be valid are:

.

the entire pore space of the reservoir material is filled with the fluid
flowing (modified for multiphase flow by introducing the concept of
relative permeability),

VP is not an actual, but an apparent, velocity equivalent to G/A.
the fluid is homogeneous,

there are no chemical reactions occurring between the porous
medium and the fluid,

the permeability is independent of fluid, temperature, pressure and
location,

the flow is laminar and viscous,
there are no electrokinetic effects!,
there are no Klinkenberg effects, and
the fluid is Newtonian.

The assumptions that are made for the total energy balance are:

the kinetic energy and mechanical work done by the thermal
expansion of the reservoir on its surroundings are neglected,

at every point in the reservoir, a condition of thermodynamic
equilibrium exists,

radiation energy transfer, and other forms of energy such as nuclear
and electromagnetic are neglected, and

the kinetic energy change is neglected.

4.1.4 Well Model

The statement presented in the Introduction by Calhoun (1976) can be extended to a
reservoir simulator. Crichlow (1977) stated The well in the simulator is equally important,
since it is the location at which the disturbances are initiated in the system. The way in
which the reservoir system responds to the perturbations represents its behaviour, and this
accurate representation is the primary goal in making a study. The ways in which wells are
handled in the simulator have 1 significant impact on the calculated response of the
simulator”,

! Streaming potential—production of a potentizl difference when a liquid is forced through a porous

membrane or capillary, this can be measured and is commonly called zeta potential.



In general, the rate of production of a phase from a layer can be defined as
Qije = Jijlz(po;k = Pupc ~ hjk) . 4.14.1)

Rubin and Buchanan (1985) presented the following well flow conditions, which are
variations of Equation 4.1.4.1. These equations can be thought of as conditions. Note that
the head term lags by one time step.

Shut-in well:

> Y et - - )=0. (4.1.4.2)

j izo.wg
Constant total volume injection well:

an-Y, X I (eo - P -n)=0. (4.1.4.3)

j izow.g

Constant pressure injection/production well:

Pose = Poi =0 . (4.1.4.4)
Constant oil rate production well:
EJ:,;' Pl - P~ h)=0 . (4.1.4.5)
Constant gas rate production well:
-ZJ"” Pt - Pl ~h)=0 . (4.1.4.6)
Constant liquid rate production well:
au -2 (Jost + Iz N o' - ol - 13 ) =0 . (4.1.4.7)

In addition to these conditions, well constraints can be written also.
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Maximum water/oil ratio:

2o - P53 N5 - oot =) =0 (4.1.4.8)

j
Maximum water rate:

Xz (ot - Pl =13 )~ 4w =0 . (4.1.49

J

Other constraints that can be represented include maximum gas/oil ratio, maximum
water/gas ratio, maximum bottom hole pressure, minimum bottom hole pressure, minimum
oil rate, minimum gas rate and maximum well temperature.

For greater stability, the well equations are solved simultaneously with the reservoir
equations. In addition, the well equations are treated implicitly.

Finally, the energy production is determined from

ar = qOin,,Ei,, +qw2x,-wE,-w + q,Zx‘-‘Eig . (4.1.4.10)

A simplified flash calculation was used to convert the reservoir rates to surface
rates. Based on the assumptions that the water component exists only in the aqueoi s ghan |
oil components exist only in the oleic phase and gas components exist only in the gaseous
phase at surface conditions, it was easy to convert the subsurface rate of component i
production.

4.1.5 Boundary and Initial Conditions

The mathematical description is incomplete without a set of initial and boundary
conditions. The initial conditions in the reservoir must first be known. For this model, the
initial oleic phase pressure, saturations, temperature and master phase compositions must

be known. These conditions can be expressed, for a Cartesian coordinate system,
mathematically as

Po(%.5.2.0)= p,; (4.1.5.1)



S.(x.y.2,0)=S,; , (4.1.5.2)
S,(x,y,2,0)=S, , (4.1.5.3)
S(x.y,2.0)=S,; (4.1.5.4)
8(x.y,2,M) =6, , (4.1.5.5)
andg
X(x,y.2,0)=X; . 4.1.5.6)

Similar expressions can be written for cylindrical coordinates in r, @, and z.

The outer boundary conditions are assumed here to be closed to the flow of fluids
but open to the flow of energy. The inner boundary conditions at the wells were discussed
in the previous section. On the outer boundary in the x direction for example:

A

=0 (4.1.5.7)
ox
and for temperature flow in the z direction,
9.0, (4.1.5.8)
0z

Similar expressions in Cartesian coordinates can be written for the no-flow of mass across
the boundary and also in cylindrical coordin: . Tnitialization of the model is discussed
further in Section 4.7.2.

4.2 Grid Construction

This section discusses the methods of construction of rectilinear and cylindrical
grids in general. Of particular note is the use of point-distributed and block-centred grids.
The trea'ment of the irregularly shat.d blocks which arise at the junction between the two
grid tynes is also discussed here.

4.2.1 Fundamental Grid Construction

There are two methods available for a fundamental grid construction: point-
distributed grids and block-centred grids. Details as to the procedure for constructing these
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grids may be found in Aziz and Settari (1979), Peaceman (1977) or Heinemann and Brang
(1988). For an irregular grid spacing, as is the most common case in r¢servojr simulatiop,
Settari and Aziz (1972, 1974a) have shown that the point-distributed &rid js the Correcy
approach. The principle behind this is that the differential equations ar® 8Pproxjmated at he
grid points and not the block boundaries. Aziz and Settari (1979, showed that the poin,.
distributed approximation is consistent, and hence any stable ap;,mximation of the right
hand side of the residual eyuation will be convergent. This was not the case for @ block-
centred grid; that is, there is no guarantee of convergence, although for well behayeg
problems this is not a concern. Heinemann and Brand (1988) and Nacul and Aziz (199
provide a concise review of grid construction techniques.

Aziz and Settari (1979) recommend the use of the point-dijstributed grid. Note thy,
the only difference is the location and treatment of the boundary conditions. The poin;-
distributed grid offers advantages in the ease of the treatment of the boundary conditiong,
On the other hand, the block-centred grid offers advantages in settin® up the gnd for 5
layered problem.

Appendix 1.3 summarizes the equations for determining the Node and bounda,.y
locations for both a rectilinear grid and a cylindrical grid.
4.2.2 Areal and Vertical Cartesian Grid Construction

In the construction of the grid for this model, it was determined that the block.
centred grid would p1ovide flexibility within the following restrictions:

* location of well block, and
* square well block for hyperhybrid grid refinement,

The areal grid is illustrated in Figure 4.2.2.1.

For a vertical cross section, with layers, the grid construction is similar, ang
requires a block-centred construction. This is illustrated in Figure 4.2.2.2.
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Figure 4.2.2.1
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Figure 4.2.2.2

Typical vertical grid construction.




4.2.3 Radial and Vertical Cylindrical Grid Construction

In the construction of the grid for this model, it was determined that the block-
centred grid for the vertical cross section as in the pievious section would be used.

A typical radial grid is illustrated in Figure 4.2.3.1. Note that the innermost grid
block is not subdivided so that the well is in one block. Some simulators do subdivide the
inner grid block.

There are several methods for obtaining the radial grid block centres and boundaries
in the literature. Some of the most common grid block centre options are:

* the logarithmic mean where the block centre is calculated as the
logarithmic mean value of the boundary radii

noh

r= . (4.2.3.1)
I
n{—?—]
r)
e the volumetric mean where the block centre is calculated as a
volumetric centroid of adjacent boundary radii
2 2
re i’l_ii_l (4.2.3.2)
2
and
* the mid point where the block centre is located at the mid point of the
block boundaries
r=r,+12—2‘—’t. (4.2.3.3)

The geometric mean may also be used. Other more complex methods are available such as
solving a nonlinear equation ((Pedrosa 1984)) or solving a system of equations
(Heinemann and Brand (1988)). This model has the three optious of logarithmic mean,
volumetric mean and mid point. Other methods can be incorporated into the code easily.

48



Figure 4.2.3.1 Typical radial grid construction.

This model has the following options for determining the block boundaries:

» specification of radial increments, and

« specification of well radius, first radius, number of rings and
logarithmic calculation of spacing.

This model! limits the choices to the following: if the block boundaries are specified, then
the nodes are calculated using any of the three options; if the second choice is used, then
the nodes are located logarithmically only.

4.2.4 Treatment of Irregularly Shaped Grid Blocks

Irregularly shaped blocks arise at the junction between the areal grid and the
embedded radial/cylingrical grid. The irregularly shaped blocks are bounded in the direction
of flow by curvilinear and rectilinear surfaces. The flow through the curvilinear surface is
either radial (cylindrical) or elliptical, depending on the reservoir properties being either
isotropic or anisotropic, respectively. The treatment of these blocks is discussed briefly in
Pedrosa (1984), Pedrosa and Aziz (1985, 1986). Presented below is a more detailed
summary of a radial grid system.
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Consider the case where the well region is divided into several radial, vertical and
four angular! (Aa = n/2) pieces as illustrated in Figure 4.2.4.1.

The area of the irregularly shaped block, A ij» 18 given by

Aj=Axt -2 (4.2.4.1)

Transforming the irregularly shaped block on one side, that is one quarter of the area, to a
rectangle of equivalent area of dimensions,

L,.A,J;f. , (4.2.4.2)
gives
. 2 a2
P T el (4.2.4.3)

In effect and by design, this results in a balance of the areas such that

2A,=24,+4, . (4.2.4.4)

1 Dividing this grid block into more than four angular pieces requires a treatment of the transmissibilities
similar to that in conventional local grid refinement for flow across the rectilinear surfaces.
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The above is for the case where r, > Ax - L;. For the case where r, < Ax - L;, A; is equal to
zero. Equation 4.2.4.3 can be used to calculate the length of the fictitious block when
transmissibilities are required for flow from the Cartesian grid into the cylindrical grid.

For the case when transmissibilities are required for flow from the cylindrical grid
into the Cartesian grid, the irr~gularly shaped block is transformed into a cylindrical block.
The volume of this block is

Viie = Aijal2 = AjAy, . (4.2.4.5)
The volume of an annulus is given by

V=220 - t) . (4.2.4.6)
Combining these two equations

Aq; 2
ywes =_.2‘?AAZ*[,;1-,_~ ,J , (4.2.4.7)
2

2

and solving for the outer radius results in

M o BN (4.2.4.8)

This radius can be used to calculate the radial and angalar transmissibility while the vertical
transmissibility is calculated in the usval manner.

Similar expressions can be derived for other angular divisions such as eight, twelve
and sixteen pieces. These are the expressions required for hyperhybrid grid refinement.
Consider the examples in Figure 4.2.4.2 which is a hyperhybrid grid replacing several (9
and 16) fundamental grid blocks.
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Figure 4.2.4.2

Hyperhybrid grid spanning several fundamental grid blocks.

In these two cases, the angles a and b are not equal. As a result, the area of the
irregular grid block under the angle a is less than that under angle b. For the nine
fundamental grid block case,

La= Zmn'l%: 2A.87°and £b = 45° -——42‘—‘ =26.57",

while for the sixteen fundamental grid block case

£a=(an'l-1£=26.57° and £b=45° - Za=18.43" .

Note tiizt this is true only if the hyperhybrid grid block is a square. The consequence of
these angles being unequal is that the size of the irregular grid blocks is unequal. This in
turn affects the distance between the irregnlar grid block and the fundamental grid block,
which is as it should be.

+ .3 Numerical Model

The numerical treatment of the mathematical equations in Section 4.1 is a finite
difference approximation. Any approximation method attempts to replace the original partial
differential equation problem by another problem that is easier to solve and whose solution
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is close to the solution of the original partial differential equation. Appendix I details the
treatment of the transmissibility terms and the finite difference approximations to Equaticns
4.1.1.1 and 4.1.1.2.

4.3.1 Combined Continuity/Momentum Balance Equations

Equation 4.1.1.1 can be written in the following form

|
g CREATER

ijk p ijk
Vs
IR n+l n e '
a ([¢K"’X‘pl’s"]; o~ [9KpXp,S, ] 'k)-v” g | (4.3.1.1)
A v e ik ik

where p represents the aqueous, oleic and gaseous phase, m represents the grid blocks
adi 9i tc block i, j, k (i+1, j, k; i-1, j, ki i, j+1, k3 i, j-1, k; i, j, k+15 i, j, k-1) and [
rep - uoaterface between block i, j, k and the six adjacent blocks (i+1/2, j, k; i-1/2,
Jolds e o LU k0L k1240, k-112).

The source/sink term is given by

v, & =gy . (4.3.1.2)
ijk i ijk

Specifically, the production term is

n+1

, 1k
qz’ﬂ = Ji'f"‘[prKVipXi:l [po _pr]
’ .

ijk i j ok

n+1

(4.3.1.3)

ijk

where J' is the invariant portion of the productivity index of grid block i, j, k given by

, . _2mkhGf

ik = " (4.3.1.4)
ln(fs -;'-J+s

and



. =1/@£)—%@Zﬁ . (4.3.1.5)

For the injection term, the phase mobility is replaced by a total mobitity. If only the injected
phase mobility is used, it may not be possible to inject that phase into the grid block if the
phase mobility is zero. This does not agree with reality, hence

n+l
} [p.K.p X, Lb 2 p.,]"’l : (4.3.1.6)
P

s.j.k
i,j .k ijk

n ’ k
‘Iq;l = i,j.kl:Z
ik H

14

Note the the term p,X,,,X; is evaluated at the wellbore conditions. For the case of water
component injection as gaseous and aqueous phases,

KnXy=1-x (4.3.1.7
and

K,3X =x (4.3.1.8)

where x is the injection quality.

4.3.2 Total Energy Balance Equation

The finite difference form of Equation 4.1.1.2 can be written in the following form:

! 22 ((95,0,5, ], - (9505, ] )

p=owgl m ijk

:‘;}:" ZT |:[ n+l _ n+l] p;ﬂ (m zi.j,k)

Vs
Zrle-anl-gt(0- ot [ a- bt ) an @32

The quantity § in Equation 4.3.2.1 is made of the components of heat loss to the
overburden/underburden and heat produced/injected along with the fluids.



The source/sink term is given by

Vo Gk=alii=ain v @ E (4.3.2.2)
ijk ik p ik uk

where g, is the heat loss to the overburden and underburden. This term exists only for
the wp and bottom layers. Note that the enthalpy is evaluated at wellbore conditions.

4.3.3 Cylindrical Form of Equations

Beginning with the combined continuity/momentum balance equation, and the total
energy balance equation, it is a straightforward matter to derive the finite difference
equations similar to Equations 4.3.1.1 and 4.3.2.1. However, it is much simpler to write
the finite difference equations in cylindrical form directly by noting that the only differences
lie in the geometric portion of the definitions of transmissibilities and block bulk volume.
The treatment and definition of the transmissibilities is in Appendix 1. Thus, in finite
difference form,

e e

Vi
(ol learos ) 5 @33
and
n+] Vb - ]
Gk = 2 ZT [[ el _ mk] p;*l (z,,. Z,,k} ([¢ SP]i.j.k_[¢EPpPSP],-_j'k)
p=owgl m ij
Vo

+§ 7;:“[9;“ B 9'”;!*] - %([(l =0, H; ]:’jlk - [(1 ~ ), H, ]:';k) B V;b.j,kqi.j.k . (4.3.3.2)
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4.4 Fluid and Rock Property Models

This section discusses the various mathematical models used to represent the fluid
and rock properties.

4.4.1 Three-Phase Relative Permeabilities

It was stated in Section 4.1.6 that the functional dependence of the relative
permeability is

k., =k,(S..8) . (4.4.1.1)
ks = kyo(S,.5,.6) (4.4.1.2)

and
kg = Ky (S,.8) . (4.4.1.3)

The relationship exprc :ing the function given by Equation 4.4.1.2 can be given in a
number of ways, the most common being the Stone models (Stone 1970, 1973). Aziz and
Settari (1979) proposed the following modified form of the models. First, define

km (ch) = krog (SL = 1) = kroiw , (44 1 4)
where

SL=1—S,=SU+SW (4.4.1.5)

for an oil-gas system. For Model I, the relative permeability to oil in a three-phase system
is given by

kro = kroinSoBLB, (4.4.1.6)
where
B. = oo (S ) g, (4.4.1.7)

1-8, ’



k ,
B, = =L (ls‘;/.k"”" \ (4.4.1.8)
TV
. el " Y (4.4.1.9)
o ]_ sm - Som o orw
. S-S,
S, = r—g——:-g— 5,28, (4.4.1.10)
and
. Sg
S‘—m (4.4.1.11)
For Model 11, the relative permeability to oil in a three-phase system is given by
ko= kmiw[(kmw/kmiw +kp, )(krog /kraiw + krg)— (km + krg )] . (44 1. 12)

Other models are available in the literature, but are 10t discussed here!l.

The relationships given by Equations 4.4.1.1 and 4.4.1.3 can be expressed as
(Coats (1980), Aziz et al. (1987))

k"'(s‘"'e)=k""°(0)[1_ssw '(' ;)»:(:) (e)] " (4.4.1.13)
km(swo)=k,,.-w(o)[lfgs"'(‘;()o_);sze) -, (4.4.1.14)
oy (,:6) = km(e)[l -ls_w;(e:;)sj,é(oz;)sg r : (4.4.1.15)
we org
and
W Y () 5y~ 5:(0) b (4.4.1.16)
8 1= 80 (6) = Sorg (8)- S, (8) | el

1 The reader is referred to Aziz and Settari (1979), Baker (1988), Naar and Wygal (1961), Naar and
Henderson (1961) and Naar, Wygal and Henderson (1962). Honarpour er al. (1986) present a
comprehensive review of the subject of relative permeability. Further improvements to the models of
Stone can be found in Kokal and Maini (1990).
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The critical saturations and end point relative permeabilities are adjusted for terperature by

using a linear relationship. For example,

Swc(8)=a+bo ,
or
SW(GZ)'_SM:(Ol) S (e")—swc(ol)
S..(6)=S..(6,)- g +Swea2 6
( ) ( l) 01—01 l+ 01—91
where
S,e(62)-5.(8,)
7] ~ 6
ch( l) 92"91 1
and

b= Sm(BZ)—ch(gl)
92“91 )

Equation 4.4.1.18 can be written more compactly as

sm(e)=sm(el)+S"‘(eé):s”‘(e‘)(e—el) :

Similar expressions can be written for §,,,,,(6), Sgc(6) and Sorg(O):

Sun(0)= ()0 )08 g

5,:(6)=5,.(8)+ -!—(——’_%f(*—)(a ).

and

Sgrg(9)= Sm(el)*' so’x(02)—sog(el)(9_ 91) .
9, -6

(4.4.1.17)

(4.4.1.18)

(4.4.1.19)

(4.4.1.20)

4.4.1.7"

(4.4.1.22)

(4.4.1.23)

(4.4.1.24)

The end point permeabilities are adjusted for temperature using the following relationships:



kma(9)=‘kmo(91)[l+ b (1) k(1) e.)J . (4.4.1.25)
92 - 6]
Kror (8) = ky (8, )[1  Frn(B2)~ o (1) (6--6 )} : (4.4.1.26)
and
kogro(8) = Kyyro(6) )[1+ k""’(o;) - ’;""’(9') (6-9, )J : (4.4.1.27)
279

Beginning with Equation 4.4.1.13 for the relative permeability to water as a function of
saturation only, adjusting the critical saturations for temperature using Equation 4.4.1.21
and 4.4.1.22 and adjusting the end point permeabilities for temperature using Equations
4.4.1.25 yields the relative permeability to water as a function of saturation and
lemperature:

kpy (S, 0) = kn (5, (6))krmro () - (4.4.1.28)

A similar procedure is used for the other relative permeabilities:

Rron (Su+ ) = Kpp (S () ki (6) » (4.4.1.29)
k"’l (Sl ' 0) = kmg (sg(e))kmiw(e) ’ (44 1 30)

and
kg (S;-0) = kg (S, (8))krgro (8) - (4.4.1.31)

Once the relative permeabilities have been adjusted, one of the Stone models can be used to
calculate the relative permeability to oil in a three-phase system.

Equction 4 4.1.1 states that k,,, is a function of S,, and 6; hence, the partial
derivatives © Equation 4.4.1.13 are

Ny ~1
K, _ S, =S 1
F mmn,[-—-————-—]_ S - ch] [———————l_ 5= ch] (4.4.1.32)

and
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EA) . 95, oS,
- 1-s,,,.-sm.)£~——&)- Su = Sue L_.._.m‘;,-_m.)
oy 1 l’ S =S ( % ) T
90T Sopy = S (1= Sors = Sc)’
akrwro Sw_swc "
T L—sm-sm] ' (4.4.1.33)
where
akrwm _ krwro(OZ)" krwm(el) .
T —k.wm(en)[ ) : (4.4.1.34)
9, _ ch(92)"swc(91)
%6 e (4.4.1.35)
and
iy _ Sonel8) =5 (81) (4.4.1.36)

89 92 "9,

Equation 4.4.1.3 states that k,, is a function of §, and 6; hence, the partial derivatives of
Equation 4.4.1.16 are

o, 5,8, | 1
o -k,,,on,[l_sw —ST}SJ — (4.4.1.37)

8 we org ~ Vge

and

ok [ S, =Sy r"

Ll A
38 T 18, = Sorp ~ Sy

055 Swe _ %org _ 95y
e w3 Rk W

(1= Sue =Sy = )

- "8
+ak,,,,[ Ss = Sy ] ’ (4.4.1.38)

36 | 1-S,.~ Sy, =S,

where
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agg } sxc(eéz):zfc(&) (4.4.1.40)
and
OSorg _ Sorg (82) = Sore (61) . (4.4.1.41)

39 92 _el

Equation 4.4.1.2 states that k,, is a function of S, § ¢ and 6 iicnce, the partial derivatives
of Equation 4.4.1.12 are

ok 1 ok, ok, ) * Ok,
o _fo . row 2. reg k — s 44 l 42
3. ‘“[(A as, ' 9, J[k ' "‘] s, } ( )
ak k 1 a,\ ok ok
¢ = k . row k rog 8 — 8 - 4.4. l .43
aS& m’w[(kraiw ¥ NJ[ kroiw aSS * an J asg :| ( )
and
akm akmiw Krow 3 kro 3 .
a9 i} a6 l:( Kroiw +how )( km:, * "rs ) ) (L"" ' k'3 )}
k akrow akmiw
roiw "~ Mrow 20 ak,w Ky .
Foin % k:?aiw T a8 [kro:v ¥ I‘rg
ok ok,,;
I rog —k roiw
k " roiw 89 rog ae ak,g W Bk,w ak,g
o g _ , 4.4.1.44
+( roiw * NJ krzoiw ’ 06 J 96 ’ 99 ( )
J
where
Row —1
ok 1-S,., - S 1 o 1 :
row _ k . orw w_ -, 4.4. 1 .45
BS,, ralwnaw[l_ Solw — ch ] [ 1- Sorw - Sw,; ] ( )
nog —1
Koy 1-S,. =Sy =S, | 2 1
g _ g we T Sarg T g —_— ], (4.4.1.46
BSg m:wnag[ 1- Sarg =S ] |: 1- S‘”X = Swe } | )

ok, . 3 kraiw(GZ)—kmm' (El) 4 4.1.4
roiw . | 4.1,
‘_ae_ -krom(el)I: 92 ...91 ? ( 1 7)
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- fow = |
i”_‘_ram = Kyl _]_’__sﬁz__s_w_
08 1-Som = Suc

aS,., 1 _ ~ asS,, _%\
(]—Sarw_snfc)(— ae ) (1 SO’W Sw)( ae 89 J
(1_ Sarw ‘ch)z
' a’;mgw [1’_' ;ion_‘ ssw } , (4.4.1.48)

and

- fgg =1
CL . [psw = Sore -sRJ %
roiw’‘og

00 1= S,e = Sorg
aS aSorg aS aSarg )
- _Torg 1- —- - ——bwe _ TTore
R T R ) s
(1 ch - Sorg )2
-S S - Yot
+ Kroiw | 1= Suc = Sore = 5 . (4.4.1.49)
06 1-S..— So,x

4.4.2 Porosity

The porosity of the rock is dependent on pressure due to the rock compressibility.
If the rock compressibility is considered to be constant, then the porosity is given by

=0 1+c,(p-r7) . (4.4.2.1)

The porosity can be a function of temperature also, but this is not considered here. The
partial derivative of Equation 4.4.2.1 is

T
3§= dc, . (4.4.2.2)

4.4.3 Capillary Pressure

Capillary pressure is a function of saturation, temperature, composition and
hysteresis. For this model, composition and hysteresis were not taken into account. Tan
(1990) demonstrates the representation of capillary pressure in reservoir simulators. Using
the equations of Coats (1980):
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P =[A+B- V(1 ][1— - 9,,,)] .43
and
Py =[A"+ B'S, + C'S: ][1- 6- 9,,,,)1 (4.4.3.2)

Note that these equations are simply polynomial curve fits, with a modification for
temperature effects, to capillary pressure data. The required derivatives are

a—%&:[ B-3C(1-5, ]{ -D{6- 9,,,} (4.4.3.3)
[A*B )+C(1-Sw)3][—0]- (4.4.3.4)
%%B" s 1-p(o-6,)] (4.4.3.5)
and
a%= [a+Bs, +C5}]-0] . (4.4.3.6)

4.4.4 Equilibrium Constants

The equilibrium constants are a function of pressure and temperature. Coats (1980)),
based on the work of Crookston et al. (1979) used the following relationship:

K —[K Ko +K p]ex K | (4.4.4.1)
vip — vl v3.§) - |- LAY
’ ’ 14 b 9 - KVS.ip J
The partial derivatives are
aKvip [ sz ip :I K 4.0
—F =P K lexp - — (444.2
ap p2 e e- KvS.ip )
and

K . K. K ,
____3 Yip =[Kv,.ip+ 2 K ,,.p]ex;{— vd.p Kviw |- (4.4.4.3)
00 ¥4 6- KvS Jip (0 K )
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Recall that the 3lil. an constant for a component in its master phase is unity while if a
component is insoluble in a particular phase the equilibrium constant is zero.

For water in the vapour phase, Raoult’s law! is used:

Ky =22t (4.4.4.4)

where the saturation pressure is calculated from (Tortike and Faroug Ali (1989))2

P =|A+BO+CE? + DO° < E6* + FO'] (4.4.4.5)

and the temperature derivative is

___ag,é,, =2[A+BO+CO" + DO® + E6* + FO° |[B+2C6+3D6% + 2E0° + 5F6°] . (4.4.4.6)

The constants for the above equations are given in Table 4.4.4.1.

e _____________ >

Psar (kPa)
A -1.75776x10°
B 220272

C -1.13953x10"
D 2.62780x10°
E -2.73726x10%
F  113816x10"

Table 4.4.4.1

Saturation pressure correlation constants.

b — e s

I

L]

1 Raoult's law is a simple and useful equation that results from the combination of the ideal gas and ideal
solution models of phase behaviour. An implicit assumption is that the formation of an ideal solution
results in no change in molecular energies or volumes. Note also ideal solution behaviour is best
approximated by solutions with similar molecules with respect to size and chemical nature.

Many steam properties functional correlations have been published in the literature, for example Farouq
Ali (1970), Ejiogu and Fiori (1987) and Al-Khafaji et al. (1989). Tortike and Farouq Ali (1989) are used
because of the polynomial representation and ease of obtaining analytical derivatives.



4.4.5 Density

Density is a function of pressure, temperature and composition. The oleic phase
density is obtained from Amagat’s law of partial volumes:

v _ZKV‘P v, (4.4.5.1)

and the partial volumes are given by
=v[1+B:(6-0)]1-ci(p-p,)] . (4.4.5.2)

where fB; and ¢; are the component thermal expansion coefficient and compressibility,
respectively. Noting that the molar density is the inverse of the specific molar volume,
Equation 4.4.5.1 can be written as

1

Pp =¥; R (4.4.5.3)
szipxi -
i=] p’P
The partial derivative with respect to pressure is
. N,
_P___l___[ x Ve, x, %K) 5
> - — ; .K,,,,x, 5" X, ) (4.4.5.4)
Z Kvipr _]
i=1 Pip
where
av, .
—a;”-= v [1+B,(6-6,)][-<.] - (4.4.5.5)
The partial derivative with respect to iemperature is
app 1 aKvlp
te__ 4.5.
" [{L ]Z( g K | (449
vip 1

where
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av, .

ﬁ:v,p[ﬂ,][l—ci(p—p,)] } (4.4.5.7)

The partial derivative with 1espect to composition is
9%, 1

= - 2}‘ V

N 1 e ’MP ’
ZKvipXi b
i=i Pip

(4.4.5.8)

The aqueous phase density is calculated using similar expressions as Equations
4.4.5.1 t0 4.4.5.8 with the addition of steam condensatc density being obtained from the
correlation of Tortike and Faroug Ali (1989):

P =A+BO+CO*+ DO +EQ* + TR (4.4.5.9)

The constants are given in Table 4.4.5.1.

Puw kg Im’y  p,. (kg/m®)
A 3.78631x10°  -9.37072x10!
B -3.72487x10' 8.33941x10°!
C  1.96246x10"  -3.20809x10°3
D -5.04708x10"  6.57652x10°°
E  6.29368x107 —6.93747x10°
F --3.08480x10"°  2.97203x10™'

Table 4.4.5.1

Steam density correlation constants.
Eaeee s e =

The density of the gaseous phase containing the hydrocarbon components is
obtained from the gas law:

pM

Puc = RO’ 4.4.5.10)

where the gas supercompressibility factor is obtained as given by Dranchuk and Abou-
Kassem (1975). The density of the water component in the gaseous phase is obtained from
Toruke and Farouq Ali (1989):
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Ing,, =A-BO+CO + DO +EQ* + Fo' .

IE R B

Amyx, Bass and Whiting (1960) suggest four methods of calculating the specitic volume
(or density) of a gaseous phase. These are treatment as a perfect gas, treatment as a real gas
using additive volumes and compressibility factors ot individual components, treatment as

a real gas using additive volumes and densities, and treatment as a real gas using pscudo-
reduced properties. Thesc treatments are discussed fully in the above cited reference. Using

the third treatment, then bv Amagat’s law of partial volumes,
v “Zlm‘u Xy Vg -

Hence, the gaseous phase density is

1

Pe = i K XiRO Ko X.
i=2 le pwg

The partial derivative of the gas density with respect to pressure is given by

ap
2 —2x K, X, =%,
Z p,x (prg a vig ap

where
9P,
———— 0 (=1
ap !
9P M 1 0z;
—% : d =2.-.N
p ROz [ P ) ! ¢

The partial derivative of the gas density with respect to temperature is given by

ap vi P,y
8 _pgzp (plg FY) £ xl ngx 36 ]
ig

where

4.4.5.12)

(4.4.5.13)

(4.4.5.14)

(4.4.5.15)

(4.4.5.16)
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9P,

=2 =p,,(B+2C6+3D6% -4EQ’ + 5F0") i=1
49 (4.4.5.17)
ap,, pM,; 1 ( 9z ) ‘
= — ! — - 2‘..-‘N
30" kR 26\ 30 ° : ‘
The partial denvative of the gas density with respect to composition is given by
apl aplg
"sz;;?;[l’., vig ax -K X == 3X, (4.4.5.18)
where
Py P =2, Ni = 4.4.5.19
3%, 7RG (=2 Nei=m, (4.4.5.19)
and
0 izm
9 _ : (4.4.5.20)
ox,, 1 i=m

4.4.6 Viscosity

Viscosity is a function of pressure, temperature and composition. The viscosity can
also be a function of velocity for non-Newtonian fluids (see Chapter 2). The oleic phase
viscosity is obtained from

Ne
= H#‘okvioxi . (44.6.1)
=1

where the component viscosity is given by

B, = Ae B9 (4.4.6.2)



The component viscosity is modified for non-Newtonian effects as discussed in Chapier 2.
The partial derivatives are

M., I kox oK,
—L= P hp, ety X Ly, . 4.4.6.3)
op [} g; ap (
N N .
WM, T4 xox<[K.X o, . oK,
—_— = vio X1 el Dy X e s 464
26 [}“” 2; w oe N oe M (1.4.6.9)
and
au N,
—_t = Ko Xy
X " Koo lnpml—[um . (4.4.6.5)

The velocity effect on the viscosity is evaluated at the old time level. Evaluation implicitly
leads to complex derivatives which is unnecessary. This approach is adequate provided the
dependence on velocity is not strong.

The viscosity of the aqueous phase is taken from Tortike and Farouq Ali (1989):

B C D FE F
pw=A+.5+?+-aT+—o—‘-+—9-§ (44()6)

and the derivative with respect to temperature is

au,, B C D E F
Bww )3 4~ 55— ‘.
ao 92 03 94 05 66 . ] 1.4.67)

The constants are given in Table 4.4.6.1.

The gaseous phase viscosity (Coats (1980)) is given by

Nc
I‘lg =2KW‘X,"1,“ y (4.4.6.8)

=1
where the component viscosity is given by

p, =a,8" (4.4.6.9)

and the steam condensate viscosity is given by Tortike and Farouq Ali (1989) as
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., (Pa o u,,(Pa-s)
A -123274x10°  5.46807x10
B 2.71038x10'  6.8949x10°
C -2.35275x10° -3.39999x10°*
D 1.01425x10"  8.29842x10™"
E -217342x10°  -9.97060x10"'¢
F

1.86935x10"  4.71914x10°"

Table 4.4.6.1 Steam viscosity correlation constants.

M., =A+BO+CO° + DO’ +EQ* + FO’ .

The partial derivatives are

ou, &5 oK.,
_—— E —_Xu.
ap ap lul‘

=]

aﬂg s aKw'g a#ig
30— - z Wxxylg + Kvx‘Xr %’ .

=]

and

where

0 8
for hydrocarbon components, and

o= B+2C0+3D0* +4EQ* +5F¢*

for the water component.

(4.4.6.10)

(4.4.6.11)

(4.4.6.12)

(4.4.6.13)

(4.4.6.14)

(4.4.6.15)



4.4.7 Enthalpy and Internal Energy

The component enthalpy of water in the aqueous phase is given by (Tortike and
Farouq Ali (1989)) the following polviomial:

H, =A+BO+C6' +DO' + E6* + FO' + Gv" . (4.4.7.D

and the component enthalpy of water in the gaseous phasc 1.: given by (Tortike and Faroug
Ali (1969)) the following polynomial:

H,, - A+BO+CO + DO + E6* + FO  + GO" . 4470

where the constants in the above two equations are given in the table below.,

The component enthalpy of hydrocarbons in the oleic phase is given by

8

H,=[C,d0 (4.4.7.3)

8,
where the liquid heat capacity can be expressed as the following polynomial:

C,=A+B0+CO’ + DO’ (4.4.7.4)

1”0

and A, B, C and D are input constants.

- - .- -t - ..
H, (kJ1kg)  H, (k] Ikg)
2.36652x10*  -2.20269x10°
-3.66232x10? 3.65317x10?
2.26952 -2.25837
-7.30365x10*  7.37420x10°}
1.30241x10°  -1.33437x10°
-1.22103x10° 1.26913x10°*
4.70878x10'* —4.96880x10°"?

QMmMm DDA

Table 4.4.7.1

Steam enthalpy correlation constants.
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A typical value of liquid heat capacity of crude oil is app- ximately 2090 Ik K
(0.5 BTU/Ib’F) and of gaseous methane is approxumately 1050 J/kg K (0.25 BTU/Ib'F).
For the case of vaporizing crude oils, the component enthalpy of heavy and light oil in the
gaseous phase is given by similar expressions:

g
H,=[c,do (4.4.7.5)

6, '

where the gasecus heat capacity can be expressed as the following polynomial:

C,=A+B(+CO6 + D@, (4.4.7.6)

"

and A, B, C and D are input constants,

The phase enthalpy is given by

N,
Hy=Y K, XH, (4.4.7.7)
=1

where it is assumed that ideal mixing takes place and the component enthalpy is
independent of pressure and composition.

For the liquid phases, aqueous and oleic, the internal energy can be approximated
by

E,=H,, (4.4.7.8)
whereas the internal energy for the gaseous phase is obtained from

E,=H, -;’-’- . (4.4.7.9)
I4

The partial derivatives of the phase enthalpy with respect to pressure, te.aperature and
composition are

OH, &K,
ap, “ dp,

XH, . (4.4.7.10)



oH., v ak aH
2.V 2wy N x S
89 2 86 [} l,‘ ¢ \l” ] ()()

and
oH, .
.BT "w- Hu' :
]
where
oM,
e I

(44710

(4.4.7.12)

(4.4.7.1%

The partial derivatives of the phase internal energy with respect to pressure, iemperature

and composition are

aaHp p=w.0
Po
po ap
. et
aH, i (Pc,a:rp.,)apo .
ap, P;
oH
—L p fol “"()
O, | Gl
90
dp
s hicat 3
oH, P2 34 (cho*'po) 20 p=g
08 p:
and
3, _|*
oX; aP,, _( )9&_
oH, Tigx, Ve Peloy e
3, [

(4.4.7.14)

(4.4.7.15)

(4.4.7.16)
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4.4.8 Overburden ano Underburden Heat Loss

Vinsome and Westerveld (1980) presented a simple method for calculating the heat
losses to the overburden and underburden. They suggest using the fitting function

8(z,t)=(6+ pz+qz*)e ¥ (4.4.8.1)

for the temperature profile inio the over/underburden where @ is the temperature at the
reservoir over/underburden interface, p and q are fitting parameters and 4 is the diffusion
length given by

d=£m- , (4.4.8.2)

where k is the thermal diffusivity. Vinsome and Westerveld (1980) showed that the fitting
parameters are given by

e r+1\3 [ gr+l _an
K‘Atﬁl l+9ndn+pn(dn)2+2qn(d;e)3_(d ) (9 6 )
p=—4 T KAt (4.4.8.3)
and
2pn+1dn+l — g™t +(dn+l )2 (9’”1 ~ 9")
g= AL (4.4.8.4)

2( 4! )2

The heat flux at the interface, gp,,. is given by Fourier’s law and using Equation 4.4.8.1
gives
dao

qn+1 =-1_n+l i ﬂ—pnﬂ (4 4% %
™ B P T ’

hence, the heat loss is given by

Qs = Qad (4.4.8.6)
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The energy stored in the over/underburden, E,, is given't -

E:-H =%Ied:= A dn+1[9n+l +pn+ldn+l +2qn+l(du+|)3‘] .
0 B

x
The derivative of gy, with respect to temperature is given by

den*l dnH d9n+l N

where

apnﬂ - 1 |:KAI (dn41)3j|

aen-ﬂ = 3((1’”1)2 + KAr dn+l - KA!

4.49 Rock Thermal Properties
The term pyH;in Equation 4.3.3.5 can be written as
pH, =M (6-86,),
where the rock heat capacity is defined as (Coats (1980))

M, = Cp,[l +C,, (8- 9,)]

and C,, and C,,,, are constants. The partial derivative required is

op,H,

ae =CP"CPH(0_BI)+MI -
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(4.4.8.9)

(4.4.9.1)
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4.5 Solution Method
4.5.1 Newton’s Method

Equation 4.3.1.1 can be written in residual form as

EM'=0 i =1, N, Combined continuity / momentum balance equations. (4.5.1.1)
ij.k

Similarly, Equations 4.3.2.1, 4.1.1.4, 4.1.1.3 and 4.1.4.1 can be written in residual form
as

Gl =0 Energy balance eguation , (4.5.1.2)
xml =0 P=W,0,8 Mole fraction constraint equations , (4.5.1.3)
ivj.k
S,.’j;.‘_; = Saturation constraint equation, 4.5.1.4)
and
wl";‘,“ =0 Well equation . (4.5.1.5)

For a fully implicit formulation, the system of equatior.s consists of a set of equations that
describe the flow of mass and energy through the reservoir and a set of equations which
describe flow through a well. These equation are, in general, nonlinear. The system of
nonlinear equations can be solved by Newton’s method. Following the development of
Aziz and Settari (1979), Newton’s method can be written as

ul™ _ D o ~[J<""”]" £(m=1) m=12,..., (4.5.1.6)

where J is the Jacobian matrix of the vector function £

3 (m)
3o = [—Z—] . (4.5.1.7)
au,.

Rewriting Equation 4.5.1.6 as
J(m-l)s(m) = _r(m-l)

’ (4.5.1.8)

where
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ul™ = gtm-b 4 §im) m=12,... (4519)
and noting that
u'® = y" (4.5.1.10

allows for a convenient formulation. The process is iterative and, if convergent, continues
until § and f approach 0 (or some tolerance).

For a problem with N number of unknowns and N, number of grid blocks, the
Jacobian matrix J is of a size (NsN,)*(N*N,,), 8 is the vector on unknowns of size (NeN,)
and the residual vector is of size (NoN,,).

The derivatives required to assemble the Jacobian matrix may be determined either
numerically! or analytically. In this work, all of the derivatives have been determined
analytically except for the gas supercompressibility factor derivatives2. Although numerical
derivatives are generally simpler to obtain and require less computing and programming
effort, analytical derivatives are exact and rigourous. Note that most of the analytical
derivatives in this work were also calculated numerically to verify them.

For simple problems, the structure of the Jacobian matrix is banded. Factors that
contribute to a more complex Jacobian matrix are the combination of explicit/implicit time
discretization methods, inclusion of wells (implicit wells), complexities associated with
naturally fractured reservoirs and a variable number of primary unknowns3 per grid block
(Nghiem and Rozon (1988)). In addition to the above, hybrid and hyperhybrid grids
introduce a further decay in structure.

Figure 4.5.1.1 illustrates the grid and Jacobian matrix for a two-dimensional
rectilinear system with several wells and Figure 4.5.1.2 illustrates the Jacobian matrix in
more detail. Figures 4.5.1.3 and 4.5.1.4 illustrate the same information for a two-
dimensional cylindrical system.

1 For a complete discussion on the subject of numerical derivatives and their pitfalls, the reader is referred
to Press et al. (1992).

2 The analytical derivatives are complex and tedious to obtain. For application in the model, they are

unnecessary.
3 A variable number of primary unknowns is associated generally with compositional and thermal
simulators.
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Figures 4.5.1.5 and 4.5.1.6 are for a simple rectilinear system with a single hybrid

grid. Note the new cross-terms for the coupling of the rectilinear reservoir and cylindrical

well regions. Figures 4.5.1.7 and 4.5.1.8 are for a simple rectilinear system with hybrid

and hyperhybrid contiguous regions. Finally, Figure 4.5.1.9 shows the grid and Jacobian

for a problem with six regions. Again, note the cross-terms for coupling the rectilinear

reservoir and cylindrical well regions. In addition, note the new cross-terms coupling the

contiguous hybrid/hyperhybrid regions.

In the figures below, the partial derivatives for the rectilinear and cylindrical

systems have the following significance:

3R,
3P,
AR,
op,,
3R,
3P,
3R,
3P,
3R,
3P,
3R,
oF.,

or.,
oP,

aR,,
aP,,
aR,
oF,
aR,,
3P,
oR
oF_,

derivatives of the rectilinear flow equations with respect to the rectilinear flow
variables,

derivatives of the rectilinear flow equations with respect to the rectilinear well
variables,

derivatives of the rectilinear well equations with respect to the rectilinear flow
variables,

derivatives of the rectilinear well equations with respect to the rectilinear well
variables,

derivatives of the cylindrical flow equations with respect to the cylindrical flow
variables,

derivatives of the cylindrical flow equations with respect to the cylindrical well
variables,

derivatives of the cylindrical well equations with respect to the cylindrical flow
variables,

derivatives of the cylindrical well equations with respect to the cylindrical well
variables,

derivatives of the rectilinear flow equations with respect to the cylindrical flow
variables,

derivatives of the cylindrical flow equations with respect to the rectilinear flow
variables, while for the hybrid and hyperhybrid regions

derivatives of the rectilinear flow equations with respect the hybrid region i flow
variables,

18



w oy

aP’f . oF, ™
S A

Ry v ORy

BP,f : oP,,

Figure 4.5.1.1

Typical grid and Jacobian matrix for a rectilinear system.
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X % X %
XXX b
¥ XX X
XX XK X
% X X X
XXX X
X X X
X X X X
X XA X X
X X XX X
x XX X X
X X X X X
X X X b
X X X X
X X X
X X X X
X X X X
X X X X X X
X XX X
X XX X X
X X X X
X X X X
X X XX X
X X X X X
X X X X X
X X X X X
X XX X X
X X X X
X X X
X X XX
X XX X
X X XX
X X X X
X X XX
X X X X
X x
X X
X X
Figure 4.5.1.2

Jacobian matrix for a rectilinear system.
e  —— —— — ——— ————— —— ————— — —— — — ———————  — __—  — ———— ——— —— —
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Ry 0 By
w, 1o
oF, : oP,

Figure 4.5.1.3

Typical grid and Jacobian matrix for a cylindrical system.
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x
X X %

b

]

X X X X X
x
N
x
»
x

Figure 4.5.1.4

Jacobian matrix for a cylindrical system.
]
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KoK X XX
X X
® X X X
=
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Figure 4.5.1.6

Jacobian matrix for a rectilinear system with a single hybrid grid.
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x
x
x
»

X X X X

x X
x X
x
x X
x

X
E I
x
x

x
Xk X X X X

x

x

XX I"X X X X X:iX
X X X
X X X

X X X

X X X
X X
X X X
X X X

x
HiX X X X X X X X X
b3

Figure 4.5.1.8

Jacobian matrix for a rectilinear system with contiguous hybrid/hyperhybrid grids.




*

A

Figure 4.5.1.9 Grid and Jacobian matrix for a three-dimensional problem
with 6 hybrid/hyperhybrid regions.
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T2l derivatives of the hybrid region i flow equations with respect to the rectilinear flow
0P, variables, and

—_al derivatives of the hybrid region i flow equations with respect to the hybrid region j
9P ;  flow variables.

4.5.2 Derivatives of the F Equations at Node i, j, k

The partial derivatives required for the F equation are given below. For the pressure

derivative at node i, j, k,

aFer N a[n+1 N
‘nj+lk Z }., n+l HPZH "”J P’Z“( —z.-,,-,k)]

p=l| m i.j.k

‘.i k ik
( a n+1 ap;ﬂ
n-+1 P
+1;p [_51_7:;],‘ 'k— ':')PMl g(z ”k)
oJo i.j.k
Vb n+l n+1
i j 9Py 39 oK 9g;
i ).k vip ip
e Xisp[Kvip¢ prp ¢Pp J] ‘\:'—“ s (45.2.1)
A [ ap, ap, ;) ik o Jijx
where
m=i+l,j.k; i-1j,k; ij+ Lk i,j~Lk &j,k+Y i,jk=1. (4.5.2.2)
Note that
=i+ .;k x-—,jk zj+ & 1]-—k: i,j,k+%; i,j,k——;'- (4.5.2.3)
and
[pp +p, ) 4.5.2.4)
m i,j.k

is an example of the average dexnsity between grid blocks. The partial derivatives in
Equation 4.5.2.1 are given by
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T

1
i+—j k Ak Xk,
a n+1 =[ &;] 1 wa E‘(K
p i+-5,j,k ijuk . [lp

ij.k

ap,

and
aTn+l
px
ap,

L+
" ap,

p=w
p=o .

P=8

oK

vip

(4.5.2.5)

? op,

oK

. n+l
K\'ipp 14 aﬂ I
l"‘p apu i

vip _

v (4.5.2.6)

gk

',
i-- g k A k * X(k .
prs) =[ " ij y Dpx = (l‘
op; Ax =gk ik Hp

i,j.k

v +
¥ op,

P op,

n+l
Kvipppa_“_e_)
M, 9p, ||

» (4.5.2.7)

ik

where similar expressions exist for the other directions. For a source/sink,

aqru-l

ey [ X, 2, 3
apn+l ijk ”p

»  K.p, Ol
+ vip _ iplp YFp
0 1, o J]

vip'a_p:
+1
+J [”’p”K x}” (sink},
ij.k vip
Hp ijk

and

+1
Bq,f'p
if.k
ops*
i.j.k

) Np X n+}
DorkoX 2 {Zi""}

PLTP ik

=(Hp\ Hp)Op, |
gk

(source).

n+1

i j.k

NP n+1
= [ppKpr ]:Zlk Jii. k[z e [‘_J a/‘lp] [p" - ow]

Do —pwj]

n+1

i j .k

For the aqueous saturation derivative at node i, j, &,

aFrH-l NP I— aT;-H

_hik 1 n+l n+l n+l
T = =<r|| P p
as Sen+l E ; aS:+l [[ P l i k] P

fon - )}

ij.k i.j.k

+ TII-H

-

ap,
as,,

n+1

ij.k

(4.5.2.82)

(4.5.2.8b)

:|n41
i.j.k
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Vb n+l “
5 9g;
-—X’i[ s, ——(okK,, ,p,,S,,)J [ 5 S"} (4.5.2.9)
ijk w i j. ItJ
The partial derivatives in Equation 4.5.2.9 are given by
d ., OoP
—(po—Pcow)=- — =W
%y _ 35~ 9 p=0 » (4.5.2.10)
as,
0 p=8
a ¢wa l p =w
F(‘PKV;,,X.‘PPS,,) g Z=o , (4.5.2.11)
w = g
ann:'l
b, n+1
‘:::‘k - [ Axkx ] Kvipxipp ak_rp , (4.5.2. 12)
asw Ax i+=, 7.k ijk iup aSw ik
ij.k -
and
";TII-O-I
px
ik [Ak K, Xp, ok,
2 _flxlx * | eliTe , 4.5.2.13
as‘:+l [ Ax ]’—— m wf,; \ ’,lp as . ( )
ij.k
where similar expressions exist for the other directions. For a source/sink,
aq:’l;l
ijk _ yr vij xp ak
aszil =i "[ :lp - as, :l [Po P,.f/] (Slnk) 4.5.2. 14a)
ij.k )
and
aq,-';,” Np ] ak n+l
ijk n+l
as"il‘ [P,,Kvi,,X,-]yb‘ Ji j‘k[ H_F] [p,, pw,] (source). (4.5.2.14b)
w L]k p=1Tp w
i ij.k
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For the oleic saturation derivative at node i, j, k,

n+] n+]
aF::“ il an ] 1 +1 v _ 9P, "
Sk n+l _ _n+ P oz 7" rr
aS:-o-l - ; asgﬂ pf:, pf,‘.k‘ pf g( m :.J.k) + ll’ [ BS‘, ]:. R
ik D ik !
Vb n+l n+1
ij.k a aqip
-k (oK, Xp,S, -| £ ) 4.5.2.15
eatenoan] 3 45219
iJ. 1, ]
The partial derivatives in Equation 4.5.2.15 are given by
{0 p=w
%ﬂ:{o p=o . (4.5.2.16)
e |0 pP=g
0 p=w
d
'a?(¢KvipXippsp)= 0K, Xp, p=o0 , (4.5.2.17)
o 0 P=8
Ty .
1 ul
i+'2"j‘k _ Axkx Kwpxipp akrp
sl ] @219
3 ik ik 4 2 Jijk
ij.k
and
ar;;:‘ ]
. . i+
=LA [_’i_ie_?_':_J (4.5.2.19)
n+ px ’ T
aS.o‘ Ax i—-;-.j,k ij.k #p aso ik
i.j.k
where similar expressions exist for the other directions. For a source/sink
aq’}“ A+l
P . [KoXp, ok o :
ﬁ: '*"-"[’_:F'Lf] [po - p”f]i;'k (sink), (4.5.2.20a)
0 p 9 dij.k
ijk

and
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aq’”lk n+l Xe 1 ak,,,

1.] ’

aS;” K,,,,X ]wb J; ok =]:‘:3§;— [ pw/] (SOUI'CC). (45220b)
ik ijk

For the gaseous saturation derivative at node i, j, ,

arr [ (o »
_bik 1 n+l n+l n+l 2 =2 + T _te
agn-ﬂ E 2 s ,:[pi , kJ pp ( w.k)} P [ 3s, lj‘k
,"k ik
Vo

n+1 n+l
i ql
SRE A

ik

0 p=w
@, _lo p=o0 (4.5.2.22)
asx 0 ( +P )_ a cgo =
asg Po cgo aSg pP=8
3 0 p=w
—-—,—(¢K,,~,X,~pPSP) 0 p=o , (4.5.2.23)
abg ¢ le p = g
aT::l
it ik [A k ] l' o XiP, Ok, }
—_—t | ) L , (4.5.2.24)
st Ax Lilje Piul m, 0S, ik
ij.k
and
ann;l
-1k TA k, o Xip, o, m+
=2 o, |—=—£ , (4.5.2.25)
asg+l [ Ax l——]k f,k[ ”p asg 1],‘
ij.k
where similar expressions exist for the other directions. For a source/sink,
aq:;,-ﬂ n+1
i.j.k ’ Kv' Xxp ak
as~i e "f'*[_’;;—“af] (=7 (simnk), (4.5.2.262)
i.j.k



and
a n+l n+l
q:",j" [p K, X]"Zl J. 5 ! Oy [ -p ] (source).  (4.5.2.26h)
n+ v W ijk TS e Wi | o, WSOUTCE). (K.0...
asgl‘ ptvip o =]“p asx - f
Pk .

For the temperature derivative at node i, j. k,

aﬁn#l NP aTIH-l
[( n+l

aeie;;ff 'Z 2 aeﬂ*‘ "H] Py'e (~,.,-z,;,v_k)}

iJ.k i
. apnﬂ
ap, T
n+} -
T [' 3 ] ) ae."j‘k oy Elim = i4)

Vb n+1 +1

dp oK [aq i .

sk ZFp vip ip 2

——[¢XS [ T + Py~ Y ]} Lae] . (4.5.2.27)

The partial derivatives in Equation 4.5.2.27 are given by

K P, _
'a'a( —Pcow)— ae p=w
ap,
.5.0_._<0 p=o, (4.5.2.28)
d _ g0 -
5670+ Pae) =55 p=t
ann:l
i+ljk [Axkx:] o
a6; ;lk Ax il Dok
n+1
X. ok,, p oK, p. ,, Oil
Sl K. p =P+ Kk L4 k LA Kipp, LAkt 3 . 4.5.2.29
u, (Kvxppp 30 ViP5 +Ppknp 20 1, ag . ( )
i,
and
aT;;bl

.--g.,-,k [A k, ] .
= wpx
39:', k Ax l—-z— ok ik



n+1
X,- p ak, +K ape +p aKwp vipppkrpA aﬂp ,
u, "’”’69 """’89 GT: u, 06 -

LR

where similar expressions exist for the other directions. For a source/sink,

n+l

aqnﬂ

ik ' X; Mm ap aKwp vipppkrp aup
=J .| K + K,k k

0T, '-"[u,,[ e 3 et g TP e T T T e

ij.k

2 p“,] (sink),

and

% Ay k)|
ik - n+l ot/ 2 H
ao:j;* [ppKv,pX lwb J.,k[; [ 30 # ao” )] [p pw,] (source).

ijk

For each of the composition derivatives at node i, j, &,

m ijk

oF™ Np 87"'” -
ax:tf S 8- o e

apn+l

ap n+]
n+1 P
+T;p+ [_ aX! ] aX"“ 8( x;.k)J

ij.k

»l.k
Vb a ax n+l a
- i.j.k pp a4, qxp
A’ ¢Kv|p p( a ] +pp aXJ ]} |:aX, ] y
ijk i j ok

d aP,
_— ~-P = 2lcow =
. |7 (Po =~ Peow) A p=w
) e
X, o et B )= 55 p=¢

(4.5.2.30)

(4.5.2.31a)

(4.5.2.31b)

(4.5.2.32)

(4.5.2.33)
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1
aTPn:l n+l
ik [Ak] Kok, [ W, X Xp,ou ]
s A w, X2, p Rl Rt 2 . (4.5.2.34)
ax’ Hk Ax “-;-'j'k L_J\ M, aX) ’a\ Hp BX, ok
l.].
aT’:‘:l ~a+l
i-= gk Ak ] . Kupkrp app aX XP dﬂp
27 AL, ', X, =24 . (4.5.2.35)
ox ! [ Ax Lt ﬁj,k[ K, oX; Prax; oX; pp OX; )| (
ij.k . e
and
F s 150
5 _{0 20 (4.5.2.36)
where similar expressions exist for the other directions. For a source/sink,
aqn+l nel
K.k ap X, Xip, op
—hik g (v |y TP PP sink 4.5.2.37:
aXnH "l.}.k[ u, [ ax Pr3y aX 1, ax N [ p”f] (s1 ), ( 5 a)
ij.k bk
and
aq"+l a n+l
bk n+l ) 1 oy, _ 7+l
T [PoKeip ,]wb J {Z{ P{ ;‘-;3}7)} [P, p",]i.j.k (source). (4.5.2.37b)
injik ) ik
For the well pressure derivative at node i, j, k,
aFnH Np a n+!
'f"_z-[-‘ﬁt} (4.5.2.38)
A+l ’ indidnd
o 1 9P ik
where for a source/sink,
aq,-’;ﬂ n+]
Lk g kP ek x| (sink), (4.5.2.39a)
Py L ik

and
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* m+l
00"., ' a[p,,x o X ]wb Np n+l
vy, t k n+l
ik ik g
ne+ = ne Ji. ik 2 pa - pnj .
dpql 3}&,' ! l; P} .k[ ]M'k
i i [NB
n+l NP k "
oKX, ]wb Lk ;L (source), (4.5.2.39b)
p=17"P ik

and the derivatives with respect to the other nodes are zero.

The derivatives of F with respect to the variables at the other nodes are similar to
those above except that they are less complicated. They are given in Appendix IL
4.5.3 Derivatives of the G Equation at Node i, j, k

The partial derivatives required for the G equation are given below. For the
pressure derivative at node i, j, &,

Gy & aT:” , 1
Lyk + n+l n+
o _ZT 3 w7 ) #lea = 50)
i.j.k ijk
. . apn+l
T‘ﬂ [-app]” ! 8(2m — 24
Pl om ), ot M
ik J
Vi n+l 1
. dp 3 3E, ] g I
ijk p ¢ P q
—lE NSV E oLt Ep —+ ¢p, —= -
At ’( ’¢8po "p"ap,, ¢p"8p,,}.. op, | .
- Jij .k i.j.k
Vb r a¢ nel
ij.k
== -M (0-6,)—| . .5.3.
a | Ml ’)3:»0],_,.* (4.5.3.1)
where
m=i+1,j,ki i-1,j,k Lj+Lk; i, j~1Lk; i,j.k+1; i,j,k-1 (4.5.3.2)

and



n+l

T S LI VU T DR |
I=l+;.j.l, i -2—,1.L. :.1+2.L. i,j 2.1. l.],k+2. z.j.k«z .
The partial derivatives in Equation 4.5.3.1 are given by
d
r(pn - me)=l p=w
app lpo
— p::() .
op,
3= (Po + Byo) P=g
n+l
oT,,
e .
.+M:k =[A,k ] _k_,,,( pap,, p_a_l_i(,_‘H,,p,,_%L]
ap . Ax ""—]‘-' :]k #p apv apu “p apo ,
i.j.k .
and
or
i-ljk=[Axk ] o, _Ii,_?_ H 8p,,+ OH, Hpp, au,,]
ap".H Ax x—-;k ,P,k Papo Papo “p apo
i,jk

where similar expressions exist for the other directions, and

L -Z{ ,2%4_

l;k

For the aqueous saturation derivative at node i, j, k

n+l
oT,
aam Np , R » 1 a,
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The partial derivatives in Equation 4.5.3.8 are given by
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where similar expressions exist for the other directions, and
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=YY= (4.53.13)
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For the oleic saturation derivative at node i, j, &,
n+l
T,
9G] ; lk <& lp +1 +1 +1 1 :H[ & :lnﬂ
Y sl | P Py [P 8lIm = Tiu) [+ T, | -5
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The partial derivatives in Equation 4.5.3.14 are given by
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For the gaseous saturation derivative at node i, j, &,
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The partial derivatives in Equation 4.5.3.20 are given by
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n+l
.

4

|

n+
’p:|
]

dp,

as,

s Jij,

&

(+.5.3.1%8)

(4.5.3.16)

(4.5.3.17N

(4.5.3.18)

(4.5.3.19)

(4.5.3.20)
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For the temperature derivative at node i, j, k,
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(4.5.3.22)

(4.5.3.23)
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(4.5.3.25)

(4.5.3.26)
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The partial derivatives in Ecuation 4.5.3.26 arc given by
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where similar expressions exist for the other directious, and
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For each of the composition derivatives at node i, J, ,
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The partial derivatives in Equation 4.5.3.31 are given by
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where similar expressions exist for the other directions, and
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For the well pressure derivative at node i, j, k.
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where

il ap»f

Uk 5 aqlp "
o 2[,,% 2 } . (4.5.3.37)

The derivatives of G with respect to the variables at the other nodes are similar to
those above except that they are less complicated. They are given in Appendix 11.

4.5.4 Derivatives of the X Equations at All Nodes

The partial derivatives required for the X equation are given below. For the
pressure derivative at node i, j, &,

()X;Hk NC aK n+]1
ap:'i‘ —2[ ap"p X} L p=w,0.8 . (4.54.1)
o i'j. 3
ij.k

For the aqueous, dleic and gaseous phase derivatives at node i, j, k,

n+l
ox?

ij.k _

n+l T
as”

ij.k

p=w,0.2 . (4.54.2)

For the temperature derivative at node i, j, &,

axll'ﬂ w4l
lnilk 2[ WPX:I p=w.0,8 . (4.54.3)

uk i=1 ij.k

For the compositions derivatives at node i, j, &,

aXn-H
i, n+1
Xnilk —[ vzp],j & p=w,0,8 . (4.54.4)
ij.k

For the well pressure derivative at node i, j, k,



n+}
axr*

5 l"ilk =0 p=w,0,8 . (4.5.45)
Puf
ij

All derivatives at all other nodes are zero.

4.5.5 Derivatives of the S Equation ai Ali Nodes

The partial derivatives required for the § equation are given below. For the pressure
derivative at node i, j, k,

oSt
Lik -9, (4.5.5.1)

op,

6.k

For the aqueous, oleic and gaseous phase derivatives at node i, J, &,

asriL
e P=W0g . (4.5.5.2)
P

ijk
~or the temperature derivative at node i, j, k,

st
—=0 . (4.5.5.3)

9],

For the compositions derivatives at node i, j, ,

n+1
Sijx 0. (4.5.4.4)

n+l
ij.k

For the well pressure derivative at node i, j, &,

oS’
—L =0 . (4.5.5.5)

)

nj

All derivatives at all other nodes are zero.
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4.5.6 Derivatives of the W Equation at All Nodes

Consider the well constraint given by Equation 4.1.4.2 for a shut-in well,

-5 X 5 ket

n+]
[ o]0

(4.5.6.1)
p=l izl Hp Pp.stc ik
For the pressure derivative at node i, j, k,
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i j k QYR
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+[_1___”P ] _ (4.5.6.2)
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For the aqueous, oleic and gaseous phase saturation derivatives,
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respectively. For the temperature derivative at node i, j, ,
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For each composition derivative at node i, j, k,

om &k “, X ky 1 (3p au ™

. p < P n+l
g .t Vg SLi,m p ”J Do~ .(4.5.6.7)
ox;*! - kz Hp Ppstc ,,,21 " OX;  H, Ppstc (BX Hp OX i k[ ]

ik o

For the well pressure derivative at node i, j,

avvln-ﬂ bl
’ } (4.5.6.8)
apnf Z sz[/’lp Pps'ch

ij

At nodes it+1, j, k and i, j*1, k, all derivatives are zero. At nodes i, j, kt1, the pressure
derivative is given by

avvlnﬂ

N n+1

k, 5 dK,, k 1 {dp, p,oH n+l

== 1 + P - Xi+ = —f -t Do = Pur|. .
ap"” I - lZ|:/~lp ppSTC ; apo I“p pP-STC (apo ”'p apo ijk+1[ I]M'kﬂ
i.j.kxl A
k n+1
J_z_'f_p._} _ (4.5.6.9)
LHp PpsTC |, 4

This equation is identical to Equation 4.5.6.2 except for the change in the subscript i, j, k to
I, j. kx1; the same is true for Equations 4.5.6.3 t0 4.5.6.7.

In Appendix III are equivalent expressions to the above for several other constraints
as discussed in Section 4.1.9. These expressions have derivatives that also are very similar
to those above.

4.6 Computer Model

The computer model was written in VAX FORTRAN on VMS operating systems.
Extensive use was made of the VMS debugger feature available. The code was organized in
a highly structured and modularized manner. The FORTRAN INCLUDE Statement was used
for code that was needed in most of the modules, such as array dimension declarations and
common blocks.



A few modules were obtained from various sources. These modules, or collection
of modules are;

* TABLE (Christoffersen and Whitson (1989)) for generating data in
tabulas form easily,

* 2sTAR (Dranchuk and Abou-Kassem (1975)) for calculating the gas
supercompressibility factor, and

* (ysMp) Yale Sparse Matrix Package for solving a large system of
equations.

All other modules were written specifically for the problem at hand. The program
logic is best and most easily illustrated with the use of a flowchart as shown in Figure
4.6.0.1.

The use of analytical derivatives requires that either they be calculated once per
iteration and stored or that they be calculated when required (which can be several times in
an iteration). This is the classical trade off between memory and speed. The former was
decided upon and as a result the memory requirements for this program can be quite large
depending on the dimensions of various vectors of the program. Limits of the computer
used limited the number of unknowns to about 2000.

A major factor affecting speed is coding inefficiencies. Many are known (o exist in
the current code and some are as yet undiscovered. It was beyond the scope of this study to
optimize speed of execution.

Each fundamental grid block has a flag array 1HYBRID(I, J, 8) associated with it.
Table 4.6.0.1 summarizes the definitions of the flag array. Elements 1 to 6 are key to
calculating the intergrid block properties between reservoir/region and region/region grid
blocks.

The technique used to allocate and change the grid block properties was different
for intragrid block and intergrid block properties. Figure 4.6.0.2 illustrates the logic used
to populate the grid blocks with porosity. This property is allocated in one sweep through
the grid, which is the technique used for the intragrid block properties.
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( START )
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Set up defaults
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Time Loop

Newton Loop
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Calculate residuals
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results

Calculate rock &
fluid properites

1

( sror )

Figure 4.6.0.1 Simplified flow diagram of computational procedure.
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IHYBRID  Value Definition

1 0 Fundamental grid block
1 Hyperhybrid grid block

2 1,2,... Side of square of hyperhybrid grid block

3 0 Non-reference grid block
1 Reference (1,J) grid block

4 1,2,... Hyperhybrid regiuvn number **

5 I I reference grid block

6 J J reference grid block

7 0 Use Ar for boundary calculation (default)
1 Use logarithmic boundary calculation

8 Use midpoint to locate node (default)

Use logarithmic mean to locate node
Use volumetric centroid to locate node

N—=O

** Regions are numbered by the user with the convention of smallest J,
smallest I being the first region. Subsequent regions are numbered
sequentially with increasing I, increasing J.

Table 4.6.0.1

Definition of flag array IHYBRID.




Is grid block

bybrid?

Calculaie ¢

Calculate ¢$

Figure 4.6.0.2
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For the intergrid block properties, such as potential, three passes (I,] sweep) are
made through the grid. Figure 4.6.0.3 illustrates the logic. The first pass calculates the
potential between active fundamental grid blocks, the second pass calculates the potential
between reservoir/region and region/region grid blocks and the third pass calculates the
potential within the cylinders of each region. This process can be changed to do the
population in one sweep; however, the logic is simpler in structure and easier to debug.
Note that the code was written in stages over a long period of time,

The Yale Sparse Matrix Package (ysMp} equires that the sparse matrix be stored
using a scheme that is common to other solvers. A real valued array contains the non-zero
row-wise entries of the Jacobian. Two integers vectors are used as pointers. The first
indicates the column of the entry while the second denotes the starting location of each row.

Equipped with the ysmp scheme and the knowledge of the structure of the Jacobian,
it is straightforward, albeit tedious, to write the FORTRAN module to prepare the three arrays
needed. The final module written for this program was built and tested in stages, starting
with a simple two-dimensional rectilinear problem and ending with a general three-
dimensional hyperhybrid grid.

A comment is worthwhile here with respect to solving the large system of equations
which result in a simulator. The initial model was tested using Gaussian elimination for
dense matrices. This method can become very slow for even moderate problems and
requires far too much storage, 85% of which are zeros. The memory requirements alone
eliminate Gaussian elimination as a viable method to solve large systems. The larger
problems were solved using vsMe for sparse matrices. This solver required about 15% of
the storage and was up to thirty times faster on small problems (less than 100 unknowns),

The rate of convergence is sometimes slow, particularly when changes per time step
are high. This effect was more pronounced for hyperhybrid grids than their rectilinear
equivalents. A simple acceleration scheme was tested but there was little, if any,
improvement; hence, it was removed from the code. A more efficient acceleration scheme
should be incorporated.



Begin 1,J sweep 1

Is grid block
hybrid?

Does a
neighbour
exist?

Is neighbour
bybrid?

Begin L.J sweep 2

Is grid block
hybrid?

Calculate pointers

Does a
neighbour
exist?

Determine if
neighbour is
normal or hybrid

’

Calculate ¢

Calculate ®

—

._*I

Begin IJ sweep 3

Is grid block
hybrid?

Do hybrid sweep

\ 4

Calculate &3

]

Sweep 1 sweeps the grid and calculates the potential between fundamental grid
blocks only. Sweep 2 sweeps the grid and calculates the potential betwsen
reservoir/region and region/region grid blocks only. Sweep 3 sweeps the grid and

calculates the potential for all internal cylindrical grid blocks.

Figure 4.6.0.3

Intergrid block property population logic.
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The computer model requires a single data input file and it creates several output

files:

¢ detailed run file with the capability of printing all properties and their
derivatives at each iteration (useful for debugging purposes only),

* general run file with input data echo and end of time step summary,

and
¢ plotfiles as input to spreadsheet and plotting software.

A run time screen is also preserved as a log file. Extracts from 12 typical set of files are

given in Appendix I'V.

Finally, a comment with regards to run execution time is appropriate. Table 4.6.0.2
summarizes the CPU time for the major runs in this study. Although some of the runs used
in excess of 25 CPU hours (with one run requiring 125 CPU hours), most runs required
less than 25 CPU hours. This limited the number of runs that were made, particularly when
the total wall clock time was typically five times the CPU time. Note that the FORTRAN code
was not compiled with optimization. Also, the individual runs were not optimized with

respect to maximum allowable time step.

SECTION RUN NAME

5.8 Multiwell Cyclic Steaming
.1 Two-Well Runs Cyclic Run |
Cyclic Run 2
Cyclic Run 3
Cyclic Run 4
Cyclic Run §
Cyclic Run 6
Cyclic Run 7
Cyclic Run 8
Cyclic Rup 9
Cyclic Run 10
.2 Four-Well Runs Cyclic Run 12
Cyclic Run 13

5.9 Cyciic to Continuous Stearmung Flood Run !
Flood Rua 2
Flood Run 3
Flood Run 4
Flood Rus §

CPU TIME

{(hrs:min)

G:17
10:58
8:32
934
16:42
15:34
10:54
12:03
125:00
4955
32:33
33:.04

$:03
6:01
16:03
16:17
12:28

Table 4.6.0.2 Summary of CPU time for the major runs.
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4.7 Miscellaneous Items
4.7.1 Automatic Time Step Control

A simulator is more efficient if the capability of automatic time step control is built
in. In this model, a simple estimation procedure is used. Grabowski et al. (1979) estimated
the time step by comparing the maximum changes of each primary variable over the
previous time step against user defined limits, or input norms. The new time step is given
by
_(1+o)n;

A" = A" min
i o+om,

, (4.7.1.1)

where the subscript i runs over all primary variables, @is a damping factor that the authors
suggest is approximately unity, §; is the maximum change of the primary variable and 7; is
the input norm.

4.7.2 Model Initialization

Prior to starting the simulation, it is necessary to know the initial state of the model.
In this work, the options of both user input and self-initialization are available. Self-
initialization is founded on the assumption that the same capillary pressure curves and
critical saturations that apply to the production state also apply to the equilibrium statel.

Static equilibrium occurs in the reservoir when all velocities of all phases are zero.
To uniquely determine th- pressure and saturation distributions, it is necessary to specify a
reference oleic phase pressure, a reference saturation in the oleic-aqueous transition zone
and a reference saturation in the gaseous-oleic transition zone.

In outline form, the initialization proceeds as follows. The oleic phase pressure and
oleic phase density are used to calculate the oleic phase pressure distribution with the
relationship

Prs1 = Pr +P8Z . 4.7.2.1)

1 For a more detailed discussion, the reader is referred to Aziz and Settari (1979) and Mattax and Dalton
(1990).

114



Next, the aqueous phase pressure distribution can be calculated with the capillary pressure
defining equation arranged as

Pu=Po= P - (4.7.2.0)
The gaseous phase pressure distribution is found from
Py=P,+Fy, . 4.7.2.3

Finally, the aquecus and gaseous phase saturation, and as a consequence the oleic
saturatiu., distributions are found from the capillary pressure functions in inverse; that is,

S =S,(P.y) (4.7.2.4)

and
Sy = Sg(Pgo) » (4.7.2.5)

then
§,=1-8, -5, . (4.7.2.6)

4.7.3 Wellbore Pressure Gradient

The source term contains an additional unknown p,, referenced at the top of the
reservoir. The volumetric average wellbore gradient (Coats (1980)) is given by

n

4.7.3.1)

for each layer. For the sake of simplicity, Equation 4.7.3.1 is evaluated at the old time step.
The pressure gradient is calculated from

p:;l =p:;l +[7:¢ a,-"-‘*_l +‘y:, ai‘jlk}Zi_j'k-Z,‘_l"k-!) k=2.3,"’ R (4.7.3.2)
ijk ijk=1 ijk=1 ijk

where

1S



p.s unknown bottom hole flowing pressure, and
(WA

0.5Az; ;
a,“j,k =——'_—2‘:L‘ k=2,3'...
Zijk~ Tijk-1
and
a,-'j‘,‘_l =1—‘a,-’j.k k=23,

4.7.4 End of Time Step Checks

At the end of each time step, the following checks are made

* incremental and cumulative material balance check,
* incremental and cumulative energy balance check,
¢ saturation constraint check,

* mole fraction constraint check, and

* maximum absolute residuals check, noting grid blocks with largest

residuals.

The incremental material balance is calculated from

Z Mass accumulation

ij.k = 1
2 Net mass throughput
ijk

Incremental Material Balance =

and the cumulative material balance is calculated from

Cumulative Material Balance=21ncremmtal Material Balance .
A

Similarly, the incremental and cumulative energy balance is calculated from

Z Energy Accumulation

ij.k -1
ZNet Energy Throughput
ik

Incremental Energy Balance =

and

Cumulative Energy Balam:e=21ncremental Energy Balance ,
At

respectively.
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4.7.5 Treatment of Visbreaking

Visbreaking is represented by the conversion of the heavy oil component into the
light oil component. This is treated through the sink/source term in the mass and energy

balance equations; that is, the heavy oil component is “produced” and the light oil
component is “injected”.

In order to calculate the fraction of heavy component that is converted, Equation
2.4.2.5, rep- 1.ced below,

2

jexp(— %)dt} . (4.7.5.1)

f=1~exp/ -w

n
requires the evaluation of an integral over the tirr - step. Furthermore, the temperature in the
integrand is not necessarily a constant. This model can treat the temperature as a constant
and as a linear function of time using

o) =6, + 200, (4.7.5.2)

2 1

The integral is evaluated using Simpson’s rule. It becomes obvious that an analytical
derivative is extremely complex. To overcome this complexity, the sink/sovrce terms are
evaluated explicitly; hence

w1 _ LK X3(OIPY

q:f,,cm B VR (4.7.5.5)
and
5 =cd (4.7.5.6)

cracked cracked
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5.0 MODEL VALIDATION AND APPLICATION RESULTS

This section presents the validation procedure used and application results obtained
along with a detailed discussion of the results. Table 5.0.0.1 summarizes the runs made in
this study and includes the table and figure numbers of both the input data and the results.

5.1 Preliminary Testing

Before any iesting of the complete model was done, several intermediate steps were
taken. Firstly, all -.tines which calculate a fluid or rock property were tested individually
using both a FORTRAN program and a spreadsheet. This was done in order to verify both the
coding and the analytical derivatives.

The model was then built in a piecewise manner with appropriate testing to the
model with new routines incorporated into it. Tables 5.1.0.1 and 5.1.0.2 show the general
fluid properties and rock properties used, respectively. The oil viscosity as a function of
temperature is illustrated also in Figure 5.1.0.1. Figures 5.1.0.2 to 5.1.0.4 illustrate the
two- and three-phase relative permeabilities. Note that the relative permeability curve
definitions were completed using a straight line, represented by a dashed line in the ficures.

5.2 Simple Model Testing

Many simple tests were run on this model before attempting any two- or three-
dimensional hybrid or hyperhybrid grid simulations. The results of these simple tests are
not presented.

5.2.1 Single Grid Block Testing

The simplest test is to run the model in a single-phase, single grid block (zero-
dimensional) mode. The objectives of such a test are to verify the general logic of the
program, convergence of Newton’s method, material and energy balance and size of the
residuals. Note that this type of test excludes the interface terms in the balance equations.
Following this simple test, the problem was increased in complexity by increasing the
number of phases to three with the objectives being the same as above.
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SECTION RUN NAME DATA RESULTS

Tables Figures Tables Figures
5.1 Preliminary 1esting - 5.1.0.1-2 51.0.1-.4 — —
5.2 Simple Model Testing - — - - -

.1 Single Grid Block Testing —_ — —_ -
.2 Linear Horizountal Testing - — —_ —
.3 Linear Vertical Testing — — — -

5.3 Two-Dimensional Rectiliear Model Testing XY — 5.3.0.1 - $.3.0.2-8
5.4 Cylindrical/Cylindrical Equivalent Series
R-1¢ — 5.40.1 - S.4.0.6-.11
R-1¢2 -— 5.4.0.1 — 5.4.0.12-17
C-lc — 5.4.0.1 - 5.4.0.18-.22
H-1¢ — 5.4.0.1 — 5.4.024-29
Z-1c — 5.4.0.1 — 5.4.0.30.-.35
s.5 Contiguous Regions Testing H-2 - 5.5.0.1 ~- §.5.0.4-.12
Z-2 — 5.5.0.1 — §.5.0.13.-.20
5.6 Local Well Effects
.1 Base Runs R-3 - 5.6.04 - 5.6.1.1-.8
H-3 —~ 5.6.0.1 — 5.6.1.9-.16
Z-3 — 5.6.0.1 - 5.6.1.17-.24
.2 Nop-Newtonian Oil Viscosity R-3b 5.6.0.1 5.6.0.2-.3 — $.6.2.1-.8
H-3b 5.6.0.1 5.6.0.2-3 - 5.6.2.9-.17
Z-3b 5.6.01 56.02-3 — 5.6.2.18-.25
.3 Visbreaking Z-3c - 5.6.0.4 — 56.3.1-.8
.4 Two-Layer Run Z-3e - 5.6.0.1 — 56.4.1-.5
5.7 Interwell Interference
.1 Interference Illustration and Grid Comparison R-S — 5.7.1.1 - 5.7.1.2-.10
Z-5 - 5.7.1.1 — 5.7.1.11-.19
.2 Pressure [Interference Interference Run 1 — 5.7.2.1 -— 5.7.2.2-.5
Interference Run 2 — 5.7.2.1 — 5.7.2.2-5
Interference Run 3 — 5.7.2.1 - 5.7.2.2-5
Interference Run 4 —_ 5.7.2.1 — 5.7.2.2-5
Interference Run § — 5.7.2.1 — 5.7.2.6
Interference Run 6 — 5.7.2.1 —_— 5.2.2.6
5.8 Multiwell Cyclic Steaming
.1 Two-Well Runs Cyclic Run 1 — 5.8.1.1 5.8.1.1-2 58.1.2-4
Cyclic Run 2 — 5.8.1.1 58.1.1-2 58.1.2-4
Cyclic Run 3 - 5.8.1.1 5.8.1.1-.2 $58.12-4
Cyclic Rup 4 — 5.8.1.1 5.8.1.1-2 58.1.2-4
Cychic Rup § — 5.8.1.1 5.8.1.1 5.8.1.5-.7
Cyclic Run 6 — 5.8.1.1 5.8.1.1 $8.1.8-10
Cyclic Rug 7 — 5.8.1.1 5.8.1.) 5.8.1.011-13
Cyclic Rup 8 - 5.8.1.1 5.8.1.1 5.8.1.14-.16
Cyclic Run 9 5.8.1.4 — 58.12, 4 5.8.1.17-.19
Cyclic Rua 10 5.8.1.4 _ 58.1.2, 4 58.1.17-.19
.2 Four-Well Runs Cyclic Run 12 _ 5.8.2.1 5.8.2.1 5.8.2.2-4
Cyclic Run 13 - 5.8.2.1 5.8.2.2 5.8.2.5-.7
5.9 Cyclic to Coatinuous Steaming Flood Run 1 5.9.0.1 5.8.1.1 5.9.0.2 59.0.1-.8
Flood Run 2 5.9.0.1 5.8.1.1 59.0.2 5.9.0.9-.16
Flood Run 3 5.9.0.1 5.8.1.1 5.9.0.2 59.0.17-.24
Flood Run 4 5.9.0.] 5.8.1.1 5.9.02  5.9.0.25-..32
Flood Rua § 5.9.0.1 5.8.1.1 5902 59.0.33-40

Table 5.0.0.1 Summary of runs




OIL PROPERTIES

Heavy Component
Density (kg/m3) 972.
Compressibility (kPa-1) 7.30 x 107
Thermal expansion (K-!) -1.9095 x 10-3
Molecular weight 600.

Viscosity coefficients A (Pas) 1.0x 107
(see Equaticn 4.4.6.2) B (K) 4900.

Critical Temperature (K) 617.4

Critical Pressure (kPa) 2099.0

Partial Volume (m3/kmole) 0.6173
Heat capacity (J/kg K) 2090.
Arrhenius constant (sec!) 3.417 x 10°
Activation energy (J/kmole) 8.648 x 107

WATER PROPERTIES

Calculated internally as described in Section 4.4

GAS PROPERTIES

Molecular weight 16.043

Viscosity coefficients A (Pa-s/K) 6.647 x 10-10
(see Equation 4.4.6.9) B 1.709

Critical Temperature (K) 190.55

Critical Pressure (kPa) 4604

Partial Volume (m3/kmole) 24.658

Heat capacity (J/kg K) 1050

Table 5.1.0.1 General fluid properties.
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Light Component

800.
7.30 x 107
-1.9095 x 103
500.
1.0 x 107
4500.
540.2
2736.0
0.6250
2090.




ROCK PROPERTIES

Thermal conductivity (W/m K) 3.5
Heat capacity (kJ/m3 K) 2347
Rock compressibility (kPa-1) 5.0 x 107

Relative permeability data (see Equations 4.4.1.13 10 4.4.1.16)

Soir 0.20 Kyoin 0.80
S 0.15 Koo 0.10
Sorg 0.10 K gro 0.20
Sec 0.06
n, 1.2 Nyg 2.0
Mow 2.0 ng 1.5
No temperature effects

No capillary pressure effects

Table 5.1.0.2 General rock properties.
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Frs)
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Figure 5.1.0.1

Oil viscosity as a function of temperature.




Relative Permeability

Relative Permeability
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Figure 5.1.0.2

Water and oil relative permeability.
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Figure 5.1.0.3
Gas and oil relative permeability.
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Figure 5.1.0.4

Three-phase oil relative permeability.

The result of these tests was that many logic and coding errors were detected fairly
easily and corrected. The types of errors detected were many of the typical errors that are
made in FORTRAN such as those associated with common blocks and typographical errors.
Other errors detected were more fatal and difficult to detect such as faulty logic in obtaining
the correct relative permeability when outside the normal operating limits and insidious
errors such as the incorrect sign on the sink/source terms. These errors were found by
keeping rock and fluid properties constant, then “wrning on” the dependencies on primary
variables in stages.
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5.2.2 Linear Horizontal Testing

A simple one-dimensional five grid blocks problem was used with an injection well
at the centre grid block and a production well at each end grid block. The objectives of this
testing were to verify that the interblock flow terms were calculated properly and that the
well controls were effective. Note that the design of the test required that the results should
be symmetric about the injection well. The series of tests included one to three phases,
injection of water and steam and three-phase production.

This testing was effective in finding a sign error in the calculation of the potential
between two grid blocks and in detecting additional coding errors.

5.2.3 Linear Vertical Testing

Again, a simple linear five grid blocks problem was used with a single production
well in the centre grid block. The objectives of this test were to verify the vertical
initialization feature of the model and to verify the calculation of the head component in the
well constraint equations. The results of these tests were compared with sTARs! and there
was excellent agreement. Note that STARS in its current form cannot handle hyperhybrid
grids nor can it handle contiguous regions whether they be hybrid or hyperhybrid. The
comparisons against that model are obtained with a degenerate version of the simulator
developed in this work.

5.3 Two-Dimensional Rectilinear Model Testing

A 5 x 5 grid block model with an injection well at the centre and two production
wells in opposite diagonal corners was used. The grid block information is shown in
Figure 5.3.0.1. The mode! was tested with one to three phases present and initial saturation
conditions that covered the complete range of possibilities.

1 STARS (Steam and Additive Reservoir Simulator) is a product from the Computer Modelling Group.



100 m

50 o

* Grid Dimensions * Rock Properties « Initial Conditions
All grid blocks are the same size k. =k, = 2000 md P =500 kPa
Ax = 100 metres k, = 1000 md T=517°C
Ay = 50 metres ¢=1030 §,=025
Az = 60 metres §, = 0.68
S, = 0.07
* Operating Conditions
Time Well @ (1,1) Well @ (3,3) Well @ (5.5)
(days)
0400 BHP_, (kPa) 6900 BHP_,, (kPa) 6900 BHP_, (kPa) 6900
BHP_ . (kPa) 100 BHP_;, (kPa) 100 BHP_, (kPa) 100
q, (m%d) 5 ¢, @) 30 g, m¥d) 5
x 0.7
TM( C) 250
* Well Parameters
Well @ (1,1) Well @ (3,3) Well @ (5,5)
Index +1 -1 +1
Productivity Intemally calculated Intemally calculated Intemally calculated
J* multplier 1.0 1.0 1.0
A 1.0 1.0 1.0
f 1.0 1.0 1.0
A 0.5 0.5 0.5
s 0.0 0.0 0.0
r,, (metres) 0.09 0.09 0.09

Figure 5.3.0.1

Run XY data summary.
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This test was the first that attempted to check the “correctness” of the solutions
obtained. A three-component, three-phase steam injection run was compared t0 STARS.
These results are show in Figures 5.3.0.2 to 5.3.0.8. Figure 5.3.0.2 shows the liquid and
gas production rates while Figure 5.3.0.3 illustrates the cumulative volumes. The
production well grid block pressure and production well bottom hole pressure .re shown in
Figures 5.3.0.4 and 5.3.0.5, respectively. Similarly, the injection well grid block pressure
and injection well bottom hole pressure are shown in Figures 5.3.0.6 and 5.3.0.7,
respectively. Finally, the injection well grid block temperature is shown in Figure 5.3.C.3.
A significant error that was detected early was one in the enthalpy calculation of stcam. The
corrected run agreed well! with the commercial simulator.

4  ommmerccPrcnana
—_ .— ..... * -~ -
i1 T g
o -~ - - . g
% 3~y I..... Water =< 30 ol
3 — 0l s
. -=~= Gas 50 Bu
g ? A Water (STARS)] 20 &
2 A  Oil(STARS) =
1~ L 2 Gas (STARS) - 10
i& e — - ’
0=y T T T o
0 100 200 300 400
Time (Day)

Figure 5.3.0.2 Run XY Liquid and gas production rates.

1 For an example of the variation of agreement between simulators, the reader is referred 1o Aziz et al.
(1987)
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Production Well Grid Block Pressure
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Figure 5.3.0.4 Run XY Production well grid block presstr=.
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Production Well Bottom Hole Pressure
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Injection Well Grid Block Pressure
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L]
Injection Well Bottom Hole Pressure
700~
650 =
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;ém; 550
5
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Time (Days)

Figure 5.3.0.7 Run XY Injection well bottom hole pressure.

Injection Well Grid Block Temperature
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Iy
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=
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50 T T -7 T
0 100 200 300 400

Time (Days)

Figure 5.3.0.8 Run XY Injection well grid block temperature.
W_
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5.4 Cylindrical/Cylindrical Equivalent Series Testing

This series of runs had several objectives. The first was to demonstrate and to
validate the model in both rectilinear and cylindrical coordinates. The model was compared
to sTARs for several runs (R-1c, C-1c and H-1c) as shown below. For all comparisor.
made, the results agreed and were excellent. The second objective was to illustrate and to
compare various methods of modelling a single well. Finally, the las: objective was to
present results of a hyperhybrid grid and to compare these results to other grids.

The series was based on a cylindrical geometry and equal volumes. The volume of
all problems was identical. Furthermore, the grid sizes whether rectilinear or cylindrical
were matched. This is best illustrated by studying Figure 5.4.0.1 which summarizes the
grids and run data.

Figures 5.4.0.2 to 5.4.0.5 illustrate ii:c Jacobian for each problem; Runs R-1c,
C-1c, H-1c and Z-1c, respectively. Note the increasing complexity of the Jacobian and
accompanying loss of banded structure, especially when comparing Run R-1c and Z-1c. In
addition, note that the price paid for better resolution about the well is more unknowns to
be solved for.

For each run, the following Figures 5.4.0.6 to 5.4.0.35 show the steam injection
rate, liquid production rate, cumulative injection and production, well grid block pressure,
well grid block temperature and well pressure history.

Run R-1c was compared to sTARs with good agreement in the results. Figure
5.4.0.6 shows the steam injection rate, Figure 5.4.0.7 shows the liquid production rates
and Figure 5.4.0.8 shows the cumulative injected and produced volumes. The well grid
block pressure, well grid block temperature and well pressure history are shown in Figures
5.4.0.9, 5.4.0.10 and 5.4.0.11, respectively. Run R-1c2 was not compared to sTARs. The
steam injection, liquid production rates and cumulative volume results for Run R-1c2 are
shown in Figures 5.4.0.12, 5.4.0.13 and 5.4.0.14, respectively. The well grid block
pressure, well grid block temperature and well pressure history are shown in Figures
5.4.0.15, 5.4.0.16 and 5.4.0.17, respectively.



131

The initial steam injection rate in Run R-1c, shown in Figure 5.4.0.6, was low. .
than the other runs due to the method used to calculate the well index for a rectilinear
system. This was adjusted to match the well index calculated by the cylindrical mode and
the results can be seen in the Run R-1c2 figures, particularly that of the steam injection rate
shown in Figure 5.4.0.12. There are minor differences in the two runs in the production
rates and, as a consequence, in the grid block pressures and bottom hole pressures.
Although the volume of steam injected into Run R-1¢2 was greater than Run R-lc, the
increase in amount was not enough to affect the grid block temperature significantly.

For both Run R-Ic and R-1c2, the character of the curves is very different from the
cylindrical runs due to the geometry and grid block size. This result is not unexpected. For
the second cycle injection, the curves became more similar in character because the
injectivity had increased due to temperature and saturation changes.

Figures 5.4.0.18, 5.4.0.19 and 5.4.0.20 show the steam injection rate, liquic
production rates and cumulative volumes, respectively, for Run C-Ic. In addition, Figures
5.4.0.21, 5.4.0.22 and 5.4.0.23 show the well grid block pressure, well grid block
temperature and well pressure history, respectively, for this run. Note on these figures the
results of the comparison to the sTARs simulator.

Firstly, a comparison of the injection rates of Run C-Ic to Run R-l¢ (or R-1¢2)
shows that the injection rate was higher in Run C- 1c and continued to increasc due to the
calculation of the well index. The continuing increase in the injection rate was due to a
smaller grid block with increasing water saturation. Next, the pr~duction rates for Runs
R-Ic (or R-1c2) and C-1c shows that the cylindrical run had a higher initial water
production rate because the water saturation of the inner block was higher then in the
rectilinear runs. The subsequent production cycle shows the rates approaching each other
because the injectivity/productivity has increased due to temperature and saturation
changes.

The cumulative injection and production plots for these runs illustrate the effect of
geometry on model predictinr ¥ . -1al geometry is needed to represent the flow around a
well versus a point sink/:: - - representation. No attempt was made to match the
rectilinear runs to the cylindricai ones, but normally the well index in Run R-1c would need
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to be set artificially high to give more realistic results. The well grid block pressure and
temperature for Run R-lc was lower than for the cylindrical runs because of the
consequences of the well index discussed above and the larger size of the grid block in Run
R-1Ic.

Figures 5.4.0.24, 5.4.0.25 and 5.4.0.26 show the steam injection rate, liquid
produciion rates and cumulative volumes, respectively, for Run H-1c. In addition, Figures
5.4.0.27, 5.4.0.28 and 5.4.0.29 show the well grid block pressure, well grid block
temperature and well pressure history, respectively, for this run. Again, note on these
figures the results of the comparison to the sTARs simulator. Figures 5.4.0.30, 5.4.0.31
and 5.4.0.32 show the steam injection rate, liquid production rates and cumulative
volumes, respectively, for Run Z-1c¢ while Figures 5.4.0.33, 5.4.0.34 and 5.4.0.35 show
the well grid block pressure, well grid block temperature and well pressure history,
respectively, for Run Z-1¢. Run Z-1c was not compared to the STARS simulator because
that simulator does not have hyperhybrid capabilities.

Runs H-1c and Z-1c represent radial flow in the well grid block of Run R-1c. All
results of these two runs were very similar in comparison to Run C-1c. Any variation can
be attributed to the last ring in Run C-lc being represented as an irregular ring in Runs
H-1c and Z-1c. As expected, Runs H-1c and Z- Ic results are identical.

This model w . . - monstrated to represent flow in both rectilinear and cylindrical
coordinates. A corxcson of geometries of modelling a single well was made. Results
were presented for a hyperhybrid grid with good agreement when compared to
conventional grids.
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¢$=030 S, =0.80
S‘ = 0.00

Figure 5.4.0.1 Cylindrical/cylindrical equivalent runs data summary.

(continued next page)
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* Operating Conditions

Time Time
(days) (days)

0-20 BHP,_,, (kPa) 6900 120-140 BHP_,, (kPa) 6900
BHP,,, (kPa) 117 BHP,,, (kPa) 117
gr (m%d) 159 ar (m¥d) 159
X 0.7 X 0.7
T,.,,j (°C) 232 T, °C) 232

20-120 BHP,,, (kPa) 6900 140-240 BHP,,, (kPa) 6900
BHP,,, (kPa) 117 BHP_;, (kPa) 117
q; (md) 20 g, (m3/d) 20

¢ Well Parameters
Well

Index +1/-1

Productivity Internally calculated

J* multiplier 1.0

Sy 1.0

f 1.0

¢, 0.5

s 0.0

r,, (metres) 0.09

Figure 5.4.0.1 Cylindrical/cylindrical equivalent runs data summary.
(continued from previous page)
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Figure 5.4.0.2 Run R-1c Jacobian matrix.
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Figure 5.4.0.3 Run C-1c Jacobian matrix.
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Figure 5.4.0.4 Run H-1c Jacobian matrix.
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L
X X
X x X X
X X X X
X X
X X X
X X X
X X X
X X X
X X X
X X X
X X X X
X X X
XiX X X X X X X X
XiXx X X
Xix X X X
X X X X X
b X X X
X X X
X X X x
X X X
X X
X X X X
X X X x
X X X X x
X X X x X
X X X %
X X X X X
X X X X
p X:ix X
X

Figure 5.4.0.5 Run

Z-1c Jacobian matrix_
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Figure 5.4.0.6 Run R-1c Steam injection rate.
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Cumulative Injection and Production
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Figure 5.4.0.8 Run R-1c Cumulative injection and production.
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Figure 5.4.0.9 Run R-1c¢ Well grid block pressure.
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Figure 5.4.0.10 Run R-1c Well grid block temperature.
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Figure 5.4.0.11 Run R-1c Well pressure history.
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Steam Injection Rate
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Figure 5.4.0.12 Run R-1c¢2 Steam injection rate.
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Figure 5.4.0.13 Run R-1c2 Liquid production rates.
L e .



3

Volume (m)

Pressure (kP=-

Cumulative Injection and Produciion

2500 —
——=_ Steam Injected
2000 I N R Walcr Pfoduc“ /
""" Oil Produced
1500 =
1000 ““__,/ '
500 e —
0 J v T T 1
0 50 100 150 200
Tirac (Doys)

Figure 5.4.0.14 Run R-1¢2 Cur: mlauve mjecuon and producnon
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Well Grid Block Temperature
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Figure 5.4.0.17 Run R-1c2 Well pressure history.
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Fxgure 5 4.0. 18 Run C-1c Steam injection rate.
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Figure 5.4.0.22 Run C-1c Well grid block temperature.
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Figure 5.4.0.23 Run C-1c Well pressure history.
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Flgure 5.4.0.24 Run H-1¢ Sleam m;ecuan rate
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Figure 5.4.0.25 Run H-1c¢ Liquid producuon rates.
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Cumulative Injection and Production
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Figure 5.4.0.26 Run H-1c Cumulative injection and production.
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Figure 5.4.0.27 Run H-1c Well grid block pressure.
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Figure 5.4.0.31 Run Z-1c Liquid production rates.
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3.5 Contiguous Regions Testing

Two small grid systems were used to test the code and demonstrate contiguous
hybrid and hyperhybrid regions. Figure 5.5.0.1 illustrates the grids used and other details
of Runs H-2 and Z-2. Figures 5.5.0.2 2nd 5.5.0.3 illustrate the Jacobians for these two
problems. Note the cross terms between the reservoir/region 1, reservoir/region 2 and
region l/region 2.

Run H-2 Run 7.2

97.5 m 97.5 m

975 m 975 m

X1

¢ Grid Dimensions * Rock Properties ¢ lniual Conditions
All grid blocks are the same size k, =k, = 2000 md P =500 kPa
Ax = 97.5 metres k, = kg = 2000 md T=51.7°C
Ay = 97.5 metres k, = 1000 md S, =020
Az= 24.4 metres ¢=030 S, =0.80
S, =0.00
Run H-2 Run Z-2
Region 1 Region 2 Region 1 Region 2
4r, 20.0 20.0 20.0 200
4r, 15.0 15.0 15.0 250
4r; 20.0+ 20.0* 20.0* 200
ar, ~ - - 45.0%
Region 1 is on the left and Region 2 is on the right. * calculated internally

Figure 5.5.0.1 Runs H-2 and Z-2 data summary (continued next page).
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¢ Operating Conditions

Time Region 1 Region 2
(days)
0-20 BHP_,. (kPa) 6900 BHP,, (kPa) 6900
BHP,,, (kPa) 120 BHP,, (kPa) 120
gy (mY/d) 159 g, (m%d) 159
X 0.7 x 0.7
T, O 232 71,00 232
20-75 BHP,, (kPa) 6900 BHP,,, (kPa) 6900
BHP,, (kPa) 120 BHP,,, (kPa) 120
q, (m*d) 20 ¢, (m%d) 20
75-85 BHP_,, (kPa) 6900 BHP,, (kPa) 6900
BHP,,, (kPa) 120 BHP,,, (kPa) 120
q, (m¥ad) 20 gr(m¥%d) 100
x 0.7
T, O 232
85~240 BHP . (kPa) 6900 BHP,,, (kPa) 6900
BHP_,, (kPa) 120 BHP,,, (Pa) 120
q, (md) 20 g, (m%d) 10
¢ Well Parameters
Region 1 Region 2
Index +1/-1 +1/-1
Productivity Intemnally calculated Internally calculated
J* multiplier 1.0 1.0
A 1.0 1.0
S 1.0 1.0
¢ 0.5 0.5
s 0.0 0.0
r,, (metres) 0.09 0.09

Figure 5.5.0.1 Runs H-2 and Z-2 data summary (continued from previous pag:
L = e
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Figures 5.5.0.4 and 5.5.0.13 show the steam injection rates while Yigures 5.5.0.5
and 5.5.0.14 show the cumulative volumes of steam injected into ea h “cgion for both
runs. The major difference in the injection rates was that the rate in cycle 1 for Run H-2 did
not reach the maximum due to the small size of the reservoir. The maximum bottom hole
pressure was reached early as can be seen in Figure 5.5.0.9.

Figure 5.5.0.6 shows the liquid production rate for Run H-2. The liquid production
rate behaviour was more interesting. For Run H-2, note that both the oil and water rates
were boosted in Region 1 due to injection in Region 2 for the 75-85 day per: ‘d. The
effects of this injection were felt for up to day 120. Figure 5.5.0.7 shows the cumulative
production for Run H-2.

Figures 5.5.0.8 and ~ 5.0.9 show the well grid block pressure and well pressure
history, respectively, for Run H-2. In addition to the production increase, both the grid

block pressure and bottom hole pressure were affected in Region 1 by steam injection in
Region 2.

Figure 5.5.0.10 illustrates the temperature change in the grid blocks containing the

wells for Run H-2. Run H-2 did not show any interesting behaviour with respect to
temnerature.

Figures 5.5.0.11 and 5.5.0.12 show the pressure and temperature profiles at
selected times between the wells for Run H-2. The hybrid grid provides six data points
between the wells. Had a conventional rectilinear grid been used, only two data points
would have been available. This illustrates that hybrid grids can be used to increase the
resolution of detail about wells. Note that the temperature had not moved out of the well
grid blocks significan’ ;. Due to the size of the reseryoir, a significant pressure gradient
was created only during injection of the second cycle in region 2 while region 1 was on
production.

Figures 5.5.0.15 and 5.5.0.16 show the production rates and cumulative
production, respectively, for Run Z-2. The production rates for Run Z-2 were affected in a
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similar fashion as in Run H-2. Note that the injection effects were felt until day 220). This
system was much larger than Run H-2.

Figures 5.5.0.17 and 5.5.0.18 show the well grid block nressure and well pressure

history, respectively, for Run Z-2. The interwell behaviour of pressure in Run Z-2 was
similar to Run H-2.

The pressure and temperature profiles at selected times are shown in Figures
5.5.0.19 and 5.5.0.20, respectively. The profiles are defined with seven data points with
the use of hybrid and hyperhybrid grid refinement. Again as in Run H-2, note that the
temperature had not moved out of the well grid blocks significantly and due to the size of
the reservoir, a significant pressure gradient was created only during injection of the second
cycle in region 2 while region 1 was on production. However, this gradient in Run Z-2

was less than that in Run H-2 because the distance between the wells was greater in Run
Z-2.
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Figure 5.5.0.5 Run H-2 Cumulative steam injection.
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Figure 5.5.0.6 Run H-2 Liquid production rates.
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Figure 5.5.0.7 Run H-2 Cumulative liquid production.
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Figure 5.5.0.8 Run H-2 Well grid block pressure.
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Figure 5.5.0.9 Run H-2 Well pressure history.
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Figure 5.5.0.10 Run H-2 Well grid block temperature.
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Figure 5.5.0.11 Run H-2 Grid block pressure profiles beiween wells.
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Figure 5.5.0.12 Run H-2 Grid block temperature profiles between wells.
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Figure 5.5.0.13 Run Z-2 Steam injection rate.
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Figure 5.5.0.14 Run Z-2 Cumulative steam injection.
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Figure 5.5.0.16 Run Z-2 Cumulative liquid production.
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Figure 5.5.0.18 Run Z-2 Well pressure history.
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Grid Block Pressure Profiles Between Wells
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Figure 5.5.0.19 Run Z-2 Grid block pressure profiles between wells.
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5.6 Local Well Effects
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To illustrate the effects of grid design, several runs were made using rectilinear,
hybrid and hyperhyorid grids to mode! a single well. In addition to a base case set of runs,
a set of runs where the heavy cil component viscosity behaviour was non-Newtonian and a
hyperhybrid grid run with visbreaking were made. Figure 5.6.0.1 illustrates the grids used
and operating conditions for all runs in this section. Table 5.6.0.1 summarizes the
parameters used to model non-Newtonian behaviour ard Figures 5.6.0.2 and 5.6.0.3
illustrate the effect of shear rate and frontal velocity, respectively, on oil viscosity. Table
5.1.0.1 (page 120) summarizes the visbreaking parameters (Arrhenius constant and
activation energy) used and the properties of the light oil component. Figure 5.1.0.1 (page
121) illustrates the viscosity of this light oil component as a function of temperature. Figure
5.6.0.4 illustrates the fraction of visbreaking as a function of time for various temperatures.
Finally, a two-layer hyperhybrid run with bottom water was made—Run Z-3e.

Run R-3 Run H-3 Run Z-3
* Grid Dimensions * Rock Properties » Initial Conditions
All grid blocks are the same size k, =k, = 2000 md P =500 kPa
Ax = 97.5 metres k, = kg = 2000 md T=517°C
Ay = 97.5 metres k,=1000 md S, =020
Az= 24.4 metres ¢=030 S,=0.80
, = 0.00
Run H-3 Run Z-3

4r, 20.0 20.0

4ar, 15.0 250

ar, 20.0* 200

4ar, - 45.0*

* calculated internally
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¢ Operating Conditions

Time Time
(days) {days)

0-20 BHP,_ (kPa) 6900 135-250  BHP__ (kPa) 6900
BHP_ , (kPa) 120 BHP_  (kPa) 120
gr (m¥d) 100 q; (m¥%d) 10
X 0.7
T, (°C) 232 250-265 BHP_, (kPa) 6900

BHP,, (kPa) 120

20-120 BHP_,, (kPa) 6900 qr (m¥%d) 80
BHP_,, (kPa) 120 X 0.7
q; (m/d) 20 T, O 232

120-135 BHP__, (kPa) 6900 265-400  BhP_, (kPa) 6900
BHP_ (kPa) 120 BHP_ . (kPa) 120
gr (m*/d) 80 q, (m'/d) 10
x 0.7
Tﬂt °C) 232

* Well Parameters
Region 1 Region 2

Index +1/-1 +1/-1

Productivity Intemnally calculated Intemnally calculated

J* multiplier 1.0 1.0

I 1.0 1.0

f 1.0 1.0

c, 0.5 0.5

s 0.0 0.0

r,, (metres) 0.09 0.09

Figure 5.6.0.1 Runs R-3, H-3 and Z-3 data summary.
(continued from previous page)
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Parameter Parameter

k, (md) 100. K (kg m-lsn-1) 150.

y (s-/ft day"}) 0.609 n -0.506
m 0.000425 a(s) 0.0219
p 0.00243 b(s1) 5.

B (s'Y-Dly) 1.0 ) 2.

Table 5.6.0.1 Non-Newtonian oil parameters.
- . .-
.

Viscosity as a Function of Shear Rate
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Oil Viscosity (mPa sec)
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Viscosity as a Function of Frontal Velocity
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Figure 5.6.0.3 Oil viscosity as a function of frontal velocity.
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Figure 5.6.0.4 Visbreaking fraction as a function of time for several temperatures.
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5.6.1 Base Ruus

For Run R-3, the following figures summarize the results. Figures 5.6.1.1,
5.6.1.2 and 5.6.1.3 show the steam injection rate, production rates and cumulative
volumes, respectively. The well grid block pressure, well giid block temperature and well
pressure history are shown in Figures 5.6.1.4, 5.6.1.5 and 5.6.1.6, respectively. The grid
block pressure and temperature profiles at selected times are shown in Figures 5.6.1.7 and
5.6.1.8, respectively.

For Run H-3, the following figures summarize the results. Figures 5.6.1.9,
5.6.1.10 and 5.6.1.11 show the steam injection rate, production rates and cumulative
volumes, respectively. The well grid block pressure, well grid block temperature and well
pressure history are shown in Figures 5.6.1.12, 5.6.1.13 and 5.6.1.14, respectively. The
grid block pressure and temperature profiles at selected times are shown in Figures
5.6.1.15 and 5.6.1.16, respectively.

For Run Z-3, the following figures summarize the results. Figures 5.6.1.17,
5.6.1.18 and 5.6.1.19 show the steam injection rate, production rates and cumulative
volumes, respectively. The well grid block pressure, well grid block temperature and well
pressure history are shown in Figures 5.6.1.20, 5.6.1.21 and 5.6.1.22, respectively. Ti:
grid block pressure and temperature profiles at selected times are shown in Fig: -
5.6.1.23 and 5.6.1.24, resper*i-ely.

The base case Runs R-3, H-3 and Z-3 provide similar observations as discussed
earlier in Section 5.4. Run R-3 had a lower injectivity/productivity in the first cycle but the
injectivity/productivity approached the hybrid runs in later cycles due to temperature effects
and saturation changes. A second observation is that the pressure and temperature profiles
show better resolution as the level of hybrid refinement increases.

5.6.2 Non-Newtonian Qil Viscosity Runs

For Run R-3b, the following figures summarize the results. Figures 5.6.2.1,
5.6.2.2 and 5.6.2.3 show the steam injection rate, production rates and cumulative
volumes, respectively. The well grid block pressure, well grid block temperature and well
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pressure history are shown in Figures 5.6.2.4, 5.6.2.5 and 5.6.2.6, respectively. The grid
block pressure and temperature profiles at selected times are shown in Figures 5.6.2.7 and
5.6.2.8, respectively.

For Run H-3b, the following figures summarize the results. Figures 5.6.2.9,
5.6.2.10 and 5.6.2.11 show the steam injection rate, production rates and cumulative
volumes, respectively. The well grid block pressure, well grid block temperature and well
pressure history are shown in Figures 5.6.2.12, 5.¢.2.13 and 5.6.2.14, respectively. The
grid block pressure and temperature profiles at selected times are shown in Figurcs
5.6.2.15 and 5.6.2.16, respectively. Figure 5.6.2.17 shows the oil saturation changes
with time for Runs H-2 and H-2b.

For Run Z-3b, the following figures summarize the results. Figures 5.6.2.18,
5.6.2.19 and 5.6.2.20 show the steam injection rate, production rates and cumulative
volumes, respectively. The well grid block pressure, well grid block temperature and well
pressure history are shown in Figures 5.6.2.21, 5.6.1.22 and 5.6.2.23, respectively. The
grid block pressure and temperature profiles at selected times are shown in Figures
5.6.2.24 and 5.6.2.25, respectively.

Runs R-3b, H-3b and Z-3b include the non-Newtonian viscosity behaviour of the
oil component. In comparing Run R-3b to the base Run R-3, it is observed that the steam
injection rate was virtually unaffected. This is because initially velocities were low and later
because the maximum rate was attained. Due to the size of the well grid block in both of
these runs, the average pore velocity did not play a large role; hence, the production rates
were very similar as illustrated in Figures 5.6.1.2 and 5.6.2.2. For the same reasons, the
well grid block pressure and temperature remair.ed unaffected for the most part, although
the non-Newtonian mn exhibited a slightly lower grid block pressure.

Comparing Runs H-3 and H-3b shows that the maximum injection rate was attained
very quickly, with Run H-3b being only slightly more responsive. As a consequence, both
runs received the same amount of steam resulting in the well grid block temperature
behaviour being the same in both runs. Also note that the grid block temperature profiles
were virtually identical. The production rates in these two runs were very similar with only
a subtle difference. Run H-3 had a higher oil production rate early in the first cycle but Run
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H-3b had the higher rate toward the end of the first cycle. Note that the water production
rate was consistently higher in the non-Newtonian runs because of the higher oil mobility.
Subsequent cycles show the water rate to be only marginally lower, and the oil production
rate to be higher in the base case. This behaviour can be explained by noting the oil
saturation changes in the well grid block. Due to velocity effects, the oil viscosity in Run
H-3b was lower and hence the oil mobility was higher. As a consequence, more oil was
flushed from the well grid block during the steam injection phase thus accounting for a
higher water production rate in Run H-3. Figure 5.6.2.17 shows the oil saturation in the
well grid block for both runs. Again, as a consequence of higher mobility, the well grid
block pressure and well pressure history were significantly lower in the non-Newtonian
run. This is demonstrated further in the pressure profiles. The maximum pressures attained
were in the run without the non-Newtonian oil behaviour.

Similar comments can be made when comparing the hyperhybrid Runs Z-3 and
Z-3b. In addition, the higher level of grid refinement gives better resolution around the well
as illustrated in the pressure and temperature profiles.

5.6.3 Visbreaking Run

For Run Z-3c, the following figures summarize the results. Figures 5.6.3.1,
5.6.3.2 and 5.6.3.3 show the steam injection rate, production rates and cum-lative
volumes, respectively. The well grid block pressure, well grid block temperature and well
pressure history are shown in Figures 5.6.3.4, 5.6.3.5 and 5.6.3.6, respectively. The grid
block pressure and temperature profiles at selected times are shown in F:  ares 5.6.3.7 and
5.6.3.8, respectively.

Only a hyperhybrid run was made with the visbreaking option. Comparing Runs
Z-3 and Z-3c, the injection behaviour was very similar because, early in the runs,
temperature was not a factor and, later in the runs, the maximurn rate was attained. The oil
production rate was consistently higher in Run Z-3c due to a lower viscosity caused by
visbreaking, especially in the first cycle. Subsequent cycles show the rates approached one
another due to temperature-viscosity effects dominating temperature-vicbreaking effects;
that is, at higher temperatures, both oil component viscosities were very similar. The well
grid block pressures showed an interesting effect—the terminal cycle pressure was higher



174

in subsequent cycles. The pressure profiles in other grid blocks exhibited the same
response. Both runs exhibited the same temperature profiles.

5.6.4 Two-Layer Run

In this run, the lower layer has a high water saturation to represent bottom water.
The grid design is esser.tially the same as the other runs in this section with the following
changes: the bottom water layer is 2 metres thick with a water saturation of 99% and the
number of radial refinements has been reduced to three with the first radial refinement
having a radius of 40 metres. This was done to increase the bulk volume of the thinner,
bottom layer. The operating conditions are also similar with the exception of a 20 day
primary production period prior to any steaming. The well is perforated only in the top
layer.

Figure 5.6.4.1 illustrates the steam injection rate. The first cycle steam injection rate
did not attain the maximum immediately due to the size of the well grid block. Also because
the well was not perforated in the bottom water zone, there was resistance to injection.
Figure 5.6.4.2 illustrates the production rates. During the primary production period, the
oil rate was low but steady; however, the water rate began to increase. After the first steam
injection, the oil rate resumed at approximately twice the primary rate and the water
resumed at the rate at the end of the primary phase. However, the water rate increased
extremely rapidly during this cycle due to an increased water saturation which provided a
path for the water from the bottom layer to be produced. Subsequent cycles showed more
even production as the well region increased in temperature and the oil mobility increased.
The cumulative injection and production volumes are shown in Figure 5.6.4.3.

Figure 5.6.4.4 illustrates the temperature for each layer in the well grid block. The
top layer showed a steady increase with each injection phase and some smali decrease with
production. The bottom layer showed an increase with each injection phase due to
communication with the zone and continuing increase during the production phase. This
increase was due to the oil in the upper layer being pushed into the bottom water layer.
Figure 5.6.4.5 shows the oil saturation continuously increased throughout the run in the
bottom layer to approximately 8.5%. Recall that the initial oil saturation in the bottom layer
was 1%. The top layer behaved as expected—a decreasing oil saturation with production.
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Figure 5.6.1.1 Run R-3 Steam injection rate.
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Volume (ma)

Cumulative Injection and Production
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Figure 5.6.1.3 Run R-3 Cumulative injection and production.
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Figure 5.6.1.4 Run R-3 Well grid block pressure.
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Figure 5.6.1.5 Run R-3 Well grid block temperature.
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Figure 5.6.1.6 Run R-3 Well pressure history.
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Grid Block Pressure Profiles at Selected Times
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Figure 5.6.1.7 Run R-3 Grid block pressure profiles at selected times.

Grid Block Temperature Profiles at Selected Times
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Figure 5.6.1.8 Run R-3 Grid block temperature profiles at selected times.




179

Steam Injection Rate

Rate (m3/day)

0 T T T 7
0 100 200 300 400

Time (Days)

16 ~

14 ~

o
1

8 -

Rate (mslday)

[
[}
1
1
]
!
10~ N ==  Water
'
1
'
6
'
'
)

4 o

2 o

)
] 100 200 300 400
Time (Days)

Figure 5.6.1.10 Run H-3 Liquid production rates.
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Cumulative Injection and Production
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Figure 5.6.1.11 Run H-3 Cumulative injection and production.
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Figure 5.6.1.:2 Run H-3 Well grid block pressure.
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Figure 5.6.1.13 Run H-3 Well grid block temperature.
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Figure 5.6.1.14 Run H-3 Well pressure history.
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Grid Block Pressure Profiles at Selected Times
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Figure 5.6.1.16 Run H-3 Grid block temperature profiles at selected times.
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Figure 5.6.1.17 Run Z-3 Steam injection rate.
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Cumulative Injection and Production
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Figure 5.6.1.19 Run Z-3 Cumulative injection and production.
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Figure 5.6.1.21 Run Z-3 Well grid block temperature.
" —

L 3

Well Pressure History
7000 —
6000
__ 5000
o3
2 4000
£
2 3000 -
Q
&
2000 ~
1000 —
0 100 200 300 400
Time (Days)

Figure 5.6.1.22 Run Z-3 Well pressure history.
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Grid Block Pressure Profiles at Selected Times
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Figure 5.6.1.23 Run Z-3 Grid block pressure profiles at selected times.
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Figure 5.6.1.24 Run Z-3 Grid block temperature profiles at selected times.
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Figure 5.6.2.1 Run R-3b Steam injection rate.
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Cumulative Injection and Production
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Figure 5.6.2.3 Run R-3b Cumulative injection and production.
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Figure 5.6.2.4 Run R-3b Well grid block pressure.
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Figure 5.6.2.5 Run R-3b Well grid block temperature.
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Figure 5.6.2.6 Run R-3b Well pressure history.
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Grid Block Pressure Profiles at Selected Times
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Figure 5.6.2.7 Run R-3b Grid block pressure proﬁles at selected times.
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Figure 5.6.2.9 Run H-3b Steam injection rate.
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Figure 5.6.2.10 Run H-3b Liquid production rates.




4000 =

3000 =

2000 =

Volume (ma)

1000 =

Cumulative Injection and Production

Steam Injected
Water Produced
Oil Produced r

u-"’#-.
-
_,...,..-c""”' .........
T T T —
100 200 300 400
Time (Days)

Well Grid Block Pressure
3500 —
3000 =
. 2500 =
[
-] 2000
£
2 1500 -
o
[-%
1000 =
500 -
0 T r | 1
0 100 200 300 400
Time (Days)

Figure 5.6.2.12 Run H-3b Well

grid block pressure.




Temperature (°C)

Pressure (kPa)

Well Grid Block Temperature
150 =
140 - -~
130 — /\
120 -
110 =
100 —
90 ~
80
70 -
60
50

—
—

1 I L
0 100 200 300 400

Time (Days)

Figure 5.6.2.13 Run H-3b Well grid block temperature.
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Figure 5.6.2.14 Run H-3b Well pressure history.
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Grid Block Pressure Profiles at Selected Times
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Figure 5.6.2.16 Run H-3b Grid block temperature profiles at selected times.
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Figure 5.6.2.17 Runs H-3 and H-3b Well grid block oil saturation.
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Figure 5.6.2.18 Run Z-3b Steam injection rate.
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Figure 5.6.2.19 Run Z-3b Liquid production rates.
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Figure 5.6.2.20 Run Z-3b Cumulative injection and production.
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Figure 5.6.2.21 Run Z-3b Well grid block pressure.
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Figure 5.6 2.22 Run Z-3b Well grid block temperature.
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Figure 5.6.2.23 Run Z-3b Well pressure history.
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Figure 5.6.2.24 Run Z-3b Grid block pressure profiles at selected times.
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Grid Block Temperature Profiles at Selected Times
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Figure 5.6.2.25 Run Z-3b Grid block temperature profiles at selected times.
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Figure 5.6.3.1 Run Z-3c Steam injection rate.
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Figure 5.6.3.2 Run Z-3c Liquid production rates.
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Figure 5.6.3.3 Run Z-3c Cumulative injection and production.
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Figure 5.6.3.4 Run Z-3c Well grid block pressure.
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Figure 5.6.3.5 Run Z-3c Well grid block temperature.
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Figure 5.6.3.6 Run Z-3c Well pressure history.
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Figure 5.6.3.7 Run Z-3c Grid block pressure profiles at selected times.
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Grid Block Temperature Profiles at Selected Times
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Figure 5.6.3.8 Run Z-3c Grid block temperature profiles at selected times.
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Figure 5.6.4.3 Run Z-3e Cumulative injection and production.
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Figure 5.6.4.4 Run Z-3e Well grid block temperature.
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Figure 5.6.4.5 Run Z-3e Well grid block oil saturation.




206

5.7 Interwell Interference

Interwell interference has been described by Miller (1986) as “‘the normally smooth
production response curves of some wells being disrupted by events at neighbouring
wells”. Both Miller (1986) and Vittoratos er al. (1988) give examples of interwell
communication for very different reservoirs.

5.7.1 Interference Ilustration and Grid Type Comparison

To illustrate interference and also to make a grid type comparison, Runs R-5 and
Z-5 were made. Figure 5.7.1.1 summarizes the run data and Figures 5.7.1.2 10 5.7.1.19
present the results.

For Run R-5, Figures 5.7.1.2 and 5.7.1.3 illustrate the stcam injection rate and
cumulative injected volumes into both regions, respectively. Figures 5.7.1.4 and 5.7.1.5
illustrate the production rates and cumulative produced volumes from both regions,
respectively. The well grid block pressure, well pressure history and well grid block
temperature for each region are shown in Figures 5.7.1.6, 5.7.1.7 and 5.7.1.8,
respectively. The grid block pressure and temperature profiles shown in Figures 5.7.1.9
and 5.7.1.10, respectively complete the set of figures for this run. For Run Z-5, a similar
set of figures is provided. Figures 5.7.1.11 and 5.7.1.12 illustrate the steam injection rate
and cumulative injected volumes into both regions, respectively. Figures 5.7.1.13 and
5.7.1.14 illustrate the production rates and cumulative produced volumes from both
regions, respectively. The well grid block pressure, well pressure history and well grid
block temperature for each region are shown in Figures 5.7.1.15, 5.7.1.16 and 5.7 1.17,
respectively. The grid block pressure and temperature profiles are shown in Figures
5.7.1.18 and 5.7.1.19, respectively.

The production rate, Figures 5.7.1.4 and 5.7.1.13, at time 7595 days in both runs
at Well 1 was affected by injection at Well 2, although the level of resolution is better for
the hyperhybrid run (Run Z-5). Note the change in the pressure gradient between the two
wells shown in Figures 5.7.1.9 and 5.7.1.18. It changed from being almost flat at time 75
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Run R-5

» Grid Dimensions

All grid blocks are the same size

Ax= 97.5 metres

Ay = 97.5 metres

Az= 24.4 metres

Run Z-5
Region 1 Region 2

4, 20.0 20.0
4r, 25.0 25.0
ar; 20.0 20.0
4ar, 100.0* 100.0*

* Rock Properties
k. =k, = 2000 md
k, = ko= 2000 md
k,= 1000 md
¢=1030

Region 1 is on the left and Region 2 is on the right.

* calculated internally

Figure 5.7.1.1

Runs R-§ and Z-5 data summary (continued next page).

* Initial Conditions
P =500 kPa
T=517°C
S, =020
S, =080
S, =0.00
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» Operating Conditions

Time Well/Region 1 Well/Region 2
(days)

0-20 BHP_,, (kPa) 6900 BHP_, (kPa) 6900
BHP_;, (kPa) 120 BHP_, (kPa) 120
qr (m¥d) 100 ¢, (m*d) 100
X 0.7 x 0.7

20--75 BHP,,, (kPa) 6900 BHP, ,, (kPa) 6900
BHP,;, (kPa) 120 BHP,,, (kPa) 120
q; @%d) 30 ¢, m¥%d) 30

75-95 BHP_,, (kPa) 6900 BHP_, (kPa) 6900
BHP ;. (kPa) 120 BHP,., (kPa) 120
q, (m’/d) 30 gr(m¥%d) 100

X 0.7
T,; (°0) 232

95-150 BHP,_,, (kPa) 6900 BHP__ (kPa) 6900
BHP ; (kPa) 120 BHP,,, (kPa) 120
q, (m*d) 30 g, (m¥d) 30

* Well Parameters
Well/Region 1 Well/Region 2

Index +1/-1 +1/-1

Productivity Internally calculated Intemally calculated

J* multiplier 1.0 1.0

S 1.0 1.0

f 1.0 1.0

¢ 0.5 0.5

s 0.0 0.0

r,, (metres) 0.09 0.09

Figure 5.7.1.1 Runs

R-5 and Z-5 data summary (continued from previous page).
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Figure 5.7.1.2 Run R-5 Steam injection rate.
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Figure 5.7.1.3 Run R-5 Cumulative steam injection.
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Figure 5.7.1.4 Run R-5 Liquid production rates.
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Figure 5.7.1.6 Run R-5 Well grid block pressure.

0 =

Time (Days)

-

= Region 1
=== Region 2

- -——— -

30 60 920 120 150
Time (Days)

Figure 5.7.1.7 R-:n R-5 Well pressure history.
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Figure 5.7.1.9 Run R-5 Grid block pressure profiles at selected times.
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Figure 5.7.1.13 Run Z-5 Liquid production rates.
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Figure 5.7.1.15 Run Z-5 Well grid block pressure.




Well Pressure History
7000

6000
5000 —

4000 ~

~==  Region 1
3000 —~ === Region 2

Pressure (kPa)

2000 ~

Time (Days)

Figure 5.7.1.16 Run Z-5 Well pressure history.

150 —~
'--_-\""-\--
. -—-
130 - = Region 1 it
) == Region 2 e
S ’
g 110 = "
g -
90 —
g
=
70 =
30 T T T T 1
0 30 60 90 120 150
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Figure 5.7.1.19 Run Z-5 Grid block temperature profiles at selected times.




5.7.2 Pressure Interference

The literature abounds with the analysis of pressure interference, beginning in the
1960’s. A good starting point is Earlougher (1977). The author does not intend to review
the literature here. The simplest interference test involves an injector/producer and an
observation well.

Several simulation runs were made with the results being compared to theoretical
solutions. The first set of runs is based on a rectangular reservoir with a width:length ratio
of 2:1 and a second set based on a width:length ratio of 10:7. For the first set, Earlougher
and Ramey (1973) provided solutions for the pressure change at the well and several
selected points in the reservoir. They also illustrate the technique for building a solution to
different problems in Earlougher et al. (1968).

Figure 5.7.2.1 illustrates the grids and data used. Note that there is only one active
well in the problem. Run 1 is a simple problem with a well and observation point as shown
and Run 2 involves some refinement about the observation point. Run 3 involves
hyperhybrid refinement about the well and observation point whereas Run 4 has
hyperhybrid refinement about the well and refinement similar to Run 2 about the
observation puint.

Figure 5.7.2.2 illustrates the pressure change at the observation point with time.
Indicated on this figure are the exponential integral solution for an infinite reservoir and the
Earlougher (1977) solution for a bounded reservoir. Run 1 fell somewhat below the
Earlougher curve. Note that the pressure measured is some average grid block pressure and
hence is artificially low. Run 2 shows closer agreement because the observation point is in
a smaller grid block. Run 3 fell above the Earlougher curve.

As with Run 2, Run 4 approached the Earlougher solution. Figure 5.7.2.3 shows
the pressure profiles from the well to the observation point. Figures 5.7.2.4 and 5.7.2.5
are enlargements about the well and observation point, respectively. Note the effects of the
grid design on the profile.
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Interference Run 1 Interference Run 2
Interference Run 3 Interference Run 4
O o @
Interference Run 5 Interference Run 6
[} ] -] .

+ Grid Dimensions » Rock Properties + Initial Conditions
All grid blocks are the same size k, =k, = 2000 md P =500 kPa
Ax = 97.5 metres k = kg = 2000 md T=51.7°C
Ay = 97.5 metres k, = 1000 md S, =020
Az= 24.4 metres $=0.30 S, =0.80
except the refined area is S, =0.00
43.75, 10.00, 43.75 metres

Runs 3, 4, and 6
Region 1 Region 2
ar, 20.0 200
ar, 250 250
ar, 200 200
ar, 45.0* 45.0*

Region 1 is on the left and Region 2 is on the right.

* calculated intemally




* Operating Conditions

Time Region 1
(days)
0-25 BHP,_, (kPa) 6900
BHP,_,, (kPa) 120
gr m3d) 100
X 0.7
Z‘y( C) 232
* Weil Parameters
Region 1 Region 2
Index +1/-1 +1/-1
Productivity Internally calculated Internally calculated
J* multiplier 1.0 1.0
i 1.0 1.0
f 1.0 1.0
< 0.5 0.5
s 0.0 0.0
r,, (nictres) 0.09 0.09

Figure 5.7.2.1 Interference runs data summary (continued from previous page).
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Figure 5.7.2.2 Interference comparison.

These results are a good example of grid design influencing the solution. This
important conclusion can be made. If a well is not in operation for some extended period of
time, or is not even drilled until later in the simulation, then the grid refinement should be
removed or inserted when required. Hence, hyperhybrid and hybrid grid refinement should
be a dynamic, not a static, process.

Using the width:length ratio of a 2:1 rectangle, with the active and observation
wells positioned in such a manner as to be able to use the Earlougher solution, did not give
a large pressure change at the observation well. To see a larger pressure change, the
width:length ratio of a 10:7 rectangle was used. Earlougher (1977) did not provide the
theoretical solution and one was not constructed here. Figure 5.7.2.6 shows the results for
Runs 5 and 6 and also indicates the exponential integral solution. Note the larger difference
of 50 kPa, showing the same trend as the width:length ratio of the 2:1 rectangle set of runs.
It should be noted that in both of these runs, the boundary effects appeared towards the end
of the run time.
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5.8 Multiwell Cyclic Steaming

The objective of this section is to show cyclic steaming operations well behaviour
when wells interfere with each other. A series of runs with two wells, two dimensions and
a series of runs with four wells, two dimensions were made.

5.8.1 Two-Well Runs

For the two-well, two-dimensional runs, the parameters varied were steam slug
sizel, production period and mode of operation. Note that Hiebert et al. (1991) stated that
less accurate results will be obtained using a rectilinear grid than on one based on a hybrid
grid; however, they did not present the results of an optimization study. Figure 5.8.1.1
illustrates the grid used and the operating conditions for this set of runs.

Table 5.8.1.1 summarizes the results of Runs 1 to 8: steam injected, production,
injection and production times, steam-oil ratio, water-oil ratio and average daily oil rate on a
cycle and total run basis. Table 5.8.1.2 summarizes Runs 1-4 and 10 end of injection and
production phase results.

Note that in Runs 5-8, Well 1 was on production prior to any steaming. This was
accounted for in two ways. The first was to count production/injection as a cycle (5.1, 6.1,
7.1, 8.1) and the second, more realistic, way was to ignore the pre-injection production
period and measure cycles from first injection (5a, 6a, 7a, 8a).

Figures 5.8.1.2 to 5.8.1.16 illustrate the cycle and total SOR (steam-oil ratio),
WOR (water-oil ratio) and ADOR (average daily oil rate) for Runs 1-8. Table 5.8.1.3
ranks each run for minimum SOR, minimum WOR and maximum ADOR.

Run 2 had a larger slug size, and a longer production period. This resulted in the
highest ADOR and it ranked second in SOR and WOR. Run 4 had the minimum SOR and
WOR due to the long production period and small steam slug; however, the ADOR was
among the lowest. The together and staggered runs performed similarly at the end of three
cycles. Also, a comparison of the together and staggered companion runs showed that the




225

first cycle SOR in the staggered mode was lower than in the toge!™er mode. They became
very similar with increasing cycle number, although the staggered runs were marginally
lower. There was litde difference in the WOR when comparing the together and staggered
runs. The ADOR was sligh: - higher in the together pair, especially in the first cycle.

In general, the performance of the runs was similar. The temperature and oil
saturation of the second ring of grid blocks did not change significantly in any of these
runs; that is, the response was due mainly to the ‘activity’ in the well grid block.
Performance variations were due to lower oil viscosity as a result of a hotter grid block and
higher water relative permeability due to increased water saturation. At the end of each
injection phase of the cycle, Run 1 was hotter than Run 3, resulting in more oil production.
Similarly, Run 2 was hotter than Run 4 at the end of each injection phase. Run 1 and Run 2
had more sieam injected than Runs 3 and 4 which resulted in the former runs producing
more water. Note that Run 10 is an extension of Run 2. Run 10 showed a decreasing oil
recovery as the well grid block was depleted of oil. At the end of cycle 5, the oil saturation
had decreased to 0.7 from an initial value of 0.8. For Runs 1 to 4, as the cycle number
increased, the cycle oil and water production increased. Again, most of the ‘activity’ was in
the well grid block. At the end of each injection phase, the grid block was hotter than the
previous cycle; hence, oil was more mobile. This trend reversed itself, as in Run 10, with
additional cycles as the well grid block was depleted and the second ring grid blocks had
not been heated enough to supply more oil.

These runs, consistent with observations in the field, showed that a larger steam
slug size, and a longer production period (Run 2) were the better approach to operate the
wells in early steaming. The mode of operation did not have any significant effect.

Runs 9 and 10 were carried out for five cycles. For Run 9, both wells were
steamed initially for 20 days, Well 1 was produced for 70 days and Well 2 for 35 days.
Subsequently, 20 day/70 day injection/production phases were used. The last cycle of Well
1 had a 35 day production period. For Run 10, the 20 day/70 day injection/production
cycles were concurrent; that is, Run 2 with two additional cycles.

Table 5.8.1.4 summarizes the results of Runs 9 and 10 and Figures 5.8.1.17 to
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short production period in Run 9 Well 1 Cycle 5 and Run 9 Well 2 Cycle | on the SOR
whereas the other results were similar. The WOR increasing trend in the first three cycles
remained unchanged in cycles 4 and 5, with the exception of t..2 short production phase.
Finally, the ADOR continued to decline slightly in the later cycles. Steaming both wells
initially together before placing them in a staggered mode improved the performance.

]
Runs Cyclic 1 - 8
1
2
« Grid Dimensions * Rock Properties * Initial Conditions
All grid blocks are the same size k. =k, = 2000 md P =500 kPa
Ax = 97.5 metres k, = k= 2000 md T=51.7°C
Ay= 97.5 metres k, = 1000 md S, =020
Az= 24.4 metres ¢=030 S, =0.80
S, =0.00
Region 1 Region 2
ar, 250 250
ar, 140.0* 140.0*
* calculated internally

Figure 5.8.1.1 Multiwell cyclic steaming Runs 1-8§ data summary.
(continued next page)

M
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« Operating Conditions

Fixed parameters Variable parameters
No. of cycles 3 gr (m%d) 50 & 100
BHP,_,, (kPa) 6900 Production time (days) 35&70
BHP,;, (kPa) 120 Mode together and staggered
q (msld) 20
X 0.7
| Tin; °O) 250
Run qr (m*d) Production time (days) Mode
1 100 35 Tcgether
2 100 70 Together
3 50 35 Together
4 50 70 Together
5 100 35 Staggered
6 100 70 Staggered
7 50 35 Staggered
8 50 70 Staggered

+ Well Parameters

Region 1 Region 2
Index +1/-1 +1/-1
Productivity Intemally calculated Intemally calculated
J* muldplier 1.0 1.0
I 10 1.0
S 10 1.0
G 0.5 0.5
s 0.0 0.0
r,, (metres) 0.09 0.09

Figure 5.8.1.1 Multiwell cyclic steaming Runs 1-8 data summary.
(continued from previous page)




Run  Cycle Q Q Q, Time Time SOR SOR WOR WOR ADOR
(m3) (m?) (m% Inject Prod cum cum (mYd
(days) (days)

1 1974.3 3565 188.7 20.0 350 10.5 105 1.9 1.9 5.4

2 20000 456.8 243.1 200 350 8.2 9.2 1.9 1.9 6.9

3 20000 4596 2404 200 350 83 89 1.9 1.9 6.9

Sun 5§5974.3 12729 672.2 60.0 1050 8.9 1.9 6.4

2 1 19743 5426 4292 200 700 4.6 4.6 1.3 1.3 6.1
2 2000.0 792.6 5770 200 700 35 3.9 1.4 1.3 8.2

3 2000.0 830.4 5696 200 700 35 38 1.5 1.4 8.1

Sum 5974.3 2165.6 1575.8 60.0 2100 3.8 1.4 1.5

3 1 1000.0 251.7 173.1 200 350 58 5.8 1.5 1.5 4.9
2 1000.0 3099 2142 200 350 4.7 5.2 1.4 1.5 6.1

3 1000.0 387.6 2748 200 350 3.6 4.5 1.4 1.4 1.9

Sum 3000.0 949.2 662.1 60.0 1050 4.5 1.4 6.3

4 1 1000.0 3454 331.0 20.0 700 3.0 3.0 1.0 1.0 4.7
2 1000.0 430.6 417.7 200 700 24 2.7 1.0 1.0 6.0

3 1000.0 512.0 4866 200 700 2.1 2.4 1.1 1.0 7.0

Sum 3000.0 1288.0 12353 60.0 2100 2.4 1.0 5.9

5.1 1 1971.4 0.0 1435 200 350 13.7 13 0.0 0.0 4.1
2 2000.0 477.8 2423 200 350 8.3 10.3 2.0 1.2 6.9

3 2000.0 434.0 236.0 200 350 8.5 1.8 1.5 6.7

Sum 5971.4 911.8 621.8 60.0 1050 9.6 1.5 59

5.2 1 19743 379.5 198.7 20.0 350 99 99 1.9 1.9 5.7
2 20000 4649 2351 200 350 85 9.2 2.0 1.9 6.7

3 20000 466.2 2337 200 350 86 9.0 2.0 2.0 6.7

Sum 5974.3 1310.6 667.5 60.0 1050 9.0 2.0 6.4

Sa 1 1971.4 477.8 2423 20.0 350 8.1 8.1 2.0 2.0 6.9
2 2000.0 4340 236.0 200 350 8.5 8.3 1.8 1.9 6.7

Sun 397i.4 911.8 4783 400 70.0 8.3 1.9 6.8

Table 5.8.1.1 Multiwell ~ %~ steam Runs 1-8 results sumuiary.
¢ ' ied next page)
D .
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Run  Cycle Q Q. Q Time Time SOR SOR WOR  WOR 2DOR
(m¥ (m% (m% Inject Prod cum cum  (m/d)
(days) (days)

6.1 1 1974.0 0.2 2820 200 700 7.0 7.0 0.0 0.0 4.0
2 1999.9 643.1 5335 200 700 3.7 4.9 1.2 0.8 7.6

3 19999 801.1 5974 200 700 33 4.2 1.3 1.0 8.5

Sum 5973.8 1444.4 14129 600 2100 4.2 1.0 6.7

6.2 1 1974.3 516.5 3857 200 700 5.1 5.1 1.3 1.3 5.5
2 20000 7850 5703 200 700 35 4.2 1.4 1.4 8.1

3 20000 831.8 568.1 20Mm 700 35 3.9 1.5 1.4 8.1

Sum 5974.3 2133.3 1524.1 600 2100 3.9 1.4 7.3

6a 1 1974.0 643.1 5335 200 700 37 3.7 1.2 1.2 7.6
2 19999 801.1 5974 200 700 33 3.5 1.3 1.3 8.5

Sun 39739 1444.2 11309 400 1400 3.5 1.3 8.1

7.1 1 1000.0 0.1 1253 200 350 8.0 8.0 0.0 0.0 3.6
2 10000 263.3 1850 200 350 54 6.4 1.4 0.8 53

3 9999 3543 2476 200 350 40 5.4 1.4 1.1 7.1

Sun 29999 617.7 5579 600 1050 5.4 1.1 53

7.2 1 vy 2383 1573 200 350 6.4 6.4 1.5 1.5 4.5
2 & 0 3148 211.1 200 350 4.7 5.4 1.5 1.5 6.0

i 0/».9 3887 2709 200 350 3.7 4.7 1.4 1.5 7.7

Sun 1 -99.9 941.8 639.3 60.0 1050 4.7 1.5 6.1

7a 1 1000.0 263.3 1850 200 350 54 5.4 1.4 1.4 53
2 9999 3543 2476 200 350 4.0 4.6 1.4 1.4 7.1

Sum 1999.9 617.6 4326 400 700 4.6 1.4 6.2

8.1 1 1000.0 0.1 2408 200 700 42 4.2 0.0 0.0 3.4
2 9999 3485 3409 200 700 29 34 1.0 0.6 4.9

3 1000.0 450.6 439.2 200 700 23 2.9 1.0 0.8 6.3

Sumn 2999.9 799.2 10209 60.0 2100 2.9 0.8 4.9

8.2 1 12000 3264 2937 200 700 34 3.4 1.1 1.1 4.2
2 10000 416.7 391.8 200 700 26 2.9 1.1 1.1 5.6

3 9999 50613 4683 200 700 2.1 2.6 1.1 i.1 6.7

Sum 2999.9 1244.4 1153.8 600 2100 2.6 1.1 5.5

8a 1 1000.0 3435 3409 200 700 29 2.9 1.0 1.0 4.9
2 9999 450.6 4392 200 700 23 2.6 1.0 1.0 6.3

Sum 1999.9 799.1 780.1 400 1400 2.6 1.0 5.6

Table 5.8.1.1 Multiwell cyclic steam Runs 1-8 results summary.
(continued from previous page)




Run

10

Multiwell cyclic steaming Runs 1-4 & 10 end of injection and production phase results.

Time
(Davs)

20
55
75
110
130
165

20
90
110
180
200
270

20
55
75
110
130
165

110
180
200
270

110
180
200
270
290
360
380
450

Well Grid Block Second Ring Grid Block Towards
Neighbour Well
Pressure  Temp Oil Pressure  Temp QOil

(kPa) (°C) Saturation (kPa) (°C)  Sawration
1989.5 85.6 0.754 17133 51.7 0.798
276.7 85.2 0.778 71506  51.7 0.79%
2120.1 117.2 0.729 1994.7 51.8 U.796
502.6 116.0 0.751 10304 51.8 0.796
23535 145.2 0.700 22848 520 0.795
8499 143.0 0.718 13322 520 0.795
1989.5 85.6 0754 17133 519 0.798
261.3 85.5 0.787 592.7 S51.7 0.798
20208 116.3 0.733 18954 51.8 0.796
1936 114.1 0.768 6782 519 0.797
20815 142.7 0.710 20112 520 0.795
2918 139.0 0.742 8106 52.0 0.796
13953  69.0 0.771 1127.7 517 0.799
3080 68.7 0.787 5948 51.7 0.799
14056 85.3 0.761 12486  51.7 0.798
259.7 549 0.781 652.5 51.7 0.798
1433.7 100.8 0.753 13306 518 0.797
2209 1006 0.772 7000 51.8 0.797
13953 69.0 0.771 1127.7 517 0.799
2984 68.5 0.793 511.0 517 0.799
13426 85.1 0.764 11787 51.7 0.798
243.2 842 0.788 517.0 517 0.798
1311.1 100.2 0.757 12012 518 0.798
2009 98.8 0.782 508.1 518 0.798
1989.5 85.6 0.754 17133 517 0.798
2613 85.5 0.787 592.7 51.7 0.798
20208 116.3 0.733 18954 518 0.796
193.6 114.1 0.768 678.2 519 0.797
2081.5 1427 0.710 206112 520 0.795
291.8 139.0 0.742 8106 520 0.796
2179.6 154.3 0.687 21280 522 0.794
469.0 1492 0.720 9552 522 0.795
23114 168.1 0.667 22712 524 0.794
641.7 165.3 0.698 11021 524 0.794

Table 5.8.1.2
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Figure 5.8.1.2 Multiwell cyclic steaming Runs 1-4 steam-oil ratio.
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Figure 5.8.1.3 Multiwell cyclic steaming Runs 1-4 water-oil ratio.
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Figure 5.8.1.5 Multiwell cyclic steaming Runs 1 and 5 steam-oil ratio.
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Figure 5.8.1.6 Multiwell cyclic steaming Runs 1 and 5 water-oil ratio.
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Figure 5.8.1.7 Multiwell cyclic steaming Runs 1 and § average daily oil rate.
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Figure 5.8.1.8 Multiwell cyclic steaming Runs 2 and 6 steam-oil ratio.
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Figure 5.8.1.9 Multiwell cyclic steaming Runs 2 and 6 water-oil ratio.
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Figure 5.8.1.10 Multiwell cyclic steaming Runs 2 and




Ratio

Figure 5.8.1.11 Multiwell cyclic steaming Runs 3 and 7 steam-oil ratio.

Ratio

Figure 5.8.1.12 Multiwell cyclic steaming Runs 3 and 7 water-oil ratio.
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Figure 5.8.1.14 Multiwell cyclic steaming Runs 4 and 8 steam-oil ratio.
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Figure 5.8.1.15 Multiwell cyclic steaming Runs 4 and 8 water-oil ratio.
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Ranking by minimum SOR

Run SOR WOR ADOR
4 24 1.0 59
8a 26 1.0 5.6

8.2 2.6 1.1 5.5
(] 35 1.3 8.1
2 38 14 1.5

6.2 39 14 7.3
3 45 1.4 6.3
7a 4.6 14 6.2

7.2 4.7 1.5 6.1
5a 83 1.9 6.8

5.2 9.0 20 6.4
1 9.1 1.9 6.2

Ranking by Minimum WOR

Run SOR WOR ADOR
4 24 1.0 59
8a 26 1.0 5.6

8.2 26 1.1 5.5
Ga 3.5 1.3 8.1
2 38 1.4 1.5

6.2 39 1.4 7.3
3 4.5 14 6.3
7a 46 14 6.2

7.2 4.7 1.5 6.1
Sa 8.3 19 6.8
1 9.1 19 6.2

5.2 9.0 20 6.4

Ranking by Maximum ADOR

Run SOR WOR ADOR
6a 3.5 1.3 8.1
2 3.8 1.4 7.5

6.2 39 1.4 7.3
5a 8.3 1.9 6.8

52 9.0 20 6.4
3 45 14 6.3
7a 4.6 14 6.2
1 9.1 19 6.2

7.2 4.7 1.5 6.1
4 24 1.0 5.9
& 2.6 1.0 5.6

8.2 26 1.1 5.5

Table 5.8.1.3 Multiwell cyclic steaming Runs 1-8 ranking




Run/  Cycle
Well

9/1 1

2

3

4

S

Sum

9/2 1

2

3

4

5

Sum

10 1

2

3

4

5

Sum

Qinj

(m?)

1974.3
2000.0
2000.0
1999.8
2101.5

10075.6

1974.3
2000.0
2000.0
2000.0
1868.8
9843.1

1974.3
2000.0
2000.0
1999.5
1999.9

Q

(m3)

584.4
800.6
825.2
8449
449.4
3504.5

356.5
832.2
834.6
849.9
881.4
3754.6

538.1
75i.0
831.1
893.8
909.1

Q

(m%)

513.1
598.9
575.2
547.3
193.4

2427.9

188.7
567.7
565.3
550.1
556.1

2427.9

432.3
577.8
568.9
506.3
495.2

Time
Inject
(days)

20.0
20.0
20.0
20.0

98.7

20.0
20.0
20.0
20.0
20.0

Time
Prod
(days)

70.0
70.0
70.0
69.0
35.0
314.0

35.0
70.0
70.0
70.0
71.3
316.3

70.0
70.0
70.0
70.0
70.0

9973.7 3963.9 2580.5 100.0 350.0
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14.0
12.0
10.0
8.0
6.0
4.0
2.0
0.0

Ratio

Figure 5.8.1.17 Multiwell cyclic steaming Runs 2, 9 and 10 stcam-oil ratio.

Ratio

Figure 5.8.1.18 Multiwell cyclic steaming Runs 2, 9 and 10 water-oil ratio.

Rate (cubic metres/day)

Figure 5.8.1.19 Multiwell cyclic steaming Runs 2,9 and 10 average daily oil rate.
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5.8.2 Four-Well Runs

Two runs with four regions wx e studied. Both runs were very similar, the major
difference being which pair of welis were cycled together. Figure 5.8.2.1 summarizes the
data and operating conditions, Tahles 5.8.2.1 and 5.8.2.2 summarize the results of Runs
12 and 13, which are illustrated in Figures 5.8.2.2 to 5.8.2.7. Figure 5.8.2.2 illustrates the
SOR, Figure 5.8.2.3 illustrates the "*¥OR and Figure 5.8.2.4 illustrates the ADOR for Run
12 while Figure 5.8.2.5 illustrates the SOR, Figure 5.8.2.6 illustrates the WOR and Figure
5.8.2.7 illustrates the ADOR for Ru: 13.

For both runs, the paired welis behaviour was identical. In addition, the wells
which had the longer production pericd cn the first cycle performed better; that is, the SOR
was lower (Figures 5.8.2.2 and 5.8.2.5), the WOR was lower (Figures 5.8.2.3 and
3.0 7 %) and the ADOR was higher (tigures 5.8.2.4 and 5.8.2.7) although this advantage
dimuiiorca in liter eveles.

A S T S e e

F.uns Crclic 12 anc 13

1 2
3 4
» Grid Dimensions * Rock Properties * Initial Conditions
All grid blocks are the same size k, =k, = 2000 md P =500 kPa
Ax= 97.5 metres k, = ky= 2000 md T=517°C
Ay= 97.5 metres . = 1000 md S, =020
Az= 24.4 metres ¢=030 S, =0.80
§, =0.00
Region 1 Region 2 Region 3 Region 4
&, 250 250 250 25.0
w, 140.0* 140.0* 140.0* 140.0*
* calculated internally

Figure 5.8.2.1 Multiwell cyclic steaming Runs 12 and 13 data summary.
(continued next page)
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* Operating Conditions

Fixed parameters Variable parameters
BHP,, (kPa) 6900 Production time (days) 15.35 & 70
BHP,, (kPa) 120 Mode together and staggered
q; (m*/d) 20 No. of cycles 3&4
gy (m%d) 100

X 0.7

MT) 250

Run Cyclic 12 Run Cyclic 13
Time  Regions 2 and 3 Regions 1 and 4 Regions 1 and 3 Regions 2 and 4
(days)
0-20 grm¥d) 100 grd) 100 grm¥d) 100 g (m¥d) 100
20-55 ¢, (m¥d) 20 q, (m*ad) 20 q, (md) 20 q, (md) 20
55-75  q (@d) 20 grmd) 100 g (m¥) 20 gr(m¥d) 100
7590 g, (m¥d) 20 q, (m¥d) 20 g, (m3d) 20 q, (m*/d) 20
90-110 g, (m¥%d) 100 g; (m*/d) 20 gr(m¥%d) 100 q, (m%d) 20
110-145 ¢, (m*/d) 20 q, (m%ad) 20 q; (m*d) 20 ¢, (m*d) 20
145-165 ¢, m’d) 20 gr(m*d) 100 q (m) 20 gy (m¥d) 100
165-180 ¢, m*d) 27 q, m*/d) 20 q () 20 q, (m*/a) 20
180-200 ¢gr@¥d) 100 g @) 20 gm¥) 10 g m¥) 20
200-235 ¢, (m¥d) 20 g @Y%) 20 g% 20 g @¥) 20
235-255 ¢q, (mn%/d) 20 gr (m%d) 100 q; (m?d) 20 gr (m*/d) 100
255-270 g, (m3/d) 20 g, (m*d) 20 q, (m3d) 20 g, (m’/d) 20
¢ Well Parameters
Well/Region 1 Well/Region 2

Index +1/-1 +1/-1

Productivity Intemnally calculated Internally calculated

J* muliiplier 1.0 1.0

A 1.0 10

f 1.0 1.0

<, 0.5 0.5

s 0.0 0.0

r,, (metres) 0.09 0.09

Figure 5.8.2.1 Multiwell cyclic steaming Runs 12 and 13 data summary.

(continued from previous page)
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Well Cycle Q . Q, Q Time Time SOR SOR WOR WOR ADOR
(m3) (m?) (m3) Inject Prod cum cum  (m3d)
(days) (days)

1 1 19743 4402 2564 200 35.0 7.7 7.7 1.7 1.7 7.3
2 2000.0 829.2 570.7 200 70.0 35 4.8 1.5 1.5 8.2
3 17523 846.7 6028 175 725 2.9 4.0 1.4 1.5 8.3
4 19999 1921 1079 200 15.0 185 5.0 1.8 1.5 7.2
Sum 77265 2308.2 1537.8 77.5 192.5 5.0 1.5 8.0
2 1 19743 702.2 6943 200 70.0 2.8 2.8 1.0 1.0 9.9
2 20002 793.0 607.1 20.0 70.0 33 3.1 1.3 1.1 8.7
3 1999.7 825.2 575.0 200 70.0 3.5 3.2 1.4 1.2 8.2
4
Sum 5974.2 2320.4 1876.4 60.0 210.0 3.2 1.2 8.9
3 1 19743 702.2 6943 200 70.0 2.8 2.8 1.0 1.0 9.9
2 20000 7929 607.2 200 70.0 33 3.1 1.3 1.1 8.7
3 19999 819.7 5749 200 70.0 3.5 3.2 1.4 1.2 8.2
4
Sum 5974.2 23148 1876.4 60.0 210.0 3.2 1.2 8.9
4 1 19743 4403 2563 20.0 35.0 7.7 7.7 1.7 1.7 7.3
2 2000.0 829.2 570.7 200 70.0 3.5 4.8 1.5 1.5 8.2
3 17523 846.7 6028 175 725 29 4.0 1.4 1.5 8.3
4 19999 192.1 108.0 200 150 18.5 5.0 1.8 1.5 7.2
Sum 7726.5 2308.6 1537.8 775 192.5 5.0 1.5 8.0

Table 5.8.2.1 Multiwell cyclic steaming Run 12 results summary.

Well  Cycle Q Q, Q, Time Time SOR SOR WOR WOR ADOR
m* % (% Inject Prod cum cam  (m%d)
(days) (days)

1 1 19743 702.7 6935 20.0 70.0 2.8 2.8 1.0 1.0 9.9
2 20000 7973 6026 200 70.0 33 3.1 1.3 1.2 8.6
3 20000 828.0 572.1 200 70.0 3.5 3.2 1.4 1.2 R.2
4
Sum 5974.3 2328.0 1868.6 60.0 210.0 3.2 1.2 8.9
p3 1 1974.3 4404 2564 20.0 35.0 1.7 7.7 1.7 1.7 7.3
2 2000.2 8346 5652 200 70.0 3.5 4.8 1.5 1.6 8.1
3 17743 843.1 6020 17.7 723 2.9 4.0 1.4 1.5 8.6
4 20000 192.2 107.8 200 15.0 18.6 5.1 1.8 1.5 7.2
Sum 7748.8 2310.3 1531.4 80.0 190.0 5.1 1.5 8.1
3 1 19743 702.6 694.0 20.0 70.0 2.8 2.8 1.0 1.0 9.9
2 2000.0 7979 602.1 200 70.0 3.3 3.1 1.3 1.2 8.6
3 2000.0 $289 571.2 200 70.0 3.5 3.2 1.5 1.2 8.2
4
Sum 5974.3 23294 1867.3 60.0 210.0 3.2 1.2 8.9
4 1 1974.3 4403 2563 20.0 35.0 7.7 7.7 1.7 1.7 7.3
2 2000.2 38339 566.0 20.0 706.0 3.5 4.8 1.5 1.5 8.1
3 17743 8423 6029 17.7 72.3 2.9 4.0 1.4 1.5 8.6
4 2000.0 192.1 1079 200 150 18.5 5.1 1.8 1.5 7.2
Sum 7748.8 2308.6 1533.1 80.0 190.0 5.1 1.5 8.1
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Steam-Qil Ratio

20.0

15.0 B Run 12 Well 1

10.0

Ratio

O Run 12 Well 2

M Run 12 Well 3

3 Run 12 Well 4

Cycle
Figure 5.8.2.2 Muttiwell cyclic steaming Run 12 steam-oil ratio.

Water-Oil Ratio

B Run 12 Well 1

O Run 12 Well 2

Ratio

B Run 12 Well 3

D Run 12 Well 4

Cycle
Figure 5.8.2.3 Multiwell cyclic stecaming Run 12 water-oil ratio.
Average Daily QOil Rate

10.0
8.0

B Run 12 Wen |
6.0

3 Run 12 Well 2
4.0
2.0 M Run 12 Well 3

0.0

Rate (cubic metres/day)

[ Run 12 Well 4

Cycle

Figure 5.8.2.4 Multiwell cyclic steaming Run 12 average daily oil rate.




Stzcam-Oil Ratio

W Run 13 Well 1

O Ren 13 Well 2

B Run 13 Well 3

Run 13 Well 4

Figure 5.8.2.5 Multiwell cyclic steaming Run 13 steam-oil ratio.

Water-Qil Ratio

B Run 13 Well 1

Ratio

O Run 13 Well 2
B Run 13 Wenl 3

Run 13 Well 4

Figure 5.8.2.6 Multiwell cyclic steaming Run 13 water-oil ratio.

Average Daily Oil Rate

B Run 13 Well 1
O Run 13 wen 2

B Run 13 Well 3

Rate (cubic metres/day)

Run 13 Well 4

Cycle

Figure 5.8.2.7 Multiwell cyclic steaming Run 13 average daily oil rate.
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5.9 Cyclic to Continuons Steaming

The objective of this section is to show the use of hyperhybrid grids to study the
behaviour of a pair of cyclic steaming wells when one is maintained on continuous injection
after a number of cycles. The parameters varied were continuous steam injection rate,
continuous steam 1njection time, number of cycles prior to continuous steam injection and
non-Newtonian oi! ~ehaviour.

The grid design and properties used were the same as in the previous section and
they are illustrated in Figure 5.8.1.1 (pages 226-227). The operating conditions for each
run are shown in Table 5.9.0.1.

Table 5.9.0.2 summarizes the results of the runs for the continuous injection
period. For each run, the injection and production rates, well grid block pressure and
temperature and well pressure history versus time as well as pressure, temperature and oil
saturation profiles between wells at selected times are preser‘ed in Figures 5.9.0.1 o
5.9.0.40. Figures 5.9.0.1 to 5.9.0.8 are for Run 1, Figures 5.9.0.9 10 5.9.0.16 are for
Run 2, Figures 5.9.0.17 to 5.9.0.24 are for Run 3, Figures 5.4.0.25 t0 5.9.0.32 arc for
Run 4 and Figures 5.9.0.33 to0 5.9.0.40 are for Run 5.

Runs 1 and 2 differed in the rate of continuous steam injectici. The result was a
lower SOR for Run 2; however, Run 1 had the higher oil rate, producing almost 200 m3
more. Figure 5.9.0.2 shows that the oil production rate was still increasing at the end of the
run whereas the rate in Run 2 (Figure 5.9.0.10) was reaching a plateau. The well pressure
for the producing well in both runs was at the specified operating minimum. At the end of
the run, the pressure profile between wells was much steeper in Run 1 (Figures 5.9.0.6
and 5.9.0.14). Also, the temperature in the injection well block was higher in Run 1,
although the heat had not moved out of the grid block yet as can be seen in the temperature
profiles (Figures 5.9.0.7 and 5.9.0.15). Consistent with these results are the oil saturation
profiles (Figures 5.9.0.8 and 5.9.0.16).

Although Runs 3 and 4, with the same number of cycles per well prior to
continuous steaming, differed in both the rate of continuous steam injection and continuous
steam injection time, the total volume of steam injected was somewhat similar (difference of
approximately 10%) as can be seen in Figures 5.9.0.17 and 5.9.0.25 for Runs 3 and 4,
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respectively. Run 4, with the larger time for production, had the better SOR and almost
twice the oil production. Note that the produced water was less than doubled in Run 4.
Comparing Figures 5.9.0.18 and 5.9.0.26, the production rate of Run 3 was similar to the
production rate of the early part of the continuous period in Run 4. Clearly, Run 4
benefitied from a longer continuous injection, hence, production period. It is interesting to
note that the pressure profile between wells was higher for Run 3 due to the higher
injection rate (Figures 5.9.0.22 and 5.0.0.30) whereas the temperature profiles differed
very litte as can be seen in Figures 5.9.0.23 and 5.9.0.31 for Runs 3 and 4, respectively.
Also the oil saturation profiles differed very litle (Figures 5.9.0.24 and 5.9.0.32) although
Run 4 had a slightly higher oil saturation at the end of the run.

The major difference between Runs 2 and 4 was the number of steaming cycles
prior to continuous steam injection. The SCR for the continuous period was similar for
both runs whereas the WOR was much higher for Run 4. This itigaer WOR was due to the
injection water from the previous cyclic steaming period returning to the well. The amount
of water in Run 4 was almost 2.5 times greater. This would seem to suggest that fewer
cycles prior to continuous steaming is better; however, examination of the well grid block
pressure (Figures 5.9.0.11 and 5.9.0.27) showed that Run 4 had the potential for much
more production. In addition, the production well pressure in Run 2 was operating at the
specified minimum whereas Run 4 was not (Figures 5.9.0.13 and 5.9.0.29). The oil
saturation profiles (Figures 5.9.0.16 and 5.9.0.32) and grid block temperature profiles
(Figures 5.9.0.15 and 5.9.0.31) showed the effects of multiple cycles prior to continuous
steam injection. Run 4 was much hotter and more water was in the well grid block at the
end of the run. Lastly, the pressure profile between wells was higher and slightly steeper
for Run 4 (Figures 5.9.0.14 and 5.9.0.30). Run 4 would have benefitted from a longer
continuous injection period.

The non-Newtonian run (Run §) can be compared with Run 4. Note that Run 4 was
ten days shorter in the continuous period. The non-Newtonian run produced approximately
150 m? more oil and only 20 m3 more water than Run 4. However, taking the difference in
the continuous period into account, the runs performed similarly. Hence, the non-
Newtonian oil affected only the behaviour locally as discussed in Section 5.6. Note,
however, that the production rate at the end of the period was higher in Run 5. The well
grid block pressures (Figur  5.9.0.27 and 5.9.0.35) were similar for both runs and as a
consequence, the pressure profiles were very simii.r (Figures 5.9.0.30 a~d 5.9.0.38). The



2

-

46

same is true for the well pressure (Figures 5.9.0.29 and 5.9.0.37). As a result of both runs
receiving the same quantity of steam, the temperature profiles were very similar as scen in
Figures 5.9.0.31 and 5.9.0.39 for Runs 4 and 5, respectively. Although the oil saturation
profiles appear to be very similar (Figures 5.9.0.32 and 5.0.0.40), in Run 5 the oil
saturation was slightly lower at the times indicated on the figures which accounts for Run §

producing more oil than Run 4.

W

Cyclic** Continuous**+*
Run Number of ar 9L Time ar 9
€Y. .3 w' o, (a¥day) (days) (n’/day) (m¥/day)
1 i 20 160 50 20
2 ! 20 100 25 20
3 3 Loy 20 50 50 20
4 3 100 20 100 25 20
5+ 3 100 20 100 25 20
BHP_,, (kPa) 6900
BHP,, (kPa) 120
x 0.7
T,,; (°C) 250

*  non-Newtonian oil behaviour
**  Cycle is 20 days injection and 35 days production
*** Continuous injection is in Region 2

Table 5.9.0.1 Cyclic to continuous steaming Runs 1-5 operating conditions.

Run Time Steam Water Qil produced
(days) injected (m%) produced (m?) (m3)
1 100.0 5000.0 437.9 1142.6
2 100.0 2499.6 396.9 935.7
3 49.6 2480.0 576.2 415.9
4 89.8 2244.3 974 .4 821.2
5 100.0 2499.9 993.0 970.9

SOR

4.38
2.6¥
5.96
2.73
2.57

WOR

0.38
0.43
1.39
1.19
1.02

Table 5.9.0.2 Cyclic to coriruov s 5 eaming Runs 1-5 results summary.
b e e R R g - S ——
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Figure 5.9.0.1 Cuyclic to continuous steaming Run 1 Steam injection rate.
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Figure 5.9.0.2 Cyclic to continuous steaming Run 1 Liquid produrtion rates.
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Figure 5.9.0.3 Cyclic to continuous steaming Run 1 Well grid block pressure.
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Figure 5.9.0.4 Cyclic to continuous steaming Run 1 Well grid block temperature.
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Figure 5.9.0.9 Cyclic to continuous stezming Run 2 Steam injection rate.
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Figure 5.9.0.10 Cyclic to couunuous steaming Run 2 7 "quid production rates.
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Figure 5.9.0.11 Cyclic to continuous steaming Run 2 Well grid block pressure.
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Figure 5.9.0.12 Cyclic to continuous steaming Run 2 Well grid block temperature.
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Figure 5.9.0.13 Cyclic to continuous steaming Run 2 Well pressure history.
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Figure 5.9.0.17 Cyclic to continuous steaming Run 3 Steam injection rate.
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Figure 5.9.0.18 Cyclic to continuous steaming Run 3 Liquid production rates.
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Figure 5.9.0.19 Cyclic to continuous steaming Run 3 Well grid block pressure.
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CONCLUSIONS

A thermal reservoir simulator was developed with the objective of improving t
resolution of the information conceming the flow of fluids and energy around a wel!
between wells. To accomplish this objective, it was necessary to develop tunher a grid
refiuement method. This investigation presents the following contributions (o the body of
simulation knowledge.

* Hyperhybrid grid refinement was developed and used for the first
time for thermal reservoir simulation.

* A method for using contiguous hyperhybrid and hybrid grid refined
regions was developed and incorporated for the first time in a
simulator.

* The presentation of the results of the first study of the interwell
interference problem of multiple cyclic steam stimulations using
hyperhybrid grid refinement wa: given here.

* Using hyperhybrid grid refinement for the first time, several local
well effects were studied in the context of cyclic steam stimulation
and results presented here.

*  Using hyperhybrid grid refinement, the change from cyclic steaming
to continuous steaming was examined.

* If a well is not in operation, or deactivated, for an extended period
of time, or is not yet drilled until later in the simulation, then the
hyperhybrid grid refinement should be removed/inserted when
required because the grid affects the simulation results.

With better well region representation, it has been shown that hyperhybrid grid refinement
is useful in studying well operating changes and well interactions, particularly when the
regions are made contiguous. Although not explicitly demonstrated here, hyperhybrid grid
refinement has the potential to reduce the number of grid blocks in a problem through
appropriate grid design. This leads to reduced memory requirements and reduced
computation requirements.

It is recommended that (contiguous) hyperhybrid grid refinement be used for
analyzing problems where the local well region behaviour is important in the context of a
field simulation. Of greater significance, it is recommended that this refinement technique
be used to study interwell interactions where near-well effects are important and the
communication path between the wells requires better r:presentation.
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In the process of developing this model, several ideas for further research and

development became apparent.

To overcome the limitation imposed by using circular hyperhybrid
grids, a commercial simulator should also incorporate elliptical
hyperhybrid grid refinement to represent anisotropic flow with
uneven spacing in the fundamental grid system.

The number of angular subdivisions of a hybrid grid should be
increased beyond four. This will require the development of a
technique similar to conventional local grid refinement in the
calculation of the interblock transmissibilities.

The hyperhybrid grid refinement process should be developed to be
dynamic instead of static. This would be useful for simulating a field
over a long period of time where wells are either not operating for
extended periods of time or are not yet drilled until later in the life of
the field.

The combination of hyperhybrid grid refinement and conventional
local grid refinement as contigucus regions (composite hyperhybrid
grid refinement) would be useful to study interwell effects and hence
techniques should be developed.
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APPENDIX I—Development of Mathematical and Numerical Models

1.1 Mathematical Model

The following development is based on a number of sources: Aziz and Settari
(1979), El-Khatib (unpublished), Farouq Ali and Abou-Kassem (1988). Kasraic (1987),
Bird, Stewart and Lightfoot (1960), Lake (1989), Peaceman (1977), Prats (1982) and Aziz
and Wong (1988).

In the development of the mathematical model, there are, in general, three balance
equations of interest: the mass (or mole) balance of a component, the momentum balance of
a phase and the total energy balance of a phase. This section provides the mathematical
development of each of these balance equations. At the end of this section is a summary of
the assumptions used in the development.

These equations can be derived on a mass, molar or volume basis. The objective
here is to derive, on a molar basis, multiphase, multicomponent, non-isothermal flow with
reactions taking place amongst the components and matrix and accounting for the
diffusion/dispersion of components between phases. The problem will be simplified prior
to proceeding to the numerical model.

I.1.1 Equations of Continuity for a Multicomponent Mixture

Consider a control volume element Ax Ay Az through which a multicomponent
mixture is flowing, as illustrated in Figure L.1.1.1. It is assumed that the control volume is
representative of the porous medium. The control volume should be large compared to the
size of the pores but small compared to the size of the reservoir (Bear (1972)).

Flow can enter and leave any face of the element. Input of component i across the
face at x is given by

n,| Ay Az (1.1.1.1)

and output of component i across the face at x + Ax is given by
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Rir A BYAZ (I.1.1.2)

where n;, is the rectangular x component of the 1 :ss flux vector

i =p7; . (I.1.1.3)
R T T e ——
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Figure I.1.1.1 Control volume representation of reservoir.

Similar expressions to Equations I.1.1.1 and I.1.1.2 can be written at y, y + Ay, z and z +
Az. The time rate of change of mass of component i is given by

2o axdyaz . (L1.1.4)
The rate of generation of component i is given by
rleAyAz » (1.1.1.5)

noting that it has been assumed that component i does not react with the matrix material.
Finally, the removal of mass of component i, mass depletion (accumulation) due to a sink
(source) of strength g is given by

G AxAyAz . (I.1.1.6)

In words, the balance equation can be written as
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Time rate of change Inputof i  OQutputofi Rate of generation
ofmassofiin - acrosseach - acrosseach + Of i by chemical - Removal of mass (L1.1.7)
volume element face face reaction i due to sink

or

sat-(pigbeAyAz)At:(nixix—nul )AyA~A1+(n| |+A )AxA:A:

H{(al, = el o, JAX AV AL + rAY Ay Az At - GiAx Ay Azt (1.1.1.8)

If it is assumed that Ax, Ay and Az are invariant with time, then Equation 1.1.1.8 becomes,
upon dividing by Ax Ay Az Az,

i 0 )_ ni!lx _nixlx-o-Ax + My v |y+Ay 'ZI "-IHAL_F,.

5 0)=—F 5 -4.  (L1.19)

Taking the limit as Ax — 0, Ay —> 0 and Az - 0 and noting that a first derivative is defined
by a limit as

2 f(x)= i L2287 (L1.1.10)
Arx
Equation I.1.1.9 becomes
.aaT(piq)):_s@;nk-%ni,-%n“n-q,.. (LL1.11)

As the mass flux densities for each of the phases are p,¥,, p,,7, and PgV,. then the mass
flux density for component i is

Ty = XioPoV + Xy PV, + X0V, . (I.1.1.12)
The amount of moles of component i per unit bulk volume of porous medium is
Pid = B(%0P,S, + XS, + X4, S,) . (1.1.1.13)
Hence, Equation 1.1.1.11 becomes

~Ve (xiopo\’zo + X0V, + x,.‘pgx'?,)
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= 'éa;‘[‘p(xiaposo + XiPuSw + XigP,S, )] ~5+§;, (1.1.1.14)

which can be written more compactly as

- ZV-(xipppﬁp)=%{¢ Zx,-,,p,,sp}—ri+q,- . (1.1.1.15)

p=o,w,g p=o.w.g

Note that g is negative for a source (injection) and positive for a sink (production).
Equation 1.1.1.15 is for p phases, but excludes the matrix. Let f denote the rock “phase”,
then the balance equation for the matrix is given by

%(1-¢)p,xi, =(1- ) - (1.1.1.16)

Equation I.1.1.15 now becomes

- zv.(x,-,,ppv,,)+(1-¢)r,4=% ¢ in,p,,s,,+(1-¢)p,x,-, -¢ 2S,,r,,,+q,., (1.1.1.17)

p=o,w.g p=o\w.g p=ow.g

where

=0 3 S, . (1.1.1.18)

p=0.w.g

Consider the molecular diffusion within each phase, assuming phase equilibrium is
attained instantaneously. In most cases encountered in oil recovery processes, diffusion can
be expressed in terms of binary diffusion by lumping all components except one into one
pseudo-component. In terms of the mole fraction, the rate of diffusion of component i in
phase p may be expressed by Fick’s law as

- ,Pinppp (I 1.1. 19)

and the diffusive flux can be written as the expression

~0p,5,D,Vx,p, . (1.1.1.20)

The final mole balance equation is now
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] ¢ ZX‘PPPSP +H(1=9)pxy |+ ZV'(XI'PPPVP - ¢p,.S,,Dl~,.V.\‘,;,.,'7f)

p=o.w.g pow.g

_¢ zsr +l ¢rkf-§-ql . \Illll)

p=o.w.g
I.1.2 Momentum Equation

The momentum equation generally accepted in the petroleum literature is Darcy's
law. As noted by Aziz and Wong (1988), Darcy’s law works well for a large number ot
cases typically of interest in the industry. Darcy’s law written for each phase is

. kk
Vp:..._ﬁ'l(Vpp._pngD) . (1121)
4

where p represents the oleic, aqueous and gaseous phases. The assumpiions that must be
made for Darcy’s law to be valid are:

» the entire pore space of the reservoir material is filled with the fluid
flowing (modified for multiphase flow by introducing the concept of
relative permeability),

* 7, is notan actual, but an apparent, velocity equivalent to g/A,
* the fluid is homogeneous,

» there are no chemical reactions occurring between the porous
medium and the fluid,

* the permeability is independent of fluid, temperature, pressure and
location,

* the flow is laminar and visc: s,

* there are no electrokinetic effects!,

* there are no Klinkenberg effects, and
* the fluid is Newtonian.

1.1.3 Combined Continuity/Momentum Balance Equations

Combining Equation 1.1.2.1 with Equation 1.1.1.21 yields

kk,,
z Ve [x,,,p [— -“—(VPP pngD)] $PSpDipVxipp PJ

p=o.w.g

1 Streaming potential—production of a potential difference when a liquid is forced through a porous
membrane or capillary; this can be measured and is commonly called the zeta potential.
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Defining capillary pressures as

and

and noting that

pow.g
Pcow=po_pw
cho=pg—po ’

Zs,=1,

p=o,w.2

then Equation I.1.3.1 can be expanded as

_%[m.-,,po(l =S, =5, ) +0x,,p,5, + 0x,,p,S, +(1- ¢)pfxif]

(]

w

(]

Ve Y 00,5,05+0 357
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(I1.1.3.1)

(I.1.3.2)

(1.1.3.3)

(I.1.3.4)

(I.1.3.5)

where f,;, is defined by Equation 1.1.1.19, but includes dispersion effects also. That is, .7,1,

is a diffusion/dispersion term.

If it is further assumed, for the purposes of this study, that diffusion/dispersion
effects are negligible, no chemical reactions occur and there is no rock dissolution, then

Equation 1.1.3.5 simplifies to

~ 2 [#1p(1- 5, - 5,)+ 83,0.5, + 050,35,
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-Ve (x,.apo —l-‘—"Lpog+x,wpw p —PEp, 8+ X —E 7 pxg]VD} =0 . (1.1.3.6)

Equation 1.1.3.6 can be written in a more compact notation as

2 l_ﬂk_{c.&(vpp pngD
p=o.w,g P

¢ Y X0, ,,}w, : (1.1.3.7)

p=o.w.g

The master phase concept introduced by Coats (1980) is a practical method of
handling the mole fraction variables. The number of mole fraction variables is reduced
effectively from one for each component for each phase to one for each component (Tan

1987, 1988). The unknown x;, is calculated from

ip

=K., X; . (1.1.3.8)

vip
where K,;, represents the equilibrium values and X; represents the mole fraction of
component i in that component’s master phase. If phase p is the master phase for
component i, the K, is defined as unity. Also, if component i is not present (or insoluble)
in phase p, the K,;, is defined as zero. Figure 1.1.3.1 summarizes the master phase and
soluble phases for several components. Note that the master phase for a soluble gas
component is the oleic phase. Equation 1.1.3.7 now becomes

Ko Xippkk
Ve Y e m(yp - p,,gVD)——{cp Y K., Xp,5, :|+q, ) (1.1.3.9)
p=o.w.8 H p p=ow.g

Phase

Component Aqueous Oleic Gaseous

Water M X

Heavy Oil M

Light Oil M

Gas (insoluble) M

Gas (soluble) M x

M-Master phase
x-Soluble/present in phase

Flgure I l 3 1 Phase dlstnbuuon of a mulucomponem system.
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1.1.4 Toual Energy Balance Equation

The energy balance equation for the reservoir system can be obtained by applying
the First Law of Thermodynamics. This energy balance equation can be expressed in the
form of internal energy, enthalpy or the total energy.

Neglecting the kinetic energy and mechanical work done by the thermal expansion
of the reservoir on its surroundings, the First law of Thermodynamics can be written as

Net energy transfer + Energy input from sources = Gain in internal energy . (I1.1.4.1)

Assume that at every point in the reservoir, a condition of thermodynamic equilibrium
exists. Consider Figure 1.1.1.1 with energy transfer through all six faces. Input of energy
across face at x is given by

U, , AyAz A » (1.1.4.2)

where u, , is the total energy flux in the x direction. The output of total energy across the
face at x + Ax is given by

(um + Au,_,)AyAz ar (1.1.4.3)

where

Aup =), -, (1.1.4.9)

x+Ax °

The net energy transferred to the volume element is obtained, as before, by combining
Expressions 1.1.4.2 and 1.1.4.3 with similar expressions in the y and z directions to yield

net energy transfer = —(Au,',AyAz +Au, Ax Az + Au, ,Ax Ay)At . (I1.1.4.5)

The rate of energy input from sources (or output from sinks) per unit volume is given by

energy input from sources = §Ax Ay Az Ar . (I1.1.4.6)

The intemal energy of the volume element at any time ¢ is given by

internal energy at time 1 = pE AxAy Az , (1.1.4.7)
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and the internal energy of the volume element at time ¢ + Az is given by the expression

internal energy at time 1 + Af = [pE + A(pE)]AxA)'A: . (L1.4.%)

hence

gain in internal energy = A(pE)Ax Ay Az . (1.1.4.9)

Substituting Equations 1.1.4.5-1.1.4.9 into Equation 1.1.4.1 and dividing by Ax Ay Az Ar
yields

Up x| —Ue x

ue.ylv - ue.y

y+B "e.:I. ~u.,;
+ i

Ay Az

X

X+ AX +

(1.1.4.10)

Using the definition of a derivative, Equation 1.1.1.10, Equation 1.1.4.10 becomes

d d d ~
%(pE)=——aTx.u¢.X—-a_yut.y—_a-;ue.z"q . (11.4.11)

For N, phases, the internal energy per unit bulk volume is

(PE)=(1-9)M,20+9 Y S,p,E, . (I1.1.4.12)

p=o,w.g

where My is the volumetric heat capacity of the reservoir matrix.

Heat conduction is the process by which heat is transferred through the non-
flowing materials by molecular collisions from a region of high temperature to a region of
low temperature. Fourier’s law expresses this physics as

uh=—lc%§—. (1.1.4.13)

It is assumed that the medium is homogeneous and isotropic.

Heat convection is the process by which energy is transferred by a flowing fluid.
The convective energy flux is given by
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2
4y =up[H+-}gf-+?lny—] , (1.1.4.14)

¢°Jg.

where the terms in parentheses represent the total energy E,, the second term is the
gravitational potential energy and the third term is the kinetic energy. The specific enthalpy,
H, can be expressed as

H=C,(6-6,), (1.1.4.15)

if the heat capacity of the phase is not a strong function of temperature. When conduction
and convection occur simultaneously, dispersion of a flowing fluid as it moves through the
porous medium increases the apparent, or effective, thermal conductivity of the medium.

Neglecting radiation energy transfer, and other forms of energy such as nuclear and
electromagnetic, we have the total energy flux due to conductive/convective components. In
the x direction

Uex = Uy, +Ur 4 ="}~cg“f+“xP/H/ , (I.1.4.16)
in the y direction
4y =2, ?a%fu,p,n, , (1.1.4.17)
and in the z direction
b, = A, %ngp,[u, +.J%Z:} : (1.1.4.18)

where the kinetic energy term has been dropped because, from a practical point of view,
this term is negligible compared to the other terms. The total energy flux components in the
x, y, and z directions are the sum of a conductive heat and a convective energy flux for
each phase flowing in the porous medium; thus, the above equations now become

a6
R N u,.0,H, (1.1.4.19)
psow.g
26
by =Rt Dty Py, (1.1.4.20)

prmo.w.g
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and

L=-A, __+ You, p,.[ ) (L1.4.21)

~.

pro.m g

Prats (1982) summarizes *‘the total rate of heat input from sources per unit volume
is made up of contributions such as heat from injection and production wells, heats of
combustion and reaction and endothermic heats of mineral decomposition. Heat sources in
principle can be functions of space and time, such as a moving combustion front. The
strength of any source may be affected by the dependent variables of the system, such as
temperature and concentration and may vary with time”.

Equation 1.1.4.11 may be written, using Equations 1.1.4.19 10 1.1.4.21, as

_aa_[ S 9 Sup, ,} [ By Yol ]

p=o.w.g p>o.w.8

"[ * 2 b ( , f-)}*;a-[(l OIMAO+6 D' S,p, ,,} g . (1.1.4.22)

p=o,w.g pzo.w.g

Substituting Darcy’s law, Equation I.1.2.1, into Equation 1.1.4.22 yields

d|. a6 kky,
5;[4ch~+ ) i —2p,H,(Vp, - p,eVD) |+

p=o.w.g

[ Z Hy(Vp, - P»sVD)}

prowg B

kk
+aiz[ac3—g+ L\ pp8VD)]=—[(1 OIM/A0+9 D S,p, p}“’ » (11.4.23)

p=owg TP p=o.w.g

where the gravitational potential energy term has been neglected. Equation 1.1.4.23 can be
written more generally as

v. ¥ Ee (g, o evD)vea, ve)-—[u O)M,86+9 3 S0, ,,]w (I.1.4.24)

p=o.w.8 p pao,w.g

where § accounts for injection, production and heat loss to the overburden and
underburden.
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1.2 Numerical Model

The numerical treatment of the mathematical equations derived in Section L.1 is a
finite difference approximation. Note that any approximation method attempts to replace the
original partial differential equation problem by another problem that is easier to solve and
whose solution is close to the solution of the original partial differential equation.

1.2.1 Treatment of Transmissibilities

Consider the definition of transmissibility required in the following section,

A’px Ax
l+|;.;‘k i+-l-,j.k
I, —=—t——a, (1.2.1.1)
i-»-,'z.j.k i+%.j.k
which can be written as
KV' x,' k
T =|A] [ 2 Xy 'P] . (12.1.2)
i+3jk Ax Jisik Hp ik

Applying the concept of upstream weighting!, Equation 1.2.1.2 can be written as

I z[Ai,] | (a,’x [ﬂfﬁ&z} +[1_a,p, ]:f_LXL&ﬁL} (1.2.1.3)
”_;.J‘k i+3.i.k ik Hp ik ij.k Hp i+l,j.k
where
@, =0 L AL T AN (1.2.1.4)
ij.k i+ljk ijk
®, =1 ot <yt (1.2.1.5)
ijk i+1.j.k i,j.k
and

' This subject is explained in the literature such as Aziz and Settari (1979) and Farouq Ali and Abou-
Kassem (1988).
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2, k, Ak,

A ' ik g ek ek

il b : Lol L - , (L.2.1.6)

[ Ax -lnl Jok A, Kk, Axnl.;,k +A, kn Al'l,_‘ .

2 INE N [LAWE STINY
with
Ax =A""-l-‘A:‘»/-" . (1.2-1.7)
1.k

Equation 1.2.1.3 can be written in a similar form for the transmissibility on the opposite
face as

Hp

Y . vip4hi . KVI Xl k
T, =[i‘_x_‘z.] ) [__P__”_P_r.] ‘*["“’m ) __J'__BL.’P_] (1.2.1.8)
Ax k| gk Hy ok vik )t 1A

where
Wp =1 o5t 2 07! (1.2.1.9)
ik .k -1k
and
hd — nel n+l
0, =0 L ‘ <) ) (1.2.1.10)
ij.k l./.l i- l ]k

Similar expressions can be written for T,, and T,, which represent the mass transfer
transmissibilities in the y and z directions, respectively.

The energy balance equation requires a thermal conductivity transmissibility, the
treatment of which is similar to that above except that upstream weighting is not required
because it is assumed that the thermal conductivity is not a function of temperature. For
example,

2A, A, A, A

Al ‘kxknlk:c:lk
I =[——e-] ik ik G4k iy, . 2111
'cxl R Ax i+—, ).k A A‘r.x Axmljk"'A ’lcx Axi.j,&
ek 2 ik ik i41,jk i+l jk

Similar expressions can be written for the other faces/directions.
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The convective term generates an expression similar to the mass transfer

transmissibility,
. Ak, p,h k,,p b
0 =[__3_i’i;u.] =[%].,, [.z"_u] , (1.2.1.12)
ilie b ing ik pil e dida
2

and in upstream weighting notation,

. / k. h k, h
I, =[A,k,] o, [ﬂp_'z_r'_] +[1_a,px IE_P__'Z_L] . (1.2.1.13)
Ax ik ik B ijx ik L Mo Jinje

1
i+=.j.k
2 J

with similar terms for the remaining faces/directions.

Consider the definition of transmissibility for a cylindrical system,

Ay A
e el 12.1.14)
i+ Y.k fis ik
which can be written as
Ak X,p ok
T, =[——] ' [ s ’p] . .
,-i%,j.k Ar isSikl Hp H%J-k

Applying the concept of upstream weighting, Equation 1.2.1.15 can be written as

ok .
T, =[iri&] s [i'&’lﬂ} ﬁ{l-» 0y Iﬁ‘ﬁf’-"l} . (12.1.16)
! ar ikl ik Hp i jok hik ol T P

.#—,..k
3 2}

where
0, =0 ot 2eft (1.2.1.17)
ik i+1,j.k i, ).k
@, =1 <l>"',+l <o7 (1.2.1.18)
ij.k i+l.j.k ij.k

and
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o, Az, k,
(4] - L i . (1.2.1.19)
TSN

Fo

Tiy “.:

kn| 4L ek, o] —

N AT B li
2

Similarly,
ok ok
he =|2e] o, {ff-”—"—"] +(1-m,,a Iﬂe&-’&} (1.2.1.20)
i+l Ao Jijelel ikl He L ik L Mo i
2
and
3 ok ok
T ___[A;k:] | o, [x,pppm] +[1_,a,m Iiﬁu] . (1.2.1.2])
ijkad Az ko) ik o ija ijk Bp  Jijan
where
Ak LAY 2kaka
[__._a] A T VS . (1.2.1.22)
Aa ij+-l-k LA ajka +aj+lka
j+ j
and
r 24k k,
[_;_;] - kk ks (1.2.1.23)
Az J;jusl Ak, +Azpk,
2 k+l k

These above expressions represent the mass transfer transmissibilities.

As above (Equation 1.2.1.11), the energy balance equation requires a thermal
conductivity transmissibility. For example,

ajAZka'cr lcr

[Arlc,.] = ij.k i+l j.k (1.2.1'24)
Ar i+l,j,k r, ’
2 r i+—
A, |14 In| —%

cr cr
ik |71 i+1,j & i
2
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tha] M, e, (1.2.1.25)
[ Aa :l;'“.'_k— L “ aj'la +a;, A o
j+l Jj
and
[i‘ﬁ.c;} - e (1.2.1.26)
Az ijdkers AZk/'l:H‘FAan/li o

Similar expressions can be written for the other faces/directions.

The convective term generates an expression similar to the mass transfer
transmissibility

- Axkxk k
Tpr = [_pr] = [..A_k’.] | [_rp__’i] . (1‘21.27)
i+-;-.j.k Hp i*';'-i-k r Pk Hp il ik
. k
Tpa =[Azka] l [ ’Ppp] , (1.2.1.28)
i,j+-;—_k a i.j+;.k up i.j+-l-.k
and
. k,
L, = [Ag'z‘z ] l [ i ”] (1.2.1.29)
ijke kel Hp il

with similar terms for the remaining faces/directions.

1.2.2 Combined Continuity/Momentum Balance Equations

Consider Equation 1.1.3.8,

X.p kk
v. 2 ~2 PP (Vp, —p,gVD)=

p=o.wg

Q)IQJ

[«vz Xp, ,,}+q,, 1.2.2.1)

p=owg

in a one dimensional Cartesian coordinate system:
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Ko Xpkk (3
.?_[__"&_'?L__’z.(_&. 0z p=owg . (1.2.2.2)

ox #p ox pp a J] EY) [¢Klelep p]+qlp

The finite difference approximation of the operator, %[1 a——J is

> |
2 Uiy) = U W —u;_,
‘8'[1‘82} 2 a2 (1.2.2.3)
ox[ ox Ax,
Defining
Ay l[z A, ] (1.2.2.4)
E3A 2 i i-_tx
and
K. Xp k
lpx ='M s (1225)
Hp
Equation 1.2.2.2 can now be written as
[p?l— ) ~Ppr 8 (....1‘2.',') (p?l— J P, 8 ((.,'- Z,)
L C g 1 S
i A,pxl Ax 1 M Ax,' l.pxl 1
H‘; H"z- l—; |-;
i ]
d -
==[9K.,Xp,5, ]+ 3, p=owg. (1.2.2.6)

Multiplying by Ax Ay Az and applying a backward difference approximation to the time

derivative results in

where

—pp)-p, 8(zi1 - z) |+

1
i+~
2

255, - (9K X

A

P

F

Ax

A

1
2

ippsp ]:' ) + Vbthp

(7, - ]p,, oo -2)

2

p=owg,

(1.2.2.7)
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Vyi = Ax; Ay; Az, . (1.2.2.8)
)’px Ax
T, =—lhih it (1.2.2.9)
px Ax ’
i+ Y.k i+ Y.k

and noting that similar terms can be defined for the remaining x direction, y and z

directions. Equation 1.2.2.1 can be written in residual form as

n+l _
F'T =
ij.k

n+1
Tox

1
i+~ k
2 '

+T:y+l [p‘};*H

i.j+%.l: i,j+1.k

+Tn+l pn-ﬂ
oz (43
1 i)+l

Vs

n+l n+l n+l
Do =P, —Po
i+1.j.k

- pn+l ]__pm’-l

g(zi+l.j.k - Zi.j.k)

ij.k 1
=k

i 2 J

n+l
+T;,

1
i-=j.k
1 2 4

+1 +1 +1
P, -0 |-pP; g(zi—l.j.k - Zi.j.k)
i-1,j.k ijk

1
i——=.j .k
i=sej

8(2.', j+Lk ~ L, j,k)
1

n+1 \ n+l
(] J— P.

ij.k

Tyt
ij >
n+l1 n+l1 n+l n+l1
+T5, (Pa ~Po |~Po g(zi.j—l.k - Zi.j.k)
L i,j=Llk iJj.k L1
Jm=k =k
(9] 3 ) 2

8(Zi. k1T zi.j.l:)
wk)o j,k-o-%

’,‘Ta’;ﬂ [p:-ﬂ _pg-ﬂ ]__p:+l

8(Zi. jk=1" zi.j.k)
i,j.k=1 ik

1 1
inj k= ijk-—
Y 12

- _'zft_k— ([¢Kviaxipaso ]:'jlk ~[#K.ioXipoS, ]:l"" )_ % G

+T::'l {p:'ﬁl

i#&.j.k i+l 5.4

- pn-ﬂ J_pnﬂ

ik i.j.k

B(Zm.j.k - Zi.j.k)
ij.k L1
l+~£.].k
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+1 n+l n+l n+l
+T, Pv —DPu |~ Pw g(:i—l.j.k 'Z.'.,.k)
L\ TRE RS L

n+1 n+l n+l n+l -
+T,, Pv  —Pw |TPw g(zi.j+l.k —~‘-i.j.k)
BT AR A Ay
2 2
n+l n+l n+l n+1
+T, Pw ~Pw |7 Pw g(zi.j-l.k "Zi.,.k)
L.l ij-1.k ij.k |
l,]——;;.k l,[—;.k
n+l n+l n+l n+l -
+Twz Pw =~ Dw ~Pw g(‘-i,j.k-H _zi.j.k)
Bjkat| N BTEH GRS )
2 2
rn+l n+1 n+l n+l -
+rw; Dw T Fw “Fw g("i,j.k-l—zl.j.k)
ijk-L i,jk~1 0.k i,j.k—l
2
Vs
ij.k n+l n -
- At ([¢Kviniprw],'_j‘k -[¢Kviwxipwsw],"j‘k _Vb Giw
ijk ijk

n+1 n+l n+l n+l
+T Py —Pg |7 P, 8(2.‘+1.j.k ~Zijk )
HLjk ik

1 ]
f+=—,j K i+~ j.k
i 3 j i+

n+l n+l n+l n+l
+T4, Py =P, |-p 8(Zi-l.j.k —Zi.j.k)

) .
== —-—, ]k
i 2 jk i 3 J
n+1 n+l n+l n+l
+Tgy Py ~Py |7P; g(zi.j+l.k -z j,k)
i.j+l.l: i,j+lk i,j.k i.j+l.k
2 2
n+} n+l n+l n+l
+1o, Py —Py =P g(z,v_,-,,,‘ -vz,,,-,,,)
. i,j~1.k ijk |
=k gk
b3 b3
n+l n+l n+l n+l
+I e -ppt o e~ i)
ijkek| N BRESL LR
2 2
+1 n+l n+l1 nel
+Ty, A —Py 7P g(zi.j.k-l "zi.j.l:)

| i,f k=1 ij.k L)
Sk ook
ijJk 2 ) 2
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Y
- "*([cﬂ(ng, Pe 3] [¢K,,8X,pg ]:-’J‘,‘)"Vb Gy > (1.2.2.10)

ijk ik

which can be written in the following, more compact, form

14

ij.k m ik i
/)
if, , A+l n n
-~ ([¢Kv.~,,xipp8p],.jk-[¢Kv.-,,x.-p,,s,,],.j ) v P ] : (1.2.2.11)
b ik jkoijk

where p represents the aqueous, oleic and gaseous phase, m represents the grid blocks
adjacent to block i, j, k (i+1, j, k; i-1, j, ks i, j+1, ks i, j-1, ks i, j, k+1; i, j, k-1) and |
represents the interface between block i, j, k and the six adjacent blocks (i+1/2, j, k; i-1/2,
s ki iy J¥ 12, ki i, j-112, ks i, j, k+1125 4, j, k-1/2).

1.2.3 Total Energy Balance Equation

Consider Equation 1.1.4.24:

Ve Z Ppp rp Vp ppgvp)+\7 (;,vg)=_[(1 ¢IM A0+ ¢ Zspp,, ]+é. (1.2.3.1)

p=ow.g p=o,w.8

The quantity § in Equation 1.2.3.1 is made of the components of heat loss to the
overburden/underburden and heat produced/injected along with the fluids:

-+ n+l n+l1
q"“ = qloss + [qaz Kvmxxexo:| + |:qw2 Kvmxxelw] l:qg 2 ngx e :l . (1'2‘3'2)

ik i,j.k ij.k

The finite difference form of Equation 1.2.3.1, upon multiplying by

Vyi = Ax; Ay; Az; (1.2.3.3)

becomes
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ik "
n+l
. n+l n+l n+l -
T, P —P |7F 8(2.41.,‘.& - ‘i.j.k)
L1, i+, j.k ij.k L1
+=—.j kK i+—.f.k
et 3+
n+l
. n+l
+7;X pO
-l ik i-1,j.k
2
n+l
. n+l n+l n+]
+T,, p, ~Po |TPo 8(2.'.j+1.k —Zi.j‘k)
i.j+—;-.k Lielk ik Ltk
n+l
. n+l
+1, p;
g ij-lk
i j-—k
/ 2
n+l
. ntl n+l n+l .
+1o, P, = Po ~Po g(‘-i,j,k+l —Zi.j.k)
. i,JJe+l ij.k Ll
Jokd— JkE—~
ij n i 2
n+l
. n+1
+1,, P,
iik-d|\ Bk
2
Yy
__hjk el "
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n+l (
* n+l n+l n+l .
+T,, Pw ~Pv |=Pw g(zi-ﬂ,j.k - -i.j,k)
TR AN VL R S P
2 2
n+1
* n+l
+TWX pW
L1, i-1,j.k
i-—,j.k
2 J
n+l
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R A Y
2 2
n+l
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+T,, P
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! 2
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k-
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n+l n+l
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ij.k |
k==
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~—L= X: ([(l «prA"]Ml -[a ¢)MIA9]:;‘.I:)-V:’J“&‘J-*‘ (1.2.3.4)

which can be written in the following, more compact, form:

n+l Vb
e 3 57 [ e {eos . eost)

paow.g| m

DXL .,k([l Dok, [, [0y Hy [ )V du- (123.9)

ij.k

1.2.4 Cylindrical Form of Equations

Beginning with Equations 1.2.2.1, the combined continuity/momentum balance
equation, and 1.2.3.1, the total energy balance equation, it is a straightforward matter to
derive the finite difference equations similar to Equations 1.2.2.11 and .2.3.5. However, it
is much simpler to write the finite difference equations in cylindrical form directly by noting
that the only differences lie in the geometric portion of the definitions of transmissibilities
and block bulk volume. Thys, in finite difference form,

FII-H =

ij.k

n+1 il ottt n+l .
I (p, » } ~p5" 8laije  2i)
L1, i+l.j.k ijk .

+=.J. ok

i 3 N 3 x+2 J

n+] n+l +! +1
+T;r [Po " ] P: g(zi—l,/,k - Zl./,k)
1
i-=.j.k
2

1 1 1
+Tg (P;" - 1’:’»” ]-PQ" 8%, jurx = Zijk)
n+l +1 +] +1
+Toa (P: - P, J‘P: g(zi.j-l.k - zi.j.l:)
.1 i ] ]
==k
2

1

+TH (P:“ —p:,'*‘J P:“ S(Zi.j.ku"zi.j.k)

+1
T AL hik ij ks
2 2
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Note that the compact forms expressed by Equations 1.2.2.11 and 1.2.3.5 are the compact
forms of Equations 1.2.4.1 and 1.2.4.2, respectively.

1.3 Fundamental Grid Construction

Figure 1.3.0.1 illustrates a one-dimensional block-centred grid. In the block-centred
grid, the block boundaries are selected first and then the nodes are placed in the centre of
the blocks thus

5. =6, =L, (L3.0.1)
and
1
Axyy, = (A% + Ay ) - (1.3.0.2)

For the point-distributed grid, shown in Figure 1.3.0.2, the nodes are selected first
and then the block boundaries are placed mid-way between the nodes. Notice the subtle
difference in size of the blocks (that is, the nodes are no longer automatically in the centre
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of the grid blocks) in Figures 1.3.0.1 and 1.3.0.2. The equations similar to Equations
1.3.0.1 and 1.3.0.2 are

8y =84 = ﬁ;& , (1.3.0.3)
and
R LR LT (13.0.4)
Analogous expressions can be written for the y and z directions.
The bulk volume can now be determined from the elementary expression
Vo = A il kA (1.3.0.5)

iJJk

where the notation has been expanded to express a three-dimensional system. The block
node is located in the centre of the block.

Expressions analogous to the above equations for a point-distributed grid in
cylindrical coordinates (block-centred grid expressions are not included here) are given by

o n'(*,‘;/:) , (1.3.0.6)
juz = %(a,. +2y) (1.3.0.7)

and
o RN (13.0.8)

noting that the boundary for calculating the interblock transmissibility is logarithmic in r but
the boundary for calculating the block volume is logarithmic in r2. Details can be found in
Settari and Aziz (1972, 1974) and Aziz and Settari (1979). The block bulk volume is given

by
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APPENDIX II—Derivatives of Equations at Nodes other than i,j, k

IL1 Derivatives of the F Equations at Nodes i+1, j, k and i-1, j, k and other nodes

The partial derivatives required for the F equation are given below. For the pressure
deriva: .2s at nodes i+1, j, kand i-1,j, k,
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ija R n
b S e g ) i)
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ap n+1 IP+-|- jk
T [—8};&] ‘—(.’—;,“T-——g(z,-ﬂ'j,k—z.»,,-,k) , (IL.1.0.1)
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For the aqueous saturation derivatives at nodes i+1, j, k and i-1, j, k,
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For the gaseous saturation derivatives at nodes i+1, j, k and i-1, j, k,
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, (I1.1.0.13)
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Similar expressions exist for the other nodes surrounding Node i, j, k.

I1.2 Derivatives of the G Equation at Nodes i+1, j, k and i-1, j, k and other nodes

The partial derivatives required for the G equation are given below. For the
pressure derivatives at nodes i+1, j, k and i-1, j, k,
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For the composition derivatives at nodes i+1, j, k and i-1, j, &,
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Similar expressions exist for the other nodes surrounding Node i, j, k.

»
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APPENDIX III—Derivatives of Well Equation

IIH.1 Shut-in Well

The shut-in well constraint is given by

+ & & ‘ P " ntl
o _222,:”[ ky ,,}[ 0. Lo

p=l ix] p STC

For the pressure derivative at node i, j, &,

au,ln-#l N el
LY B P . aKV‘P fl 1 app . &:_al“p _ A+l
n+l - ‘1"2 3 5 Nt p) F) [ p"/], K
R p=1 Hp Ppstc i=] P, Hp Ppstc\ 9P, Hp 0P, e
ll

n+1

k

+[_'z._£’.e__] ] (111.1.0.2)
#p pp..S'I'C ijk

For the aqueous, oleic and gaseous phase saturation derivatives,

a“’l"...l pJ' ) p ok n+l
st =l === [p-py ], 1.1.0.3
n+l 1 po pw]“’ (I)
as:;k . ,,Z’l# Ppsrc w“.'j‘k ]-!-"
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Pp n+l
ot = i - Po=Pu|. ., » (I11.1.0.4)
Sl :: Z PZ[# Pp.stc aS ‘.'“[ /]4./-k
and
awnﬂ o
n+1
’H‘l =- I}*Z[ *_T [po pw/] ’ (111.1.0.5)
Sx}k He Pp.stc 9 i)k

respectively. For the temperature derivative at node i, j, ,

a“]{l*l N N
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n+l
k ] ape P aﬂg n+l
i, o o™ Pot ], (I11.1.0.6)
+[lp pp.STC( 39 [Jp ae ]]i’k[[ “f]I./.k

For each composition derivative at node i, j, k,

aw{!*l
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X
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n+l

k, p K Ky 1 dp, P, oM n+l

-J; ol A K, B/ 2 [ P PP - P . ({111.1.0.7)
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For the well pressure derivative at node i, j,

awn-ﬂ el
=X .,kZ[ 2 —&-] : (II1.1.0.8)
hf k

Hp pp STC

At nodes it1, j, k and i, j*1, k, all derivatives are zero. At nodes i, j, kx1, the pressure
derivative is given by

au,lnﬂ N y »
4 c
-T-:IL-‘ Ji’.j.k:tlz &L—EL -M—Vipxi+£l 1 [Bpp _.’ZLa”P [Po —P..ff]'.w,l
aP kel p=1 ”P pp.STC i=1 apo #p P,,,grc apo ﬂp apo . i, j k]
l[ E 4 s
n+1
k
+[l - ] ‘ (II1.1.0.9)
Hp Ppstc |; jasy

This equation is identical to Equation I1I.1.0.2 except for the change in the subscript i, j, k
to i, j, kx1; the same is true for Equations II1.1.0.3 to I1I.1.0.7.

I.2 Constant Total Volume Injection Well

The constant total volume injection well constraint is given by

W"“l =q, -Zizj"'[f

p=l i=l m=] Hr

n+l +1
pp n+l
K, X —2- [p, , 111.2.0.1
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where
(K““Xl )‘ = l" X, (lll.z.().z)
(KusXy), =X . (111.2.0.3)
and
(KV,PX) =0 il (111.2.0.4)

The required derivatives are given by
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app N n+l N n+l

wh k ll*]

~m » ~m . 111.2.0.11
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ijk b

I1.3 Constant Pressure Production/Injection Well

The constant pressure well constraint is given by

Wt=p,. -plf=0. (111.3.0.1)

Moo
All derivatives are equal to zero except for

aw3n+l
oo (1I1.3.0.2)

n+l

op.y

ij

Thus, if the bottom hole pressure is specified, p,,g, then p,ris not an unknown and does
not contribute to the Jacobian.

M1.4 Constant Liquid Rate Production Well

The constant liquid rate production well constraint is given by

n+l
W= Y Y S [ m;‘.’__] [P-pu7 =0 . (L40.D)

ij k p=wyo i=l p.STC ik

All derivatives are similar to those is Section II1.1 above.

1.5 Constant Qil Rate Production Well

The constant oil rate production well constraint is given by

n+1
’Hl "qo "ZZ jk[KvwX ___ppo :l [po pnf]’wl . (HI'S'O‘I)

0,8TC ij ok ik

All derivatives are similar to those is Section IIl.1 above.



APPENDIX IV—Extracts from a Typical Set of Input and Output Files

V.1 Data Input File

SGRIDDATA
=11, NY = 10, Nz = 1

AGRID = 11%97.5

YGRID = 10%97.5

ZGRID = 24.4
IHYBRID(6,3,1) = 1 IHYBRID(6.3.2) = 3 IHYBRID(6,3,3) = 1 IHYBRID(6.3,4) = |
IHYBRID(7,3,1) = 1 IHYBRID(7,3.2) = 3 IHYBRID(7.3.3) = C IKYBRID(?.3.4) : 1
IHYBRID(8,3,1) = 1 IHYBRID(S,3,2) = 3 IHYBRID(S,3,3) = O IHYBRID(8.3.4) = |
IHYBRID(6,4,1) = 1 IHYBRID(6,4,2) = 3 IMYBRID(6,4.3) = O IHYBRID(6.4.4) = 1|
IHYBRID(7,4,1) = 1 IHYBRID(7.4,2) = 3 IHYBRID(7.4,3} = O IHYBRID(7.4.4) = |
THYBRID(8,4,1) = 1 IHYBRID(8.4,2) = 3 IHYBRID(8,4.3) = O IHYBRID(8,4.4) = 1}
IHYBRID(6,5,1) = 1 IHYBRID(6,5,2) = 3 IHYBRID(6.5.3) = O IHYBRID(6.5.4) = 1
IHYBRID(7,5,1) = 1 IHYBRID(7,5,2) = 3 IHYBRID(?,5.3) = O INYBRID(7.,5.4) = 1
IHYBRID(S,5,1) = 1 IHYBRID(8,5,2) = 3 IMYBRID(8,5.3) = O IHYBRID(B.5.4) = 1
IHYBRID(6,3,5) = 6 IHYBRID(6,3.6) = 3
IHYBRID(7,3,5) = 6 IHYBRID(7,3.6) = 3
IHYBRID(8,3,5) = 6 IHYBRID(8.3,6) = 3
IHYBRID(6,4,5) = 6 IHYBRID(6.4,6) = 3
IHYBRID(7,4,5) = 6 IHYBRID(7,4,6) = 3
IHYBRID(8,4,5) = 6 IHYBRID(8,4,6) = 3
IHYBRID(6,5,5) = 6 IHYBRID(6.5,6) = 3
IHYBRID!7,5,5) = 6 IHYBRID(7.5.6) = 3
IHYBRID(8,5,5) = 6 IHYBRID(8,5,6) = 3
NRS(1) = 2
NTS(1) = 12
DR$(1,1) = 25.
DRS (1,2) = 25.
IHYBRID(4,6,1) = 1 IHYBRID(4.6,2) = 3 IHYBRID(4,6,3) = 1 IHYBRID(4.6,4) = 2
IHYBRID(5,6,1) = 1 IHYBRID(5.5,2) = 3 IMYBRID(5,6,3) = O IHYBRID(5.6.4) = 2
IHYBRID(6,6,1) = 1 IHYBRID(6.6,2) = 3 IHYBRID(6.6,3) = O IHYBRID(6.6,4) - 2
IHYBRID(4,7,1) = 1 IHYBRID(4.7.2) = 3 IHYBRID(4,7,3) = O IHYBRID(4.7.4) = 2
IHYBRID{5,7,1) = 1 IHYBRID(5,7,2) = 3 IHYBRID(S5,7,3) = O IHYBRID(5.7.4) := 2
IHYBRID(€,7,1) = 1 IMYBRID(6,7,2) = 3 IMYBRID(6.7.3) = O IHYBRID(6.7.4) = 2
IHYBRID(4,8,1) = 1 IHYBRID(4,8,2) = 3 IMYBRID(4,8.3) = O IHYBRID(4.8.,4) = 2
IHYBRID(S,8,1) = 1 IHYBRID(S,8,2) = 3 IHYBRID(S5,5.3) = O IHYBRID(5.8,4) = 2
IHYBRID(6,8,1) = 1 IHYBRID(6.8,2) = 3 IHYBRID(6,§,3} = O IHYBRID(6.8.4) = 2
IHYBRID(4,6,5) = 4 IHYBRID(4.6,6) = 6
IHYBRID(5,6,5) = 4 IHYBRID(S5.6.6) = 6
IHYBRID(6,6,5) = 4 IHYBRID(6.6,6) = 6
IHYBRID(4,7,5) = 4 IHYBRID(4,7,6) = 6
IHYBRID{5.7,5) = 4 IHYBRID(S.7.6) = 6
IHYBRID(6,7,5) = 4 IHYBRID(6,7.,6) = 6
IMYBRID(4,8,5) = 4 IHYBRID(4.8,6) = 6
IHYBRID(5,8,5) = 4 IHYBRID(5.8.6) = 6
IHYBRID(6,8,5) = 4 IHYBRID(6,6,6) = 6
MR§(2) = 2
NT§(2) = 12
DR§(2,1) = 25.
DR$ (2.2) = 25.
$SBD
SROCKDATAQ

PERMXQ = 2000.

PERMYQ = 2000.

PERMZQ = 1000.

CONDXq = 3.5

coNDYq = 3.5

coNDzq = 3.5

PORREFQ = 0.20

cPRq = 2347.0D+03 CPRTq = €.0

ROCKDENSITYQ = 2100,

KAPPAQ = 3.528D-06 LAMDAG = 0.0

PERMXQS (1) = 2000.

PERMYGS (1) = 2000.

PERMZQS (1) = 1000.

coNDXgS (1) = 3.5

coNpYgs (1) = 3.5

conpzgsil) = 3.5

PORREFQS$ (1) = 0.39

CPRQS (1) = 2347 3+ CPRTGS(1) = 0.0

ROCKDENSITYGS (1) .

KAPPAGS (1) = 3.°° - LAMDAGS (1) = 0.C

PERMXGS (2) = 200 .

PERMYQS(2) = 2000.

PERMZGS(2) = 1000.

CONDXg$(2) = 3.5

coNDYQS(2) = 3.5

coNDZq$(2) = 3.5

PORREFQS (2) = 0.30
CPRGS(3) = 234700003 CERIGS(2) < 0.0
1

ROCKDENSITYQS (2) = .

KAPPAQS (2) = 3.528D-06 LAMOAQS (2} = 0.0
SEND
SROCKDATA

PORPRESREF = 500.D+0)

ROCKCOMP = ¢ .0D-10

PC =0.,0,,0.,0..0.,0.,0.,0.

TEMPRES = 324.85
SEND
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SHM1SCDATA
Terg-Re{Energy = 300.0
ZWARN « 0, B2 = 1D-06€

1ITEST & 20%0

ITESTC16) = 3

1detail =« 11, IOrun = 12

IPRINT = 30*0
IPRINT(27) « !
IPRINT(28) = 1
1FPINT(29) = 1
MaxTimestep = 99%
fut s 2.0

HaxCuts = 2
TolPresaure » 7.0
TuiTemperature = 0.
TolCorp = 0.003

1

TolSaturati.g = 0.015

TolPressure = 5.0D.03
TolTemperature = 1.0

TolComp = 0.1
Tolsaturation = 0.1

RunName = ‘ RUN CYCLIC -

D

$SFLUIDOATA
THRALE): = 0.0 <1.90950-06 -1.90950~-06 0.0
COMPREY 7.30D-10, 7.30D-1¢, 7.30D-10, 0.0

PRESREF = 500 .D+03
TRMPREF  x 124.85,
TCRIT = 647.286,

500 .D+03, 500.D+03, S00.D+03

324. 85,

617.4.

PCRIT =z 22118.0D+03, 2099.0D+03,
1

324.85,

617.4, 1906.55
2099.0D+03, 4604.0D0%3

326

MOLWT = 18.015, 600.0, 600.0, 16.043
PTLVOL(1.1) = ©.0000
PTLVOL(2,1) = 0.0000
PTLVOL{3,1) = 0.0000
PTLVOL(4,1) = 0.0000
PTLVOL(1,2) = 0.0000
PTLVOLI2,2) = 0.6173
PTLVOL(3,2) = 0.6173
PTLVOL(4,2) = 0.0000
PTLVOL(1.3) = 0.0000
PTLVOL(Z.3) = 6.0000
PTLVOL({3.3) = 0.0000
PTLVOL{4,3) = 24.658
Bz 1. ,tY = 0.609, MN = 0.000425, ¢ = 0.00243, KR = 100.
APCWER (1) = 0.0021%, APOWER 2) = (.C7219
BPOWER (1) = 684.. BPOWER(Z} = 684
KPOWER (1) 289., FKPOWER(2) = 289.
MPUWER(1) = -0.506. NPOWER(2) = -G.506
SPOWER(1) = 3.44, SPOWER(2) = 3.44
ACIL = 0.0, 1.0D-07, 0.000639, 1.0
BOIL = 0.0, 4900. . 2303., 0.0
NEWT x 0
AGAS = 0.0 ¢.0, 0.0, 6.647D~10
BGAS = 0.0, 0.0, 0.0, 1.709
cpl = 0.0, 0.C 0.0
0.0, 20 M,, 0
0.0. r 1050.
2 = 0.0, B . 0.0,
0.0 « ), 0.0,
0.0, w00
Cp} = 0.0, . 0.0. 0.0.
0.0 0.u, 0.0, 0.0.
0.0, 0.0, 0.0, 0.0
cpd = 0.0. 0.0, 0.0, 0.0,
0.0 0.0, 0.0. 0.0.
6.0, 0.0, 0.0. 0.0
ARPUENIUS = 2.952D11, ACTIVATION = 31800.. MODELTEMP = 0
ICRACK = 0
Pbubble = 10000.D+03
SEND
SEQUILDATA
Kvl = 1.0,0.0,0.0,0.0, 0.0,1.0.1.0,0.0, 0.0,2.0,0.0,1.0
Kv2 = 0.0,0.0,0.0,0.0, 0.0.0.0.0.0,0.0. 0.0,0.0,0.0,0.0
Kvd = 0.0,0.0,0.0,¢ 9 n.0.0.¢6.0.6,0.0, 0.0,0.0,0.0.0.0
Kv§ = 0.0.0,¢,0.0.¢ ¢ 0.0.0.0.0.¢,0.0, 0.0,0.0.0.0,0.0
Kv§ = 0.0,0,0,0.0,0.7, 0.0,0.0.0.0,0.0, 0.0,0.0,0.0,0.0
SEND
SINPUTRELPERM
MODEL = 2
TREF1 = 324.85%
TREF2 = 400.
NwW = 1.2
NW = 2.0
nNG = 2.0
NG = 1.5
SWCTREF1 = 0.20, KRWROTREFY = 0.2
SWCTREF2 = 0.20, KRWROTREFS = 0.20
SORWTREF1 = 0.195, KROIWTREF1 = 0.80
SORWTREF2 =z (.15, KROIWTREF2 = 0.80
SORGTREF1 = 0.10. KRGROTREF1 = (.20
SORGTREF2 = 0.10 KRGROTREF2 = 0.20

s



S INITIALDATA
Ibypass = 1
IPcow = 0, 1Pcgoe = O
INITCount = 50
TOIINIT = 1.0

ITABLE = 1,1
PcgoRef = 0.0, KcgoRef
Poref = 500.0D03, KRet =
PcowRef = 0.0, KcowRe
Kwm
SEND
$RECURRENT
TimeStop = 165.
CumTime = 6.0
ITIMESTI? = 0
DTMAX = $.0 DTMIN = 0.0001 DSMAX = 0.2
OPMAX = 300.0D03 DTPMAX = 80.0 DIXMAX = 0.2
MINITN = 2, MAXITN = 15
OMEGAconstant. = 1.0 RatioMax = 1.5 RatioMin = 0.5
Accel = 0.0 MinAccel = 2 MaxAccel = 10
drime = 0.01
TimeEnd = 20.0
Iploctli(S.4,1) =1
Iplotl(5.5.1) =1
Iplotl(7,6.1) = 1
Iplotl(8.6,1) =1
IPlot2(6,3) = 1
IPlot2{4,6) = 1
1Plotls(1,1.1.1) = 1
Iplotls(1,2,9.1) = 1
IPlotl$(2,1.1,2) = 1
IPlotl$(2,2,3,1) = 1
BHPmAax(1,6,3) = 6900.0D+03 BHPmax(1.4.6) = 6900.0D403
BHPmin{1,6,3) = 120.0D+03 BHPmin{1.4.6} = 120.0D+013
Qmax(l,6.3) = 100.0 QTrmax(l,4,6) = 100.0
MWALITY(1,6.3} = 0.7 QUALITY(1.4.6) = 0.7
TempIni{l,6,3) = 523.15 TemplInj(l.4,6) = 521.1%
INDEX(1,6,3,1) = -1 INDEX(1,4,6,1) =z -1
PRODINDEX (1,6.3.1) z 0 PRODINDEX(1.4.6,1) z 0
ProdMultiply(1.6,3,1) = 1.0 ProdMuleziply(1.4,6.1) = 1.¢
PracThick(1,6,3.1) = 1. FracThick(l,4,6.1) = 1.
WellPactor{l1,6,3,1) = 1. WellFactor(1,4,6,1) B i.
Cg(1.6,3,1) = 0.5 Cg{1.4.6.1) - 0.5
SKIw(1,6,3,1) = 6.0 SKIN(1.4.6.1) =z 0.0
Rw(1.6.3.1) = 0.09 Rw{l,4.,6.1) z 0.09
IPRODINDEX(1,6.3.,1) =z 1 IPRODINDEX(1.4.6.1) = 1
SEND
IV.2 Abbreviated Plot Files
PLOT FILE 1
I J K Time Po T Sw So Sg X1 X2 X3 X4 Pwfl Pwi2
S 4 1 0.0000 S500.0 51.7 0.200 0.800 0.000 1.0060 1.000 0.000 0.973 500.0 500.0
S 5 1 0.0000 500.0 51.7 0.200 0.900 0.000 1.000 1.000 0.000 0.973 500.0 %00.¢
7 « 2 ©0.0000 500.0 51.7 0.200 0.800 0.000 1,000 1.000 0.000 ¢.973 500.0 $00.0
8 6 1 0.0000 500.0 51.7 0.200 0.800 0.000 1.000 1.000 0.000 0.973 500.¢ 500.0
5 4 1 20.0000 1273.2 51.7 0.200 0.800 0.000 1.000 1.000 0.00C 0.989 500.0 S00.0
S 5 1 20.0000 1473.4 51.7 0.200 0.8C0 0.000 1,000 1.000 0.000 0.99¢ 5S00.0 $00.0
7 6 1 20.0000 1473.4 S1.7 0.200 0.800 0.000 1.000 1.000 0.009 6.930 500.0 509.0
8 6 1 20.0000 1209.5 S51.7 0.200 0.800 0.000 1.000 1.000 0.000 0.988 500.0 500.0
5 4 1 55.0000 824.2 S1.7 0.200 0.800 0.000 1.000 1.000 0.000 0.984 500.0 500.0
5 5 1 £5.0000 £02.7 S1.7 0.200 0.800 0.000 1.000 1.000 0.000 G.984 500.0 500.0
7 &6 1 S5.0000 802.7 S1.7 0.200 0.80C 0.000 1.000 1,000 0.000 0.984 500.0 500.0
8 6 1 55.0000 820.2 S1.7 0.200 0.80C 0.000 1.000 1.000 €.000 6.984 500.0 500.0
5 4 1 75.0000 1586.2 S1.7 0.200 0.80C 0.00C 1.000 1.000 0.000 0.991 $00.0 S00.0
§ 5 1 75.0000 1764.0 51.7 0.20C 0.800 06.000 1.C00 1.000 0.00¢ 0.992 5¢0.0 500.0
7 6 1 75.0000 1764.0 S51.7 0.200 0.800 0.000 1.000 1.000 0.000 0.992 S00.C $00.0
8 6 1 75.0000 1524.2 S51.7 0.200 0.800 0.000 1.000 1.000 0.000 0.9%91 500.0 $00.0
$ 4 1 110.0000 1115.8 51.7 0.200 0.800 0.0060 1.000 1.000 0.000 0.98% S00.( 500.0
S § 1 110.0000 1092.7 S1.7 0.200 0.800 0.000 1.000 1.000 0.000 0.98% 5C0.0 500.9
7 6 1 110.0000 1092.7 51.7 0.200 0.800 0.0C0 1.000 1.000 0.000 ¢.989 500.% 500.0
8 6 1 110.0000 1112.1 S1.7 0.20C 0.80C 0.000 1.000 1.000 0.090 (.989 00.C 500.0
5 ¢ 1 130.0000 1897.4 S51.7 0.200 0.800 0.000 1.00C 1.000 0.000 ¢.992 500.0 5C0.0
S 5 1 130.0000 2061.9 51.7 0.201 0.799 0.000 1,000 1.000 0.000 0.993 $00.0 S00.¢
7 6 1 130.0000 2961.9 51.7 0.201 0.799 0.00C 1.000 1.000 G.000 6.993 500.0 500.0
8 & 1 130.0000 1838.4 $1.7 0.201 0.799 0.000 1.000 1.000 0.000 0.992 500.0 500.0
5 4 1 165.0000 1412.4 S1.7 0.201 0.799 0.000 1.0GO 1.000 6.C90 0.991 S00.C 500.¢
§ % 1 165.0000 1388.8 S1.7 0.201 0.79% 0.060 1.000 1.000 0.000 0.99) S00.C 500.0
7 6 1 165.0000 1388.8 51.7 0.201 0.799 0.00C 1.000 1.000 0.003 6.991 SGCU.G $90.%
8 6 1 165.0000 1409. $1.7 0.201 0.799 0.009 1.00C 1.000 0.G00 ©.%91 5G0.C 500.0

w2



Well 1 Well 1| well 1
ol GCas

PLOT FILE 2

S Time Wat

4 6 0.0160 -77.1
6 3 0.0100 -77.1
4 ¢ 20.0000 -100.0
6 3 20.0000 -100.0
4 9 20.0100 0.0
6 3 20.0106 0.0
4 6 55,0000 9.0
6 3 55.0000 ¢.0
4 6 $5.0100 -100.0
6 3 $5.0100 -100.0
4 6 75.0000 -100.0
6 3 7%.0000 -100.0
4 6 75.0100 0.0
63 75.0100 0.0
4 € 110.0000 0.0
A 3 110.0000 0.0
4 ¢ 110.0100 -100.0
6 3 110.0100 -100.0
4 € 130.0000 -100.0
¢ ) 130.0000 -100.0
4 6 130.0100 0.0
6 3 130.0100 0.0
4 6 165.0000 0.0
v 3 165.0000 0.0

PLAT PILE 3

4 1101 0,0000
4 6 2 3 1 0.0000
6 3 11 1 0.0000
6 3 2 9 1 0.0000
4 A 1 1 1 20,0000
4 ¢ 2 3 20,0000
6 3 1 11 20,0000
6 3 2 9 1 20.0000
4 6 1 1 1 £5.0000
4 ¢ 2 3 1 55.0000
6 3 1 1 1 550000
6 3 2 9 1 55,0000
4 6 1 1 1 75.0000
4 ¢ 2 3 1 75.0000
& 3 1 1 1 750000
6 3 2 9 1 75.0000
4 6 1 1 1 110,0000
4 6 2 3 1 110.0000
6 3 1 1 1 110,0000
6 3 2 9 1 110.0000
4 6 1 1 1 1300000
4 6 2 3 1 130,0000
6 3 1 1 1 130.0000
6 3 2 9 1 10,0000
4 6 1 1 1 1650000
4 6 2 3 1 1650000
6 3 1 1 1 165.0000
€6 3 2 9 1 165.0000

COO0QCOCODNCCO0COODOOOOOCDODO

Ly R R - = - N - L - LR -R-R-R-F-FCRC - P
000000 N00COROTOCOODOTCD
000000V ACO0OCO0OBICOBOCC

1713.5 S51.
268.6 86.

76.8 S1
2.8.7 86
736.8 S51.
2113.3 116.
1987.6 51

2113.3 116.
1987.6 51.
495.5 115.
1023.7 Sji.
495.5 115.
1023.8 S1.

2343.8 144
2274.2 S2
<343.8 144
2274.2 52

841.7 142
1323.9 52

IV.3 Abbreviated Run File

RUN CYCLIC 1

COMPONENT PROPERTY DATA

Well 1
Cumwar

-2974
-3974

-3975

~5974
-5974.
~5974
-5974.
-9974.

'
w
0
~4
'y
LY IR RURE RE FERTRC T TT RT T SRV R WRWEWRWE" ¥

wcomp MOLNT FCRIT TCRIT THRMLEXP
Kg/Kmole kPa K vel/vol/K
1 12.01% 22118.0 647.286 0.000D+00
2 600.000 2099.0 617.400 -.191D-0%
3 600.000 2099.0 617.400 -.191D-05
4 16.043 45604.0 190.550 0.000D+00
ICoMp AOIL BOIL AGAS BGAS
Pa.s X Pa.s/x
1 0.0000000 0.0 0.0000Ds00 0.000
2 0.000000%4 ¢S00.0 0.0000D+00 0.000
3 0.0006390 2303.0 0.0000D+00 0.000
4 1.0000000 0.0 0.66370-09 1.709
PARTIAL VOLUME COMPONENT DATA
COMPONENT  AQUBOUS OLEIC GASENS
M3 /Kmole HJ/K’olt Hs/mle

WATER 0.1811D-01 O. 00000*00 0 69900403
HLAVY 0.0000D¢00 0.6173D+00 0.0000D+00

0.0000D+«00 0.6173D+00 0.0000D+00
mum: 0.0000D«00 O.0000D+00 0.2466D+02

NNy Y R N ¥ Y- F-F-1 Y- R-¥-F-¥-¥-F-F-¥-¥.¥-P. ¥ ¥-¥3

well 1

1

CumDil CumGas

OO0 NDOO0ORLOCOAVIVLIDOVO O
0000000000000V CB0

s« Sg
.80C 0.000
.800 0.000
.800 0.00C
.800 0.000
754 0.000
.798 0.000
.754 0.000
798 6.000
.778 0.000
.798 0.000
778 0.000
798 0.000
.729 0.000
796 0.000
.729 0.00¢
796 0.000
751 0.000
796 6.000
751 0.00C
796 0.000
700 0.000
.795 0.000
700 0.00¢
.795 0.000
719 0.000
.795 0.000
719 0.000
.795 0.000

OO0 NOOOOCOO000COCOOCODCO
CO0DOOOO0OOO0O00ODOIOOT OO

PN NN D D OO W WO OGO GOV
A ROO OO N IPNOOOOIdEBO0CO

3 X3

000 0.000
000 0.000
000 0.000
060 0.000
000 0.000
000 0.000
000 0.000
000 ¢.000
000 0.000
000 0.000
000 0.000
000 0.000
000 0.000
000 0.000
000 0.000
000 0.000

©

o

o
0000000000000V RROOCO

o

o

2=3

COMPRES ~ PRESREF TEMPREF

Vol/vol/pa
.730D-09
.730D-09
.730D-09
.00CD+00

kPa

K

BB It 00O C WO I IOOOOHHOVYOOOD

vell 1 Well 2 Well 2 well
Wat 0il

Gas

000000000 COCOOOICTOOCO
CO0OO0O0NODOOOCO0A0OTROODO0D

2

well 2
CumWat

2461.5

DRWHNONONONWWNWRWNNNOOOD

Well
CumO1]

432
812

812

812.

[ R N A N e e - R e R R = X

2

Wel:

2

CumGas

COOVCOCCOOO000DVOOTVOCOOO

L e R R =R - R R - R R R R R RN R PP Y
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HEAT CAPACITY COMPONENT DATA

1 1 0.0000D+00
2 1 0.0000p+0¢
3 1 06.00000+00
4 1 0.0000D0.00
1 2 0.0000D.00
2 2 0.2090D.04
3 2 0.2090D«04
4 2 0.0000p+00
1 3 0.0000p+00
2 3 0.0000p.00
3 3 0.0000p+00
4 3 0.1050D.04

TempRefEnergy (K} = 300,000

NON-NEWTONIAN OIL PARAMETERS

HEAVY 0.0021¢% 20.0 1
LIGHT 0.0021% 20.0 1

1.0 0.609 0.000425 0.00243

EQUILIBRIUM DATA

Kvl
COMPONENT  PHASE
1 1 0.1000p«n1
2 1 0.0000p+00
3 1 0.0000p+00
4 1 0.0000D+00
1 2 0.0000p+00
2 2 0.1000p+01
3 2  0.1000p+01
4 2 0.0000D0.00
1 3 0.0000p+00
2 3 0.0000D+00
3 3 0.0000p0400
4 3 0.1000D.01

RELATIVE PERMEABILITY PARAMETERS

Cp<
J/KG-K2
-0000D+00
.0000D+00
.0000D+00
.0000D+0C
.0000D+0C
-0000D«00
.00000+00
0000D+00
.0000D+00
-0000D+0¢
0000D+00
.0000D40C

NOVOoOO0OOVoOCVS

100.0

PARAMETER REFERENCE 1 REFERENCE 2

TEMP (K) 324.850 400.
Swe 0.200 c.
Sorw 0.150 0
Sorg 0.100 0
Sge 0.060 0
Krwro 0.200 [
Kroiw 0.800 0
Krgro 0.200 0
MODEL = 2

N = 1.20

NOW = 2.00

NOG = 2.00

NG = 1.50

RELWARN = ©

MISCELLANEOUS DATA

Bubble Point Pressure (kpa)
Energy Reference Temperature

MISCELLANEOUS ROCK PROPERTIES

cp?
J/Kg K3

.00000+00
000CD+00
.0000D«00
.0000D«00
.0000D+00
.0000D+00
.0000D+00
.0000D«00
0000D+00
00000400
00090400
0000D+00

CO0O0OO0OR0CO0OCND

Kv2 Kv}

Pa 1/pa
0.00000+00 0.0000D+00
0.00000+00 0.0000D+00
0.0000D+00 0.0000D+00
0.0000D+00 0.0000D+00
0.0000D+00 0.0000D+00
0.0000D+00 0.0000D+00
0.0000D+00 ©.0300D+00
0.0000D+00 0.0000D+00
0.0000D+00 0.0000D+00
0.0000D+00 0.C000D«00
0.0000D«00 0.0000D+00
0.0000D+00 0.0000D+00
000
200
150
100
060
200
800
200

= 10000.c0
€) = 26.85

Porosity Ref P (kPa)
Rock Comp (1/kPa)

.5000D+03
.5000D-06

CAPILLARY PRESSURE PARAMETERS

PC 1/5 BC 2/6 PC 3/7
kPa kPa kpa

Pcow 0.0 0.0 0.0
0.0 0.0 0.0

PC 4/8
1/x

Cpd
JiKg-Kd
-9000De 00
.2000D+ 00
.0000D+00
.0000D+00
.0000D+00
0000D+00
0000D+00
.0000D+00
+0000D+00
.0000D+00
-0000D+C0
.0000D+00

oDoocOOOCRROD

0000D+00
0000D+00
.0000D+00
-00000+00
.0000D+00
.0000D+00
.0000D+00
0000D+00
J000D+00
0000D+00
0000D+00
0000D+00

A -R-X-N-R-3- Y. ¥. ¥ %]

-0000D+ 00
.0000D+00
00000400
-0000D+00
-0000D+00
-0000D+00
.0000D+00
.0000D+00
-G300D+ 00
.0000D+ 00
-0000D+00
-0000D+00

cocooOoO0COCCCOO

‘>



WATER PHASE 3
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S0t ¢

GIL PHASE PRESSR: (kPa)

L RN Y Wy NP
w
<
o

[ F) Sy Sy Iy Sy S SN Sy &
o

500.

coooco0oCOoOR
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o
DOOOOOCTC OO

~
"
w

cooobboboo
w

-
"

LY
—

cococoooocow

GAS PHASE PRESSURE (kPa)

ocooooooooo

-

o
- ¥-X-R-¥-¥-¥-R- - ¥-]

~
n
w

o
ocococooocooo

-
"
v

cvcnb0000O

o
—

coesocbosvoo
o

500

<
"
"

cooooooo0D

-
"
%]

w

o

=3
VOOV COOCO0O

=
“

—
o
-

ocoocoosooo
o
o
=1

bocoboocooo

w

o

o
COO00O0OOOOO

w

=3

=]
cCooooocoo0o

K=1 1=1
J =1 $1.7
J 22 51.7
J a3 s1.7
J = 4 51.7
J =5 $1.7
J =6 £1.7
J =7 51.7
J =8 §1.7
J 9 81.7
J =10 51.7

COMPOSITION - WATER

SURE (kP
1 s2 13
£00.0 5060
$00.0 500.0
$00.0 500.0
£00.0 500.0
$00.0 500.0
$00.0 509.0
€N0.o 50¢.0
. 0.0 500.0
£00.0 500.0
£00.0 500.0
7 1=
%9.0
‘ng
L]
G
50 4
S0 20
500.¢  “uv.?
$00.0 507.¢
I =2 133
500.0 $90.0
500.0 500.0
500.0 500.0
$00.0 500.0
500.0 500.0
500.0 500.0
$00.0 500.0
500.0 500.0
500.0 500.0
$00.0 500.0
1 =2 1:3
$1.7  51.7
51.7  S51.7
51.7 1.7
51.7 51.7
1.7 $1.7
51.7 $1.7
51.1  51.7
51.7  51.7
s1.7  51.7
51.7 $1.7

COMPONENT

wuooowwLuy

Yuoooboouu

YuuYluooouy

v
-
PERS DU BYPE RN DWW RN |

wn
-
B R e I I R R

w
Y
[ RN

1

1

1.00000
1,00000
1,00000
1.00000
1.00000
1.00000
1.00000
1.00000

PR RN

O W LN N

[ PR N Iy FE Fy Iy FY Fy Iy ¥
o

1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000

COMPOSITION - HEAVY COMPONENT

1..00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000

J =l 1.00000
J =2 1.00000
J =3 1.00000
J x4 1.00000
J =S 1.00000
J =6 1.00000
J s 7 1.00000
J =8 1.00000
J =S 1.00000
J = 10 1.00000

1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000

1.

1.

1.

0.
0.00000
0.

1.

1

.00000

1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000
1.00000

1.00000
1.00000
1.00000
1.00000
1.00000
0.00000
0.00000
0.00000
1.00000
1.00000

OO0 OOr -

1.
1.
1.
1.
1.00000
1.
1.
1.
1.

=7

1.00000
1.00000
0.00000
0.00000
0.00000
1.00000
1.00000
1.00000
1.00000
1.00000

o Db bt b s B B Dt S B
o
o
o
o
(=]

1.00000
1.00000
0.00090
0.00000
0.00000
1.00000
1.00000
1.00000
1.C0000
1.00000

000000000
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COMPOSITION - LIGHT COMPONENT

noRRi N HH N
PR RN XTI VY ST
o

LLLUGLLLLGUN
X-3-F-X-F-F-E-R-¥-1
IS
=
o
o
p=

00000

00000
.00N00
.00000
.00000
-00000
.00000

OCO0O00O0OO0OO0O

0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000

COMPOSITION - METHANE COMPONENT

0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000
0.00000

00000
.00000
-0000C
.0000C
00000
.00000
.00000
.00000
.00000
.00000

[

COOCROODOSO
o
~
w
o
[

DooOCOOOOOO
o
~3
w
r=3
~

cooocoocooC
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"

0CDODCOODOO
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<
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o
°©

QULGLLLLGLG

=3
o
®
o
o
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GAS PHASE SATURATION

cConOoCOoO0O00O0
<«
o
0=
S

[FR SRR IR PR IR IE SRR )
[ O T T
~»ow-do
©
coo0o0O0O0O0OOCD
coboboLbb:

<

o

-3

0.0000

-
"
w

[-R-R-R-R-X-E-3-N-2-1
o
o
0=3
r=3

COD0COVCOOO
o
o
1=3
=3

DOCOO0OOOOO0C
o
o
o
=]

00000 DOHCOO
o
S
o
o

cCTCoOCCOoOCC O

0.200¢
0.2000
0.2000
0.2000
0. 2000
0.2000
0.2000
0.2000
0.2000
¢.2000

00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000

0.00000
0.00000
0.0000¢0
0.00000
J.00000
0.00000
0.0000¢0
0.00000
0.0000¢
0.00000

HO0000OCOGT
©
~
»
o
o

110
0.2000
0 200¢
0.2000
0.2000
0 2000
0.2000
0.2000
0.2000
0.2000
0.2000

N
L.
2
y
5

0.000¢
0.000¢
0.0000
¢.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.00600

110
<0090
0000
0000
0000
0000
0000
0000
.0000
.00060
.000¢

coocoooeooC

coooccco

rrreETOoDOD

deocceooan
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IWELL 2 2. Pwf (kPa;

K21 !al 1«2 13 14 1=t I=z6 1=7 1 =28 =9 1=10 I =11
BEFES 60 0 500.0 560 .G 500.0 500.0 500.0 $00.C $00 0 $00.0 500.0 500.0
J a2 $00.0 500.0 900.0 $£00.0 $00.0 $00.0 $00.¢ $00.. $00.0 $00.0 500.0
J s ) 3060 £00.0 500.0 500.0 500.0 590.0 0.¢ 0.0 $00.0 500.0 500.0
Joe d $00.9 $00.0 500.0 500.0 $60.0 ¢.0 0.0 0.0 500.0 500.¢ 500.0
I« 8 $500.0 500.0 500.0 $00.0 $00.0 c.0 0.0 0.0 $00.0 500.0 500.¢0
Je b 500.0 500.0 $00.0 $00.0 0.0 .0 $00.0 $00.0 500.0 500.0 500.0
Ja? $60.0 500.0 $00.0 0.0 0.0 0.0 $00.0 $00.0 $00.0 500.0 500.0
Je B $00.0 500.0 £00.0 0.0 0.0 c.0 502.0 $00.0 500.0 $00.¢ 500.0
Ja?d $00.0 500.0 500.0 $00.0 500.0 §0C.0 500.0 $00.0 500.0 $00.C 500.0
J s 10 500.0 500.0 $60.0 $00.0 500.0 50C.0 $00.0 560.0 500.0 §00.0 5%0.0
HYBRID LOCATION, 1 = 4 N J = &  HYPERHYBRID PEGION = 2
WATEZR PHASE PRPSSURE (kPa)
K =1 L= Las2
Mal $00.0 500.0
M2 500.0 500.0
M=) 500.0 500.0
M4 500.0 $00.0
M=5 50¢.0 500.0
Me 6 500.0 $00.0
M7 $00.0 $00.0
M=:B $00.0 $00.0
Mz 9 $00.0 $00.0
Ma 10 500.0 500.0
M= 11 $00.0 $00.0
M= 12 500.0 500.0
HYBRID LOCATION, I = 4 ND I = 3 HYPERHYBRID REGION = 2
OIL PHASE PRESSURE (kpa)
F =1 L= L=2
M= 500.0 500.0
M= 2 500.0 500.0
"= $00.0 $00.0
Ma 4 500.0 $00.0
M= S 500.0 $00.0
Max 6 500.0 $00.0
MNc:7 $00.0 500.0
M8 500.0 500.0
Ma 9 500.0 $00.0
M= 10 500.0 500.0
M- 1) $00.0 500.0
Me 12 500.0 500.0
HYBRID LOCATION, I = < AND J = 6  HYPERHYBRID REGION = 2

GAS PHASE PRESSURE (kpa)

M=1 500.0 500.0
M= 2 $00.0 500.0
M3 $00.0 500.0
M4 500.0 $00.0
M5 500.0 500.0
M 6 500.0 500.0
Ma? 500.0 500.0
M= 8 500.0 500.0
Ms9 $00.0 $00.0
Ms 10 $00.0 500.0
M=z ]l 500.0 $00.0
M 12 500.0 £00.0

HYBRID LOCATION, I = 4 AND J =z (3 HYPERHYBRID REGION = 2
TEMPERATURE (C!}

Kell=1L2=22

Mal 517 51.7

M2 517 S1.7

M=3 51.7 51.7

M. 4 517 517

M5 517 51.7

Mas:6 51.7 S1.7

Ma7 51,7 51.7

M8 51.7 51.7

M=:-9 51.7 51,7

M= 10 51.7 51.7

M= 11 51.7 S51,°

M 12 51.7 51,2

HYBRID LOCATION. I = 4 AND J = 3 HYPERHYBRID REGION = 2

JOMPOSITION -~ WATER COMPONENT
X =1

ZZXXXLXXXTXIXXZ
AR RN



HYBRID LOCATION, I = 4 AND J » 6  HYPERHYBRID REGION = 2
COMPOSITION -~ HEAVY COMPONENT

X 21 L=1 L =2
1.00000 1.00000
1.00000 1,00000
1.00000 1.00000
1.00000 1.00000
1.00000 1,00000
1.00000 1,00000
1.00000 1.00000
1.00000 1,00000
1.00000 1.00000

0 1.00000 1.00000

1 1.00000 1.00000

2 1.00000 1.00000

AR AR AR AR RN

TXTXXIXXXIXXTXE

HYBRID LOCATION, I = 4 AND J = 6  HYPERHYBRID REGICN - 2
COMPOSITION ~ LIGHT COMPONENT

M=l 0.00000 0,00000
M= 2 0.00000 0,00000
M=3 0.00000 0,00000
M=4 0.00000 0.00000
M=5 0.00000 0,00000
M= 6 0.00000 0.00000
M=z7 0.00000 0.00000
M=8 0.00000 0.00000
M= 0 00000 0,00000
M =10 0.00000 0.00000
M =11 0.00000 ©.00000
M =12 0.00000 0.00000
HYBRID LOCATION, I = 4 ANDJ = 6  HYPERHYBRID REGION - 2

COMPOSITION -~ METHANE COMPONENT

K=1 L=1 L=2
M=1 0.97302 0.97302
M=2 0.97302 0.97302
M= 0.97302 0.97302
M=4 0,97302 0.97302
M=z5 0.97302 0,97302
M=6 0.97302 0.97302
M=7 €.97302 0.97302
M=8 0,97302 0.97302
M=9 0.97302 0.97302
M =10 0.97302 0.97302
M= 11 0.97302 0.97302
M =12 0.97302 0.97302
HYBRID LOCATION, I = 4 AND J = &  HYPERHYBRID REGION = 2

WATER PHASE SATURATION

M=z1 0.2000 0.2000
M=2 0,2000 0.2000
M=3 0,2000 0.2000
M=4 0.2000 0.2000
M=5 0.,2000 0.2000
M=6 0.2000 0.2000
M=7 0,2000 0.2000
M=8 0.2000 0.2000
M=9 0.2000 0.2000
M= 10 0,2000 0.2000
M =z 11 0.2000 0.2000
M = 12 0.2000 0.2000
HYBRID LOCATION, L = 4 AND J = 6  HYPERHYBRID REGION = 2
OIL PHASE SATURATION
K=1 L=21 La=2

M=1 0.8000 0.8000
M=2 0.8000 0.8000
M=3 0.8000 0.8000
M=4 0.8000 0.8000
M=35 0.8000 0.8000
M=6 0.8000 0.8000
=7 0,800 0.8000
M =8 0.8000 0.8000
M=93 0.8000 0,8000
M=z 10 0,8000 0.8000
M =11 0,8000 0.8000
M =12 0.8000 0.8000
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MYRRID LOCATION, | = 4 AL I s 6 HYPERHYBRID REGION » 2
GAS PHASE SATURATION

¥ el Lo} L=
M. 1 0.0000 0.0000
M. 2 0.0000 0.00rg
M.l ©.0000 0.0C00
M4 ©.0000 0.0000
Ma.%S 0.00060 0.0000
M6 0.06000 0.00%0
M., 7 0.0000 0.0000
M, 8§ 0.0000 0.000
Ma.9 0.0000 0.0000
M. 10 0.0000 0.0000
M. 31 0.0000 0.0006
M. 12 0.0000 0.000y
HYBRID LOCATION, I = € AND J = 3 HYPRRMYBRID REGION = 1

WATER PHASE FRESSURE (kPa)

Ml $00.0 500.¢
M2 $00.0 $00.0
M3 $00.0 500.0
M. d $00.0 500.0
M5 $00.0 500.0
M6 500.0 500.0
M7 500.0 500.0
M9 500.0 $0¢.0
M9 500.0 500.0
M- 10 $00.0 $00.0
M 1l 500.0 500.0
M. 12 500.0 $00.0
HYBRID WOCATION, 1 = & AD J - 3 HYPERHRYBPID REGICN - 1

OIL PHASE PRESSURE (kPa)
K=l L= L =2

M1 $00.0 500.0
M2 $00.0 500.0
M3 $00.0 $00.0
M4 $00.0 500.0
M=:5 $00.¢ $00.0
M6 $00.0 500.0
M. 7 $00.0 500.0
Ma.8 $00.9 500.0
M9 $00.0 500.0
M=z 10 $00.0 500.0
M. 1l 500.0 500.0
M 12 $00.0 500.0
HYBRID LOCATION, 1 = 6 AND J = 3 HYPERMYBRID RECION x 1

GAS PHASE PRESSURE (kPa)

Ml 50¢.0 500.0
M2 $00.0 500.0
M) $00.0 500.0
LR 500.0 500.0
M:5 $00.0 500.0
Maé 500.0 500.0
M7 500.0 500.0
M: 8 509.0 $00.0
M9 $00.0 500.0
M 10 500.0 500.0
™11 $00.0 500.0
N 12 500.0 $00.0

HYBRID LOCATION, 1 =
TEMPERATURE (C)

o
i
x

w

HYPERKYBRID REGION = 1

- OB RS W
Heo
) )
v -
LLULLLLLLLLLY
o
P

5 ZXZXXXXIXIXXXX

BRID LOCATION. 1 = 6 AND J = 3 HYPERHYBRID REGION = 1
COMPOSITION - WATER COMPONENT

Mol 1.00000 1.00000
Mo 2 1.00000 1.00000
M3 1.00000 1.00000
Mad 1.00000 1.00000
M S 1.00000 1.00000
M 6 1.00000 1.00000
M. 7 1.00000 1.00000
Ma8 1.00000 1.00000
M9 1.00000 1.00000
N . 30 1.00000 1.00000
M. 1l 1.00000 1.00000
M. 12 1.00000 1.C0000



HYBRID LOCATION, I = 6 ANDJ = 3  MYPERHYBRID REGION ¢ 1
COMPOSITICN - HEAVY COMPONENT

M=l 1.00000 1.00000
M =2 1.,00000 1.00000

M a3 1,00000 1.00000

M x4 1.00000 1.00000

Ma=S 1,00000 1.00000

M =6 1,00000 1.00000

M =7 1,00000 1.00000

M8 1.00000 1.00000

M 29 1,00000 1.00000

M« 10 1.00000 1.00°00

Mz 11 1.00000 1.0. 00

M= 12 1.00000 1.00000

HYBRID LOCATION, I = 6 AND J - 3  HYPERHYBRID REGION = 1

COMPOSITION - LIGHT COMPONENT

Mx 1l 0.00000 ©.00000
M =2 0.60000 0.00000

M 23 0,00000 0.00000

Maxd4  0.00000 0.00000

M =5 0.00000 0.00000

M =6 0,00000 0.00000

M2 7 0.00000 0.00000

M =8 0.00000 0.00000

M =9 0.00000 0.00000

M= 10 0.00000 0,00000

M= 11 0.00000 0.00000

M = 12 0,00000 0,00000

HYBR1. [OCATION, I = 6 AND J : 3  HYPERHYBRID REGION -
COMPOS 1 T4(N -~ METHANE COMPONENT

K= L=l L=2

M=l 009362 0,97302

M=2 0.97302 0.97302

M =3 0.97302 0.97302

M=z a4 0.97302 0.97302

M=% 097302 0.97302

M=6 097302 0.97302

M=7 0.97302 0.97302

M=8 0.973Cz 0.97302

M=9 0.97302 5.97302

M= 10 0.9730¢ 0.97302

M= 11 0.97302 0.97302

M =12 0.97302 0.97302
HYBRID LOCATION, I = 6 AND J = 3  HYPERHYBRID REGICN a 1

WATER PHASE SATURATION

OVO®AURANE WN -
=]
»
o
o
(=4
o
o
1=3
o
o

0.2000 0.2000
0.2000 ¢.2000

LU B U O TR ]

TXXTXXXTIXX

- e
Vo

HYBRID LOCATION, I = 6 ANDJ = 3  HYPERHYBRID REGION = 1
OIL PHASE SATURATION

K =1

VB ARV W~
[ o4

o
~o

LI I T T B T T T T )

EXXTXXXXNZTERXEX
©0oco0c00000000

12 0.8000 ¢.8000

BRID LOCATION, 1 = S ADJ = 3 HYPERHYBRID REGION = 1

3

M=1 0.0000 ¢.0000
M=z2 0.0000 (.0000
¥ =13 0.0000 0.0009
M= d 0.0000 0.0000
M=z 0.0000 g¢,0000
M=z6 0.0000 0.0000
M=z 7 0.0000 0.0000
M=8 0.0000 0.0000
M=9 0.0000 0.0000
M= 10 0.0000 0.0000
M= 11 0.0000 0.0000
M= 12 0.0000 0.0000



INITIAL PLUILS AMND BNERGY

Water (Kmole: G.RIBLIILL LI
Heavy f(Kmole) 0.3919890+ 07
Light (kmcle) 0.000G00D« 00
Methane ()mole} 0.000600Ds00
Aqueous Phase (m)) 0.151775peC7
Gleic Phase (m)) 0.%13301D+07
Gaseous Phase (m3) 0.000000D«00
Energy (J) N.1511720416

CONVERGENCE, TOLERANCES

Turerance

4.500D« 30

$.000000
1.000000
TolComp .100000

re (kPa)
TolTemperature (K)

TolSaturation 0.100000

TIMESTEP SUMMARY

LoopTime n 0
cumulative Time (days) 0.000
Time Step (days) - 0.060"
Minimum Newton iterations
Maximum Newron iterations
Humber of Newton jtarations
Number of Newton cuts
Humbet of time cuts
Acceleration flag
Accelerarion factor
Minimum sccelerstion
Maximum acceleration
Haximum SPARSE restarts

B e L owon

=3

.
CoOoQwWOoONCCOOO U

—

Number of inner iterationa
ITMAX convergence value

Moo ow ok oy

L2600

o

Timestep parameters

T a0 aye 165.0000 DSMAX
arire  laps G N.0C DPMAC (kPa, £.2000
TimeEnd (dayu) o JINQ e (%) .0000
DMMAX  (days) $.000u e 0.2000
DTMIN (days) 0.0001 OMEGAconsfAant 1.0000

RatioMin 1.5000

RatioMax 0.500¢

2090

Material and Energy Balances and Residuals
INCREMENTAL CUMULATIVE Residu:ls
L}

-
[
=
r

x

[
s
]
il
'
]
[l
1
'
'
'
'
’
'
i
+
]
.
[l
1
.
'
1
.
]
'
]
'
]
.
1
1
:
.
'
'
]
v
‘
'
'
]
t
'
i
¢
'
.
[l
1

Water Component 0.0000D+00 0.0000D+00 0.0000D+00 0 ¢ O 0 ©
Heavy Component 0.0000D+00 0.0000D+00 0.0000D+0C 0 O 0 0 ©
Light Componant 0.0000D+00 0.0000D+00 0.0000D+00 0 0 v 0 9O
Methane Component 0.0000D0+00 0.0000D+00 0.0000D+00 0 O L ¢ ©
Energy 0.0000D+00 0.0000D+00 0.0000D«00 0 O 0 C ©
AQuecus Phase X 0.0000D«00 0 C 0 C ¢
Oleic Phase X 0.00000400 0 0 0 0 ©
Gaseous Phase X 0.00000+00 0 0 0 0 O
saturation 0.0000D+00 0 0 0 0 ©
well 1§ 0.0000D+00 0 O ¢ © O
well 2 0.0000D+00 0 O 0 C ©
CHANGE OF WELL STATUS AT TIME (days' 0.0

These setting in force until time (days) 26.0

WELL EXISTS AT LOCATION 1 = 4 J = 6 , WELL NUMBER

13 = 1
INDEX -1
IPRODINDEX 1
= 1
BHPmin (kPa) 120.0 PRODINDEX 0.6223E-10
BHPRax (kPa) 6900.0 ProdMultiply 1

Qlaax (m3/day)
QOmax (m3/day)
QMwax (m3/day)
Quality

In). Temp (O}

0.0 FracThick 1

0.0 wellFactor 1
100.0 g 0.5

0.7 Skin 0.0000E~
250.0 Rw 0.09

00



BKPmin (kPa) 120.0
BiPmax (kPa) 6900.0
Qumax (m3/day) 0.0
Qomax (m3/day) 0.0 wellFactor
QMmax (m3/day) 100.0
Quality 0.7
Inj. Temp (C) 250.0

INDEX -1

PRODIND EX 0
ProdMultiply 1
FracThick 1

1

Co 0.5
skin 0.0000E.00
Rw 0.09

IV.4 Abbreviated Log File

Opening files and reading data

AUN

Beg
Fin

Model is dimenaioned for 12 10
Problem is dimensioned for 11 10

Hyperhybrid regions are dimenaioned for
Maximum size of each region is NRm =

CYCLIC 1

inning initialization
ished initialization

Maximum number of unknowns = 1600
Maximum number of Jacobian entries = 75000

PLOT FILE 1

Rl

n

L X Y W S

§ LRV RV

J K Time Po T Sw so Sg

0.0000 500.0 S$1.7 0,200 0.800 0.00C 1.000
.000

0.0000 500.0 S1.7 0.200 0.800

e

0.0000 500.0 S51.7 0.200 0.800

w

1

i ad

LS S A o ™

Time Po T Sw

wrwe X

4
S
(]
6
F
J
6
6
3
3

LoopTime = 1
ITine = 1

ITER

ITER

ITER 3

PLOT FILE 2

well 1 Well 1 Well 1 well 1 well . welll

1 J Time wat oil Gas CumWat CumOil CumGas
4 6 0.0100 -77.1 0.0 0.¢ -0.8 6.0 0.0
6 3 0.0100 -77.% 0.0 0.0 -0.8 0.0 0.
5 4 1 0.0300 500.0 51.7 0.200 0.800 0.000 1.000 :.000 €
5 5 1 0.0100 500.0 51.7 0.20C 0.800 0.000 1.000 1.000
7 6 1 0.0100 500.0 51,7 0.20C 0.800 €.0CC 1.00C 1.000 O.
8 6 1 0.0100 500.0 51.7 0.200 0.800 0.0CC 1.00C 1.000 O.
4 6 1 11 0.0100 544.2 5.7 0.200 0.890 0.000 1.000
4 6 2 3 1 0.0100 500.0 2:.7 0.200 0.800 0.000 1.000
6 3 1 1 1 0.0190 544.2 £1.7 0.200 0.800 0.000 1.000
6 3 2 9 1 0.0100 500.0 51.7 0.200 0.800 0.000 1.000

Cumulative Time (days) = 0.0100
ArTime (days) = 0.90100
1

Maxioum number .. unknowns = 1600
Number of current unknowns = 710

Maximun number of Jacobian entries = 75000
Number of current Jacobian entries = 19824
NSP = 600000

Actual number of Jacobian entries = 20330
2

.000

S
&
1

4 regions.
NTm

= 2

X1 X2

.000
.000

K

1 0.0000 $00.0 51.7 9.200 ©.800 0.000 1.000
1 v.0000 500.0 5 ™ v.200 0.800 0.000 1.000
1 0.0000 500.0 S 7.200 0.800 0.000 1.000
1 0.0000 $00.0 S. 0.200 0.800 0.000 1.000

1.000 0.

0 1 1.000 0.

0.0000 500.0 $1.7 0.200 0.800 0.000 1.000 1.000 O.
0 1 1.000 0.

X3

000 0.
000 0.
000 0
000 0

1.000
1.000
1.000
1.000

well 2
wat

1.000

0.000 0.973
0.000 0.973
0.000 0.973
0.000 0.973

Well ¢ wel

Pwt 2

12

oil Gas

.973 500.0
.973 500.0
.973 5060.4

0.000 0.973
0.000 0.973
0.000 0.973
0.00¢ 92.973

5

well 2
CumWat.

oo oD

6906 .
6900,
6900 .
6700 .

coec

G.
0.

0

Well 2 wWell ¢
CumGas

Cumo l

$0G.

06

SO0,
$06.

Docw

9.0
0.0

G.0
G.0
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lwogTipe = 129

I1Time = 120
Cumjlative Time (days) = 165.000¢
adrime (days!) 3 8.849%

TR 1

1TER 2

irer 3

1TER 4

ITER A

1TZR 6

ITER 7

I'TEfR 8
4 & 165,0000 0.0 0.0 0.0 -5374.5 0.0 0.0 l2.6 7.4 0.C  1272.6 €71.9 0.0
€ 3 165.0000 0.0 0.0 ¢.0 -5974.% 6.0 0.0 12.6 7.4 0.0 1272.8 672.0 0.0
S 4 1 165.0000 1412.4 S1.7 0.201 0.799 0.600 1.000 1.000 0,000 0.991 500.0 500.0
S ¢ 1 165.0000 1388.8 S1.7 0.201 5.799 0.000 1.000 1.000 ¢.000 0.991 500.Q 500.0
7 ¢ 1 165.0000 1388.8 51.7 0.201 0.799% 0.000 1.000 1.000 0.000 €¢.991 50C.0 500.0
w 6 1 16%.0000 1409.6 51.7 0.201 0.799 0.000 1.000 1.000 0.000 0.991 500.0 500.0
¢ 6 1 1 1 165.0000 841.7 142.8 0.281 0.719 0.000 1.000 1.000 0.000 0.583 2461 .4 812.6
4 6 2 + 1 165.0000 132%.9 %2.0 0.205 0.795 0.000 1.000 1.000 0.000 0.930 2461.4 812.6
£ 3 1 1 1 165.0000 84).7 142.8 0.281 0.719 0.000 1.000 1.000 0.000 0.583 2461.5 812.5
€ 3 2z % 1 165.0000 1323.9 52.0 0.205 G.795 0.00¢ 1.000 1.00C 0.000 0.990 2461.5 812.5

FORTRAN STOP



COLOPHON

“Better is the end of a thing than the beginning thereof...”

—Ecclesiasics

This manuscript was produced using Apple Computer, Inc. hardware and the following software:
Microsoft Word, Microsoft Excel, WaveMetrics Igor, Claris MacDraw 11, Silicon Beach SuperPaint and
Design Science MathType. The FORTKAN code “.as developed initially using Language Systems
FORTRAN under the MPW shell. The code was completea, debugged and executed on a VAX 6320.
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