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Abstract

This thesis investigates stray losses in AC mashimng the time-stepped
finite element technique. Two aspects of this t@e involved in this thesis. The
first aspect is to construct a finite element moidel AC machine systems and
develop an efficient numerical solution for theteys equation; as the emphasis
of this thesis, the second aspect is use the almedel to analyze stray losses in
AC machines under a variety of operation, desighraanufacturing conditions.

The thesis modifies the traditional 2-D finite elsmhtechnique to account for
the variations in electromagnetic field along thachine’s axis resulting from
skewed structures, rotor interbar currents and ikioh ducts. Domain
decomposition and parallel computation are incafeat to efficiently give a
numerical solution to the system equation.

The factors affecting harmonic stray losses in A@chines including pulse
width modulation (PWM) supply, interbar resistanemd slot shape are
investigated using the above efficient analysid. t8amulations and tests under
different load conditions are carried out for aduation motor to investigate the
additional harmonic stray loss caused by the PWNypsu For a large
synchronous generator, simulations and tests aferpeed to study the effect of
different amortisseur interbar resistances on tbelsmrmonic contents and the
resulting harmonic stray loss in the amorisseurecag a factor influential to
magnet stray loss in permanent magnet synchronagkines, various slot shape

designs are assessed by simulations. An optimizdiased on an evolutionary



strategy is implemented to find the best slot shagsegn with minimum machine
loss.
The conclusions in the thesis provide valued infitram to direct the future

design and manufacture of efficient AC machines.
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Chapter 1  Introduction

Electric machines are widely used as electro-machhanergy converters in
home appliances and industrial production. Electrators which convert electric
energy to mechanical energy consume a large pagerdf the electric energy
produced, typically about 60% in industrialized cties [1]. Electric generators
which convert mechanical energy to electric engngpduce almost all the global
electricity consumed. The energy loss associatdtl Wie process of electro-
mechanical energy conversion has always been aeooraf electric machine
manufacturers and users. In modern society, ecangmawth is increasingly
dependent on the consumption of fossil fuels. Amiop generally accepted is
that the fossil energy resources will be eventudépleted due to the increasing
consumption of fossil fuels, and on the other h#nd results in the excessive
emission of greenhouse and toxic gases. Theseroesand environment issues
evoke a close attention to the energy losses iraeleric machines. As a large
portion of fossil energy is converted to other ggeforms or eventually
consumed by electric machines, the reduction aftiedemachine losses may help
relieve the pressure on natural resources andamagnt. A full investigation of
the loss mechanism is a prerequisite for the desfgaenergy-efficient electric
machines. This thesis focuses on the loss mechaamatysis for AC electric
machines including induction machines, synchronmaghines and permanent

magnet synchronous machines.

1.1 Components of AC machine losses

The losses that occur in AC machines can be diviistedfour basic categories:
1. Joule lossIfR losses)

2. Iron loss

3. Mechanical loss

4. Stray loss

Joule loss is the ohmic heating loss that occurstator windings, field

windings (in synchronous machines) and rotor wigdiror squirrel cage (in



induction machines). Since the conductor resistace temperature dependent,
the Joule losses are dependent on the expecteatiopgemperature.

The core of an electric machine is usually madéawfinated ferromagnetic
material, which is exposed to time and space vgrymagnetic fluxes. These
fluxes produce hysteresis loss, eddy-current logb excess loss. These three
categories of magnetic losses occurring in therdabted core are lumped together
to form the iron loss.

Mechanical loss is associated with two mechaniffates in an AC machine:
friction and windage. Friction loss is caused bg fthiction of bearings, while
windage loss is caused by the air resistance ttataan the moving parts inside
the machine. In some cases a fan is designedthetend of the machine’s rotor
in order to provide the air flow cooling the maahinrhe built-in cooling fan
consumes the input energy to the machine withoweldping output. This
portion of energy loss is also included in the vaige loss.

Stray loss is the portion of total loss that ifidifit to model and quantify.
This portion of loss is not strictly independent aither loss categories in this
thesis. In the initial stage of design, most eleatrachine manufacturers give raw
design of basic structures using their in-houséwsoé based on analytical and
empirical equations. Regarding the loss calculatitthrese programs assume that
losses only occur because of the fundamental frequef field. Due to this
design routine, “Joule loss” and “iron loss” termscommon usage only refer to
those losses at fundamental frequency. Howevedditional to the fundamental
losses, harmonic currents and harmonic fields dseanother portion of Joule
loss and iron loss. As these additional lossesiaable to be precisely calculated
by the in-house programs, they are treated as kisags in most of the previous
work on machine losses. In this thesis, the terfid9aule loss” and “iron loss”
refer to the sum of loss components at all freqigsndhe harmonic components
of those losses that are treated as stray losedseraned as “harmonic Joule loss”
and “harmonic iron loss”.

The ratio of each above loss components to a maé@hine loss is a function

of machine size and load condition. Generally spegpkvith the increased load



the proportion of iron loss and the proportion oéaianical loss become less
significant relative to the proportion of Jouledos

1.2 Origins of stray losses in AC machines

Stray losses may bring extra temperature rise aadhime performance
degradation, therefore it is essential to undedstae phenomena causing these
losses and evaluate them for design of higher ieffcy electric machines.
Although stray losses in AC machines have beenndéfifrom the different
aspects of the subject, there is general agreetinainthe following constitute the
physical origins of stray losses [2], [3]:

1. Saturation of magnetic material

2. The space harmonics of magnetic field caused by ghemetrical
structures around the active region of the machkueh as slots, windings
and air-gap
The nonsinusoidal input supply to a machine
The leakage flux in the frame, end-region and othetallic parts

The fringing flux caused by slots and ventilatiarct$, if present

2R

Industrial imperfection — the most prominent of @ris interbar currents

due to imperfect insulation of the squirrel cageshm the amortisseur bars

1.3 Loss analysis by finite element method

Manufacturers rely on experimental and simulatippraaches to quantify the
losses in electric machines. For induction macheres$ synchronous machines,
IEEE or IEC standards [4] - [6] define some segredjdosses that are similar to
the loss components mentioned in Section 1.1. Tistaadards also give
recommendations on the test procedures for detatiom of those losses. The
simulation approach for machine loss analysis B $lubject of this thesis.
Electromagnetic simulations have been carried outhe process of design to
predict the various performances of electric maehin Generally the
electromagnetic field in an electric machine is eled by the Maxwell's

equations and the machine performances associatedhe field are simulated



by solving these equations. As friction and windage purely mechanical
performances which usually need tests to be detechithey are not in the scope

of electromagnetic simulations involved with tHigsis.

1.3.1 The application of time-stepped finite element method

A full knowledge of the electromagnetic field dibtrtion is required for
electric machine loss analysis. In an electric nraghthe field varies with time
and space and may be saturated at certain regidhs @on core. Time-stepped
finite element analysis (FEA) is a simulation teiciue that can calculate the field
distribution in time domain, therefore it is a siie technique for modeling of the
time and space varying nonlinear field in electm@&chines. This feature is
essential particularly to the accurate predictidrstoay losses as time-stepped
FEA is capable of predicting the harmonics whichstitute a large proportion of
stray losses.

This thesis studies two aspects regarding the @gijn of time-stepped finite
elements in AC machine analysis. One aspect idintite element modeling of
AC machines. In this thesis some modificationsmaagle to the conventional 2-D
finite element method (FEM) by incorporating muite technique, Carter's
coefficient and interbar circuit model in order &mlapt it to certain special
structures such as skewed bars (or slots) and latorti ducts as well as
manufacturing variations such as imperfect interbgulation. The modified 2-D
time-stepped finite element models are developed ifidluction machines,
synchronous machines and permanent magnet synalwonmachines,
respectively. Most of the origins of stray lossesntioned in Section 1.2 can be
taken into account using the 2-D model without mag the impractical
complexity and computation overhead of a fully tistepped 3-D model.
However the 2-D technique is still relatively expme in comparison to the
traditional analytical method as the former soheesarge number of coupled
equations at each time step for circuit variabled aodal magnetic potentials,
though the number of these equations is much leas that with the 3-D

technique. Thus the other aspect of the researchinmstepped FEA of AC



machines is the investigation of the approachesdoce the computation time
required to solve the finite element equations.sThiesis proposes an efficient
parallelized algorithm based on domain decompasitiothe time-stepped finite

element model for AC machines.

1.3.2 Loss analysis for AC machines

This thesis aims to analyze AC machine losses ubmgnodified efficient 2-
D time-stepped finite element model. Emphasis &¢d on the investigation of
some factors affecting stray losses in inductiorchirees, synchronous machines
and permanent magnet synchronous machines. Thesarsfanclude supply

harmonics, rotor interbar resistances and shapertdin structure.

A. Interbar resistance

The induced interbar leakage currents between twos are conventionally
neglected in the AC machine design routines. Aaedsr this is the difficulty in
modeling the bar-bar insulation by the traditiomdsign routines based on
analytical and empirical calculations. However timerbar currents are
considered a vital internal factor underlying hanmdfield in AC machines as
well as a considerable source of harmonic stragelsThe bar-bar insulation
represented by interbar resistances varies signifi¢ with individual machines
due to manufacturing variations. In this thesisitfterbar circuit originating from
the modeling of noninsulated cage bars in inducti@chines is generalized for
the modeling of noninsulated amortisseur bars mckgonous machines, and the
effects of interbar resistance variation on theiower field harmonics and the

relevant stray losses are investigated.

B. Supply harmonics

Pulse width modulation (PWM) schemes are commordgduin variable
speed drives. As an external source of harmoniégCtanachines a PWM supply
causes additional stray losses at the PWM frequeBioyulations are carried out
in this thesis for induction machines under a raofg®ad conditions in order to
investigate the additional stray losses caused BWa supply and their relation

to the load variations. It is expected that thesaikation results provide a better



understanding of stray losses caused by PWM frexyuand consequently better

inform future design of induction machines with smrusoidal supply.

C. Slot shape

The field distribution in an electric machine ifuaction of the dimension and
shape of parts and structures. The adjustmentneérsion and shape design may
change the field distribution as well as the tédssk. It is particularly of interest to
the manufacturers of high-efficiency machines &ks@e optimal design with the
lowest losses using appropriate optimization atgars. Of the various structures
in an electric machine, the adjustment of slot shapan economical approach to
contribute towards loss reduction after an initdakign using low-loss materials
has been carried out. In this thesis a permanegnetasynchronous machine
(PMSM) is selected as the prototype for slot shapgmization in order to
minimize the total loss. An optimization based owoletion strategy is
implemented and the 2-D time-stepped FEA is usedeualuate the loss
components of the PMSM including the stray lostheapermanent magnets. The
thesis highlights the advantage of the proposedmaptslot shape design in

reducing the magnet stray loss.

1.4 Contributions

This thesis develops a universal time-stepped Riefelement model for AC
machines. Some improvement techniques are incdgmbnaith this model to
make it compatible with the axial field variatioaused by skewed bars (or slots),
ventilation ducts and interbar currents. An efinti@algorithm based on domain
decomposition and parallel computation is propofedsolving the equations
derived from that model.

The thesis demonstrates that the combination optbposed model and the
efficient parallel algorithm is an efficient toabrf the evaluation of AC machine
performances. The time-stepped FEA is carried @@valuate the stray losses in
three basic types of AC machine: induction machgyachronous machine and
PMSM. Three factors affecting stray losses in ACchmaes are emphasized in

this thesis: imperfect bar-bar insulation, PWM dygmd shapes and dimensions



of certain parts such as stator slots. Using timmaln simulations, the thesis
makes a comprehensive analysis of the relation dextwhese three factors and
stray losses. A portrait of AC machine stray lossesobtained, and this

information may guide electric machine manufacsiterdevelop new design for
energy-efficient machines, which would be consideam asset in the current
situation of energy scarcity. In pursuit of thisagathis thesis makes a valuable
attempt at the design optimization based on evmusitrategy and time-stepped
FEM.

This thesis presents a number of measurement seanil simulation results
are obtained under the same supply and speed mwditThe machine
performances under a number of variable factoes (otor temperatures and
interbar resistances) are simulated in order tolagxpthe experimental

observation related to stray losses.



Chapter 2 Background Theory

and Literature Review

Three types of AC machines are studied in thisishésduction machines,
synchronous machines and PMSMs. Section 1.2 darifie general origins of
stray losses in AC machines. Of those origins fleddmonics may cause stray
losses in a variety of parts exposed to those figldnonics, depending on the
construction of different types of AC machines. Tokowing sections give the
gualitative explanations on the cause of field hamms and harmonic stray losses.
Most manufacturers of electric machines employ arpents to quantify these

losses. Some of these stray loss test procedwres\aewed in this section.

2.1 Induction machines

By their rotor construction induction machines @leessified into squirrel cage
machines and wound rotor machines. In this thesés ihduction machines
involved in the loss study are squirrel cage maehirSquirrel cage induction
machines have rugged construction without brushies. characteristic increases
their reliability and reduces maintenance costgluétion machines are the
preferred choice for industrial motors as the spmmdrol of induction machines

is now feasible thanks to modern power electronics.

2.1.1 Harmonics and stray losses in induction machines

In order to locate the parts where the harmoniaystosses occur, it is
necessary to briefly introduce how the stator astdrrfields form in an induction
machine. The stator current produces the rotatimgldmental field at supply
frequency. The rotor fundamental field and the cetlifundamental current in
squirrel cage vary at slip frequency due to thertstmotion at slip speed relative
to the rotating fundamental field.

Figure 2-1 summarizes the cause of harmonic stsagek in an induction
machine. As an important source of harmonics inuatidn machines, a

nonsinusoidal supply introduces current time haio®that produce harmonic



Supply Source of harmonics

v v
Flux space harmonics Flux space harmonics
caused by windings caused by slots

L | |

Current time harmonics ‘

| gy

‘ Flux density time harmonics ‘

| i

Harmonic Joule loss ‘ Harmonic iron loss ‘

Figure 2-1 Harmonic stray losses in an inductiocimze

Joule losses and cause harmonic iron losses thribxeginduced harmonic fields.
A typical example of the nonsinusoidal supply isiaverter that may produce
current harmonics at the PWM switching frequenche Tstructures such as
windings and slots form the other source of hare®(ie. space harmonics) in an
induction machine. Space harmonics in air-gap fersity are partly due to the
nonsinusoidal spatial distribution of the statone¥ngs, and the other portion of
space harmonics, referred as slot harmonic, is ymedi by the reluctance
fluctuation due to the slot-tooth modulation. Thexfdensity space harmonics
produce a stationary wave interacting with thetmatafundamental field to give

the rotating harmonic fields. The flux densitiesresponding to these field time
harmonics produce additional harmonic iron lossesl anduce additional

harmonic currents that cause extra harmonic Jogkek in windings and bars. In
summary, the harmonics caused by supply and macéineture are both

reflected in the stator current, the induced curianrotor cage and the iron
laminations. The resulting harmonic Joule loss laaanonic iron loss constitute

the harmonic stray losses in an induction machine.

2.1.2 Interbar currents in induction machines

Due to their simplicity and effectiveness cast ratages are widely used in

induction machines, particularly in small ratingsdisadvantage of cast cage is



the imperfect insulation between the rotor bars dhd rotor core. This
manufacturing process leads to current flowing wterentially between
successive rotor bars through the lamination irbhis current is commonly
referred to as ‘“interbar current”. Large inductiomchines adopt the more
traditional fabricated cage where the copper beesreserted into the rotor slots.
Generally a fabricated cage has less regular bardontact surface and as a
result a better interbar insulation than an eqeivatast rotor [7].

In an induction machine the interbar current iscenmon phenomenon that
requires a special attention when modeling the machs it contributes to the
axial variations in both flux density and bar cuatrelensity. The presence of
interbar current changes particularly the harmomilectromagnetic field
distribution in the rotor, and therefore the interlcurrent is considered an
important factor underlying the rotor stray lossés experimental study
undertaken by the Toshiba Corporation claimed thatlosses in a cast cage
machine due to interbar currents constitute apprately 30% of the typical

stray-load losses [7].

2.1.3 Determination of stray loss by experiment

As experimental methods for determination of sti@gses are not the main
concern of this thesis, this section gives theflmaenments only on the stray loss
measurement procedure introduced in IEEE StandB2dd representative of the
prevalent international standards for induction nae testing.

IEEE Standard 112 defines some segregated loss&s imduction machine
and describes the tests and calculations to be tasddtermine these losses [4].
The segregated losses include stéBrloss, rotor?R loss, friction and windage
loss, core loss, and stray-load loss. Stray-load i® defined as that portion of the
total loss in a machine not accounted for by tha etithe other loss components.
Generally, stray-load loss is actually the stragslavhen load is applied, so it is
dependent on motor loading. The standard defiresdhoad test and some other
procedures to isolate statdR loss, core loss, friction and windage loss from th

total no-load losses, however the harmonic Jouds lo squirrel cage, which is
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supposed to be a stray loss, is treated as a p#re @ore loss in this standard.
Although the IEEE Standard 112 provides a revestation test as the direct
measurement method of stray loss, criticisms haes beported that the principle
and presumption of this method are indeed probleni@t and the measurement
results are subject to a high degree of uncerta@ly- [12]. According to
empirical estimations the stray-load loss in arugtbn machine amounts to 1% -
2% of the output, but values as low as 0.5% arugisas 4% are not uncommon
[13].

2.2 Synchronous machines

Almost all electrical power plants use synchronooachines to generate
electricity. In some cases synchronous machinesised not to provide any real
power to a power system, and instead they generadbsorb reactive power as

compensators to improve the power factor on thallgid they are connected to.

2.2.1 Rotor construction of synchronous machines

The stator structure in a synchronous machinemgasi to that in an induction
machine. A synchronous machine differs from an atidm machine only in the
rotor geometry and structures. The rotor of a sygmabus machine is excited by
the field winding, which is nonexistent in an intlon machine.

Synchronous machines are classified into saliel@-pmachines and
cylindrical-rotor machines depending on their rot@onfiguration. The
construction of a salient-pole synchronous maclkénehown schematically in
Figure 2-2 (a). The rotors of this kind of machitese obviously salient poles
with concentrated field winding surrounding theegbbdies. By properly shaping
the pole face, a nonuniform air gap is usually ol to make the radial air-gap
flux density to approximate a sinusoidal distribati A cylindrical-rotor
synchronous machine has a round rotor with didkeibufield winding and
uniform air gap as shown in Figure 2-2 (b). Thel cdiles are distributed in
multiple slots around the rotor periphery and ayegh to produce an

approximately sinusoidal distribution of radial-gap flux density.
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Htator

Fotor

(a) Salient-pole machine (b) Cylindrical-rotor machine
Figure 2-2 Construction of synchronous machines

Some synchronous machines may have an amortisseding on the rotor.
Salient-pole machines normally have amortisseurding in the form of
conductive bars spaced across each pole face.ridzeoé the bars are brazed to a
pair of conductors to form a low-resistance pattisT configuration of
amortisseur winding is similar to the squirrel cag@n induction machine. There
are two basic types of amortisseurs. Nonconnectedrtesseur windings are
isolated on each pole face. Connected amortissawus conducting bridges that
interconnect all the amortisseur groups at indigldaoles. The main purpose of
amortisseur is to dampen oscillations about synedus speed that result from
electrical or mechanical perturbations. It is alsed to accelerate the machine
during starting. As the rotating field moves p&&t winding during oscillations or
starting it induces currents in the amortisseurdivig which produce torque and
accelerate or decelerate the machine. In this psotiee amortisseur winding

works exactly the same way as the squirrel caga imduction machine.

2.2.2 Harmonics and stray losses in synchronous machines

Some harmonics in a synchronous machine are prddaca way similar to
the harmonics occurring in an induction machiner Fstance, all the slots
around the periphery of iron cores and the nonsidas spatial distribution of
stator windings produce space harmonics modulatiegmachine fundamental

12



field. In addition, a power grid may input time hnics into the synchronous
machines connected to it.

The field winding of a synchronous machine is edcitwith DC current,
which produces fundamentally a DC rotor field. Tk&ito the shape of pole face
(in salient-pole machine) or the configuration @ld winding (in cylindrical-
rotor machine), the spatial distribution of air-giysx density is approximately
sinusoidal. As the air-gap flux rotates with theorpa sinusoidal field presents on
the stator at the fundamental frequency correspontti the synchronous speed.
However the DC excitation in synchronous machingd produces rotor
magnetomotive force (MMF) harmonics though the raonstruction has been
specially arranged to mitigate the impact of thésemonics on air-gap flux
density. Thus the nonsinusoidal air-gap flux dué¢he DC excitation creates an
additional harmonic source in a synchronous machine

Unlike the circumstances in an induction machihe, rotor of a synchronous
machine in steady state does not carry any fieldnduced current at slip
frequency, because the rotor motion is in synclsranwith the stator fundamental
rotating field. Thus DC rotor field fundamentallyopuces no loss in the rotor
core and the amortisseur winding. However, as tleeteof harmonics introduced
by internal structures and external supply, the ds@ponents of the rotor field
and the induced current in amortisseur winding poeda considerable amount of
rotor loss. The rotor loss and the stator harmdoss constitute the harmonic
stray losses in synchronous machines. It is pdstlilthat interbar currents also
occur in the rotor of a synchronous machine andean additional stray loss, for
construction and manufacturing process of amorisate similar to those of the
squirrel cage in an induction machine. Howeverth® author's knowledge, no
previous work on interbar currents in synchronowimmes has been published

prior to the work carried out for this thesis.

2.2.3 Determination of stray loss by experiment

Similar to IEEE Standard 112, some segregated soaee defined in IEEE

Standard 115 for synchronous machines. These l|ossbsde friction and
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windage loss, core loss (on an open circuit), stway loss (on a short circuit),
armaturd“R loss and field’R loss. The standard provides an experiment guide to
determine the efficiency by measuring those segeelgéosses [5]. The loss
components of core loss and stray-load loss dbhartmonic, leakage and fringing
flux constitute the stray losses at open and skoduit respectively. This
experiment guide is based on a false assumptidrbauperposition of the core
loss at an open circuit and the stray-load loss ahort circuit can simulate
precisely the actual load loss in a synchronoushmac Ideally, the direct
measurement of stray losses under the actual loaditon is required for
determination of efficiency. In [3] a measuremehsway losses throughout the
entire geometry of a synchronous machine is caroed by using miniature
thermistors and thin film area sensors.

2.3 Permanent magnet synchronous machines

A PMSM is similar to a synchronous machine with éixeeption that the field
winding is replaced by permanent magnet. In corsparito conventional
synchronous machines, the excitation by permanegnet does not need the
parts such as external DC supply, slip rings, brastand hence requires no
maintenance cost for those parts. PMSMs are typicglerated from variable-
frequency drives and behave similarly to convemtiosynchronous machines.
PMSMs have high power density, high efficiency ad relatively simple to
control. These advantages make PMSMs an attracavelidate for industrial
drive, servo drive, electric vehicle traction dried motion parts in home

appliances such as washing machine, refrigeratbaarconditioning.

2.3.1 Rotor construction of permanent magnet synchronous

machines

PMSMs are classified as surface-mounted permanegnet (SPM) and
interior-mounted permanent magnet (IPM) types. BfM machine has its
magnets projected from the surface of the rotoijenne IPM machine has its

magnets buried inside the rotor. The cross sectdribe two types of machine
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are schematically shown in Figure 2-3. In practibe,geometry of the permanent
magnets and the rotor core may vary depending dividual applications in

order to obtain sinusoidal spatial distributionantgap flux density, and desired
direct and quadrature axis inductancgandLg). In a SPM machine, epoxy glue,
special tape or retaining sleeve is used to fixwtlagnets to the rotor surface. This
design makes SPM machines easy to build and lgssnsie, but less robust
compared to IPM type, especially in high-speed iappbns. The rotor of an IPM

machine possesses salient magnetic structure &vaiurfs development of a
reluctance torque component and helps increasediunsity. This extra torque

component can be harnessed to increase outputwitbre sophisticated control
algorithm. The main disadvantage of IPM machinethéslarge cogging torque

that may cause noise and vibration.

Stator

Rotor

(a) Surface-mounted permanent magn (b) Interior-mounted permanent magnet

Figure 2-3 Construction of permanent magnet symaus machines

2.3.2 Harmonics and stray losses in permanent magnet
synchronous machines

Slots in the core periphery, nonsinusoidal spatatribution of stator
windings and nonsinusoidal supply (if presents) allecommon sources of
harmonics in conventional synchronous machinesPii8Ms. Analogous to DC

field winding in conventional synchronous machinddMF of permanent
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magnets in PMSMs contains harmonics and resulérigap flux density which
is not perfectly sinusoidal, though efforts haverbenade to reduce effect of these
harmonics by shaping magnets and rotor core. Theishonsinusoidal MMF of
permanent magnets produces an additional portistray loss in a PMSM.

Supply and slot harmonics induce eddy currentseirmanent magnet, rotor
iron core and conductive retaining sleeve, if pnes&@hese eddy currents may
produce significant stray losses at high speed$dating the rotor. The rotor
temperature rise caused by these stray lossessfge@al concern in design of
PMSMs. The property of permanent magnet is seesibvtemperature. Residual
flux density B;) and coercive forceH;) decrease as magnet temperature increases.
This characteristic is unfavourable for the pernmhneagnet performance,
particularly the demagnetization withstand, whosgrddation increases the risk
of demagnetization in the case of transients old-fieeakening control. In
addition, if the magnet is unfortunately heatedoter its Curie temperature,
irreversible demagnetization will occur to the maigand lead to a permanent
damage to the machine. It is technically diffidaltconstruct a cooling system for
the moving part inside an electric machine, thugesign with low rotor stray
losses is expected to keep the rotor temperatueesafe range. A conventional
approach to reduce the magnet loss is to dividedhd magnets into a number of

insulated segments.
2.4 Time-stepped finite element model

2.4.1 Finite element methods for AC machine analysis

For simulation of electric machine performancesy mvajor finite element
models have been established: time-harmonic FEAtiamelstepped FEA. Time-
harmonic FEA relies on “one snapshot” rotor positio calculating the phasor-
based performance characteristics in frequency oolatreating the supply as a
current phasor. This method can model only theceffef time harmonics as the
result of nonsinusoidal supply. The effects of s#ttan and space harmonics
caused by rotor motion cannot be investigated usualp a linear field modeling

method in frequency domain. As the induced curremt®re laminations, squirrel
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cage (or amortisseur windings) and permanent magmet an outcome of the
interacting supply and space harmonics, a morerammodel is required when
evaluating the full effect of harmonics. Time-ste@pFEA calculates machine
electrical and magnetic performances at samplesotmir position. With the
dynamic creation of finite element mesh (for a miagls air gap only, in practice)
this method inherently reflects the full effect ledrmonics and saturation. This
method has been employed in the simulations ofinassidal field in induction
machines since 1980’s [14] - [17], and it was ed&zhin 1990’s to simulate the
performances of conventional synchronous machindP&SMs [18] - [21]. The
authors of [14] - [19] simulate the steady-stacebmagnetic performances of
AC machines by solving the coupled electric ciraquations and finite-element
field equations. To implement a comprehensive samh of electromechnical
performances such as the transients during starind supply or load
perturbation, this method has been improved by loogpan additional
mechanical equation with the electromagnetic systqmations. In [20] and [21]
the starting transient of line-start PMSM is simethby solving simultaneously
those mechanical and electromagnetic equations.

There are two approaches to implement time-stepp&® on the
electromagnetic system of AC machine: coupled dirmpproach [22] and eddy-
current approach [23]. The coupled circuit approachased on a circuit model
comprised of time varying circuit equations coupleda magnetostatic finite
element model. The finite element model is usedpdate the self and mutual
inductances of the circuit as the orientation o ttotor and the magnetic
saturation vary. The eddy-current approach caleslahe unknown circuit
variables with the present change rate of magmetiential, in other words, the
field and circuit equations are solved simultangous each time step. This
approach has the advantage that the full effeahstantaneous induced currents
and electromotive forces (EMF) is directly includadhe simulation results. The
investigation of the two approaches show that thrilgtion based on the eddy-
current model is significantly faster than thatdzh®n the coupled circuit model
[24], [25].
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2.4.2 Multislice technique

Skewed slots are extensively adopted in AC machasea design routine in
order to reduce harmonics, noise and vibration. déreer line of a skewed slot is
not a straight line parallel to the axis of the mae, but is a spiral line along the
cylinder (for instance, the surface of the rotém)small or medium size induction
machines, slot skewing is usually done on rototst Skewing in synchronous
machines and PMSMs, if presents, is usually donstators. Conventionally, the
slot pitch or the angle a skewed slot crosses ensthrface of rotor or stator
cylinder is used as the measure of skew. One &bt [ an arc covering one slot
and one tooth of the stator.

Skewed slots result in axial variation of flux deyshat needs 3-D modeling
technique. The 3-D finite element model requiresesrely expensive overhead
in computation, which makes it impractical to siatel AC machines by time-
stepped 3-D technique. To simplify the modelingirduction machines with
skewed rotor slots and reduce the computation tieemultislice technique has
been exploited that models the skew by a set céslicut from the machine using
planes perpendicular to the machine’s axis [26]].[Zhe multislice model of a
skewed slot is shown in Figure 2-4. The bar lyin@iskewed slot is represented
by the axial bar segments which are discretizethbyslices and shifted parallel
to one another on the surface of rotor cylindet,dbectrically connected in series.

The angle across the adjacent bar segments is dksptean the value of skew

Slice 5

{ Slice 4
Slice 3
Slice 2
J Slice 1
(a) Skewed sl¢ (b) Discrete approximatic

Figure 2-4 Multislice model (5-slice example)
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angle and the number of slices. As the bar segmweititén slices are assumed
parallel to the machine’s axis, the magnetic fiefdeach slice can be modeled
using 2-D finite elements. The currents flowing lbars and windings are
continuous across the discrete slices, and the atiaginelds on these slices are
coupled together through the electric circuit epurst with those continuous

currents.

2.4.3 Interbar circuit model

As mentioned in Section 2.1.2 rotor interbar culserontribute to the axial
variation in bar currents as well as machine fidldhumber of previous authors
attempted to model these transverse currents @sihgechnique. In [28] and [29]
two similar algorithms based on the coupled 2-D ad models are adopted to
compute the rotor stray losses caused by intennaemts in induction machines.
Both algorithms employ a 2-D multislice time-stegpmite element model as the
first step to compute the stator current, rotorrentr and the 2-D field
distributions at each time step. The presence tefbar currents is neglected in
the 2-D analysis. In the following step the harnesnin the 2-D solution are
identified and then 3-D FEA in frequency domain darried out at each
remarkable harmonic in order to obtain the detaitdormation on rotor field and
interbar currents. The introduction of 3-D modedads to a large amount of
computational effort in solving interbar currentoblems. The computation
required in the pre- and post-processing of 3-D Flata is also complex [30]. On
the other hand, these coupled 2-D and 3-D moda&snat a complete time-
stepped solution because the effect of interbareats is not directly included in
the initial 2-D time-stepped models; in additiohg t3-D analysis in frequency
domain cannot be used to predict the transientimean variation of the field.

An alternative to the coupled 2-D and 3-D modelsthe 2-D multislice
interbar circuit model. In [30] and [31], the inbar insulation is modeled using
the lumped transverse resistances in a multistitar circuit, rather than the 3-D
finite elements as in [28] and [29]. In this rowrcuit, the bar impedances are

included as a part of the 2-D time-stepped finieement model; the end-ring

19



impedances and the interbar resistances consétetecuit external to the finite
element model. Thus the finite-element equatiomotdr field and the interbar
circuit equation are coupled together to form d tuhe-stepped 2-D finite
element solution. Figure 2-5 shows two commonlyduseiltislice interbar circuit
models (3-slice examples). The bar-bar model iuf@®-5 (a) is based on the
usually accepted assumption that interbar curfémisdirectly between adjacent
bars. However the iron resistance is usually muctaller than the bar-iron
contact resistance; more logically, the interbarents will enter the iron through
the bar-iron contact resistances and then circutafge iron core, rather than flow
to the adjacent bars through the high resistancerda path. This pattern of
interbar currents is embodied in the bar-iron mopddiich is a cubic network
shown in Figure 2-5 (b) [32], [33]. In [30] and [3he bar-bar model is integrated
with the 2-D time-stepped multislice FEM. In a necpublication, [34], the bar-
iron model is applied with the multislice model ated by 2-D finite element
commercial software.
The interbar resistanceByf or R; in Figure 2-5) are inconstant parameters in

an induction machine. They may vary significantlyhwthe individual machines,
or even with the different bars in a single machotepending on manufacturing

Zend Zend Zend Zend chd Zc nd chd chd
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(a) Bar-bar model (b) Bar-iron model

Zy, — Impedance of bar segment  Z,q — Impedance of end-ring segment
Ry, — Bar-bar resistance R, — Bar-iron contact resistance R; — Iron resistance

Cage circuit or bar-iron circuit =2z Part of finite element model
fffffffffffff Iron circuit —— External to finite element model

Figure 2-5 Interbar circuit model (3-slice examples
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process and ageing [32], [35]. As examples, barshwiddiameter manufacturing
tolerances, thermal expansion coefficients and exatmation on surfaces may
all affect the surface contact resistance betwkerbar and the iron core. For this
reason, the estimation of interbar resistancesuigest to a large amount of
experimental effort [35], [36]. Depending on thdwes of interbar resistances,
noticeable variations of machine performances ntayg e.g., starting torque [7],
[37], torque-speed characteristic [38], harmonitatezl performances such as

rotor harmonic Joule loss [38], torque and statorent ripples [31].

2.4.4 Computational efficiency of multislice time-stepped finite

element method

The multislice modeling technique for skewed induttmachines has been
summarized in Section 2.4.2. This section reviews humerical technique
developed recently to solve the nonlinear equédtiamsed on the multislice model.
Generally, FEA of saturated field needs Newton-Raph (N-R) numerical
iterative technique to solve nonlinear equationsiltiglice time-stepped FEM
iterates at each time step the process of solViagircuit equation and the field
equations on multiple slices. Although the multisltime-stepped technique has
avoided the infeasibility of fully time-stepped 3+Dodeling, the computational
overhead is still a significant drawback which lksnits application in day-to-day
analysis and design of electric machines. It isem$sl to improve the
computational efficiency in order to broaden thelmation of multislice time-
stepped FEM.

A. Transmission line modeling method

Transmission line modeling (TLM) method is a tecjua that is used for
nonlinear electric circuit analysis. Previous awshdorrowed TLM as a
replacement numerical technique for N-R methodateeghe computation time in
solving 2-D nonlinear magnetostatic and magnetoalyngroblems [39], [40].
The N-R iterative solution to a nonlinear finiteeglent field equation has the
following form:

SAA,, =F, (2-1)
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where S is Jacobian matrixty is forcing term and\A,,, =A,,, - A, are nodal

magnetic potentials. At each N-R iteration b§tlandFy need to update, however
this costs intensive computational effort as th& Nelution to a multislice finite
element model produces a large-scale Jacobian xndafhe TLM iterative
solution to a nonlinear field finite-element eqoathas the following form:

SeA = Frimk (2-2
whereS, is reconstructed only prior to the first TLM itéom within each time
step, and then maintained constant until the niex¢ step; the right-hand side

term, F,,, ., embodies the nonlinearity of this equation, amdipdated at each

TLM iteration. Thus, within each time step the Tliethod needs to update
only F;,,, .« which takes significantly less time than updategh S, andFy by N-

R method. However the TLM method has a linear oAtmnvergence [39], which
leads to more iterations to obtain convergence thamuadratically convergent
N-R method. As this feature negates the advanta@éM method in saving the
computation time for reconstruction of large-saalatrix, this method alone may

not be significantly faster than the N-R methoddlactric machine analysis.

B. Domain decomposition

Domain decomposition (DD) is also a mathematicahoe that is introduced
to increase the computational efficiency in solvbayndary value problems. DD
splits a boundary value problem into smaller boupdealue problems on
subdomains. With the aid of this method the magguation constructed for a
boundary value problem can be subdivided into soéetjuations with reduced
number of unknown variables and coefficient magfiioé smaller size. Solving
that set of equations is more efficient computatilynthan solving the original
one because the computation overhead for solvingaix equation decreases
very fast with the reduced size of the matrix.

For the analysis of a skewed induction machinggsipus author utilizes two
levels of DD to solve the multislice numerical etiola constructed by TLM
method (TLM-DD method) [41]. The first level of D&yeates the subdomains by

exploiting the rotational symmetry of the finiteeelent mesh within each slice
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while the second level of DD subdivides the multeslequation into blocks
related to the slices. Thanks to the TLM method tépresentation of field
nonlinearity is moved from the Jacobian matrix ¢we feft-hand side of the
numerical equation to the forcing term on the rigahd side. Thus the left-hand
side coefficient matrix becomes dependent on theshmgeometry only,
irrespective of the field nonlinearity. This featuends the TLM equation to the
first level of DD that utilizes the geometric petioty of a machine’s cross
section to define the subdomains for the physiegions covering each stator slot,
each rotor slot, plus a single domain for the wraitegap. With the aid of this
level of DD, the field equation of the whole domaim each slice is converted to a
set of subdomain equations with respect to stdtdy ®tor slot and air gap. In
these subdomain equations all the stator slot suhats and all the rotor slot

subdomains share the same coefficient matrix réispég within each time step.

C. Parallel TLM-DD method

As mentioned in Section 2.4.2, in the multislicedmloof induction machines,
the magnetic fields on the slices interact on onetter through the electric
circuit of stator and rotor. By utilizing the absenof direct magnetic coupling
between the slices, the second level of DD spbeffecient matrix and vector of
unknown variables into blocks related to magnetiteptials on individual slices
and circuit variables, respectively. With this Ieg€DD, the calculations of nodal
magnetic potentials on an individual slice are petelent of other slices once the
values of circuit variables are obtained. Theseutations take a large amount of
simulation time, but fortunately they can be calrieut in parallel since the
calculation related one slice requires no resolinfthe calculation related to any
other slice. The TLM-DD method brings a significamhprovement of
computational efficiency to the multislice model slewed induction machines,
especially when the calculations based on the shakilevel DD are

implemented in parallel [41].
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2.5 Loss evaluation based on 2-D time-stepped finite

element analysis

Previous sections have clarified that AC machinesés may occur in
windings, squirrel cage or amortisseur, interbgials, permanent magnets and
core laminations. These losses can be evaluated) tise data of current and

magnetic flux density obtained from multislice tistepped FEA.

2.5.1 Losses inwindings and interbar regions

The evaluation of losses in windings and interlgians is straightforward.
The windings and interbar regions are treated agpdd resistances, and the
currents flowing in these resistances are predictethe finite element simulation.
The Joule losses in the windings and interbar regiare computed using the

lumped resistances multiplied by the square otthreents.

2.5.2 Losses in solid conductors

Due to the skin effect the density of induced auseis not uniformly
distributed in the cross sections of solid condigcteuch as squirrel cage or
amortisseur bars and permanent magnet. For théemethese conductors cannot
be treated as lumped resistance when predictingdbte losses caused by the
induced currents. It is necessary to first compgh&Joule loss of each element
from the local current density predicted by FEM ahdn add these element
losses together. As a 2-D model does not meshritteieg regions of a squirrel
cage or amortisseur, the effect of the electromiagrieeld in these regions is
reckoned in using the lumped resistances and iadues across the ends of
adjacent barsZqin Figure 2-5). The Joule losses in end ringsoétained from

the lumped end-ring resistances multiplied by tnease of the end-ring currents.

2.5.3 Ironloss

The evaluation of the loss in core laminations nirdoss) is less
straightforward in comparison to the losses mesetibabove. Iron loss is actually

the sum of three components: eddy-current losselgss loss and excess loss
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due to domain wall effects. Modeling and calculatiof these iron loss
components have been investigated in a lot ofalitee. Modeling the eddy-
current loss explicitly usually requires the congtanally expensive 3-D FEA
[42], since the eddy currents flowing along the itzations are not compatible
with the 2-D analysis of the field in a machinefess section. Hysteresis losses
and excess losses in laminations can be directtgumted for by incorporating
the Preisach hysteresis model with a time-steppd& fheme [43], [44].
Although a lot of different Preisach models haverbproposed over the years for
evaluation of electric machine iron losses [45]49][ it requires a very
complicated algorithm to directly incorporate aiBaeh model with the time-
stepped 2-D finite element model of an electric @&, and this algorithm is
very expensive computationally [50]. On the othendh electric machine
manufacturers usually do not have the data negedsaestablish a Preisach
model for the ferromagnetic laminations. Due to #move difficulty in direct
inclusion of the iron losses into a time-steppedtdi element solution, a more
common practice is to disregard the iron lossesrapthce the Preisach model
with a single-valued B-H curve for the laminatiahsring the time-stepped 2-D
finite element solution. The iron loss componeras be evaluated a posteriori as
a part of the post-processing, from the instantasdloix densities obtained by the
2-D FEA. The three basic equations used to cakeule iron loss components are

shown in [51] and cited below.

A. Eddy-current loss

The eddy-current loss density (in Winin laminations,Pe, is given by the
following classical equation:
P = 7nd” [ [@jzdt (2-3)
12T 1\ dt
whereo, is lamination conductivityd is lamination thickness$3 is flux density,
and T is period of fundamental flux density. This eqaatiis based on the
assumption that the flux densities in laminatiorts ribt vary in the normal
direction, thus it is valid for thin laminations lgrnwhere the skin depth of flux

density is greater than the lamination thickness.
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B. Hysteresis loss

The hysteresis loss density (in Wjnin laminations,Py, can be calculated

using an empirical formula

R, =k, ofB“K(B) (2-4)
wheref is fundamental frequency of flux densityis lamination mass densitﬁ
is peak value of flux densiti, anda are constants determined by fittin§a- B
experimental curveK(é) is an empirical correction factor proposed in [52]

order to take into account the losses caused bgrmhiysteresis loops.
K (B) :1+%ZABi (2-5)
AB; is the change in flux density during the excursaaba minor loop, as shown in

Figure 2-6 .k is a constant between 0.6 and 0.7, depending @mtterial being

considered. The value of 0.65 is usedkfar [51].

AB,

AB; B

AB,

Figure 2-6 Flux density waveform with reversals

C. Excess loss

The following empirical formula can be used to o#te density of excess
loss (in W/m)

15

B ot (2-6)

ke
P :_'OIE

ex -I-

T

ke is excess loss constant determined from expersnent
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For an AC machine modeled by multislice FEM, onedseto carry out the
calculations shown in (2-3) to (2-6) in each lanima element on each slice to

work out the total iron loss.

2.6 Design optimization of AC machines for minimum

loss

An important aspect of research on AC machine ®s$seo investigate the
influence of different configurations of machineustures and parts on the
variations of machine losses including the localséss in specific parts and the
total losses in a whole machine. The goal of desygimization in this thesis is to
locate the optimal configuration with the minimuos$ from a variety of choices.
There are a number of target structures selectedlo®s minimization or
efficiency maximization in previous contributionSome authors attempts to
improve machine design by changing some fundameatéables that are used to
sketch out the geometry and dimensions of the maits [53] - [59]. Examples
for these parameters include

1. Stator bore diameter
Length of laminated iron core stack
Height of stator yoke
Mean width of stator slot

Width of stator slot opening

R T

Rotor shaft diameter, etc
and the following if an induction machine,
7. Height of rotor slot
8. Mean width of rotor slot
9. Width of rotor slot opening, etc
or the following if a PMSM,
10. Magnet thickness
11.Magnet pole angle, etc
Other authors focus on the design improvementspiegific type of structure, e.g.,

the stator slot [60] or the rotor slot [61]. A r&ngf key points on a slot’s outline
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are defined to describe the detailed geometry efstht, and the various designs

of geometry are implemented by changing the reddtieations of these points.

2.6.1 Loss evaluation

In the process of seeking the optimal design wighrhinimum loss, one needs
to evaluate the machine losses of various canditizgagyns, and the accuracy of
these evaluation results is an important factceeaiifig the reliability of the final
optimal result. In the publications mentioned ie firevious section, the various
design optimization methods for PMSM rely on anefit models to evaluate
machine losses [55] - [59]. With these analyticaldels for loss evaluation, the
stray losses such as the harmonic losses in ironngions and permanent
magnets are actually neglected [55], [56], [58B][®r in a better case, assumed
as a constant percentage of the output power J&7]54], [60] and [61], the
design optimization of induction machines emplo¥&vIFto relatively accurately
predict the flux density distribution, however teamethods involve the use of
either equivalent circuit of induction machine wné-harmonic FEM, whichever
is still lack of accuracy in harmonic loss calcidat To the author’'s knowledge,
the time-stepped eddy-current FEA is unfortunatalypopular in machine
optimization due to the excessive time penalty dpéncurred. Due to the absence
of precise prediction of machine field and curre@nsity distribution, the
harmonic stray losses are simply neglected or estidninaccurately at the stage
of loss evaluation in most of the previous work aesign optimization of AC

machines.

2.6.2 Optimization algorithms review

Solving an optimization problem is an iterative ggss of evaluating the
performance of the current candidate, rearrandiegobjective variable value(s)
of the current candidate, and selecting the nextdidate until this process
converges to the solution with the optimal perfonce An optimization
algorithm is a numerical method that mathematicalgfines this process.
Deterministic method and stochastic method are tamilies of algorithms

applied to engineering optimization problems.
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A deterministic optimization method always converge the same optimal
value via the same route, if it repeatedly stdmes geeking procedures from the
same initial candidate. This optimization familycludes a wide variety of
commonly used techniques such as interval cuttiethads, Newton’s method,
steepest descent method, conjugate gradient mettoff2]. At each iteration in
these optimization processes the new candidate lmeusbmpared to the previous
candidate to determine the better one.

Stochastic optimization methods refer to a famifymeethods that introduce
randomness into the search process as a meansedisg convergence and
weakening the algorithm’s sensitivity to modelingoes. There are a large
number of members in this family, such as direadoan search methods [63],
simulated annealing [64], evolutionary algorithrB8][ [66], etc. The probability
introduced into these algorithms may provide theeseary impetus to escape
from a local solution by allowing some candidat@giior to the previous ones to
be accepted in the optimization process.

Evolutionary algorithms denote a category of stetihaptimization methods
that use mechanisms inspired by natural selectidnsarvival of the fittest in the
biological world This family of optimization methods includes threenilar
techniques: genetic algorithm (GA), evolution sggt (ES) and evolutionary
programming (EP), which have been developed inadigpely since the late 1950's.
One of the main advantages of evolutionary algmstiis that they are not selective to
the mathematical form of the optimization probléih.they need about the object to
be optimized is an evaluation of objective functitilus they can handle a wide
variety of linear or nonlinear problems definedcontinuous, discrete or mixed search
spaces, and even the problems that cannot beitiplefined by analytical objective
functions [67]. Another advantage of evolutiondgo&thms is the capability for self-
optimization. The performances of some optimizatémhniques are dependent on the
settings of exogenous variables that are usedrotdhe optimization algorithms
themselves. Evolutionary algorithms (e.g., ES;agé#ptive GA and self-adaptive EP)
may optimize these parameters as part of the optiseeking process itself to adapt

the algorithms to specific optimization problems7][6 Thanks to their broad

29



applicability, evolutionary algorithms (e.g., GApye been commonly used in
design optimization of AC machines for minimum lagsmaximum efficiency
[54] - [59].

2.6.3 Constrained optimization problem

The optimal design of an electric machine mussgaa number of technical
requirements according to the relevant standardshenspecific applications. For
example, the requirements placed on induction macliesign may include
efficiency and power factor at rated load, locketbr torque, pullout torque,
locked-rotor current, manufacturing cost, etc. @& ather hand, in the process of
optimization, the variation of each design variabbist be confined into a
feasible range that is determined by the physizakdsion limits of the machine
structures. Consequently, machine design optinsizaiis mathematically a
constrained optimization problem.

A straightforward approach to handle these comdfais expressing them
using a range of inequalities in terms of thoséneal variables and design
variables, and the optimization algorithm discattie infeasible candidate
solutions that violate any of those inequalitiesa Alternative approach is
incorporating penalty functions with an objectivadtion. Penalty functions use
the amount of constraint violation to “punish” arigiasible candidate solution so
that feasible solutions are favored by the searctgss. The penalty function
approach is commonly used to handle those contraletermined by the
technical requirements [54], [56], [61].
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Chapter 3 Numerical Models

The modeling of some common structures in AC mahis similar,
irrespective of the type of machine. The time-ségppnultislice eddy-current
finite element model of skewed induction machireepresented in this chapter as
a representative. The modeling of the structuredicpéar to synchronous
machines and PMSMs is presented in Chapter 5 aagt@h6, respectively. In
this thesis the finite element models of AC machiaee developed based on the
following assumptions:

1. Within each slice of a multislice model the fluxndéies have no axial

variations and can be modeled using 2-D finite eleis

2. As mentioned in Section 2.5.3, the magnetizatiayperty of lamination
material can be characterized by a monot@&lit curve, hysteresis losses
are modeled and evaluated using (2-4) outsideinite Element model,

3. The eddy currents in laminations are sufficienttyali and therefore can
be excluded from the finite element model, eddyentrlosses and excess
losses are evaluated using (2-3) and (2-6) outbelénite element model,
as mentioned in Section 2.5.3;

4. There is no skin effect in the stranded conductoes the windings), the
winding currents are uniformly distributed in th@gs section of each coill
side.

3.1 Field equations

Considering that the electromagnetic field in aecelc machine is quasi-
static, the general form of electric machine fielguation can be derived from
Maxwell’s equations:

Ox(vOxA)=J (3-1)
A is magnetic vector potential,is current density, andis reluctivity. In the 2-D
multislice model of a skewed induction machinelfZan be rewritten as follows
for the different regions in thi¢h slice:

For the regions of laminations,
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i Vo, aAS" +i Vm% =0 (3_2)
0X ox ay oy

For the air regions,
0°A 0°A
Vo ale +V, 6y2| =0 (3-3)

For the regions of stator coil sides,

az'Asli + 62'A‘sli _ ths

= 3-4
Coax® 0 ay? NA. (3-4)
For the region ojth rotor bar,
9°A 0°A Vi 0Ag
v si 4 s — oy sli 3-5
“oax® 0 ay? lL, ot (3-9)

Agi is thez-component of magnetic vector potential onitheslice ¢g-component
is parallel to machine axis)s is the stator phase current, avg is the voltage
over the segment gth rotor bar within theth slice, i.e.Z, in Figure 2-5.N; is
number of turns per stator col; is number of stator circuits in parall@ls is
cross-sectional area of stator coil sigés £1 depending on direction of coil side,
oy IS rotor bar conductivityl ¢ is axial length of machine core in each slice, and
is reluctivity of air, stator windings and rotorrbavy, is reluctivity of laminations,

and it is a function of the lamination field.

3.2 Electric circuit equations

Applying Kirchhoff's voltage law (KVL) to the statocircuit gives the

following equation,

NiLy 3| Vi S p9A di
V. =t j SidS|+ R +L. s _
) Nc ; Acsj ;A‘l‘!}. ot RS S Vot (3-6)

whereVs is a vector of polyphase supply voltagkss a vector comprised of the
individual phase currents of stator (ilg, N¢s is number of coil sides per phase,
Ng is number of slicesRs is stator phase resistance, dng is end-winding
inductance. The first term on the right-hand sitlé3e6) is the induced EMF due

to the magnetic flux through the stator coils.
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The bar-iron type of interbar circuit model as shaw Figure 2-5 (b) is used
for the proposed induction machine simulations. &doop currents are defined
in this model to develop the rotor circuit equasioRigure 3-1 shows two options
for the definition of loop currents in that circuitodel (only three representative
loop currents are shown). The conventional deéinibf loop currents is shown in
Figure 3-1 (a), where all the loop currents arkdahwith the interbar resistances.
In case of insulated bars the large interbar r@ststs limit all the loop currents in
the conventional definition to very small valuesttmay lead to numerical
instability. In this thesis an alternative defiaiti of loop currents is proposed as
shown in Figure 3-1 (b). With this definition th@ob currents defined ag link
bar and end-ring impedances only, thus they byjhespotential high-impedance
branches. This feature of the improved definitioaynenhance the numerical
stability for the special case of insulated barg] make feasible the simulations
for a wide range of interbar resistances.

With this improved definition of loop currents tlweltages over rotor bar

segments4y,) within the slices are given by the following etjoa:

uﬁww

Abl

aA sl1 dS
ﬁ)m

(RS

Abl

sl T, ” 5'2 das (3-7)

Ai:le

whereVy, is defined as a vector comprised of voltages ooter bar segments, i.e.,
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(a) Conventional definition (b) Improved definition

Figure 3-1 Rotor loop currents for induction maelsin

_ T
Vb AL RERR ’Vble ’ Vb21’”' 7\/szh ’”"Vszll’”'7VbNS|Nh]
Ny is number of rotor bar®, is bar resistancé; is a vector comprised of the loop

currents,A, to A, are the cross sections of the 1stNghh bars, andM is an

NpNs-by-NpNs; matrix which relates the loop currents to the ents throughzy,
The second term on the right-hand side of (3-3)vector of induced EMF across
bar segments. Applying KVL to the loops in Figurd 3b) one may obtain an
additional equation for rotor circuit:

dl,
dt

R; is a matrix in terms oR;, R andRe, (end-ring segment resistance, the resistive

MTV, =R,I, +L, (3-8)

part of Zeng. L, is @ matrix in terms ofe, (end-ring segment inductance, the
inductive part ofZeng. The value oR is usually negligible in comparison &
[33], however it is still included in (3-8) for thmompleteness of interbar circuit
model.

This thesis implements time-stepped FEA based erdhly current approach
to investigate steady-state losses of electric mash This needs the
simultaneous solution for a global equation congatief (3-2) to (3-8) at constant
rotor speed. In the global equatidy, Is, Vp, andl, are time-varying unknown

variables;V is a known time-dependent variabig; is a variable whose value is
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determined by experimental samples and splinepgaotation for theB-H curves

of laminations; other parameters are all constant.

3.3 Discretization of system equations

The space- and time-discretized form of (3-2) teBY3s developed in this

section in order to find the numerical solutiortled system equation.

3.3.1 Space discretization

The space discretization is implemented on the macteld domain by the
Galerkin FEM [68]. The summation of the finite-elemt expressions of the terms
on both sides of (3-2) to (3-5) forms the generale&in formulation of the

global multislice field equations:

1 dA
VSA = Nyflt Qdls +0—b(L_Qbe =T, dth (3-9)

sl
Ay is a vector of nodal magnetic potentials on alled, S, Qs, Q, and Ty, are
matrices derived by the Galerkin FEM, andare element reluctivities that are
multiplied by the corresponding nodal entries o€ tmatrix S to form the
coefficient of An. S is a stiffness matrix dependent on the shaped|dinge
elements on all slices. The first term on the Fighimd side of (3-9) is nonzero for
only the nodes related to stator winding elemeans] it contains a matriQs,
which is dependent on the areas of stator windiegnents. The term in the
brackets is nonzero for only the nodes relatedotorrbar elements, and it
contains theQp and Ty, matrices which are dependent on the areas of fmor
elements. In accordance with (3-2) and (3-3) tghtrhand side of (3-9) equals
zero for the nodes related to air-gap elementslamdation elements. It should
be noted that the finite element mesh of rotonisbtion while the time-stepped
simulation is running. However, the motion of roteads to the deformation of
air-gap elements only. As th@s, Qp and Ty, matrices are determined by stator
winding or rotor bar elements, they are constanbughout the time-stepped
simulation. S is related to all finite elements including thefadened air-gap

elements, thus the time-dependence oRhmatrix requires consideration.
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With the Galerkin FEM all the EMF terms in (3-6) darf3-7) are also
converted into expressions in terms of the nodabmafic potentials. The

Galerkin formulations of (3-6) and (3-7) form tl@léwing equations:

M\IILSI T d'AN dl s
V.= +RI_+L 3-10
S NCACS QS dt & S ew dt ( )
V, =)+ b1 gr P (3-11)

N A, <P dt

sl
With the space discretization by Galerkin methoel ¢hkectromagnetic system of
an induction machine is described using the fielenent equations, (3-9) to (3-

11), plus the pure circuit equation, (3-8).

3.3.2 Time discretization

To find the numericabolutions for the time-dependent variablag, 1, Vp
andl,, (3-8) to (3-11) are required to be discretizedime domain. The time
derivative terms in (3-8) to (3-11) can be disaati by Crank-Nicholson (C-N)

method [68]. For example, the C-N representatimgii—'Séti‘i is

t+At _ At t+At t
Al ANzl(dAN +dANJ (3.12)

At 2\ dt dt

(3-9) can be rewritten as follows for the momeritsandt + At:

dAt+At W Ioi
o T N - _Vt+AtSt+AtAt+At + t |t+At +_b Vt+At 3_13
b'b dt e N NCACS Qs s LS| Qb b ( )
dA | N o
o T, —N=—SAL + L Q' +22Q,V, 3-14
b'b dt e N NCACS Qs s I—s| Qb b ( )

Substituting (3-13) and (3-14) into (3-12) and raaging the terms to isolate the

unknownt + At variables, one may obtain

+ + 20, T + W + g +At
(V; Atst At+ Abt bjAtNAt_NAt QSIISAI _L_beVg At =

c—cs sl

20, T
s+ 22D ag s P qui 2o,y (3-15)

c—cs sl
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Applying the similar derivations to (3-10), (3-14hd (3-8) one may obtain the
time-discretized form of those equations:

ZW I-I T p t+AL t+At
- TE QT ALY — (RAL+2L,, I =
N QAR -(Ratr2L, )
ZIQNRLS'Q AL +(RAE-2L,, )1 -tV +ve) (3-16)
—5QgAtN+At + AtV ™ L RAt M| = —ﬁQEAtN - AtV - RAt MI!
Ab Nsl Ab sl
(3-17)
AMTVEM — (R At+2L ™ =AM TV +(R,At-2L I (3-18)

In the time-discretized system equations, (3-1%Bt48), the values dfvariables
are known from the solution to those equationshatlast time step. To find the
time-stepped solution one needs to iteratively swits the present values of
time-dependent variables for the correspondivgriables in the system equations
and solve those equations with respect td that variables.

3.4 An efficient solution based on Newton-Raphson

technique and domain decomposition

3.4.1 Newtion-Raphson system equation

As known from Section 2.4.4, the implementation @D significantly
improves the computation efficiency in solving ti@&M-linearized system
equations. This suggests that it is potentiallyenefficient to utilize DD to solve
the system equations linearized by N-R method &sduadratically convergent.
The N-R iterative form of (3-15) to (3-18) is watt as

20, T, . yN . o A
(G + Ab'[ jAAtN?(tﬂ NAt QAI tskA+11_TbQ lAthkétl_

_ V;—(AtsHAt ZUbT A1N+it VLSI ZUT At
At At

N At Q. ( | EAt )+%:Q b(Vtg(At +th) (3-19)

A IAl - (Rate 2L, o = (0l (A - A

c—cs
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+(RAL+ 2L, )1 52 + (RAt-2L,, )1 - AtV + V) (3-20)

2L At
-2 QIO + AV + S M =
b sl
2L . . At .
Q) (A - AL)-avi +vi)-SEm (e ) @2y
b sl

AMTAVES — (R, At+2L )AL = -AtM T (Vi + V)
+(RAt+2L )1 +(R At-2L )1 (3-22)
where
DAV = Al ~ AR

t+AL _  tHAL _ t+AL
Al sk+l I sk+1 I sk

t+HAt g t+AL _ \ s tH+AL
Aka+1 - ka+1 ka
t+HAt _ pt+At _ | t+AL
AIrk+1_|rk+l Irk
t+At
2 0V,

= (St+AtA1N+ﬁt )(StmtAt'\mt )T (3-23)

— I+ At ot +AL
Gk - |/ek S +
e

In (3-23) Ac and B, are the area and the flux density of corresponédiegent,

respectively. In the process of solving (3-19) 3e2@), the values of.;* and

t+At

. : o .
°~— are obtained by spline interpolation.

e

Unlike the constant coefficient matrix in TLM systeequation, the coefficient
matrix in the N-R system equation contains an fikeederm, Gy, which embodies
the field nonlinearity in an electric machine. A telectromagnetic field in an
electric machine may display a circumferential péigity, it is not necessary for
this case to mesh the whole machine’s cross seuwti@n constructing the N-R
system equation. The finite element mesh and the $ystem equation may be
required for only a sector of one pole or one puwd@ according to the field
periodicity that depends on the number of slots ta@dnumber of poles in the
machine. In the case that the field periodicity doet exist, it is required to
construct the finite element mesh and the N-R systguation for the whole cross
section.
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For the purpose of calculation convenience theesystquations (3-19) to (3-
22) are usually transformed to obtain a symmeuweffecient matrix with positive
diagonal entries. It is well known that an equatath such a coefficient matrix
can be solved by Cholesky decomposition that resltioe computation overhead
for Gaussian elimination. The symmetry of such drimacan be obtained by
applying three multipliers to both sides of (3-20) (3-22), respectively. The

negative coefficients oAl ;) and Al'}% in (3-20) and (3-22), i.e. -RAt + 2Ley)
and — RAt + 2,) that correspond to the negative diagonal entieghe

coefficient matrix, are modified to be positive. &tevhile dummy unknown

variables corresponding #l ., and Al'}%, are introduced into (3-20) and (3-22),

respectively; and redundant equations with resfzethese original and dummy

variables are constructed in order to equate ttaé noamber of equations with the

total number of unknown variables and negate tige shange ofal%, and

Al terms on the left-hand side of the relevant subtgos. With these

transformations the N-R system equation can beittewrinto a submatrix form.

A 3-slice example of this submatrix equation iswsha@s follows:

Ss:lk o O Sslc AAsl}<+1 Fs]k
o Ss2k O SsZc A'6‘52}<+l Fsﬂ(

= (3-24)
o o SsSk S AA s3k+1 FsSk
Sl. SI. S!I

slc s2c s3c AC k+1 Fck

s3c

S

In (3-24) Agy, Asp andAgs are vectors of the + At nodal magnetic potentials of
Slice 1, Slice 2 and Slice 3, respectivélyjs a vector comprised of all ther At

circuit variables includingN, stator phase current®y, dummy stator phase
currents,NpNg bar segment voltagehll,Ng rotor loop currents anipNs; dummy

rotor loop currents; the Jacobian matrix (i.e. tdoefficient matrix on the left-
hand side) and the forcing terms on the right-hside are written in terms of
submatrices. The subscripts s1, s2 and s3 denetedéfficients of magnetic
potential variables or the terms in the field eguabf Slice 1, Slice 2 and Slice 3,
respectively. The subscript ¢ denotes the coefftsi®f circuit variables or the

terms in the circuit equation. The subsckpdenotes the matrices or the vectors
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that are updated with the N-R iterations while th@sthout the subscrigt are
independent of the nonlinear iterations and neelletoecalculated only at the

beginning of each time step.

3.4.2 Domain decomposition of Newton-Raphson system equation

As mentioned in Section 2.4.4 B, two levels of Davé been exploited with
TLM method. Of those two levels of DD, the one lthsm the rotationally
symmetric subdomains is not applicable to the systquation linearized by N-R
techniqgue as the field nonlinearity in those subaios produces variable
coefficient matrices on the left-hand side of tigdf equation. On the other hand,
the second level of DD that is based on the midésielated subdomains is
applicable to a system equation linearized by eiffileM technique or N-R
technique. The idea of the multislice-level DD bagn stated in Section 2.4.4 B.
This section formulates the combination method R Meration and multislice-
level DD (NR-DD method).

The NR-DD method converts the direct solution o243 into a process of
solving a circuit equation and multislice field efjons separately. The first step

of NR-DD method is to construct and solve the fwiltg circuit equation:

SuaAC, 1 = Fug (3-25)
(3-25) is isolated from (3-24) by eliminating thagmetic potential variables.
Suac = Se ~SuSaSac ~SerSaiSe ~SaSaS« (3-26)
Faac = Foc = SacSaFai ~ SecSaFear ~ SkSaFa (3-27)

For the calculations o0&y, and Fyg it is unwise to design an algorithm to
calculate the inverse 0%k, Ssx and Ssx in (3-26) and (3-27) due to the
complication of matrix inverse calculation. Notitltat the three submatric&gy,

Ssx and Sgx are also symmetric with positive diagonal entfige the global

coefficient matrix, one may treat the matrix multptions, S;:S__, S2,S

s2c !
S4.S.,. andS_Fy., SaFo. . SaF.a . as solving a series of linear equations,

which possess the symmetric coefficient matriceth wositive diagonal entries
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and thus can be solved by Cholesky decompositionekample S, F,, can be
found by solving the following equation with Chdtgsdecomposition

S X =Fg, (8)2
Similarly, S;:S.. can be calculated by solving the following equagiowith

Cholesky decomposition:

Sa.Y, =Sy (=1,2,....New) (3-29)
whereNeie = 2Np+3NpNs, is the total number of unknown electric variablasd
the vectorssy;j are the column vectors assemblifg, i.e.,

Sac =[Sae1rSeaczr " Saen, ] (3-30)
The matrixS;, S, can be obtained by assembling the column vedtprise.,

SaiSye. =[Ys, Yoo, Yy, (3-31)
Thus Sy« and Fyg are eventually found through a range of matrixrapens
shown in (3-26) to (3-31), and the terms in (3-@6arantee thelyq is symmetric.
However, if one needs to solve (3-25) by Cholekggainposition, positive
diagonal entries o84« are required but actually not guaranteed bec&ugds
obtained by the subtraction operations from a matith positive diagonal
entries, i.eS. Trial simulations indicate that the negative diag entries o8y,
if present, are always the diagonal coefficients £b;},. One can change the

sign of the negative diagonal coefficients to pesjtand in the meanwhile adjust

the coefficients of the dummy variables ;% in the relevant subequations to

negate the change of sign on the left-hand sidleasie subequations.
The second step of NR-DD method is to substitutestiiution of (3-25) into
the first three subequations in (3-24), i.e. (3-82)3-34), to find the magnetic

potentials.
SaDA gy = Fg =S¢ AC, (3-32)
S DA G i1 = Fo =SoAC 4 (3-33)
SalDA g1y = Fg =S AC, (3-34)
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It is evident that (3-32) to (3-34) can also bevedlby Cholesky decomposition
for the magnetic potentials.

In summary, the multislice-level DD decouples thabgl equation (3-24) to
isolate the circuit equation (3-25) and the fiedgh&tion of each slice, (3-32) to (3-
34). Each of these isolated equations has significdess unknown variables
than the global equation. It is demonstrated tbéatirsg these isolated equations
saves significant computation overhead in comparigp directly solving the
global equation, where all the unknown variables epupled. The proposed
solution shown in (3-25) to (3-34) takes full adtege of those symmetric and
positive diagonal matrices that enable the extensipplication of Cholesky
decomposition in equation solving and matrix militgtion. The generalized
application of Cholesky decomposition simplifiese tlalgorithm and further

increases its execution efficiency.

3.4.3 Parallel NR-DD method
Constructing and solving the equations (3-25) a@2) to (3-34) can be

executed in series on a single processor or inlphoam multiple processors. The
parallel NR-DD method is expected to bring a sigaifit promotion of
computational efficiency for multislice time-stegpelectric machine analysis.
Similar to the parallel TLM-DD method summarizedSaction 2.4.4 C, the basic
idea of parallel NR-DD method is also to deal witle independent multislice
field equations and the field terms in the cir@guation in parallel with multiple
processors. The two methods differ only in the miraétechniques they use to
linearize the nonlinear system equations. In tkigien the progress of parallel
NR-DD method is illustrated with a 3-slice example.

In the NR-DD equations, (3-25) to (3-27) and (3-3®) (3-34), the
calculations with respect to the matrices and #aors with the subscripts s1, s2
and s3 are independent of one another. This featiggests that one can assign
the calculation related to each slice to one pimmes a multiprocessor system
that implements these calculations simultaneousdy.example, this parallelized

NR-DD algorithm may independently carry out:
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1. Construction and updating of the matrices and vea&lated to each slice,
i.e. Ssk, Ssc andFgx (1 =1, 2, 3);

2. Calculation of each slice’s contribution to botides of (3-25), i.e.
SI.S.S,. andS. S, F, (i=1,2,3);

3. Calculation of the vectors on the right-hand sifl€3s32) to (3-34), i.e.
Fo —SeAC,,, (1=1,2,3);

4. Solving the field equation of each slice, (3-32]3e34).

Under the above rules of calculation the numbeprofcessors needed for the
parallel processing equals the number of sliceso dther tasks are assigned to
the master processor which undertakes the calooktelated Slice 1. The first is
to constructS. andF, and calculat&yk andFgy« in accordance with (3-26) and
(3-27) after the calculation of slice-contributesinbs in those two equations is
completed on the corresponding processors; thendeisto solve the circuit
equation (3-25). Figure 3-2 shows the steps oflighfdR-DD algorithm.

The inter-processor communication overhead is anoom concern for
parallel processing techniques. Intensive exchaofjeinformation between
processors may retard execution of simulation @nog; especially in the case
that the processors have no shared memory andmnetpmmunication network
for data exchange. For the proposed parallel NR-&dorithm it should be
emphasized that the data that the multiple processeed to exchange are only

the circuit variableaCy.1 and the slice-contributed matrices in (3-26) &@7).

The slave processors are required to send theulesd results 08} S, S,. and

sic~sk™s

SI.S.F, (i =2, 3) to the master processor, where thosetsestd needed for the
calculations ofSy and Fyk. Once the master processor finishes solving the
circuit equation (3-25), the value &Cy.; is substituted into (3-32) to find
AAsik+1; on the other hand, the master processor sendeshéts ofACy.; to the
slave processors, where the value\Gk., is substituted into (3-33) and (3-34) in
order to findAAs,k+1 andAAgsk+1, respectively. It is noted that the data exchanged
between the processors are only soMg-dimensional matrices and vectors

rather than the large nodes-related matrices. Astatrix operations take a large
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Processor 1 Processor 2 Processor 3

v v v
‘ Update rotor position ‘ ‘ Update rotor position ‘ ‘ Update rotor position ‘
v v v
Create air gap mesh ‘ ‘ Create air gap mesh ‘ Create air gap mesh ‘
v v v
‘ Construct S¢ic and S, Construct Sq. Construct Sgsc
\ \
l v v 1 v i
Constgt:lc; ]S;]kk’ Fouto Construct So; and Fy Construct S and Fgy
v v v
s ‘ Calculate S;cs;_lkssm ‘ ‘ CalculateSlzCS;;kS32C ‘ Calculate Slxsgslkssac
é ‘ Calculate S;csgllkF . ‘ ‘ Calculate ST, S_, Fo,, ‘ Calculate S;CS;;(FS%‘ -
- o
s B
Z ‘ Construct Sqqr and Fygx | >
v ‘ o
Solve for ACj+ ‘ Z
I l | 3
Calculate Calculate Calculate “
Fa« =SeACyy For =S¢8C, Fa = SeAC
v v v

‘ Solve for AAg; ki1 ‘ ‘ Solve for AAg k1 ‘ ‘ Solve for AAg x+1
\ \ \

convergence

Figure 3-2 Flow chart of parallel NR-DD method (&€& example)

proportion of the simulation time, the small amooitdata exchange does not

significantly slow down the simulations.
3.5 Simulation examples

3.5.1 Computational efficiency of NR-DD method

In order to test the efficiency of the numericathieiques developed in the
previous sections, simulations are carried outd&o208V, 60Hz, 3-phase, Y-
connected, 4-pole, 2hp skewed induction motor wittime-stepped multislice
finite element model. The motor has 36 stator séwtd 32 rotor slots with the
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rotor skew of one slot pitch, and the skew is medelith 5 slices. The system
equations are constructed and solved by traditibiialmethod, serial TLM-DD
method, parallel TLM-DD method, serial NR-DD methadd parallel NR-DD
method, respectively, in order to compare their potational efficiencies. All
these simulations are carried out at the ratedageltand speed for 10 supply
cycles at 60Hz, with 100 time steps per cycle,iGf0 steps of 166.8 each.

As the number of stator slots per pole and the murob rotor bars per pole
are both integrals (9 and 8, respectively), thetedenagnetic field of this motor
displays a circumferential periodicity of one pgiéch. A finite-element mesh of
one pole pitch is thereby created for a set of Etians based on the traditional
N-R, serial NR-DD and parallel NR-DD numerical temues. This mesh, as
shown in Figure 3-3, consists of 1941 nodes and4 3&3t-order triangular
elements for each slice (the number of dynamigap-elements is not included).
Regarding the various simulations in this sectisshould be emphasized that the
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Figure 3-3 Finite element mesh of an induction moto

45



interbar circuit model is applied in the serial gatallel NR-DD simulations but
not in the traditional N-R simulation, in other wisr the interbar leakage currents
are neglected in the traditional N-R simulation.r Fbe case when interbar
currents are neglected, the rotor circuit is madielgh the conventional approach
that defines one loop current circulating in théhpat every two adjacent bars and
the end-ring segments across the bars, producitagahN, variables of rotor loop
current andN, dummy variables of rotor loop current in the ratocuit equation.
Thus, in this section the system equation creayeithd traditional N-R technique
contains Rly,(Ns-1) less circuit variables than the ones createdhkyserial and
parallel NR-DD techniques.

The traditional NR and serial NR-DD simulations apeecuted respectively
on a personal computer with a 3.2GHz dual-core HEINITD processor, while
the parallel NR-DD simulation is executed on thoésuch computers connected
by a local 1GB network. MPICH2, a high-performareed widely portable
implementation of the Message Passing Interfacel)g@ndard, is installed on
those computers in order to develop and run thallplrsimulation programs.
Table 3-1 summarizes the elapsed time for the thiraalations of the 10 supply
cycles. Even though the NR-DD system equation hase mnknown variables,
the NR-DD methods are still obviously faster thae traditional N-R method.
And particularly, the parallel NR-DD method is higlefficient, its simulation
time is less than 1/5 of the time of traditionaR\simulation for a 5-slice model.

A previous author has carried out another set wiukitions including the
serial TLM-DD, the parallel TLM-DD, as well as thaditional NR simulation in
order to investigate the computational efficien€ybM-DD technique [41]. That

set of simulations was implemented in the same erams the last set of

Table 3-1
5-slice simulation times, 3.2 GHz PENTIUM D

Traditional Serial Parallel
N-R method NR-DD method NR-DD method

Interbar circuit model Not included Included Inchad

Elapsed time 2270s 1581s 395s
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simulations (the same motor under the same opgratindition, the same MPI
software and the same local network for commurocatexcept that a cluster of
relatively slow workstations with two 1GHz PENTIUM processors each was
used for that set of simulations. The interbaruwtrmodel was not included in any
of those simulations. As explained in Section 2B,4he regions of one stator
slot, one rotor slot and the air gap from Figur8 @r,ere chosen as the finite
element mesh for the TLM-DD simulations. The sintiolas in [41] came with
the elapsed time shown in Table 3-2.

Table 3-2
5-slice simulation times, 1GHz PENTIUM llI

Traditional Serial Parallel
N-R method TLM-DD method TLM-DD method

Interbar circuit model Not included Not included tNiocluded

Elapsed time 9281s 7911s 2158s

Since the traditional NR simulation was made iris#ts of tasks, the elapsed
time of this simulation can be used as a benchmarkalculate the relative
simulation times of other numerical methods for panmson of their
computational efficiencies. The relative simulationes are shown in Table 3-3.
The results indicate that serial and parallel NR-2Bhniques are faster than
serial and parallel TLM-DD techniques, respectiveind this improvement
comes again even though the NR-DD techniques sthi@sis include an interbar

circuit model that produces more equations to stilaae the TLM-DD techniques.

Table 3-3
Relative simulation times
Traditional N-R method 100.0%
Serial TLM-DD method 85.2%
Serial NR-DD method 69.6%
Parallel TLM-DD method 23.3%
Parallel NR-DD method 17.4%
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3.5.2 Performance prediction

The simulations in this section aim to ensure ety of the combination of
multislice time-stepped FEM, interbar circuit modeahd parallel NR-DD
technique in evaluating the general performancemahduction motor including
current, input power, losses, output power, outjpujue, etc. To predict the
above performances, a general evaluation of thedspects of losses is required
including stator Joule loss, rotor Joule loss @gecloss), iron loss and friction
and windage loss. Stray losses account for partisoske loss components, but are
not investigated in this section as a specificaampmponent. Figure 3-4 depicts
the relation between those loss components andirtite element solution. In
accordance with the second and third assumptioesepted at the beginning of
this chapter, in this finite element model therendé an equation that deals with
eddy currents and hysteresis inside laminationsisdlved simultaneously with
the system equations (3-19) to (3-22). For thisoaathe power flow in the finite
element model includes only the components of sthiale loss, rotor Joule loss,
friction and windage loss, and output power, rathan iron loss. To evaluate the
general performances of an induction motor, onélséz do the following steps:

1. Solve the system equation (3-19) to (3-22);

2. Calculate the input power to the finite element slogsing the supply

voltage and the currents obtained from the lag, stalculate the stator
and rotor Joule losses as stated in Section 2l Baction 2.5.2, and then

subtract the Joule losses and the friction and agedoss (obtained from

Finite element model

N NN

Input
—>
power

Stator Rotor Friction and

Iron loss Jouleloss  Jouleloss  Windage loss

Figure 3-4 Power flow in an induction motor
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experiment) from the input power to the finite eehmodel to obtain the
output power of the motor;

3. Evaluate the iron loss in compliance with the eiguat (2-3) to (2-6)
outside the finite element model;

4. Add the iron loss into the input power to the endlement model to obtain
the total input power to the motor, and correct mhator's current and
power factor obtained from the first step in notuddhe errors caused by
the neglect of iron loss occurring in the finiterent model.

The parallel NR-DD technique with an interbar citenodel is applied to this
task. As the bar-iron contact resistarRe(in Figure 2-5 (b)) is an influential
factor to induction motor performances, it is inpot to estimate the value Bf
prior to a simulation. In [35] the authors propcme extensive experimental
program in which the mean interbar resistance tierdened for a large sample of
cage rotors, and investigate the possible useguafrighms that may be used to
estimate the interbar resistance of rotors haviats ©f a particular shape. The
manufacturer of the induction motors investigate{Bb] fabricated the same type
of induction motor simulated in this section. Ag tvalue ofR; is a function of
manufacturing procedures, the measurement resien goy [35] are also
considered valid for the motor simulated in thistse. With the rotor circuit
modeled as Figure 2-5 (b), the typical resistiafyR. for this motor may range
from 2.5x10° Qm to 25x1¢ Qm according to the estimation in [35], and the
value of R is neglected. It should be noted that it is comphace to describe
interbar resistance in units of resistivity, a pi@e which may be somewhat
confusing to those who are not familiar with thedi It is commonly known that
the bar-iron resistance is physically a surfacaairesistance, and as such may
be thought of in terms of conductance per unitesigfarea. Since profile of the
bar is uniform over the length of the machine, thigurn may be written as a
conductance per unit length. As such the “interbaistance” commonly referred
to in papers is actually the interbar resistandevden bars of unit length, and the

units of resistivity are indicative of conductarps meter.
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Rotor temperature is another sensitive factor tauation machine
performances. In [69] the test measurement for thegor shows the stator
temperature of 70°C at rated operation. Rotor teatpee is unknown and
assumed approximately 15°C - 35°C higher thantdterstemperature.

The simulation conditions of 10 supply cycles wifhO time steps per cycle in
the last section are not suitable for an accunadigtion of the induction machine
performance. A simulation of more supply cycles rexjuired because the
prediction of rotor losses needs the rotor currantsflux densities over a full slip
cycle. Meanwhile a smaller time step is prefernedhe attempt to reflect the
effect of slot harmonics on rotor losses, i.e. thi@r harmonic stray losses. For
these purposes, a period of 34 supply cycles with #ime steps per cycle is
simulated for this induction motor. As the initialectromagnetic state of the
motor at the rated speed is unknown, transientsoedur in the simulation and
last for several cycles. Of the 34 simulated sumplgles, the first 9 cycles are
reserved for the transients to settle down, anda$ie25 cycles (the 4th to 34th)
which cover approximately a full slip cycle at ttegor speed of 1726.5 rpm and
the synchronous speed of 1800 rpm are used to aealihe rotor losses.
Simulations are made with the rotor temperaturerapsions of 86°C, 95°C and
104°C, and 10 different interbar resistances baiw@&x10® Qm and 25x18
Qm for each temperature. The calculated output p@andrcage losses are shown

in Figure 3-5 and Figure 3-6 respectively, undeséhdifferent conditions of rotor
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Figure3-5 Evaluation of induction motor output pov
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Figure 3-6 Evaluation of induction motor cage loss

temperatures and interbar resistances. Figure I®%ssthat a +9°C variation of
rotor temperature may result in a change of oupmwer by + 2% - 3%. By
comparing the simulation results to the test resgiven by [69], the rotor
temperature may be estimated to be in the ran§@°@¥ - 95°C. This agrees with
the expected range of rotor temperature, approein@0°C to 30°C above the
stator temperature. Figure 3-6 shows that the asong interbar resistance in the
simulated range leads to more cage loss. The dieduferformances at the rotor
temperature of 95°C and the interbar resistance.@f10° Om match the test
results fundamentally, and they are tabulated il &-4. Figure 3-7 shows the
fluxes in the first and the fifth slice of the malice model at the last time step of
the simulation. Table 3-4 shows that there is a 4bfférence between the input
powers given by simulation and test, and simuldied current is somewhat
smaller than the measured. A reason for theserdifées is that the finite element
model does not explicitly include the iron loss.eTposteriori evaluation of iron
loss external to the finite element solution is motomplete accordance with the
iron loss mechanism in reality. Relatively largesadepancies may be found
between the simulated and measured power and tumré¢he case of a larger
ratio of iron loss to total loss.’

3.6 Summary
This chapter validates a time-stepped finite eldam@odel for skewed

induction machines that is based on multislice nemple and interbar circuit
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Table 3-4
Induction motor simulation and test results

Simulation Test [69]

Supply voltage (V) 208.45 208.45
Line current (A) 6.44 6.51
Input power (W) 1871.5 1831.5

Torque (Nm) 8.62 8.67
Speed (rpm) 1726.5 1726.5
Output power (W) 1558.0 1567.5
Efficiency (%) 83.2 85.6
Stator temperature ("C) 70 70
Rotor temperature (°C) 95 NA
Interbar resistance&m) 5.0x10° NA

——

-

:j)?

(a) Slice 1 (b) Slice 5

Figure 3-7 Fluxes in an induction motor

model. N-R method and DD are combined as a newiggé to solve the system
equation numerically. Incorporated with a more cboaped rotor interbar circuit

model, the new technique still brings a consideradsbmotion of computational
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efficiency in comparison to the several previoudéveloped techniques, which
are incorporated with the relatively simple andiitianal rotor circuit model. The
execution of NR-DD algorithm on a single processaluces the simulation time
by 30% in comparison to the standard solution basetladitional N-R algorithm.
The parallel execution of a 5-slice NR-DD algoritisyshown to require less than
1/5 of the simulation time for the standard solutibhe NR-DD algorithm is also
shown to offer advantages of computational efficierover the TLM-DD
numerical technique in both serial and parallecexens.

The proposed method has been used to rapidly analyange of possible
operating conditions. These results may be usea imanufacturer to provide a
range of expected performance based on a stochasailysis of “as made”
characteristics.
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Chapter 4 Induction Machine Analysis

4.1 Introduction

The simulation technique developed in Chapter 3vides an accurate
analysis tool for induction machines under a vagriet operating conditions.
Nowadays the use of induction machines with norssiitlal supplies is becoming
increasingly common. Many of these machines ar@gqae-built inverter duty
motors, yet the requirements for the design of @mally efficient inverter duty
motor are not fully understood. A significant ambafresearch has been done on
the losses and properties of electrical steel sheetler nonsinusoidal supply
conditions, e.g. [70] - [72]. Similarly, investigams into the losses in specific
machines under nonsinusoidal supply have beeredaout [73] - [77]. However,
in the case of an inverter-fed machine, the impéacesign choices on stray loss
in the core, either what is traditionally definesl “@on loss” or through interbar
currents, has not been fully described in the ditee. Recent research has
indicated that: the additional loss due to PWM @re&acy harmonics in standard
steel samples is a function of the fundamental feawe shape [78]; additional
stray loss density (compared to sinusoidal exoitdtin transformer cores under
PWM supply conditions is a function of the locatwithin the lamination [71].
At higher flux densities, saturation effects magluee the change in flux density
caused by a high frequency current harmonic. Hehoegay be postulated that in
a more saturated machine (with associated highedaimental losses), the
additional stray losses due to PWM switching maydss significant than in the
case of a machine with a lower overall saturatmrel. Recent papers have also
investigated the impact of interbar currents op &lequency losses in skewed
machines [7], [32], [34]. At these low frequencitgre is a complex relationship
between interbar resistance and interbar losseasutrent flow at low frequency
is limited by both the resistance and reactancedkerrotor circuit. However, at

PWM frequencies, one may postulate that currenthbaics will be limited by
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the reactance of the circuit, giving additionahgttosses that are proportional to
resistance.

Applying experimental investigations and FEA sinidlas based on the
technique developed in Chapter 3, this thesis @ttento provide a better
understanding of factors affecting stray loss dfidiency of induction machines
excited with PWM supply. These factors include famental voltage waveform,
load condition and PWM switching condition. The si@@ment and simulation

results in this chapter may better inform futursige of inverter-fed machines.

4.2 Experimental investigation

The experimental results in this chapter are pexitly the collaborators at
Politecnico di Torino, Turin, ltaly. These collabtors possess a long-term
experience of induction motor test and analysie st rig and the motor drive
that are necessary for the experiments shown iptehare accessible in their
laboratory. This chapter attempts to use the sitimmaesults shown in Section

4.3 to explain the observation obtained from tH¥ang experiments.

4.2.1 Experimental facility

The induction motor for the loss investigationhistchapter is the same as the
one simulated for general performance predictio@apter 3. Motor nameplate
data together with parameters derived from lockedrr and no-load tests
according to IEEE Stand 112 are presented in T&llleResistance and reactance
values are the values corresponding to a statopesature of 75°C. The
experimental facility is shown in Figure 4-1. Witke power supply in the facility
an excellent symmetric three-phase voltage withmwerse components is
available. The supply uses a 40kVA static sinudogigply with harmonic
distortion of 0.1%. For nonsinusoidal conditionbe tPWM inverter allows
completely independent regulation of the modulatraiex and DC link voltage.
The switching frequency can be selected in the gaofy 1kHz - 15kHz. In
addition, the modulation waveform can be selectadray sinusoidal, sinusoidal

plus third harmonic and space vector. The eledtimstrumentation used is based
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Table 4-1

Induction motor parameters, referred to stator natpire of 75°C

Rated voltage 208V
Rated output power 2.0HP (1492W)
Rated frequency 60Hz
Stator resistance 0.990
Rotor resistance 1.088
Stator leakage reactance 0.916
Rotor leakage reactance 1.896
Magnetizing reactance 31.933
Equivalent core loss resistange 561075
Fiction and windage loss 30.1W

Figure 4-1 Induction motor test facility

on a digital power meter with a bandwidth of 800zklth the load test, a torque
transducer is connected between the motor undeaiidsthe load to measure both

speed and torque.
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4.2.2 Measured results

With the experimental facility shown in Figure 4afeasurements are taken
under no-load and load conditions for both sinusloahd PWM supplies. The
PWM supply used for these measurements is sinuseldd (SPWM) with the
PWM frequency of 5kHz. In order to closely matcle timulations to the test
conditions, tests are carried out first and sinmoitet carried out with parameters

as close as possible to actual test data.

A. No-load tests

No-load tests are carried out under the stator éeatpre of approximately
25°C - 30°C and a range of supply fundamental gekawith constant frequency,
as IEEE Standard 112. The tests with PWM suppliesrepeated under two
different conditions:

1. Constant DC link voltagd/fc = 354.03V), variable modulation indexy;

2. Constant modulation indewry = 1), variable DC link voltage.

Measured currents and loss components under thesastal and PWM
supply conditions are shown in Table 4-2. Of thdsss components, the
rotational losses (the sum of iron loss, stray bhss to harmonics in the squirrel
cage and friction and windage loss) are presemtdéigure 4-2 as a function of
supply line-line voltage. Using the data from Takle?, it is possible to
extrapolate by curve fitting to find the frictiomé windage loss. Using the data
from the sinusoidal supply condition, a frictiondawindage loss value of 30.1W
is found. Using a 5th order polynomial the rotatibtosses under sinusoidal
excitation may be predicted for all magnitudes wy voltage in the range of
interest. Subtracting these predictions from theesponding measured losses
under PWM excitation, the additional rotationalsies (relative to the sinusoidal
case) can be found. These additional rotationake®sire plotted in Figure 4-3. It
can be seen that in the case of fixed modulati@@xnand variable DC link
voltage, the additional losses are approximatebypgrtional to fundamental line-
line voltage. In the case where the DC link voltageconstant, the additional
losses follow a curve that is somewhat similarite shape of 8-H curve in a

saturating material.
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B. Load tests

The motor is also tested under a range of loaditond up to 166% rated
power, again with sinusoidal and SPWM supplies. PWMEM supply tests are
carried out with constant modulation index,(= 1.0) and constant DC link
voltage.

Table 4-2
Measured results of an induction motor at no-load

Sinusoidal supply

Line-line  Line current Stator Joule Rotational  Friction and Iron loss +
voltage (V) (A) loss (W) loss (W) windage loss (W) Cage loss (W)
52.29 1.00 2.48 34.36 30.10 4.26
69.52 1.20 3.56 38.50 30.10 8.40
86.82 1.44 5.11 43.48 30.10 13.38
104.22 1.70 7.11 48.77 30.10 18.67
121.40 1.99 9.70 54.67 30.10 24.57
138.80 2.28 12.74 62.06 30.10 31.96
156.06 2.59 16.53 70.43 30.10 40.33
173.45 2.94 21.19 80.40 30.10 50.30
199.34 3.54 30.65 99.38 30.10 69.28
208.13 3.76 34.65 107.10 30.10 77.00
216.78 4.02 39.49 115.56 30.10 85.46
225.43 4.31 45.39 124.43 30.10 94.33

PWM supply, constan{y. and variablam,

Fu”r:]deaflrirrl]eental Line RMS Josutl?atcl)gss Rotational  Friction and l?;glglsgsz

voltage (V) current (A) (W) loss (W) windage loss (W) (W)
39.95 0.92 2.11 35.63 33.33 2.30
49.55 0.99 2.43 38.49 33.33 5.16
59.64 1.09 2.99 41.77 33.33 8.44
79.76 1.36 4.65 50.18 33.33 16.85
99.97 1.66 6.88 59.61 33.33 26.28
120.30 1.99 9.91 69.18 33.33 35.85
140.72 2.36 13.92 79.12 33.33 45.79
159.21 2.69 18.06 88.15 33.33 54.82
179.11 3.06 23.34 98.92 33.33 65.59
189.53 3.39 28.58 107.54 33.33 74.21
201.34 3.66 3341 116.87 33.33 83.54
210.47 3.89 37.69 125.17 33.33 91.84
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Table 4-2 (continued)
PWM supply, variabl&/y. and constant,

Fundamental Line RMS Stator Rotational Friction and Iron loss +
Line-line current (A) Joule loss loss (W) windage loss (W) Cage loss
voltage (V) (W) g (W)
40.57 0.93 2.16 32.32 29.07 3.25
49.89 1.00 2.49 34.35 29.07 5.28
60.37 1.13 3.16 37.69 29.07 8.62
70.51 1.26 3.95 41.41 29.07 12.34
90.01 1.55 5.95 48.54 29.07 19.47
110.04 1.85 8.45 56.55 29.07 27.48
131.24 2.24 12.39 67.88 29.07 38.81
161.53 2.86 20.05 88.17 29.07 59.10
181.04 3.27 26.18 103.88 29.07 74.81
199.93 3.63 32.24 117.19 29.07 88.12
209.90 3.90 37.16 126.91 29.07 97.84
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Figure4-2 Measured rotional lossof an induction motoat nc loac

The data from these tests are tabulated in Tal@eld-the sinusoidal supply
case, the tabulated variables of voltage, curredt@ower are RMS values, and

the efficiency is given both in terms of direct utfutput calculation and IEEE
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Figure 4-3 Measured additional rotational lossrofreluction motor at no load

Standard 112. In the PWM case, both RMS and fundtheneasurements are
tabulated. Figure 4-4 plots the measured efficienngler both sinusoidal and
PWM supply conditions. As may be expected, thessidal efficiency is higher
than the PWM case, with direct efficiency measumntegher than the value
calculated according to the standard. Of particiritarest in these results is the
impact of PWM supply on available output torque &mdamental input power.
Plotting the torque-speed curves in Figure 4-Bait be seen that the gradient of
the torque speed curve is less steep when PWM wsupplsed. The difference
between the torques under PWM and sinusoidal suggplgitions becomes more
apparent as the load increases. Figure 4-6 pletsphut power to the motor as a
function of load; the input power under sinusoislabply conditions is compared
with fundamental and total input power under PWMditons. The power curve
under sinusoidal supply is found less steep thantdkal power curve and the
fundamental power curve under PWM supply. The bffiee between sinusoidal

supply power and PWM total power becomes pronoumsethe load increases,

60



Table 4-3

Load test results of an induction motor

Sinusoidal supply

Load percentage (%) 5.6 26.4 46.9 77.7 103.5 1271%38.3
Line-line voltage (V) 209.0 208.9 208.9 208.7 208.6 2085 2085
Line current (A) 3.67 392 440 544 652 759  8.16
Input power (W) 2185 543.2 8783 1392.3 1837.7 2226 2457.6
Outputtorque (Nm)  0.47 220 391 6.47 862 10.631.52
Speed (rpm) 17955 1783 1768 1746 1726 1705 1697
Efficiency (direct, %) 40.0 75.6 82.4 85.0 84.8 83.9 83.3
Efficiency
(IEEE 112 %) NA 713 798 833 835 828 823
PWM supply
Load percentage (%) 4.6 24.7 45.0 65.2 100.2 122166.6
Line-line voltage  » 55 5115 2100 2088 207.7 2071 2065
(fundamental, V)
Line current
(RMS. A) 3.802 4.058 4.476 5.094 6543 7.636 10.028
Line current 3.853 4.019 4.435 5058 6.481 7.555 9.918
(fundamental, A)
Input power 2409 564.6 897.6 1238.9 1854.4 22583 3123.0
(total, W)
Input power 220.7 5427 873.4 12145 1827.9 22345 3072.7
(fundamental, W)
Outputtorque (Nm) 0.39 2.06 3.75 543 835 10.173.88
Speed (rpm) 1799 1785 1772 1756 1727 1706 1663
Efficiency (direct, %) 30.1 682 77,5 80.6 814 805 77.4

however the difference between PWM fundamental #&owhl power that

represents the input harmonic power, appearsvelgtiess noticeable. Regarding

the load tests it is important to underline that thrque measurement under PWM

condition is not easy, especially at low load whéhne ripple may be so

considerable relative to the low output torque thatay interfere with the torque
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meter reading. In addition the rotor temperaturedas the same during the two

load tests.
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Figure 4-4 Measured efficiency of an induction moto
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Figure 4-6 Measured input power to an inductionanot

4.3 Finite element simulation

4.3.1 Simulation settings and parameters

As for the cases with measured results, time-stefpslice finite element
simulations are carried out for the load and natloperations under sinusoidal
and PWM supply conditions. Accurate prediction & loss is essential to loss
evaluation under PWM supply condition. For thissa the interbar circuit
model is incorporated in the finite element simolatto accurately predict the
cage losses at slot harmonic frequencies. Thefelement mesh in Figure 3-3 is
used again for these simulations. The parameteiialile 4-4 are provided for
prediction of machine losses.

The simulation algorithm deals with the time steftisg in different manner
for the cases of sinusoidal and PWM excitationthia case of sinusoidal supply,
400 time steps per cycle are used, and each stepdual length. The number of
time steps and hence the computational burden rezfjdior a simulation with
PWM supply may be significantly increased as theMP¥kequency can be as
high as hundreds of times the frequency of sin@a@dpply. A standard 3-phase
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inverter has 6 switching instances per PWM cyclg] ¢he intervals between
adjacent switching instances are variable, reguitmvariable time steps in the
simulations. For an inverter with PWM frequency5iHz and reference signal
frequency of 60Hz, there are 500 variable timessgy cycle of reference signal.
The simulation algorithm searches for the switchimgfances by comparing the
modulation waveform with the triangular switchingweform every 04s, and

sets up a new time step whenever the inverter Bingcstate is found changed.
The supply voltage is assumed to be an ideal PWMefoam, i.e. dead-time,

rise-time and device voltage drop are all negleeted the input voltages to the
machine are assumed to be constant within eachsiiepe As a large number of
simulations are required for different load and@ygombinations and some of
them involve long slip cycles under low load, pelaNR-DD technique is

implemented to efficiently solve the system equatio

Table 4-4
Material parameters of an induction motor
Core length 0.113m Bar-iron contact resistance BO®m
Lamination thickness 0.5mm Lamination mass density850kg/ni
Lamination conductivity  5.556x2@®/m a 2.43
K 0.0199 Ke 9.98x10°
Stator resistance at 20.2°C 0.8D6 Rotor cage cq)nductlwty 2.91x10S/m
at 25.0°C
Temperature qoefﬁuent 3.9x10%°C Temperature coefficient 3.9x10%°C
of stator resistance of rotor cage

4.3.2 Simulation results

As will be discussed later, accurate stray lossdiptien under no-load
conditions is difficult. Load predictions are dissed first, followed by the no-
load cases.
A. Load simulations

In accordance with the load test, the PWM cond#iare simulated with an
amplitude modulation index of 1.0. Due to the agstiwn of an ideal PWM
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waveform, the DC link voltage used for the simuala$ is lower than the actual
value used in the test. These load simulationslataa full slip cycle for the load

conditions with slip above 0.0155. The lower loasdes have rotor fundamental
time period in excess of 100 times the supply fumelatal time period, those

simulations are therefore impractical and aborted.

Results of sinusoidal and PWM simulations of actieald conditions are
presented in Table 4-5. At first glance, therexsedlent agreement between the
simulation and test measurements. There are sonadl siiscrepancies; the
predicted line currents are approximately 1% - $f8alter than the measurements;
but the results are encouraging. One comment regpatide quality of the results
should be reserved for the choice of temperatured us the simulations.
Measured stator temperature under rated conditi@mssknown at the time of the
simulations and is used. However, the rotor tentpesais unknown under the
rated conditions and assumed to be approximateRC 38bove the stator,
increasing slightly with the load. The same stdtanperature is used for all
sinusoidal simulations. In the PWM case, it is assdi that the rotor is hotter than
in the sinusoidal case. This assumption is basegain on that the PWM
excitation produces more rotor iron loss than thesoidal excitation.

The simulated torque-speed curve is plotted in féigt+7 according to the
results in Table 4-5. The test and predicted efficies are plotted in Figure 4-8
for the sinusoidal supply case and Figure 4-9 lhier PWM case. The simulated
torque-speed curve displays the same tendencyaafiegit with the measured
torque-speed curve in Figure 4-5. The result shgwairdifference in the torque-
speed curves under sinusoidal and PWM supply iteBcthat a higher slip is
required for a given output power and this phenamnerecomes more
remarkable as the load increases. The higher sljgests that additional input
power at fundamental frequency will be requireddanotor with PWM supply. It
is well known that additional harmonic stray loss produced as a PWM
excitation replaces a sinusoidal excitation, howetie measured and simulated
results of higher slip requirement indicate that thajority of the total additional

loss comes from the fundamental input power rathan the harmonic input
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Table 4-5
Load simulation results of an induction motor

Sinusoidal supply

Load percentage (%) 46.9 77.7 103.5 1276 138.3
Line-line voltage (V) 208.9 208.7 208.6 208.5 208.5
Line current (A) 4.33 5.36 6.43 7.51 7.96

Input power (W) 901.29 1411.6 1867.0 2293.6 2464.3
Output torque (Nm) 3.92 6.47 8.67 10.68 11.46
Speed (rpm) 1768 1746 1726 1705 1697
Rotor temperature (°C) 100 104 104 110 110
Stator temperature (°C) 70 70 70 70 70
Output power (W) 726.5 1183.1 1567.6 1906.4 2036.1
Efficiency (%) 80.6 83.8 83.96 83.12 82.63
Stator iron loss (W) 40.70 40.38 40.84 4183 42.33
Rotor iron loss (W) 2786 28.76 29.66 29.55 30.58
Total iron loss (W) 68.56 69.13 70.50 71.38 7291
Stator Joule loss (W) 51.59 78.97 114.09 156.37 .76/5
Cage loss (W) 2511 51.19 86.00 130.91 151.09
Friction and windage loss (W) 29.58 29.21 28.88 528. 28.39
PWM supply
Load percentage (%) 45.0 65.2 100.2 1221 166.6
Line-line voltage (fundamental, V) 210.0 208.8 207. 207.1 206.5
Line current (RMS, A) 4.32 4.91 6.30 7.27 9.49
Input power (total, W) 927.4 1251.2 1858.4 2247.10664
Output torque (Nm) 3.80 5.45 8.41 10.23 13.918
Speed (rpm) 1772 1756 1727 1706 1663
Rotor temperature (°C) 112 122 122 130 130
Stator temperature (°C) 69 72 72 77 77
Output power (W) 705.7 1001.9 1521.1 1827.6 2421.6
Efficiency (%) 76.10 80.08 81.85 81.33 78.97
Stator iron loss (W) 60.92 59.47 59.74 60.06 62.00
Rotor iron loss (W) 53.24 50.99 49.33 48.70 46.19
Total iron loss (W) 114.16 110.46 109.07 108.76 .198
Stator Joule loss (W) 51.52 67.27 111.06 151.05 .1269
Cage loss (W) 27.35 43.19 89.33 132.06 250.54

Friction and windage loss (W) 28.63 28.37 27.91 527. 26.87
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Figure 4-8 Comparison of predicted Sine efficiendth test

power that is consumed in a motor as harmonic dtvay. This conclusion is
verified by the measured input power curves in Fegd-6, where the curve of
PWM fundamental input power is closer to the curf¢otal PWM input power

than to the curve of sinusoidal input power, intdigg an additional harmonic
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stray loss less than the additional fundamenta. |d®e cause of the additional
fundamental frequency power losses may be duggteehrotor temperatures (due
to the time harmonic losses introduced by the PWigpk/ and the consequent
increase of the rotor resistance). In this casesliperequired for a given torque
will be higher. Alternatively, the torque at a givslip may be reduced due to

increased saturation resulting in a lower availaneap MMF.

B. No-load simulations

The accurate numerical prediction of no-load sti@gses is difficult for a
number of reasons. Typically, the time required tfoe simulation transient to
pass and for steady state to be reached is signifas there is little damping in an
unloaded motor system. In addition, the true natloandition may result in a slip
speed of as little as 1rpm, giving a slip cycle éirperiod 1800 times the
fundamental supply period. A number of attemptevercome these difficulties
are made in the work in this section, including Wation at synchronous speed
which is a state close to no-load conditions.

The results of no-load simulation under sinusoadad PWM supply conditions

are presented in Table 4-6. Loss calculation atlsgmous speed neglects the
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rotor hysteresis loss term (2-4) as the rotor |latnams only traverse minor loops
at synchronous speed. The predicted rotationak$oss synchronous speed are
plotted in Figure 4-10. It can be seen that thasardal predictions match the test
measurements well, but that the PWM predictionseacessive. Considering the

sinusoidal simulations for a moment, the results tcma closely

Table 4-6
Simulation results of an induction motor at no load

Sinusoidal supply

Line-line  Stator Joule Rotational Friction and Iron loss Cage loss
voltage (V) loss (W) loss (W) windage loss (W) (W) (W)
52.29 1.42 33.60 30.10 3.50 0.000
69.52 2.48 36.22 30.10 6.12 0.001
86.82 3.86 39.67 30.10 9.56 0.003
104.22 5.58 44.14 30.10 14.01 0.02
121.40 7.71 49.96 30.10 19.72 0.14
138.80 10.44 57.33 30.10 26.61 0.62
156.06 13.86 66.17 30.10 34.16 191
173.45 18.12 77.50 30.10 43.06 4.34
199.34 26.34 99.90 30.10 59.65 10.15
208.13 30.42 108.96 30.10 66.31 12.56
216.78 34.09 118.72 30.10 73.30 15.32
225.43 40.00 128.70 30.10 80.57 18.03

PWM supply, constanty. and variablan,

Fundamental Friction and

Stator Joule Rotational Iron loss Cage loss

V(')'Irt‘gé';”(ev) loss (W) loss (W) W'”O'(‘;"Ng)e loss ™" w) (W)
39.95 0.87 66.56 33.33 3323 0.000
49.55 1.32 74.00 33.33 4066  0.001
59.64 1.01 82.00 33.33 4867  0.002
79.76 3.38 97.18 33.33 63.85  0.003
99.97 5.31 12051 33.33 8715  0.02
120.30 7.85 141.11 33.33 10762 0.6
140.72 11.23 150.36 33.33 11618  0.85
159.21 15.22 154.06 33.33 11817  2.56
179.11 20.54 158.66 33.33 11046 587
189,53 23.84 162.82 33.33 12123 825
201.34 28.24 168.88 33.33 12407  11.48
210.47 32.24 173.35 33.33 12607  13.95
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Table 4-6 (continued)
PWM supply, variabl&/y. and constant,

Fundamental Friction and

Stator Joule Rotational Iron loss Cage loss

line-line windage loss
voltage (V) loss (W) loss (W) (W) (W) (W)
40.57 0.88 33.62 29.07 4.55 0.000
49.89 1.32 35.87 29.07 6.80 0.000
60.37 1.91 38.97 29.07 9.90 0.001
70.51 2.60 42.58 29.07 13.51 0.001
90.01 4.22 51.78 29.07 22.71 0.004
110.04 6.37 55.73 29.07 26.61 0.05
131.24 9.37 83.25 29.07 53.82 0.36
161.53 15.46 109.76 29.07 78.05 2.65
181.04 20.77 130.71 29.07 95.64 6.00
199.93 27.31 154.53 29.07 114.72 10.74
209.90 30.98 168.29 29.07 125.02 14.20
180 .
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Figure 4-10 Predicted rotational loss of an indactinotor at no load

with test (including the test value for frictiondawindage) and could be used to
calculate the traditional iron loss parameter foe equivalent circuit model.
Traditionally, it is assumed that the cage lossearsl/nchronous conditions is

zero, especially in the case where the rotor isvekle The losses remaining after
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friction and windage and stator Joule loss areraat#d from the input power and
assigned to be core losses in compliance with IBEBdard 112. However, even
though the machine is skewed, the interbar effalit result in some currents
flowing at slot harmonic frequencies and henceysteaye loss. In the case shown,
the stray cage loss component is predicted to sl 20% of the iron loss
component.

Turning to the discrepancy in predicted loss urfldfM conditions, it is the
author’s opinion that the discrepancy is due mafalyhe discrete calculation of
the rotor eddy-current losses. Most of the lamoratiin the unloaded motor are
operating in the unsaturated region of 8wl curve, with the effect that small
field intensity changes cause relatively large fldensity changes (when
compared to the effect when saturated). It is oleskthat the predicted losses
under PWM conditions are heavily dependent on ther ¢olerance used in the
numerical simulations. This is likely due to a conaltion of the rapid change in
magnetic field at PWM frequencies and the requirdmi®r discrete time
differentiation of flux density in order to predithe losses. Under a PWM
excitation certain variable time steps used to rhaderow input voltage pulses
can be several orders of magnitude smaller thanfiXieel time steps used to
model sinusoidal supply. Thus the sudden changbeoPWM voltage excitation
may cause the numerical errors of flux density @oelaggerated when the flux
density derivative is used in (2-3) and (2-6) foaleation of eddy-current loss
and excess loss. Consequently, the direct numexaallation of the flux density

derivative will cause the predicted eddy-currert arcess losses to be excessive.

4.3.3 Improved rotor iron loss evaluation under low slip and PWM
supply conditions
As mentioned in Section 4.3.2 B, there are twoaesdor the difficulty in

accurately predicting iron loss in a PWM-fed indoctmotor at a low slip (or no
load):
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1. The true no-load conditions result in a rotor fuméatal frequency less
than 0.1Hz, the simulation for such a long periédP@M-fed induction
machine operation produces impractical computationalen;

2. The discrete-time calculation of no-load rotor itoas under PWM supply
conditions is sensitive to the accuracy of flux sign prediction, even
small noises in numerical simulation may cause emdyent losses to be
overpredicted.

Although the simulation at synchronous speed plusme-domain iron loss
calculation is expected to give a result closenottue value of rotor iron loss at
no-load, in practice this approach still cannotroeene the simulation accuracy
interference in eddy-current loss evaluation. Iditoh, the synchronous model
fails to calculate rotor hysteresis loss becausefihdamental frequency on the
rotor at synchronous speed is zero that forcediyateresis loss calculation using
(2-4) to be invalid.

An alternative approach to give fast and accuratiar iron loss evaluation for
PWM-fed unloaded induction machines is under ingatibn. This approach
identifies the significant flux density harmoniasdecalculates eddy-current losses
in the frequency domain by summing the contribwgioof the individual
harmonics. This new approach is implemented iretstages.

The first stage is to carry out a time-steppeddimlement simulation under
the true no-load conditions, i.e. at a very lowp.slifter a certain number of
supply cycles to end the simulation transientsy onle supply period of magnetic
potential data is required to be recorded, rathem & full slip period of data.

The second stage is to identify the major rotax fiarmonics and exclude the
minor harmonics due to the insufficient accuracyfloik density derivative
calculation. As known from the basic magnetic direelation in an induction
machine, the flux density seen by the rotor in sketor reference frame is a
function of MMF and permeance harmonics. The fregies of those harmonics
are determined by the electrical frequency of statorent (e), the number of
stator slotsNs) and the number of pole paif).(Converted to the rotor reference

frame, the rotor flux density harmonics can betemtas a function in terms at,
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Nsi, p, the slip §) and the angle referred to the rotéy.(The approach of direct
numerical derivative and integral needs a full glgriod of flux density data for
rotor eddy-current loss calculation. That approaattually discards the
information about spatial distribution of flux thamay be obtained through
application of engineering knowledge. Rather thansdering an element in
isolation, one should recognize that it is one dangn elements sampling a
spatially distributed field. Using this additioniaformation, the magnitude and
phase of the individual rotor flux density harmanimay be identified with
considerably less computational expense and witfaséer response to the
machine designer. As the analytical form of the anajotor flux density
harmonics is known, one can make use of the additimformation by applying
linear least squares regression to the one supglpd of flux density data
collected in the first stage, from a series of igfligt distributed elements of
similar shape.

The third stage is to find the magnitude of maguor flux density harmonics
according to the results of linear regression, authstitute the harmonic
magnitude into the frequency-domain form of (2-8Y §2-6) for a prediction of
rotor eddy-current loss with improved accuracy.

Using this approach to simulate PWM operation t¢da/oltage with a slip
speed of 1rpm, the predicted rotor loss is 36.70Wmared to 60.1W predicted by
discrete calculation of the rate of change of fiiexsity. Comparing the predicted
rotational loss at rated voltage in Table 4-6 Wit measured result in Table 4-2,
one may find that the reduction by 23.4W is a gigant improvement for the no-
load loss prediction under PWM supply conditionkisThew approach is a topic
of ongoing research. This section outlines theiaegpbn of this new approach to
rotor iron loss prediction, and interested readaey refer to [79] for details.
Improvements to this method and application of kimiapproaches to the

calculation of stator iron loss are under invesicga
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4.4 Summary

This section investigates the relative performaaten induction machine
under both sinusoidal and PWM conditions. CombiritA analysis with test
data, some insights into causes of stray lossesruU?d/M supply conditions are
presented. It is interesting to note that bothtésts and simulations indicate that
the majority of additional losses under PWM comlis are actually fundamental
frequency losses. As an induction machine becomese reaturated with the
increasing load, the additional stray losses duBWM switching become less
significant than in the case of the machine witlower saturation level. These
results of stray loss investigation indicate thapiovements to rotor thermal
design may be more important to efficiency than P#itching patterns.

No-load tests and simulations are carried out irat@@mpt to investigate the
relation of stray losses and PWM switching schefle sensitivity of numerical
predictions of losses under no-load conditionsighlighted, together with the
computational difficulty of simulating a machine ary low slip. A possible
solution is briefly discussed, forming the startnpdo further study specifically

on no-load or low-load conditions.
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Chapter 5 Synchronous Machine Analysis

This chapter generalizes the multislice interbadehdo simulate synchronous
machines with skewed stator slots. The interbawudimodel is extended in this
chapter to model the rotor amortisseur cage. Simouls with a range of interbar
contact resistance values are carried out for alsgnous generator to investigate

their role in slot harmonics and stray loss in @mseur cage.
5.1 Synchronous machine modeling

5.1.1 Field winding modeling

The time-stepped finite element modeling of synobts machines is
implemented analogous with the modeling of cageudtidn machines. A
structure special to synchronous machines is & Windings on the rotor. From
the modeling perspective, field windings can beated as stranded conductors
similar to the stator windings. The only differenisahat the field windings carry
a DC current which can be assumed constant ini¢la dxcitation equation, and
an additional circuit equation is not necessamntalel the electric circuit of field
windings. The contribution of field current to rotéield is denoted by the

following equation in the form similar to (3-4),

2 2
Voa Azsli +Voa Asli :_}'Nflf

5-1
ox ay® A, &1

In (5-1), 1 is constant field currenl; is number of turns of field winding, amd

is coil side area of field winding. It should beted that the physical field current
contains ripples originating from the field supgbxternal or internal) and the
induced EMF. However these ripples hardly affeetrittachine performances, and
therefore the field supply is modeled as a constantent source, rather than a
voltage source which accounts for the ripple effdmit brings more modeling

complexity by introducing an additional circuit edion.
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5.1.2 Generalization of multislice interbar model

In a synchronous machine, the amortisseur is atetel analogous to the
induction cage in an induction machine. The skewaisynchronous machine
usually occurs at the stator slots in contrastrtan@uction machine where the
skew is applied to the rotor bars. However the skéwstator or rotor relative to
the other has a same effect on machine performancesatter which one is
physically skewed from the machine axis. Thereftre multislice interbar
technique, which was originally developed for mauglskewed rotor bars in
induction machines, can be generalized to modethsgmous machines with
skewed stator slots.

As mentioned in Section 2.2.1, there is a grouprobrtisseur bars embedded
in the rotor, across each pole pitch, and eachgbawmp may or may not be
connected to the groups at the adjacent polesdhroanductive bridges. Figure
5-1 shows the interbar circuit model for a synclm machine. The main
difference from the interbar circuit models for ynehronous machine and an
induction machine is that the former introduces special parameters, i.e. pole-
pole iron resistancerf,,) and pole-pole end-ring impedan@.f), which connect
the adjacent bars belonging to different bar grolipgse parameters usually have

values different fronkR; andZ.nq and dependent on the saliency and pole pitch of

Zp2p chd chd chd Zpr

Figure 5-1 Interbar circuit model for a synchronawschine (3-slice example)
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the machineZyyp, is infinity for the special case of nonconnectedogisseurs,
where the bar groups are insulated from one anofftex circuit equations of
amortisseur are in the form similar to the rotacuwit equation of an induction
machine, i.e. (3-7) and (3-8). For amortisseur mngethe matrice®R, andL in
(3-8) are related to not only the valueRpfR andZ.q which have been used in
induction machine models, but also the values d&#-pole parameters, i.&y,
andZyzp

Applying the modifications introduced in SectiorL 3. and Section 5.1.2 to
the multislice interbar model, one can obtain thechronous machine system
equations that are comprised of (3-2) to (3-8) énd). Provided that the rotor
position is known, one may simulate a synchronowtomby simultaneously
solving the above equations, or simulate a syndusngenerator by
simultaneously solving the above equations andad ldrcuit equation that is
coupled with the stator circuit equation (3-6). Tgvecedure to solve the global
equation for a synchronous machine is the saméeagprocedure to solve the
induction machine equations. Galerkin method isliagpto obtain the finite
element form of field equations, and then the toirssretized form of the global
equation is derived by C-N method. Considering that global equation for a
synchronous machine still shows no direct couplbejween the fields on
individual slices, the parallel NR-DD technique daimplemented again for an
efficient solution.

5.1.3 Ventilation duct modeling

The core of a large AC machine is usually dividedhally into packets of
laminations by radial ventilation ducts as showrrigure 5-2. These ducts allow
cooling air to flow radially into the machine, rewrog heat from the core and
windings. The presence of ventilation ducts catisesfringing from the side of
individual ducts and decrease in the average fensiy at the air gap under each
duct opening. The flux fringing produces axial a#ion in the air-gap flux density,
the influence of ventilation ducts on magnetic wit@and flux density distribution
is thereby unable to be modeled by the conventi2HalFEM.

77



Duct pitch Duct width Ventilation duct

- = P

e

Stator

Air gap

Machine axis

Figure 5-2 Ventilation ducts

In the traditional analytical method for machinegmetic circuit modeling,
the presence of ventilation ducts is taken intcs@eration in a similar way to the
winding slots, where the flux fringing also occuiide fringing of air-gap flux
density due to slot openings leads to increaséenawverage air-gap reluctance,
which can be expressed as a decrease in effeatege @@ as an increase in
effective air-gap length. Carter shows that therese in effective area can be
obtained by reducing the slot piteto the effective slot pitch as follows [80]:

&'=g-bw 5-%)

wherew is slot opening, and is a factor expressed as

b= 2 tan‘l(ﬂj -9 In[1+ (ﬂj ]} (5-3)
Vg 20) w 29

In (5-3) g is minimum length of air gap. With this transfotina the calculation

of air-gap flux density is performed as if the floossed the uniform air gap over
this effective slot pitch. An alternative to redugithe slot pitch is increasing the
air-gap length. Carter converted the decrease dithvdimension as shown in (5-2)
to an equivalent increase in the length dimensiontlee basis of constant

reluctance.

9.9 (5-4)

I

g ¢
According to (5-4) the familiar Carter’s coefficies written as
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Kczgzil_ §

g £ ~ e-bw

(5-5)

and it is used to find the effective air-gap lengjth
9'=Kc9 (5-6)

Cochran shows that, similarly to winding slots, fhresence of ventilation

ducts also can be taken into consideration by uaif@ctor to reduce duct pitch

(the width of one stack of laminations plus onetyas shown in Figure 5-2) or
increase air-gap length [81]. If there &fgducts, each of widtlvg, the duct pitch

is
6, = L +w,
N, +1

-

wherelL is the overall length of the core, including theetd. In accordance with
(5-5), Cochran multiplies the air-gap length by tbkowing factor to obtain the
effective air-gap length:

Ke= _‘Egdwd (5-8)
where by is calculated using (5-3) witlw replaced bywy. A number of
publications propose the effective reduction inahxore length as an alternative
approach to take into consideration the ventilatituects [82] - [84]. Using a
similar procedure embodied in (5-4), Williamson afthck transform the
effective increase in air-gap length to an effexztieduction in core length [82].
This effective core length,’, is given by

+
L= KL . L(l— ||_\|i 1bdde (5-9)
d Wd

Liwschitz-Garik and Whipple give (5-9) with an apgimate expression fdoy
[83]. With the assumptioNy >>1, L>>wy, Say gives an equivalent expression for
L’ as follows [84]:
L' = L - Nb,w, (5-10)
With the traditional analytical approach to modeagnetic fields in AC
machines, Carter's coefficients as (5-5) and (%8 usually determined and

applied successively for the stator slots, therretots and the radial ventilation
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ducts, to create the effective air gap or coretlenghe presence of slots causes
radial and tangential variations of the flux depsitat are automatically modeled
with the 2-D FEM. The axially spaced radial ducéige axial variation of the
flux density that are beyond the plane used witd ttaditional 2-D FEM.
Fortunately, modified 2-D FEA can be carried out fiynply replacing the
physical core length in the system equation witk #ffective core length
calculated as (5-9) or (5-10). This transformatioes not incur any change to the
2-D finite element mesh.

It should be noted that the above approach is Bgualid for both stator and
rotor ducts. Large synchronous machines usuallye haentilation ducts in the
stator core only, while rotor ducts for synchronouschines are less common. In
this caseKq is computed by substituting only the stator dwrameters into (5-8),
and the effective core length is then computed5a8).( When both stator and
rotor have ventilation ducts, as is the case @frge induction machindys and
Kgr must be computed respectively for stator and rbyosubstituting the stator
and rotor duct parameters into (5-8). Then the ®anter's coefficients are
applied successively as shown in (5-11) to comfheesffective core length.

L

L' = )1
KK, (%)

S r

5.2 Outline of simulation and experiment conditions

The amortisseur cage in a synchronous machineesamiduced harmonic
currents at slot frequencies that respond to thieghe variations in reluctance
and air-gap flux density caused by stator slottihgcan be extrapolated that
variation in the bar-iron contact resistance duehéuncertainty in manufacturing
process has evident influence on magnitude of éar harmonic currents, and
hence on stray losses in amortisseur cage. As ti@seonic currents act on the
machine magnetic field, variation in certain outfarmonics, e.g. the open-
circuit voltage harmonics, may be observed as laatgdn of interbar resistance

variation. The simulations and experiments in g@stion aim to investigate the
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reaction of these slot harmonics and the resulteage stray loss to the interbar
resistance variation.

The synchronous machine investigated in this chagea 3-phase, Y-
connected, large salient-pole synchronous genepataided by GE Canada. All
the experiment results regarding this machine e provided by GE Canada.
The machine nameplate data are presented in Tahl&is machine has a skew
of one slot pitch, and the rotor is equipped witlccanected amortisseur. The

basic structure parameters are omitted here fopuhgose of confidentiality.

Table 5-1
Synchronous machine nameplate data

Rated VA 14.089MVA
Rated voltage 13.8kV
Frequency 60Hz

Simulations are carried out using a 4-slice firrlement model with the
generalized interbar circuit and the effective ctéeagth. According to the
rotational symmetry the machine structure displaydinite element mesh is
created for the sector of one pole as shown inrEigu3. The mesh consists of
3646 nodes and 6788 first-order triangular elememts$ including the dynamic
air-gap elements. Following the test procedures IBHEE Standard 115,
simulations are carried out under open-circuit astrt-circuit conditions,
respectively. Prior to a synchronous machine sitimrlia a magnetostatic FEA
with the field current as the input is usually resagy in order to find the initial
nodal magnetic potentials. The time-stepped sinaratvith rotor motion is
subsequently initialized by substituting theseiahivalues of nodal potential for

A\, in the global equation at the first time step. Séhnitialization procedures are

not required for induction machine simulations. Qnay simply assume zero
initial conditions because the rotor cage can aatmally dampen out the
transients caused by initial sudden change in &ait. In addition, soft start
conditions may be adopted to gradually increaseeiuitation during the initial

stage of simulation, for the cases of long trartsielmn a synchronous machine
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Figure 5-3 Finite element mesh of a synchronoushinac

under steady-state operation, the amortisseur sag@able to function as the
squirrel-cage damper in an induction machine. Dwuehe lack of damping,
synchronous machine simulations without initial metgstatic solution may

produce oscillations or intractably long transients

5.3 Open-circuit simulations and experiments

The synchronous generator model developed in $edid is generally
available to simulations under various load coondgi Simulations for the special
case of open-circuit operation can be carried gugditing the stator resistanRe
to a very large value and setting the terminalag#d/s to zero in the stator circuit
equation (3-6). With these small modifications,6(3eescribes the case that an
EMF induced by the rotor field is applied to a édsstator circuit with very large
impedance, which limits the stator currénto nearly zero. From the perspective
of the machine magnetic field, the state of geweratith this stator circuit is

effectively equivalent to an open-circuit operation
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5.3.1 Electromotive force calculation

The main goal of this section is to extract theé BeErmonic components of the
open-circuit voltage (EMF) and investigate theilatien to the rotor interbar
resistances. The induced EMF can be calculatedgusie nodal magnetic
potentials obtained from the solution of the systsmation. Figure 5-4 shows a
stator coil comprised of two effective coil sides dnd b) exposed to the 2-D
magnetic field in a machind. is the effective length of the coll, i.e. the core

length.A, andA;, are the magnetic potentials at the coil sidesthbamespectively.

Figure 5-4 Calculation of the flux through a coill

The magnetic flux through this coil is given by
@= jSAd' =A =AY (5-12)
achd
For stator windings comprised of coils Mf turns, the magnetic potentials used
for flux linkage calculation must be the averagerothe area of coil side. This

average magnetic potential is expressed by

1w, 8 ]
ACS_ACSiZ 3 ;Ae’nj (5 13)

whereAq j is the magnetic potential at tfitd node of theth element in a coil
side, andAg is the area of this element. In Bg-slice model, if a phase winding
consists 0N coil sides that forniN; parallel circuits, the total flux linkage of one

phase is given by

—_ NthI
v N

Ng N .
Z;ykAkm (5-14)

c m=1l
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where A, is the average magnetic potential at ktie coil side in themth slice,
and y, is =1 depending on the direction of this coil sidlae time-stepped phase

EMF can be derived as follows:

A wt+At _l//t _ N I_s Ng Ncs — . .
T T TNt Zlkz-;yk(AtkmN Al 619

5.3.2 Simulation and experiment results

The harmonic components of measured and simulgted-oircuit line-line
voltage are obtained from fast Fourier TransforrRT)Fand presented in Table
5-2. These results are normalized to per unit walweth the measured
fundamental voltage as the baseline value. Thelatian results obtained from
the proposed multislice interbar model are giveraawvide range of possible
interbar resistances, from 1x3m to 1x10'Qm. To illustrate the advantage of
proposed model in predicting slot harmonics, théitamhal results obtained from
a 2-D finite element model modified by skew factoe also given in Table 5-2,
as an object of comparison. The first step of épigroach is to calculate the open-
circuit voltage with the conventional single-sliteite element model, as is used
in most commercial 2-D FEA packages. The statdsslce assumed unskewed in
the first step of calculations. The second stepoisccount for the effect of
skewed slots on open-circuit voltage by correctearh of their harmonics
obtained through FFT, with an analytical factorisTtactor, known as the “skew
factor”, is reproduced in numerous textbooks, sa€l8l]. Skew factor has been
commonly used in analytical models of skewed AC mas to correct the air-

gap flux density calculated with the assumptiorunskewed slots or bars. This

sin(nfj
Ks = T (5'16)
2

wheref is the skew angle in radian, as shown in Figude @adn is the harmonic

factor is expressed by

order.
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Table 5-2 shows the selected significant harmooiitke measured and simulated
open-circuit voltages up to the 25th harmonic. @beve analysis suggests that
the main origin of the 11th, 13th, 23rd and 25thnt@nics is the modulation
effect of stator slots. The other harmonic comptsmen Table 5-2 come into
being as a result of the saturation in the ironecor the design of certain
constructions such as the distribution of statardivigs and the shape of pole face.
The results given by the multislice interbar mountelicate that the variation of
interbar resistance clearly influences the mageitafl slot harmonics in open-
circuit voltage. On the other hand, the magnitutletber harmonics due to the
reasons other than slots does not change sigrifjcaith the interbar resistance
variation. For example, the phase belt voltage baros, such as the 5th and 7th
harmonics, remain constant at the wide range @rlar resistances. The slot
harmonics in open-circuit voltage are most seresitiv the variation in interbar
resistance at the order of magnitude of T@m to 10°Qm. On the contrary, the
variations of interbar resistance have only minffeat on the slot harmonics of
open-circuit voltage if the amortisseur bars amilated very well, e.g. the bar-
iron contact resistance is in a range greater thet0’Qm, or they are poorly
insulated, e.g. the bar-iron contact resistancermes smaller than 1xT@m that

is comparable to the bar resistance. In the simomatesults at a variety of
interbar resistances, the case of I3 shows the best agreement with the
measured results at the slot harmonic frequendieis. implies that the average
interbar resistance in this machine is approxinyad¢lthe order of magnitude of
10°Qm. Figure 5-5 shows a certain instantaneous openitiflux distribution
under the interbar resistance1of10°Qm. The differences in stator tooth fluxes
can clearly be seen.

As a compromise that accounts for the skewed dlodsskew factor approach
is computationally cheaper but less complete thanrtultislice interbar modeling
technique. To compare the simulation accuracy,hérenonics predicted by the
skew factor approach are presented in Figure 5géther with the measured

result and the simulation result at the interbaistance of 1xI8Qm. It is evident
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Figure 5-5 Fluxes in an open-circuit synchronoushire
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Figure 5-6 Comparison of measured and simulated-opeuit voltages

that, at the slot harmonic frequencies, the reggilten by the proposed model
fundamentally match the measured results better tha results given by the
skew factor approach. It should be underlined that accuracy of harmonic
prediction tends to be difficult as the harmoniderincreases. As one may notice
in Figure 5-6, there is a relatively large errothe predicted 25th harmonic given
by the proposed model. The reason for this errothet the cubic spline
interpolation of B-H curve used in the numerical simulations may naote gi
sufficiently accurate prediction of the small véina in flux density. The
investigation on a cage induction motor in [85]icades that much of the slot
harmonic flux closes on itself in a layer closetlte rotor surface. It is considered
reasonable that the similar phenomenon occurs erstiétor inner surface in a
synchronous machine that is excited by the roteid fwindings. Only a small
amount of harmonic flux at the high slot frequeagenetrates into the stator core,
embraces an entire slot through the relatively teluctance path provided by the
teeth, and hence induces the slot harmonic EMRatorswindings. TheB-H
curve may not be measured and interpolated withcgrit data points to allow

accurate prediction of such a small variation uxftlensity.
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The amortisseur bar currents consist of slot harosaonly. Figure 5-7 shows
the magnitude of the simulated 12th and 24th ctirhemmonics (720Hz and
1440Hz) flowing in the individual slices of a centaamortisseur bar. The figure
displays noticeable bar current variation along dkel direction, indicating the
transverse currents of significant magnitude flayvinto the rotor core. It can be
found that the axial variation in bar current isremprominent when the order of
magnitude of interbar resistance is™@n to 10°Qm. This fact shows an
agreement with the sensitivity of slot harmonicsopen-circuit voltage to the
interbar resistance. The currents in the individhaal segments tend to be uniform
as the interbar resistance increases, implyingldueeased transverse currents in

the cases of better insulation.
5.4 Short-circuit simulations and experiments

5.4.1 Simulation settings

This section aims to use simulation technique t@stigate the composition
of stray-load loss as is defined and measured usklert-circuit operation, in
compliance with IEEE Standard 115. The componehtray-load loss include
stator iron loss, rotor iron loss and amortissegecloss. The simulation of short-
circuit operation can be achieved within (3-6) set to zero. The simulated range
of interbar resistances is 1x30m to 1x10'‘Qm, identical to that in the open-
circuit simulations.

The stray-load loss under short-circuit operat®avaluated by measurements
and simulations. The stator and rotor laminationapeeters that are used for
calculation of iron losses are presented in Tab8 Bhe approach to evaluate
stator iron loss for synchronous machines is idahtto that for induction
machines, i.e. calculating the eddy-current logstdresis loss and excess loss as
(2-3), (2-4) and (2-6), respectively. The rotomidoss evaluation for synchronous
machines usually excludes the hysteresis loss coempdor the similar reason
mentioned in Section 4.3.2 B. In that section, tb®r hysteresis loss are not
considered when calculating the rotor iron loss aim induction motor at

synchronous speed, because the hysteresis lossicptbdy minor hysteresis
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Table 5-3
Lamination parameters of a synchronous machine

Stator lamination thickness 0.483mm
Stator lamination conductivity 1.923XBIm
Rotor lamination thickness 1.880mm
Rotor lamination conductivity 6.864x3%m
Mass density of laminations 7650kg/m
a 1.828
Kn 0.0195
Ke 2.12x10°

loops is usually assumed negligible. The rotodfi@l a synchronous machine is
fundamentally constant with the similar minor hysses loops, which are caused
by stator slot openings and stator current harngoagin an induction machine.
Thus the evaluation of rotor iron loss in a syndaous machine also neglects the
component of hysteresis loss. However, the rowax flensity fluctuations still

produce eddy-current loss and excess loss, and theses are taken into account

as rotor iron loss components.

5.4.2 Simulation and experiment results

The short-circuit measurement and simulation resalé given in Table 5-4.
The results are normalized to per unit values whih measured stray-load loss
and short-circuit current as the baseline valuedrdakdown of the simulated
stray-load losses at different interbar resistansgsresented in Table 5-4. The
simulation results indicate that a significant pawn of the stray-load loss
comes for the harmonic Joule loss in amortissege.c@he ratio of this cage stray
loss to the total stray-load loss may change swamfly with the variation in

interbar resistance. For instance, the simulatsuolts in Table 5-4 show that this

ratio is as low as 8.86% at the interbar resistasfc&.0x10°Qm, reaches the
peak as high as 29.35% at the interbar resistant®®10°Qm, and decreases to

20.91% at the interbar resistance of 1.03261. Due to the variation in cage
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case of perfect bar-bar insulation. The simulatedydoad loss at the interbar

resistance of 1.0x1®m matches the measured result. Figure 5-8 shows a

(a) Slice 1

(b) Slice 4

Figure 5-8 Fluxes in a short-circuit synchronousinize
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snapshot of flux distribution in the synchronouschiae under this interbar
resistance condition. The flux density distribution the pole face of a short-
circuit synchronous machine is evidently less etrean that in an open-circuit

synchronous machine due to the armature reaction.

5.5 Discussion on rotor iron loss evaluation for

synchronous machines

The iron sheets from which the rotor core of thechine is manufactured are
as thick as 1.88mm, significantly thicker than typical laminations. Trial
simulations indicate that an accurate predictiorthef eddy-current loss in this
rotor core is technically difficult in some cas&bhe eddy-current loss formulation
as (2-3) is based on an assumption of uniformidigion of the magnetic field
across the lamination thickness. However, thisragsion is valid only if the iron
sheets are sufficiently thin. Skin effect should thken into account for iron
sheets whose thickness is comparable with the dkipth. The alternating
component of magnetic field may concentrate onstiméace of the thick sheets
and increase the effective flux density. Skin deptla measure of the distance
over which the harmonic flux density falls toeldf its original value. For a

harmonic flux density at the radian frequencyspthe skin depth is denoted by

5= |2 (5-17)
Hin Oy @

whereun is average permeability in the iron. (5-17) suggéisat the skin depth
depends on the local saturation in laminationsawihation region exposed to
saturated field possesses a lower permeabilityh@nde a larger skin depth with
respect to each flux density harmonic. On the otterd, an unsaturated iron
region displays a smaller skin depth due to théhdrngoermeability. For this
reason, a general expression of eddy-current lbas dccounts for the local
saturation level and skin depth, is required ineortb improve the accuracy of
eddy-current loss prediction for thick laminations.

Dreyfus developed an analytical approach that plids the conventional

frequency-domain expression of eddy-current losa bgctor to predict the eddy-
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current loss under skin depth condition [86]. linslepth is not considered, the
lamination eddy-current loss density (in Wjntorresponding to the harmonic

flux density at the radian frequencywfis given as follows:

(5-18)

where éw is magnitude of flux density at the radian frequenf w. The factor
that is used by Dreyfus to modify (5-18) is given b
_3 Gsmhé -siné

< £ Coshf —cosf (5-19)
where
_d ]
=5 (5-20)

Thus an alternative expression of lamination edalyent loss density that takes

into account the skin depth is given as follows:

Po(w) =K P(a)):dezwz(Sirm‘(_Sin‘z)ﬁa2
sk sk’ € 85((:05',{_ CO§) w

To predict the total eddy-current loss in thick iaations, the calculation shown

(5-21)

in (5-21) must be implemented for individual lantina elements at individual
harmonic frequencies, Witéw provided by FFT of the finite element solution.

Although (5-21) provides an improved approach técudate eddy-current
losses in thick laminations, this approach stillynmat guarantee the calculation
accuracy for some local regions with low flux déysirhe practical magnetizing
curve of the iron core displays a relatively highuctivity in the segment of
“reversible growth” subject to a low external fielas shown in Figure 5-9. This
reluctivity decreases in the transition to the oegof “irreversible growth”, i.e.
producing a negative gradient of reluctivity. Thegative gradient may result in
negative diagonal entries of the mat@x in (3-19), and harm the convergence of
numerical simulations. For this reason, in the fcatsimulations, the “reversible
growth” segment of the magnetizing curve is repdlasgth an approximate linear
representation that has an equal slope with theneegof “irreversible growth”.

With this approximate representation, the perméglaf elements with very low
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Figure 5-9 Magnetizing curve of iron core

flux density is overpredicted, and hence errors o@ycreated when calculating
skin depth and eddy-current loss density of thésments as (5-17) and (5-21).
The simulation error of the total eddy-current lasghick laminations may be
considerable if there are a large number of sugions with low flux density.
Evaluation of rotor iron loss in synchronous maesins a topic for future
investigation. The above discussion is motivatedthy special case of thick
laminations in this rotor iron core. Some geneealtdrs (e.g., minor hysteresis
loops) also may be worthy of investigation for moredible evaluation of rotor
iron losses in synchronous machines. It is encangathat an insight into the
factors affecting rotor stray losses in synchronmaghines is obtained from the
loss breakdown shown in Table 5-4, though the stian results of rotor iron
losses might be questionable quantitively. The &tmans reveal clearly the
tendency of cage stray loss and total rotor stosg lunder different interbar

resistances.

5.6 Summary

This chapter develops a 2-D multislice finite elamenodel for a large
salient-pole synchronous machine with skewed statots. Simulations and
experiments are carried out to investigate the bares and the resulting stray
losses in this machine. The magnitude of harmaoahiesto stator slot openings is
found subject to the value of rotor interbar resise. The simulation results
indicate that a number of performances such as-opeut voltage, amortisseur

bar currents and stray-load loss, are significamtfiuenced by the variation in
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interbar resistance. The data and curves obtaireed the simulations will be
beneficial to an improvement of rotor interbar ilasion for the purpose of
mitigation of slot harmonics and stray losses incfyonous machines.

It is noted that accurate calculation of rotor ifmss in this synchronous
machine is a challenging issue worthy of speciangion. A modified equation
that accounts for the skin depth of the thick rdéoninations in this machine is
required in order to improve the calculation accyraf the eddy-current loss in
the rotor core. It is also acknowledged that otlm&nown factors affecting the
calculation of rotor iron loss in regular synchraaomachines (with typical

lamination thickness) may be existent and worthfutifre investigation.
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Chapter 6 Permanent Magnet

Synchronous Machine Analysis

6.1 Introduction

In the previous three chapters, multislice 2-D ténelement models with
interbar circuit have been established for skewedudtion machines and
synchronous machines. The harmonic stray lossesA@ machines are
investigated using these models, under a variety?\bfM supply and rotor
interbar insulation conditions. The shape and dsinof stator and rotor slots
also play an important role in the formation of rhanic stray loss. An
appropriate design of slot geometry helps redueesthay loss caused by slot
harmonics.

This chapter attempts to optimize the shape ofdlota PMSM in order to
minimize the machine loss. This PMSM is utilizedatcelerate or decelerate the
rotating mass in a flywheel energy storage sys#ermower electronic converter
controls the power flow during the process of eizang (the PMSM is motoring)
and deenergizing (the PMSM is generating) the flg®th The energy loss
occurring in the mechanical-electrical energy coswm is one of the primary
concerns regarding a flywheel system. Even thou®hSMs are typically
considered to be high efficiency machines, paricattention should be made to
losses in a machine designed for use with a flyWwHesal loss should be as low
as possible in order to maximize round-trip eneefficiency. The rotor of the
system is typically evacuated, eliminating condrectind convective heat transfer
from the rotor. Due to the difficulty in removingd heat from the rotor, high
frequency eddy current losses in the magnets shHmailshinimized to protect the
magnets from performance degradation or permanatitinction. Adjustment of
the slot shape is an economic approach to redwc¢othl loss, and particularly
the magnet stray loss in a PMSM.

The slot shape optimization in this chapter invelv&o techniques that are

integrated into one computer program: the optimeekig algorithm based on
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ES is implemented as the outer loop to repeatedilystithe slot design; time-
stepped finite element simulations are carriedasu& nested loop in the body of

optimization loop to calculate the losses for théividual designs.

6.2 Permanent magnet synchronous machine modeling

This section aims to develop a time-stepped fiaiegnent model for PMSMs
which is used to provide the information of fluxnday distribution for loss
calculation. The machine investigated in this caapis fractional-slot windings
in unskewed slots, and there is no amortisseumdded with the rotor. As the
time-stepped finite element models for the commioactures or regions in all
types of AC machines, such as core laminationgorstaindings and air gap
region, have been established in Chapter 3, tlusosefocuses on modeling of
permanent magnets, the parts particular to a PM&id, calculation of magnet
stray loss caused by eddy currents.

A permanent magnet is a type of hard magnetic madtérat is characterized
by a wide hysteresis loop. The magnets commonly usepermanent magnet
machines usually exhibit a linear normal magnetratcharacteristic in the
second quadrant, as shown in Figure 6-1. The 2bpiee straight line shown in
Figure 6-1, i.e. the permeability of a permanengmned is only slightly greater
than that of free space. A permanent magnet machust be designed to operate
in the second quadrant of the magnet’'s hysteress $0 that the magnet will not
be demagnetized when exposed to an external rapdiedd. The magnets in

B

A

H

»
>

H, 0

Figure 6-1 Linear magnetization characteristic pEamanent magnet
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many permanent magnet machines are segmentedean tordeduce the magnet
eddy-current loss. The main goal of this chapteo imvestigate the effect of slot
shape on the total machine loss and the magnetisssa. The adoption of solid
pieces or thin sheets of magnet in a simulation ehatbes not affect the
assessment of various slot shape designs and rihe delection from them.
Therefore, for modeling convenience, it is assumied the machine is equipped
with solid magnets, and a single-slice finite elamenodel can be applied
considering the unskewed structures. The singte-dleld equation for a solid
permanent magnet is given by

Ox(WOxA)=J,+J,, (6-1)
where Je is the eddy current density in the magnet, dpd is the term of
equivalent current density representing contributb the magnetle andJpm are

given as follows:

0A
I =, 2 2
e O-pm ot (ﬁ
0B, 0B
J =0xly_B. |=v Y 6-3

opm, Veom and B, are respectively the conductivity, reluctivity anesidual flux
density vector of the magnet, am) and B, are respectively th&- and y-
component oB,. Substituting (6-2) and (6-3) into (6-1) and wrgileft-hand side
of the equation as derivatives, one obtains

9°A 0°A _  0A 0B, 0B,
m a2 " Vom 57 T 0m 5 TVom -
Moaxz Mmooy PMat P oy ax

% (6-4)

Applying Galerkin method to (6-4) and the field atjans of other regions, one

can obtain the global finite element field equatsfollows:

14
VeSA N N”\Alt Qsl s + |:_ Umepm dg\tN +% (BrxD - BryE)} (6'5)

The first term on the right-hand side of (6-5) @rero for only the nodes related
to stator winding elements. The term in the sqbaaekets is nonzero for only the
nodes related magnet elementg, D andE are constant matrices derived by
Galerkin method. As the rotor of this machine hasamortisseur, rotor circuit
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terms do not present in (6-5). The global equattbrthe permanent magnet
machine is comprised of (6-5) and the stator dr&guation (3-10). These
equations are discretized in time domain by C-Nhoétand then solved by NR-
DD numerical technique.

Eddy currents in permanent magnets are taken gdouat in the above field
equation, the resulting losses can thereby be leddzliusing the solution of the
equation. The eddy-current loss (in Watts) in a meags expressed by the
following integral over the cross section of thegmet:

P = [ ;L;des (6-6)
Lom is the axial length of the magnét is thez-component of the eddy current
vector, Je (Je has onlyz-component in a 2-D model). To give a finite eletmen
solution to (6-6)Je can be expressed by the nodal magnetic potenfiaéseddy-

current density in thigh element in a magnet is given by

thm —Kt-
thAt =-0 e =] 6_7
e pm At ( )
where A, is average of the three nodal potentials. The miginstantaneous

eddy-current loss is expressed by finite elementeléows:

t+AL _i 2 — meapm Nt+at _pt P -
Ppm - a_pm iZ‘]eiAei - Atz ieri (Aei Aei) (6 8)

6.3 Initial design of prototype machine

The application in flywheel system places a nundfg¢echnical requirements
on the PMSM and the drive system. Table 6-1 sunmesarithe specific
characteristics of this flywheel machine system. the flywheel may be
frequently accelerated or decelerated, the PMSkégsiired to be operated at a
wide range of high speeds, and the field weakeoamdrol is applied at these high
speeds. Due to the difficulty in removing heat frtma rotor, permanent magnets
with high temperature tolerance are preferred ia fiywheel machine. The
maximum operating temperature of the chosen magmatshigh as 200°C. In the

stage of raw design, the values of flux linkage amtiictance are first roughly
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Table 6-1

Specification of a flywheel permanent magnet syaghus machine system

Number of poles
Typical operating frequency range
Speed range
Typical operating speed range

Machine average efficiency over the typical speadje

4
467Hz — 933Hz
Orpm — 28000rpm

14000rpm — 28000rpm

>98% at rated power

System average efficiency including inverter loss 95%
Total harmonic distortion (THD) of line-line bachviE <1.32%
Nominal DC link voltage 600V
DC link voltage range 500V — 700V
Nominal maximum continuous power 70kwW
30-second overload power rating 120kwW

calculated by an analytical lumped-parameter ptiaticand then verified by
static FEA. Once all the parameters regarding dsio@s, materials, electric and
magnetic circuits, etc are determined in the ragigie the machine performances
under different load conditions are simulated usthg time-stepped finite
element model developed in the previous section ammdmmercial 2-D FEA
package, respectively. In both simulations, itasuaned that the magnets operate
at constant temperature of 120°C with the desiratkat magnetization
performance. Although the magnet temperature inréaé machine system may
deviate from the assumed value, the assumption iredal magnetization
performance is reasonable in consideration of tteng temperature tolerance of
the magnets. In both simulations the machine israsd driven by a sinusoidal
current supply. Provided that the stator currdgtend the rotor position are
known, one can perform the following steps to sateila load operation of the
PMSM:

1. Find all the nodal magnetic potentials by indepeigesolving (6-5);

2. Substitute these magnetic potentials into (3-10¢aizulate the terminal

voltages;
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3. Calculate the stator Joule loss, iron loss, magaety-current loss and
input power using the time-stepped data of statoreat, terminal voltage
and magnetic potential.

4. Apply the Maxwell stress tensor method [68] to a&dte the torque, and
subsequently calculate the output power and effayie

The above steps can give a full prediction of teeloperation performances. The
performances predicted by the proposed model agead agreement with those
predicted by the commercial software package. Tégesof initial design ends up
with minor adjustment to this design that aims #itdr match the simulated
machine performances to the technical requiremdiis.initial design is mainly
other authors’ contribution [87]. As this part istrthe emphasis of this chapter,
details about the process of initial design areti@ahihere.

The initial design adopts a rotor with the SPM, awdible-layer fractional-
slot short-pitched distributed windings. The SPMside is more inclined to
produce magnet stray loss than an IPM design bedhesSPM are right located
in the air gap, where the slot harmonic flux dgnsian easily diffuse on the
surfaces of the magnets. In an IPM machine, the lmminations that cover the
magnets filter part of the slot harmonic fields dmhce prevent high stray loss
being produced in the magnets. For these reasbasSPM stray loss is more
susceptible to the slot shape than the IPM strag. [®he slot shape optimization
for this SPM machine is expected to contribute gnificant reduction in the
magnet stray loss besides in the total machine loss

Figure 6-2 shows the finite element mesh for th@qtype machine’s cross
section. The mesh contains 3167 nodes and 59@84fuer triangular elements,
not including the dynamic air-gap elements. In a&stion of the
circumferential periodicity of magnetic field indhfractional-slot machine, the
finite element mesh is constructed for a pitch awee pair of poles. Table 6-2
shows the dimension of basic structures in theopype machine. Table 6-3

presents the lamination parameters.
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Table 6-2
Basic structure of the prototype permanent magyettsonous machine

Core length 0.144m
Outer diameter of stator core 0.229m

2.5slots/phase/pole

Stator slots short pitched by 0.5slots

Rotor core diameter 0.107m
Air gap length (including magnet and overwrap) odm
Magnet arc 73°
Magnet thickness 3.88mm
Table 6-3

Stator and rotor lamination parameters of
the prototype permanent magnet synchronous machine

Thickness 0.20mm o 1.8559
Conductivity 1.818x1%®/m| k;, 0.01743
Mass density ~ 7650kgfn | k.  1.6088x10

6.4 Slot shape optimization

6.4.1 Slot shape variables and cost function

The finite element mesh of the stator region inuFeég6-2 is created by
duplicating the mesh for half a stator slot pitatnich contains 79 nodes and 116
elements as shown in Figure 6-3 (a). To numericadigcribe the slot shape, a
range of key points on the slot’s outline are choaged 6 decision variables are
used to define the relative locations of these aaake shown in Figure 6-3 (b).
Each time when the optimization algorithm reshapesslot, the values of these
variables are changed and this brings about arstaagunt of the mesh in Figure
6-3 (a). To avoid a complicated remeshing algorithat may change the number
of nodes and elements, this adjustment is achievgdrecalculating the

coordinates of existing nodes according to the wnawes of decision variables.
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r (radius)

(a) Finite element mesh of half a slot pitch (b) Decision variables

Figure6-3 Stator slot shaj

In order to ensure a reasonable design and a Fkeasibsh for the slot
geometry and, some constraints as shown in Tabde aBe placed on the
individual decision variables, and the combinatdmhese variables is required to
satisfy some inequalities. In Table 6-4 the upmerthe radius is chosen to
reserve sufficient area of the back iron regiolgveer limit for the slot openingr

is chosen to allow the enameled wires to passdrptbcess of assembling stator

Table 6-4
Variable constraints

w d]_ d2 Wy Wo r At Lg, Lq Tpm
(mm) (mm) (mm) (mm) (mm) (mm) (mn?) (mH) (Wb)

Lower limit 1.90 0.30 1.00 2.00 4.00 70.00 206.4278. 0.085
Upper limit 4.00 3.00 5.00 8.00 20.00 105.00- 0.418 0.108
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windings. The inequality constraints chosen fordkeision variable combination
include
w, = w+1 (mm) (6-9)
d,>d,+0.4 (mm) (6-10)
The ES optimizations in this chapter force a deaisiariable to be the maximum
(or minimum) if it violates the corresponding caastt, e.gw = 1.9 ifw is found
less than 1.9y, =w + 1 if w; is found less thaw + 1.

Additional constraints are placed on some depeneibles that are derived
as functions (explicit or implicit) of the decisiomariables. Such variables
concerned in this optimization task include; (slot area),Ly, Ly and Ppm
(permanent magnet flux linkage). Correspondinghe®rmaximum current density
allowed in the slot cross sectior&;; must be above the lower limit to ensure
sufficient currents in the slots. Constraints dee@d onLg, Lq and ¥,m to ensure
that the field weakening control may be appliedceghtly and the DC link
voltage is sufficiently high as the machine sup@alitative analysis based on
well-known d-gq axis model of PMSM reveals that inappropriate galoflLg, L
or Yom may produce unsatisfying value of efficiency or ik voltage. Thed-q

axis equations for a PMSM under steady-state dperate given by

Vq = Rslq + wewd (6'11)
Ve =Ry —wy, (6-12)
‘//q = Lqiq -18)
¢, =wpm+|‘did (6-14)
T, :g Ol i + (L = Ly g (6-15)

wherevy, ig and ¥y are direct axis voltage, current and flux linkagespectively;
Vg, 1 and Py are quadrature axis voltage, current and fluxdges respectivelyle
is electromagnetic torque. The electromagnetictiogla shown in the above

equations reveal that
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1. Excessively large?ym or excessively smally causes additiondi,| for

field weakening and hence decrease in efficienayeurthe high speed
operations;

2. In the case of excessively smalt,, additional iy is required to
compensate for the decrease in torque due to th# %, and this also
may lead to decrease in efficiency;

3. Excessively largeL; may lead to excessively largg; and hence a
requirement for supply voltage over the limit of DAk voltage.

The constraints ory, Ly and ¥, are determined according to the machine
performances that are roughly predicted using (6ib1(6-15) under various
values ofLy, Lq and ¥,m and field weakening conditions. These constraames
presented in Table 6-4 together with the conssaiot dimension variables. As
this PMSM adopts a SPM design with equaandL,, the constraints on them are
identical.

The slot shape optimization is mathematically egl@int to minimization of a

cost function. The cost function is constructed duperimposing the penalty
functions on the total machine loss:

C=W+R(A)+PR(L)+PRW@,,) (6-16)
In (6-16), W is the total machine loss (in Watts). As the flpghPMSM would

rarely operate at steady speeds, it is impract@ahinimize the machine losses
under a range of varying load conditions. The maeHboss under 28000rpm,
open-circuit operation is chosen as a represestatibject for slot shape
optimization. The open-circuit PMSM loss is compdsof the stator and rotor
iron loss and the magnet eddy-current loss. Afterfteld distribution information
is acquired by FEA, the iron losses can be caledlatsing the three classical
equations (2-3), (2-4) and (2-6); the magnet losses be calculated using the
equation (6-8). In (6-16), the penalty functidds P, and P; may add positive
numbers to the cost function when the dependenthler values violate the
constraints. The decision variable constraintsharelled outside the cost function.

The general form of penalty functions is given by
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0, if X, X=X,
P(X) =1 K, (Xx=x,), if x>X, (6-17)
K, (X —X), if x<Xx

wherex, x, are respectively the lower limit and upper limittbe variablesK
and K, are positive factors that give “penalty” to thendmlates beyond the
dependent variable limits. The valueskafandK, should be determined before
carrying out the optimization algorithm. One mayalerate the machine
performances under the variable values beyond ith#s] using thed-q axis
equations (6-11) to (6-15), and determine the &K, and K, according to
sensitivity of the performances to the variableueal The values df; andK,
used for this optimization task are presented ibld &-5. Adding penalty values
into the cost function may allow some infeasiblaedidates to survive during a
number of optimum-seeking iterations, rather thascatd all of them by
following a zero tolerance rule. For the case thatoptimum occurs close to or
right on the boundary of the feasible range, theafig function approach is more
probable to locate the optimum than the zero tasFapproach.

Table 6-5
Penalty weights

ForAg, per mm  ForLy, permH For?,, per Wb

K 10 1000 10000
Ky 0 1000 20000

6.4.2 Evolution strategy review

In an ES algorithm a candidate solution is expressea vector of objective
variables,

a=(x a,0) 18)

X is a vector ofNy, decision variabless is a vector ofNg, step size values (i.e.
standard deviations), each corresponding to a idecisariable.d is a vector of
Nav(Nav-1)/2 rotation angles, and O[-77,71]. ¢ and @ are strategy parameters
optimized together with the decision variables, #md gives ES a self-adaptive
feature. For the sake of completeness, a typicalg&ithm is briefly introduced
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in this section. A typical ES algorithm performsaebination, mutation and

selection in sequence within each generation. Fbart of the ES algorithm is

‘ Create u feasible solutions for the initial population ‘

v

‘ Evaluate the fitness of the u candidates ‘

L

Generation number = Generation number + 1

v

Produce A children by recombination of the x parents

| |

| |
v

| |

| |

shown in Figure 6-4.

Mutate the children and ensure their feasibility

!
Evaluate the fitness of each child

Check
Selction mode
2 66+’7

v v
Select the fittest u candidates as the
parents for the next generation,
from the combination of u current
parents and 4 children

(1384

Select the fittest u candidates as the
parents for the next generation,
from the 4 children

No
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Figure 6-4 Flow chart of a typical evolution stgte

A. Selection

According to the criterion for selection, ES algjoms are classified into two
categories:/(, 1) ES and g4+1) ES.Z children are reproduced fromparents by
recombination and mutation within each generatibthe ES algorithm..{ 1) ES
selects the fittest out of thel children to be the parents for the next generation
(u+2) ES differs from g, 1) ES in that the fittest to be the parents for the next
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generation are selected from the combination of dgentu parents andl
children. The applications of different ES algomith to AC machine design
optimization are found in a number of publicatioRer example, Chun, Jung and
Yoon apply (1+1) ES to slot shape optimizationdgrermanent magnet motor to
minimize the cogging torque [88]; Kim, Lee and Japply a modified (1+1) ES
to the multiobjective optimal design of a threeganduction motor [89];
Bochnia, Hofmann and Hupe optimize the design ofoater-rotor permanent
magnet motor by (1, 5) ES [90].

B. Recombination

In the ES algorithm, the genes (i.e. componenth®fvectora, including the
decision variables and the strategy parametergdaoh child are produced by
recombination of the genes of two parents. The mé@oation operator can be
sexual or panmictic, and each of them can be dsoreintermediate.

The sexual or panmictic operator is used to deterrhow the two parents are
chosen from the individuals. In the sexual form, the two parentsach child
are randomly chosen from theindividuals (choosing the same individual twice
for creation of one child is not suppressed thotigks incest recombination
operator can never create anything new), and allgénes of this child are
produced by these two parents. For each child mediuby panmictic
recombination, one parent is first chosen randoanigy held fixed, then for each
gene of this child the second parent is randomiyseh anew from the parent
population. Thus the individual genes of a panmie@riant can be produced
from different combinations of parents.

Once the two parents are determined by the sexyadramictic operator, the
discrete or intermediate operator is used to deterrthe manner in which the
genes are inherited from the two parents. In theerdte form, it is decided
randomly from which of the two corresponding pasesach gene is copied to a
child. In the intermediate form, each gene of ddcisi obtained by calculating the
arithmetic mean of the corresponding genes of tarems. The various forms of

recombination that create a chibj:(x',o-’,a') from a parent population are
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summarized here in order to formulate the aboverndination operators. Thth

component of the vect@' is expressed by

a ; no recombination
a., ora, sexial discrete
a., Orag panmictic discrete
&= (a, +a, . .
@i*as) sexial intermediate
2
-+ .
(aF"—Za’*') panmictic intermedia

where the subscripts F and S denote respectivelyirst and the second parent
individual chosen randomly from the parent popolatiand the subscripti S

indicates that the second parent is sampled aneeafdh value of.

C. Mutation

The A children produced by the above recombination dmera will
experience mutations prior to selection of the pirdor the next generation.
There are two types of mutation operators: uncatedl and correlated. For ES
with uncorrelated mutation, the vector of a cangidalution does not include the
rotation angle9, i.e.

a=(x, o) (6-19)

The axes of the uncorrelated mutation hyper-ellgsqsurfaces of equal
probability density to place an offspring by muta)i are parallel to the
coordinate axes of the search spaceThe uncorrelated mutation operator is
expressed as follows € 1, 2, ...,Ng):

o'=0 @xr{rl [N (0,) +7, [N, (0,1)] (6-20)

X' =x+0/N, (0] (6-21)

In (6-20) and (6-21) the superscript denotes a child’s variables while the
superscript denotes the variables of that child’s mutaneandz, are interpreted

in the sense of “learning rates” as in artificigural networks. The values of
-1

and z; suggested by Schwefel [66] arp:(JZNdv )_1, I, :( 21/Ndvj . The

notation N(O, 1) denotes a realization of a normally distriloll 1-D random
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variable with the expectation of zero and the stathdieviation of one, and that is
sampled anew for each mutam(0, 1) denotes that the random variable is
sampled anew for each gene of the mutant as th@eus being updated.

In the more general case of correlated mutatiom,standard deviations still
mutate as (6-20) while the rotation angles andd#®sion variables mutate as (6-
22) and (6-23), respectively € 1, 2, ...,NgW(Nav-1)/2 ).

g/ =6 +xIN, (0] (6-22)

x" = x'+N[0,R(c",6")] (6-23)
The value ofy suggested by Schwefel [66] ig=0.0873. N[O, R(a",a")]
denotes a realization of a random vector that camsplith the generalizeNg,-

dimensional normal distribution with the expectatiof 0 and the covariance
matrix of R™(¢",0"). Details about how to find a realization of thandom

vector are omitted here, and they can be foundnumaber of textbooks, e.g. [91].
The correlated mutation allows the mutation hygipsoids to have any
orientation by rotating them with a rotation (cdaace) matrixR™. In this way
the ES algorithm with correlated mutation can adegaif to any advantageous
direction of search, nevertheless it implies egtrmputational effort and memory
space for the covariance matrix.

The above mutation algorithm may produce an inbdascandidate with
decision variables that violate their constraints. ensure the feasibility of a
candidate, the mutation algorithm may discard saidandidate and repeat itself
until a feasible candidate is found, or directlyiti the candidate onto the

constraint boundary.

6.4.3 Optimization by (1, 4) and (1+4) evolution strategies

Previous authors’ experiences show that the ESitligts such as (1+1) ES
[88], [89] and (1, 5) ES [90] are competent enotmha variety of AC machine
optimization tasks, an algorithm with large popugatseems unnecessary for the
optimization task in this chapter that has onlybfeotive variables. (1, 4) ES and
(1+4) ES with uncorrelated mutation are appliecheetively to the slot shape

design optimization. Recombination is skipped awvethese algorithms as the 4
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offspring are born to only one parent. As mentioiedection 6.4.1, for this
optimization task the ES mutation deals with a odet@ with any infeasible
decision variable by limiting it onto the constralmundary, rather than repeating
the algorithm until a candidate with feasible dexissariables is obtained. On the
other hand, the dependent variable constraintsharelled by adding penalty
functions into the cost function as shown in (6-Faite element simulations are
carried out for evaluation of the candidate sohgidfitness. Static FEA is first
implemented to calculatdy (or Ly) and Y,m and then the open-circuit
performances over one cycle at the speed of 2860@me simulated by time-
stepped FEA to calculate the iron loss and the etagfnay loss. Similarly to the
iron loss evaluation for synchronous machinesaf®MSM, the stator iron loss is
evaluated from the aspects of hysteresis loss,-eddgnt loss and excess loss
while the rotor iron loss evaluation neglects thaanhysteresis loop. In the (1, 4)
ES and (1+4) ES algorithms, the fitness evaluatimnation and mesh adjustment
for the 4 offspring are independent of each otbeithat these steps can be carried
out in parallel on 4 processors. The finite elem&ntulation for the unskewed
PMSM investigated in this chapter utilizes a sirgllee model, parallel
processing is therefore not implemented on thel lefanachine model. Flow
chart of the parallelized (1, 4) ES and (1+4) Eg®athms is shown in Figure 6-5.
These ES algorithms are efficiently carried outaoquad-core computer, saving
significant time in the FEA for fitness evaluation.

The loss minimization algorithms based on (1, 4)aB8 (1+4) ES start with
the same initial values of objective variables. Thsults of initial design and
optimized designs given by the two algorithms aesented in Table 6-6. Due to
the design with a long air gap, the magnitude of Barmonics in the rotor core
flux density is so low that it produces little hamic stray loss in the rotor iron. In
this case, stator iron loss and magnet stray Iesgha main loss components that
noticeably response to the adjustment of slot shBpth the (1, 4) and (1+4) ES
algorithms give the slots that are fundamentaligrier and shorter than the initial
design, reducing the total loss by 12.7% and 11.B%ypectively. The data in
Table 6-6 show that the ES designs produce a simsii@ct of loss density
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v v
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v v
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Figure 6-5 Flow chart of slot optimization by paeh(1, 4) ES and (1+4) ES

reduction in the regions of teeth and back ironcémparison to the initial and
(1+4)-ES designs, the (1, 4)-ES design create®warrslot openings and a more
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Table 6-6

Initial design and optimization results of slot gha

Shape and performance variables

Initial design4) ES (1+4) ES

w (mm) 2.44 1.94 2.22
d; (mm) 2.00 0.90 1.31
d, (mm) 2.49 3.97 2.47
w; (mm) 6.20 4.88 6.72
W, (mm) 12.00 11.93 10.55
r (mm) 90.58 89.89 87.41
A (Mn) 248.05 206.40  208.10
Fill factor 0.373 0.447 0.444
L, Lg (MH) 0.310 0.319 0.305
Yo (WD) 0.102 0.103 0.103
Cost function value 756.86 660.55 667.22
Total machine loss (W) 756.86 660.55 667.22
Total iron loss (W) 707.49 639.64 633.89
Stator iron loss (W) 707.45 639.62 633.85
Rotor iron loss (W) 0.04 0.02 0.03
Magnet stray loss (W) 49.37 20.91 33.33
Average loss density in tips (kWin 265.72 213.32 310.34
Average loss density in teeth (kWJm 373.54 347.60 348.20
Average loss density in back iron (kWjm  166.92 142.17 136.70

smooth tip-tooth transition by a better combinatadiw, d;, d, andw; values. It

can be seen that the initial slot area is relagiV@tge with a fill factor less than
0.4 if an appropriate wire gauge such as Gauge rl&auge 18 is chosen.
Provided that the same wire is applied into thesstgven by the (1, 4)-ES and
(1+4)-ES designs, the fill factors of both desigms increased to slightly under
0.45. This stilladmits sufficient wires within the reduced slotaavks the results

of the decrease in air-gap flux density fluctuasiothis design significantly
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reduces the average loss density in the tip regimmsthe permanent magnets.
The most important advantage of the (1, 4)-ES desghat the percentage of
decrease in magnet stray loss (compared to thalidésign) is as high as 57.6%.
This design can significantly reduce the risk ofideling and demagnetizing the
permanent magnet in an evacuated flywheel enclogigare 6-6 shows the loss
density distribution of the initial design, (1, B design and (1+4)-ES design.
Due to the concentration of high-frequency harmofiix densities on the
magnets’ surface, the eddy-current loss densitthersurface is obviously higher
than those in the inner region.

The results in Table 6-6 indicate that the (1+4)digdrithm does not give the
optimal design. The progress of the cost functionng) the ES generations is
shown in Figure 6-7. In the (1+4)-ES optimizatidime cost function value has
been fast decreasing to a local minimum within firet 5 generations, however
does not get any chance to escape from this loicatnam thereafter. Conversely,
the (1, 4)-ES algorithm presents a sequence of foostion values that are not
monotonically decreasing (a result larger thanititeal value even occurs at the
9th generation), however it eventually converges atobetter design. This
phenomenon can be explained by comparing the smlechode of the two
algorithms. With the (1+4) ES any offspring inferto its parent will not survive
for the next generation, therefore this algorithayrescape from a local optimum
only if it reproduces by chance a mutant whichusaf the close neighborhood of
the local optimum and superior to its parent. Witle (1, 4) ES an offspring
inferior to its parent still has the opportunity smrvive for more than one
generation, this may allow the candidate to jumpaduhe close neighborhood of
a local optimum and eventually help the algorithonwerge to the global

optimum.

6.5 Summary

This chapter investigates the shape of slots aactoif affecting the loss
density distribution in an AC machine. Optimizatiof stator slot shape is

implemented for a flywheel PMSM to minimize the aotmachine loss. The
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optimization adjusts 6 decision variables that @nesen to sketch out the slot
shape. A cost function (objective function for omtiation) is defined as the sum
of total machine loss and penalty functions thabaat for the design constraints
on the parameters such as slot atkaand g- axis inductances and permanent
magnet flux linkage. In the process of optimizatistatic 2-D FEA is carried out
to calculate those constrained parameters while-stapped 2-D FEA is carried
out to evaluate the PMSM losses including the mbagtey loss that is a
component very sensitive to the shape of statés.slo
Parallelized (1, 4) ES and (1+4) ES are implementespectively as

optimization algorithms for the slot shape desigpriovement. These parallelized
algorithms are suitable to be executed on a quagl-@amputer, which is popular
nowadays in design offices. The parallel executian significantly save the time
consumed in FEA that is used to evaluate the amldrfitness. The (1, 4) ES
gives an optimization result superior to that gibsrthe (1+4) ES. The slot-tooth
design given by the (1, 4) ES appears with thiravet shorter slots and smooth
tip-tooth transition. This new design significantlgduces the total machine loss
as well as the magnet stray loss. The decreadeeitotal loss can help improve
the round-trip efficiency of the flywheel PMSM. (ime other hand, the decrease
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in the magnet stray loss is significantly benefiagit can strengthen reliability of

the permanent magnets in the evacuated flywheehicba
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Chapter 7 Conclusions and Future Work

7.1 Conclusions

Time-stepped 2-D finite element models are constdudor various AC
machines in order to investigate the stray lossethése machines. Multislice
technique, interbar circuit model and Carter's effee core length are
incorporated with the traditional 2-D finite elenteénodel to account for the axial
variations in the electromagnetic field that araseal by the presence of skewed
stator or rotor, imperfect bar-bar insulation aadial ventilation ducts.

The AC machine simulations based on the multish¢éerbar model are very
expensive computationally. In order to improve toenputational efficiency of
the multislice interbar model, the serial and gatdR-DD numerical techniques
are developed respectively to solve the systemtequaf a skewed induction
motor. The motor performances at a range of interleaistances and rotor
temperatures are simulated, and the simulatioritsesre validated by test results.
For a 5-slice simulation, the serial NR-DD techmiqaduces the simulation time
to less than 70% in comparison to the traditionBl tdchnique while the parallel
NR-DD technique further reduces the simulation titoeless than 20%. The
efficient simulation technique is used to invesiggsome aspects of stray losses in
induction machine, synchronous machine and PMSM.

Simulations and tests are carried out for an indoamnotor under sinusoidal
and SPWM supply to investigate the harmonic stoag caused by PWM supply.
As expected, the simulation and test results sugagditional losses under a
PWM supply relative to the case of sinusoidal syppif the two components in
these additional losses, the component of harmstingy loss is less significant
than the fundamental loss component. As an induatiachine becomes more
saturated with the increasing load, the weight whdhmental loss in this
additional loss becomes even more significant tirarthe case of a lower

saturation level. These results of stray loss igaton indicate that a thermal
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design improvement may be more beneficial to indaatnotor efficiency than an
improvement of PWM switching patterns.

The investigation in this thesis reveals that titerrinterbar leakage current is
an important source of harmonic stray loss in ACn@es. Simulations and tests
are carried out on a large synchronous generatetutty the impact of interbar
resistance on the harmonic fields and harmoniy stsses in this generator. The
simulation results indicate that the slot harmoraiod the resulting stray losses in
the amortisseur cage are susceptible to the amiati interbar resistance. Within
a certain range of interbar resistance, the caggy $bss may account for a
significant proportion of the total rotor loss. THata and curves obtained from
the simulations can better inform the rotor manufideg improvement that aims
to mitigate the harmonic stray loss in amortisséyr appropriate interbar
insulation.

The slot shape is investigated in this thesis ashan factor affecting the total
loss and the slot harmonic stray loss in AC machiiS is applied as a formal
optimization algorithm to the improvement of sldiape design in order to
minimize the total loss in a flywheel PMSM. The magstray loss that is caused
by the slot harmonics is taken into account intdsk of loss minimization. The
parallelized (1, 4) ES gives a design of slot shifya¢ reduces the total machine
loss by 12.7% and the magnet stray loss by 57.6%atkactive advantage of this
design is the significant reduction in magnet sti@gs that conduces to a safe
range of operating temperature for the permaneghets.

7.2 Recommendations for future work

There are some areas worthy of further investigats research topics
subsequent to the results presented in this tieRsisommendations for the future
work focus on the improvement of modeling techngfee AC machines.

This thesis assumes that iron laminations poss@ssnatonic magnetization
characteristic, the effect of minor hysteresis baptheB-H curve are not taken
into consideration. The losses caused by minorehgsis loops, though usually

assumed very small, should be taken into accourgnwmaking a detailed
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comparison of the harmonic stray losses underréifteP\WM switching patterns.
An improvement of the minor hysteresis loop modglmay help to distinguish

the harmonic stray losses under various PWM schesues as SPWM, space
vector PWM (SVPWM), discontinuous PWM (DPWM), etand under the

different combinations of amplitude modulation irded DC link voltage.

The modeling improvement for thick iron laminationss another
recommendation for the further work. “Thick” meahsit the sheet’s thickness
along the machine axis is comparable to or grehtar the skin depth. In this case,
the flux density and the eddy current density ba¢bay from the surface to the
center of a conductor sheet, rather than unifordyributed as assumed in this
thesis. The skin depth turns smaller as the sabarével of a machine field turns
lower. As a function of saturation level, skin effeshould be included in a
machine loss evaluation model for those iron latioma that are “thicker”
relative to the skin depth.

The AC machine model in this thesis requires therrtemperature as an
input to the simulation system. A thermal equatimupled to the AC machine
simulation system is recommended to correct thamater of rotor resistance and

improve the accuracy of rotor loss prediction.
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