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Abstract

High pressure carbon dioxide adsorption processes are employed in applications such as CO2

capture and supercritical fluid chromatography (SFC). CO2 capture using adsorption has gained

wide attention because of the promising materials that are developed for this application. On

the other hand, supercritical fluid chromatography is one of the most prominent techniques for

chiral separations in the pharmaceutical and food industry. Supercritical fluids (such as CO2),

when compared to liquid solvents, have low viscosities and high solute diffusion coefficients. This

allows for operations at high flow rates with low pressure drops (hence high productivities). The

thesis addresses the design and evaluation of adsorption processes for CO2 capture and devel-

opment of modeling tools to understand the SFC processes.

The first part of the thesis deals with pre-combustion CO2 capture using pressure swing adsorp-

tion (PSA) process in an integrated gasification combined cycle (IGCC) power plant. IGCC

power plants provide favorable conditions for CO2 capture (high operating pressures ≈ 35 bar

and high CO2 compositions of 30-40 %). A variety of PSA cycle configurations that were earlier

designed based on a modified activated carbon, are subjected to a process optimization so as

to maximize the performance of the PSA process. A multi-objective optimization framework

is developed using an evolutionary algorithm with objective functions as CO2 purity-recovery,

parasitic energy and productivity of the PSA process. The study presents the formulation of

an extensive model for the parasitic energy and a systematic analysis to understand the effect

of low pressure and CO2 purity. The Pareto curves obtained at the end of optimizations are

examined for the process feasibility.

The second part of the thesis focuses on developing a comprehensive axi-symmetric computa-

tional fluid dynamics (CFD) model in order to understand the dynamics of a plug introduced

through a mixed-stream injection in supercritical fluid chromatographic columns. Two main

phenomena contribute to chromatographic band distortions: the different retention behaviors

of solute in the plug and in the mobile phases; and viscous fingering, a phenomenon where less
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viscous mobile phase penetrates into more viscous plug. The aim of this study is to confirm

the existence of viscous fingering and explain the peak distortions arising due to large-volume

injections in SFC columns. The model takes into account of key phenomena that influence peak

shapes in SFC, namely, the injection of fluids with different viscosities, variation of solute reten-

tion with local mobile phase composition and pressure. Finally, the simulated elution peaks of

solute are compared against the experiments.

Keywords: Adsorption, Carbon dioxide capture, Supercritical fluid chromatography, Pressure

swing adsorption, Pre-combustion, Optimization, Computational fluid dynamics, Viscous fin-

gering, Porous media.
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Chapter 1

Thesis outline

1.1 Objectives and structure of the thesis

The goals of the thesis is to study the high pressure CO2 adsorption processes for two different

applications, viz., pre-combustion CO2 capture and supercritical fluid chromatography (SFC).

The thesis is structured into two parts. The primary objective of the first part of the thesis

is to evaluate the different pressure swing adsorption processes using a full-scale process opti-

mization. The second part of the thesis focuses on providing a better understanding of SFC

processes through a computational fluid dynamics approach.

The key aspects followed to achieve the main objectives are:

• A rigorous and efficient model was implemented to simulate pressure swing adsorption

processes.

• A detailed parasitic energy model for PSA process was developed that provides an under-

standing on the energy penalty imposed on pre-combustion CO2 capture.

• Two sets of multi-objective optimization studies were performed, first to determine the

optimal operating conditions that would meet CO2 sequestration targets and second to

minimize the energy consumption and maximize the productivity of the process while

meeting the sequestration targets.

• A comprehensive axi-symmetric CFD model was developed, to provide a proper description

of plug propagations in SFC processes, and compared with the experiments.

Chapter 2 introduces the different types of technological options available for CO2 capture and

basic concepts of adsorption processes and adsorbents. Chapter 3 presents the modeling and

optimization of a PSA cycle. The empirical model describing the single and competitive adsorp-

tion equilibria is discussed. A detailed PSA model that takes into account mass, momentum and

energy balances is described and validated. A solution methodology of the process optimization

based on genetic algorithm, which would be the core of Chapter 4, is shown.
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Chapter 4 focuses on evaluating different PSA cycle configurations using full-scale optimiza-

tions. The adsorption equilibria for CO2 on TDA AMS-19 is fitted to the empirical model. Two

sets of optimization studies are conducted, first, an unconstraint multi-objective optimization

to maximize the CO2 purity and recovery so as to obtain the optimal operating conditions that

would meet sequestration targets. A detailed parasitic energy model is developed taking into

account CO2 compression and steam consumption. Parametric studies are performed to learn

the effect of low pressure on the energy consumption. Second multi-objective optimization is

conducted under the constraints of purity-recovery to minimize the parasitic energy and maxi-

mize the productivity of the cycles that satisfied sequestration targets.

Chapter 5 deals with the development of an axi-symmetric CFD model to confirm viscous fin-

gering in SFC columns. The commercial CFD solver ANSYS Fluent 16.2 is employed for solving

mass, momentum and transport equations. Special source terms are implemented using user-

defined functions. The simulations are compared with the experimental results.

Chapter 6 provides the conclusions of this work as well as the recommendations for future studies.

Chapter A provides a supporting information on the results obtained by performing different

CFD simulations to study the effect of dispersion constant on predicting viscous fingering phe-

nomenon.
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Part I

Pre-combustion CO2 capture



Chapter 2

Introduction to Pre-combustion CO2
capture

The purpose of this chapter is to introduce the reader to the topics of climate change mitigation,

CO2 capture and storage, to present an overview of technological options available for capture

and to the basic concepts of adsorption processes and adsorbents.

2.1 General Introduction

Recently, there has been a significant rise in global CO2 concentration levels [1]. Fig. 2.1(a)

shows the increasing global CO2 concentrations in the atmosphere for the last 57 years. Con-

sequently, the global surface temperatures have increased (as shown in Fig. 2.1(b)). Climate

change is a major challenge and mitigating it is utmost important. Anthropogenic CO2 emis-

sions from the energy and power sectors account for about 69% and are the largest sources of

global CO2 emissions [2]. The international commitment to limit the temperature rise to below

2 ◦C can be achieved by mitigating the current CO2 emissions.

CO2 capture and storage (CCS) is a feasible solution that is readily available to reduce the

CO2 emissions. CCS involves capturing CO2 emitted from the combustion of fuels in power

generation. The CO2 is then transported to a storage site, where it is stored away from atmo-

sphere for a long period of time [3]. Currently, there are 38 large-scale CCS projects around the

world either in operation or under development [4]. SaskPower’s Boundary Dam CCS project in

Saskatchewan, Canada was the world’s first operational large-scale CCS project in power sector.

In this chapter, the technological options available for CO2 capture will be discussed.

2.2 Carbon capture in coal fired power plants

Power and industry sectors are the largest sources of global CO2 emissions [3]. Coal-fired power

plants are predominantly used for generating electricity. Most of the CO2 is emitted when the

fuel (coal) is burnt. To combat global warming, it is important to avert the CO2 emissions from
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Figure 2.1: (a) Increasing global CO2 concentrations in the atmosphere over last 57 years (b)
Global surface temperature relative to 1951-1980 average temperatures. Source: NASA and
National Oceanic and Atmospheric Administration [5, 6].

these coal-fired power plants. The concept of CO2 capture is to produce a concentrated stream

of CO2 that can be transported to the CO2 storage site and sequestered permanently. There

are three technological options available for capturing CO2 from coal-based power plants [2] [3].

The schematic of these three approaches is shown in Fig. 2.2. First technology, Post-combustion

CO2 capture separates CO2 from the flue gas stream produced by combustion of coal in air. The

flue gas is passed through the CO2 capture unit after combustion, instead of directly discharged

into atmosphere. For a post-combustion scenario, the CO2 present in flue gas stream is about

12% to 15% by mole [2]. The capture occurs at atmospheric conditions. The second type of

technology available is the oxy-fuel combustion process, which involves the separation of nitrogen

from air in an air separation unit, followed by combustion of coal in pure oxygen environment.

If fuel is combusted in pure oxygen, the flame temperature rises excessively and this can be

controlled by recycling the part of flue gas to the combustor. The flue gas stream has a CO2

concentrations of 70-85% [2]. In oxy-fuel process, with the flue gas mainly comprising of H2O

and CO2, makes the capture easy. For a pre-combustion system, the fuel is first combusted in
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Figure 2.2: Different types of CO2 capture technologies. Adapted from [3].

oxygen and/or steam, followed by a shift-gas reaction to produce syngas which is a mixture

of H2 and CO2. The CO2 in syngas is separated and then fuel H2 stream is used to generate

electricity. The composition of syngas is about 40% CO2 and 60% H2. Post-combustion capture

is a matured technology where CO2 is captured already on commercial scale. Oxy-fuel com-

bustion and Pre-combustion capture technologies are still in demonstration stages in pilot plants.

There are other technologies that are being developed for CO2 capture. One such technol-

ogy is Chemical looping combustion (CLC). This concept is considered as a variant of oxy-fuel

combustion process. In oxy-fuel combustion, the oxygen has to be separated from air before

combustion. However, in CLC the oxygen is utilized internally and eliminates the large capital

and energy consumption for oxygen separation from air in oxy-fuel combustion process. CLC

uses the oxygen in a metal oxide to complete combustion. The typical CLC configuration in-

volves two interconnected fluidized bed reactors, namely, air and fuel rectors [7]. The metal

oxide which is an oxygen carrier is circulated between the air and fuel reactors. In fuel reactor,

the gaseous fuel is oxidized through oxygen in metal oxide, producing CO2 and water vapor.

The CO2 can be recovered easily from water vapor by condensation. Once the metal oxide is

reduced to metal after oxidization, the metal is circulated to air reactor where the metal reacts

with air to form a metal oxide. This technology has the potential for capturing CO2 with low

energy requirements [7]. This concept is currently under demonstration in pilot plants [2].

6



One of the main separation methods that is currently in use for CO2 capture is absorption.

In absorption, the separation is achieved by contacting the CO2 containing gas stream with a

liquid solvent. The interactions between the CO2 and liquid solvent can either be physical or

chemical. In chemical absorption, the CO2 is absorbed by forming a strong chemical bond be-

tween the solvent and CO2. The chemical absorption is currently employed for post-combustion

systems. The most commonly used chemical solvents are monoethanolamine (MEA), tertiary

amine methyldiethanolamine (MDEA). While in physical absorption, a weaker interaction be-

tween CO2 and solvent is the driving force for separation. This method is suitable for separations

at high pressures where the bonding takes place at high pressures. The suitable application of

this method will be the pre-combustion system because of high pressure and high concentra-

tions of CO2 in the feed. The physical solvents currently being used are selexol, rectisol etc.

However, the cons of using chemical solvents for capture include high energy penalty for solvent

regeneration, corrosion and degradation of solvent [8–10]. The physical solvents can decrease

the energy for regeneration and achieve a higher solubility at high pressures [11, 12]. The issue

with physical solvents is they perform better at low temperatures [13]. The other alternative

separation technology that has the potential to capture CO2 is adsorption. Adsorption based

processes use solid sorbents to capture CO2. Adsorption-based separations are primarily em-

ployed in air separation and hydrogen purification [14,15]. The adsorption process involves two

stages, an adsorption stage where the CO2 loads onto the sorbent, while in the desorption stage,

the sorbent is regenerated. There are several sorbents that are synthesized for CO2 capture ap-

plications. The adsorption-based separation involves separating species based on the difference

in their affinities towards the sorbent. The adsorption-based processes have shown potential and

are currently being developed. There are other separation techniques that are being explored

like membrane-based separation [16].

With the recent developments in sorbent synthesis for adsorption based CO2 capture, a portion

of this thesis is devoted to evaluate the potential of adsorption-based techniques on a process

scale that would achieve CO2 capture meeting desired requirements.

2.3 Pre-combustion CO2 capture in an IGCC power plant

The reference power plant for pre-combustion CO2 capture is an Integrated Gasification Com-

bined Cycle (IGCC) power plant. In an IGCC power plant, the coal is burnt in a gasifier to

produce syngas. The syngas later goes into a combined cycle to produce electricity. A CO2

capture unit is integrated to an IGCC power plant. Fig. 2.3 shows the block diagram of an

IGCC power plant with CO2 capture unit. It is important to understand the IGCC power plant

so as to integrate the capture unit.
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Figure 2.3: Schematic of an IGCC power plant. Dotted box represents the scope of current work
in collaboration with TDA Research Inc.

Process description of an IGCC power plant

The feed to an IGCC power plant is coal (eg. bituminous coal). The coal is supplied to the

gasifier where a partial oxidation occurs to produce CO and H2O (syngas). Pure-oxygen is

required for the oxidation reaction in the gasifier. Hence, an IGCC power plant incorporates an

air separation unit (ASU). The operating conditions for gasifier include maintaining pressures of

20-50 bar and a temperature more than 1500◦C. At such high temperatures, the ash generated

in the combustion reaction converts to liquid slag and flows out of the gasifier easily [17]. The

hot syngas with sensible heat is cooled down to ≈ 300 ◦C and the heat recovered will be used

to produce steam that can be integrated to any system in the power plant. The syngas then

undergoes a clean up where particulates are removed. The syngas comprising of species with

high partial pressures and low volume flow rate ease the clean up process. A shift reaction

occurs in a shift reactor where the CO is converted to CO2 and all the heating value of CO is

transferred to H2. The flue stream from shift reactor is sent for desulfurization, after which the

stream is ready for CO2 capture.

At this point, an absorber or adsorption unit can be integrated to the power plant where CO2

is separated from H2. The H2 stream is then fed to the gas turbine to produce electricity. A

nitrogen stream from an air separation unit is fed to the gas turbine. The nitrogen stream serves

two purposes. First, it controls the NOx emissions in the combustion and also augments the

power generation. Second, when compared to other fuels, H2 stream fed to gas turbine has low

mass flow rate and nitrogen stream added ensures the desired mass flow rate to maintain the

turbine temperature. The flue gas stream exits the gas turbine at 600 ◦C. Hence, an additional

heat recovery system is used to generate steam. The steam produced in the heat recovery steam
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generator (HRSG) is fed to a steam turbine to produce additional electricity. The CO2 captured

in the power plant is compressed to supercritical conditions so as to inject it into storage site.

2.4 Adsorption-based capture

Adsorption is considered as the potential separation technique for CO2 capture [18]. Adsorption

based separations involve two processes: adsorption and desorption. In adsorption, gas molecules

(adsorbate) adsorb onto the solid surface (adsorbent). A desorption is a regeneration process

where adsorbate molecules are removed from the surface of adsorbent. The component gases in

a gaseous mixture have different affinities towards the adsorbent. The component is said to be

strongly adsorbing if it has high affinity (strong van der Waal’s forces) towards adsorbent when

compared to other components. Most of the materials considered for CO2 capture applications

have strong affinities towards CO2. For any cost-effective separation process, low equipment

sizing and high separation efficiency is desired. For an adsorption-based separation, the size

of adsorption vessels is determined by the amount of adsorbent required for separation. The

working capacity (∆q) dictates the amount of adsorbent needed for separation. ∆q is defined

as the difference in the solid phase loadings on an adsorption equilibria isotherm at adsorption

and desorption conditions respectively. High working capacity reduces the adsorbent quantity

and process equipment size [18]. In order to achieve high separation efficiencies, the adsorbent

is desired to have high selectivity towards CO2. A selectivity is defined as the ratio of the CO2

capacity to that of other component (N2 or H2). High selectivity for CO2 has a direct impact

on the purity of CO2 captured.

CO2 separation using adsorbents is done either through pressure swing adsorption process (PSA)

or temperature swing process (TSA). Fig. 2.4 describes the concept involved in the pressure and

temperature swing processes using an adsorption equilibria isotherm. In a PSA based process,

the strongly adsorbed component CO2 is adsorbed at a high pressure PADS because the adsorbent

has a high capacity at high pressures, as shown in Fig. 2.4. Since the weakly adsorbed compo-

nent (N2 or H2) has weak affinity towards the adsorbent, it is removed from the column. In order

to regenerate the column, a desorption is performed by utilizing a pressure swing. Since the

adsorbent has low capacity for CO2 at low pressure PDES, the pressure in the column is reduced

to PDES to let the CO2 out and regenerate the column. In a TSA based process, a difference in

capacities at different temperatures is utilized to perform adsorption and desorption stages. The

CO2 is captured at low temperature TADS since the adsorbent has high capacity for CO2 at low

temperatures. The column is regenerated by performing desorption at a high temperature TDES.

The adsorption phenomenon is based on the affinity of adsorbate molecules to an adsorbent sur-

face. The interactions between adsorbate and adsorbent are due to van der Waal’s forces which

consist of molecular forces such as permanent dipole, induced dipole and quadrupole electro-

static interactions [14]. The adsorbate-adsorbent interactions depend on the type of adsorbate
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(a) Pressure Swing Adsorption

(b) Temperature Swing Adsorption

Figure 2.4: Concept of (a) Pressure Swing Adsorption (b) Temperature Swing Adsorption.

molecules and adsorbent surface selected. When the separation is driven by the difference in

these interactions, thermodynamics is rate controlling for mass transfer operation. In some

cases, the separations can be due to difference in adsorption rates (kinetic selectivity). When

there exists a significant difference in the adsorption/desorption rates for different components,

kinetics is rate controlling.

The key advantage of a PSA process over TSA process is that the PSA process involves rapid

change of pressures, resulting in shorter cycle-times and high productivities, while the TSA

process has slow change in temperatures, resulting in longer cycle times and low productivities.

In this work, the PSA process is evaluated for pre-combustion capture technology.
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2.5 Adsorbents

The selection of adsorbent is important for an adsorption based CO2 separation. Based on

the type of capture, i.e. post-combustion or pre-combustion, material selection is done. The

adsorbents have to be economical and operational for CO2 capture [18]. The criteria while

selecting the adsorbent involve high adsorption capacity for CO2 , high CO2 selectivity, fast

adsorption kinetics, mechanical strength and stability [19,20]. There are various materials that

have been developed for CO2 capture applications [21]. These materials include classical zeolites,

activated carbons, metal-organic frameworks, metal-oxide based materials etc. In this section,

an overview of these materials is presented.

2.5.1 Zeolites

Zeolites are porous crystalline aluminosilicates comprising of SiO4 and AlO2 units joined to-

gether. These are microporous materials with uniform pore sizes. Zeolites are extensively stud-

ied because of their ability to separate CO2 based on molecular sieving effect and also the strong

dipole-quadrupole interactions between CO2 and alkali-metal cations [22]. Among the different

types of zeolites that are studied for CO2 capture, Zeolite 13X, has shown better performance

than any other zeolites [23] for post-combustion CO2 capture. The performance of zeolites is

greatly influenced by the temperature and pressure [18, 24]. The presence of moisture showed

a reduction of adsorption capacity of Zeolite 13X, therefore requiring very high regeneration

temperatures [25]. These disadvantages limit the use of Zeolite 13X for wet stream flue gas

separations.

2.5.2 Metal-organic frameworks

Metal-organic frameworks (MOF’s) are a new class of microporous crystalline solids which con-

sists of a network of metal ions and organic ligands. These type of materials can be synthesized

using enormous combinations of different metals and different organic ligands. MOF’s are used

in many applications owing to their unique structural properties; thermal and chemical stabil-

ities and high internal surface areas [21]. There is an active research going on in developing

MOFs for CO2 capture applications. Yaghi et al. synthesized MOF-210 which has very high

CO2 uptake [26]. Although MOFs have very high capacities at high pressures, their capacities

were found lower than other adsorbents at atmospheric conditions. MOFs suffer from durability

and mechanical strength problems when CO2 capture occurs in the presence of moisture [24].

2.5.3 Activated carbons

Activated carbons are widely employed for gas purification, water treatment etc. because of

low cost and wide availability [14]. In activated carbons, the pore size distribution varies from

micropore to macropore. Studies showed that the heat of adsorption of activated carbon is lower

than zeolites because of its weaker interactions with CO2, thereby requiring lower regeneration
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energies [27]. Activated carbons allow fast adsorption kinetics and are hydrophobic in nature.

Activated carbons suffer from low selectivities because of their wide range of pore distribution.

The equilibrium measurements at low pressures showed low CO2 uptakes, while at high pres-

sures, the CO2 adsorption capacities are higher than zeolites. Hence, these are attractive for

pre-combustion CO2 capture.

Since the activated carbons showed very high CO2 adsorption capacities at high pressures and

can be operated over a wide range of pressures, an adsorption based pre-combustion CO2 cap-

ture process is studied in this work using a novel adsorbent, TDA AMS-19, a surface modified

activated carbon, which was developed by TDA Research Inc.
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Chapter 3

Modeling and process optimization
of a pressure swing adsorption
(PSA) cycle

3.1 Introduction

Process design of a pressure swing adsorption (PSA) cycle involves two stages: First, a detailed

modeling using numerical techniques, so as to predict the dynamics of a PSA process. Second,

a rigorous optimization, to maximize the performance. The numerical methods are required to

be robust to solve the coupled pressure, mass and energy transport equations and also to tackle

the complexities involved while solving shock and wave propagation associated with the PSA

process. An optimization framework is developed to increase the performance of a PSA process.

In this chapter, the mathematical description of adsorption equilibria, detailed PSA model and

optimization framework are discussed.

3.2 Modeling of adsorption equilibria for a PSA process

The description of adsorption equilibria is a key aspect in the design of a PSA process. A

comprehensive knowledge of adsorption equilibrium over a range of pressures and temperatures

helps in understanding the dynamics of component gases that are to be separated. Modeling

of adsorption equilibria involves fitting an isotherm model to experimental measurements. A

typical PSA process involves more than one component gas. In this section, single component

and competitive adsorption isotherm models are presented.

3.2.1 Adsorption isotherm model

Single component adsorption equilibria

There are several isotherm models available in literature [14,28]. Although, Langmuir isotherm

model [29] is a standard model that describes type 1 isotherms, it has shortcomings while pre-

dicting the mixture equilibria and accounts for no heterogeneity [14].
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The Langmuir isotherm is written as

q∗i =
qsat,ibipi
1 + bipi

(3.1)

where q∗i is the equilibrium solid phase loading at a given temperature and pressure. qsat,i is

the saturation solid phase loading and bi is the adsorption equilibrium constant for component

i. bi is the temperature dependent constant and is described by Arrhenius type temperature

dependence.

bi = b0e
−∆Hi
RT (3.2)

where ∆Hi is the heat of adsorption.

After Langmuir isotherm, Freundlich isotherm model is most commonly used [28]. Fruendlich

isotherm, an empirical equation, accounts for heterogeneity on the adsorbent surface. The

model assumes that the sites with same adsorption energy form a patch; different patches form

a surface. There is no interaction between different patches. It also assumes that on each patch,

adsorbate molecule adsorbs onto only one adsorption site. Hence, local adsorption equilibria on

each patch can be described using Langmuir model. The Freundlich isotherm takes the form

q∗i = Kp
1
n (3.3)

where K and n are temperature dependent parameters. The isotherm equation reduces to a

linear isotherm when n=1. As the parameter n is increased, the isotherm becomes more non-

linear, thus n defines the isotherm sharpness. For most of the practical systems the parameter

n is greater than 1 [28].

From the definition of Freundlich isotherm, the equilibrium loading q∗i increases with increase in

pressure. This means the solid has infinite capacity. However, at higher physical pressures, the

solid loading reaches a saturation. This drawback of Freundlich isotherm led to developing the

Sips isotherm [30]. Sips proposed an equation that is similar to Fruendlich equation but reaches

a saturation in equilibrium solid loading at high pressures. The modified equation is known as

Sips isotherm or Langmiur-Freundlich isotherm. The Sips isotherm is represented as

q∗i =
qsat,i

(
kipi

)si
1 +

(
kipi

)si (3.4)

qsat,i = ωie
− ψi
RT (3.5)

ki = θie
− φi
RT (3.6)
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si = s1,i arctan(s2,i(T − Tref)) + sref,i (3.7)

qi is the temperature dependent saturation solid phase concentration; ki is the adsorption equi-

librium constant; si is a parameter describing the homogeneity of the surface; si takes the values

between 0 and 1. As si approaches unity, Sips isotherm becomes simple Langmuir isotherm

model.

Competitive adsorption equilibria

Understanding the competition among the component gases is important while designing the

PSA process. The competition can either be determined experimentally using the multicompo-

nent mixtures or by using ideal adsorbed solution theory or extending isotherm models [31–33].

Ideal Adsorbed Solution Theory

The ideal adsorbed solution (IAS) theory is based on solution thermodynamics to describe the

solid-liquid equilibria [31]. IAS theory is equivalent to Raoult’s law for vapor-liquid equilibrium.

The main assumptions of IAS theory are:

• Adsorbate molecules have identical saturation capacities

• The adsorbent surface is homogeneous

• Adsorbed phase is ideal

For an n component mixture, the IAS theory is given by

Pyi = P 0
i (π)xi [n equations] (3.8)

Pyi is the partial pressure of component i

P 0
i is the equivalent of a vapor pressure. It is the pressure at which the pure component is at

the same spreading pressure and temperature as that of the mixture

πi is the spreading pressure

xi is the mole fraction of component i

The mole fraction of component i is given by,

xi =
q∗i

ncomp∑
i=1

q∗i

(3.9)

The spreading pressure πi is defined as,

πiA

RT
=

∫ P 0
i

0

q∗,0i

P
dP (3.10)
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q∗,0i is the pure component equilibrium adsorption capacity, A is the area of solid

At equilibrium, the spreading pressures are the same for n components,

π1 = π2 = ... = πn (3.11)

The total amount adsorbed is calculated using

1

nTot
=

n∑
i=1

xi

q∗,0i

(3.12)

n∑
i=1

xi = 1 (3.13)

The competition among the component gases can be estimated by solving equations 3.8 to 3.13

simultaneously. These equations account for 2n+ 1 independent equations and 2n+ 1 variables

(P 0
i=1,...N, xi=1,..N and nTot). These equations cannot be solved analytically for the most of

the pure component isotherm models, therefore, iterative methods are to be employed. The

determination of competition using IAS theory is not straightforward and hence, very often

extended isotherm model equations are used.

Extended isotherm models

Extended isotherm models describe the multicomponent adsorption by adding an extra term in

the denominator of pure component isotherm models. The extra term decreases the solid phase

concentration due to the competition among n components in the system. Though extended

model does not capture the competition accurately, it is less intensive to model. In this work,

the multicomponent adsorption is described by extending the single component isotherm model.

The extended Sips isotherm model can be written as

q∗i =
qsat,i

(
kipi
)si

1 +
ncomp∑
i=1

(
kipi
)si (3.14)

3.3 PSA model

3.3.1 Model equations

In order to develop the model equations for the process, packed bed column of length L,

filled with a solid adsorbent is considered. The adsorption dynamics is described using a one-

dimensional model. The model assumptions are listed below:

• An axially dispersed plug model is employed to describe the gas flow through the packed

bed column
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• The gas phase follows ideal gas behavior

• The mass transfer resistance is mainly due to macropore diffusion and described by the

linear driving force (LDF) model

• There are no concentration, temperature and pressure gradients in the radial direction

• Darcy’s law is used to represent the pressure drop along the column in the axial direction

• Heat transfer through the column wall is permitted

• The adsorbent properties and bed voidage remains uniform along the column

• The gas and solid phases reach thermal equilibrium instantaneously

Based on the above assumptions, total mass balance, (ncomp-1) component balances, energy

balance within the column and across the column wall and pressure drop along the column are

to be solved. The detailed equations are given below:

Solid phase linear driving force model

∂qi
∂t

= αi(q
∗
i − qi) (3.15)

Fluid phase total mass balance

1

P

∂P

∂t
− 1

T

∂T

∂t
= −T

P

∂

∂z

(
P

T
v

)
− RT

P

1− εB
εB

ncomp∑
i=1

∂qi
∂t

(3.16)

Fluid phase component mass balance

∂yi
∂t

+
yi
T

∂P

∂t
− yi
P

∂T

∂t
=
T

P
DL

∂

∂z

(
P

T

∂yi
∂z

)
− T

P

∂

∂z

(
yiP

T
v

)
− RT

P

1− εB
εB

∂qi
∂t

(3.17)

Column energy balance[
1− εB
εB

(
ρsCp,s + Cp,a

ncomp∑
i=1

qi

)]
∂T

∂t
=
Kz

εB

∂2T

∂z2
− Cp,g

R

∂P

∂t
− Cp,g

R

∂

∂z

(
vP
)

−1− εB
εB

Cp,aT

ncomp∑
i=1

∂qi
∂t

+
1− εB
εB

ncomp∑
i=1

((
−∆H

)∂qi

∂t

)
− 2hin
εBrin

(
T − Tw

) (3.18)

Column wall energy balance

ρwCp,w
∂Tw
∂t

= Kw
∂2Tw
∂z2

+
2rinhin
r2out − r2in

(
T − Tw

)
− 2routhout
r2out − r2in

(
Tw − Ta

)
(3.19)

Pressure drop (Darcy equation)

v =
4

150µ

(
εB

1− εB

)2

r2p

(
− ∂P

∂z

)
(3.20)
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Figure 3.1: Three types of configurations in a PSA cycle that describe the flow direction.

3.3.2 Initial and boundary conditions

Eq.’s 3.15 - 3.20 require appropriate initial and boundary conditions to be solved.

Initial condition

It is always assumed in the simulations that the bed is initially saturated with a weak adsorbing

component at a given feed temperature and pressure. For full PSA cycle simulations, the final

condition for each step becomes the initial condition for the following step.

Boundary conditions

The boundary conditions for key steps in a PSA cycle can be categorized into three possible

configurations, as , Open-Open, Open-Closed and Closed-Open as shown in Fig. 3.1.

Open-Open: The component mass balance follows Danckwert’s boundary conditions for a

dispersed plug flow system.

DL
∂yi
∂z

∣∣∣∣
z=0

= −v
∣∣
z=0

(
yi,feed − yi

∣∣
z=0

)
(3.21)

∂yi
∂z

∣∣∣∣
z=L

= 0 (3.22)

The boundary conditions for column energy balance (Eq. 3.18) can be written using the analogy

between mass and heat transfer.

∂T

∂z

∣∣∣∣
z=0

= −εBρgCp,gv
∣∣
z=0

(
Tfeed − T

∣∣
z=0

)
(3.23)

∂T

∂z

∣∣∣∣
z=L

= 0 (3.24)

Eq. 3.19 has the following boundary conditions:

18



Tw
∣∣
z=0

= Tw
∣∣
z=L

= Ta (3.25)

Since the total mass balance equation is second order in pressure, two boundary conditions are

required. As the velocity at inlet is known, the pressure at inlet is calculated using Darcy’s law.

The pressure at exit is held constant.

v
∣∣
z=0

= vfeed (3.26)

P
∣∣
z=L

= PH (3.27)

Open-Closed: In this type, the column inlet is open and column exit is closed. The boundary

conditions for Eq.’s 3.17, 3.18 and 3.19 remain same as Open-Open (i.e. no change in Eq.’s

3.21-3.25). The pressure boundary conditions will change as follows:

The pressure at inlet will be an exponential function, written as,

P
∣∣
z=0

= PL + (PH − PL)e−αpt (3.28)

αp is the rate of pressurization or depressurization and is set to 0.5 s−1 for all simulations, so

as to match experimental pressure profile [34].

The velocity at exit, v
∣∣
z=L

=0, results in pressure boundary condition (from Eq. 3.20)

∂P

∂z

∣∣∣∣
z=L

= 0 (3.29)

Closed-Open: Here, the column inlet is closed and column exit is open. Therefore, v
∣∣
z=0

=0.

Eq.’s 3.22, 3.24 and 3.25 are not affected. Eq.’s 3.21, 3.23 reduce to

∂yi
∂z

∣∣∣∣
z=0

= 0 (3.30)

∂T

∂z

∣∣∣∣
z=0

= 0 (3.31)

v
∣∣
z=0

=0 leads to

∂P

∂z

∣∣∣∣
z=0

= 0 (3.32)

The pressure at exit will again be an exponential function and is written as,

P
∣∣
z=L

= PH + (PL − PH)e−αpt (3.33)

αp is the rate of depressurization and is set to 0.5 s−1 for all simulations, so as to match exper-

imental pressure profile.
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Figure 3.2: Schematic of an adsorption column with spatial discretization using finite volume
methodology. Adapted from [42].

3.3.3 Finite volume methodology

The partial differential equations describing the PSA process cannot be solved analytically.

Therefore, a suitable numerical method has to be employed to find the approximate solution. It

is necessary to accurately make approximations to limit the discontinuities that lead to computa-

tional difficulties. Several numerical schemes were employed for simulating adsorption processes,

such as, finite difference [35], orthogonal collocation [36], finite element [37] and finite volume

method [38–40]. The partial differential equations solved in this work are hyperbolic in nature

with sharp discontinuities. Among the methods available, finite volume method offered the sta-

bility and robustness and was found that it is computationally less intensive, providing much

accurate solution to PSA model [41,42]. In finite volume methods, the integral form of conserved

quantity f is solved. This ensures better closure of the quantity f . The formulation of finite

volume method used for PSA simulations in this work is described below.

Formulation of the finite volume scheme

In finite volume method (FVM), the domain is divided into a finite number of control volumes

(CV’s). The integral form of the conservation equation is discretized, which automatically guar-

antees the property of conservation of equations over each control volume [43]. The advantage

of using finite volume method is the flux within a control volume is always conserved. With

the implementation of appropriate boundary conditions, the flux over the entire domain is con-

served. The finite volume method, in its integral form holds good for control volume that has

discontinuities.

For the given system, the one-dimensional spatial domain is discretized using a finite volume

scheme as shown in Fig. 3.2. In this approach, the spatial derivatives are converted to algebraic

expressions by integrating over each control volume.
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fj(t) =
1

∆V

∫
Vj

f(t)dV (3.34)

Eq. (3.34) represents any conserved quantity f approximated using the integral average over

control volume Vj with boundaries j − 0.5 and j + 0.5. The quantity fj represents the value at

the center of control volume j.

Numerical flux-limiters for the finite volume scheme

For many hyperbolic problems, the waves propagate with different speeds, perhaps in different

directions. Therefore, to obtain an accurate and non-oscillatory solution, the flux-limiters are

to be defined appropriately [44]. Upwind difference scheme (UDS) is one such flux-limiter where

the information on the flux entering the edge j + 0.5 is entirely determined by the information

on the flux at the preceding control volume, j.

fj+0.5 = fj (3.35)

The upwind scheme is a first-order approximation. The advantage with upwind scheme is it

keeps the solution monotonically varying in the regions where the solution is monotone [44].

Though it produces a non-oscillatory solution, it brings numerical dispersion into the system

due to first order approximation leading to low accuracies [44].

In order to reduce the numerical dispersion and increase the accuracy, while producing a non-

oscillatory solution, a total variation diminishing (TVD) based flux limiter is employed. In TVD

scheme, the oscillation in the solution is measured using

TV = |fj − fj−1| (3.36)

where TV is the total variation, fj and fj−1 are the fluxes in the control volumes j andj − 1.

The TVD methods reduce the nonphysical oscillations around discontinuities, while ensuring

the smoothness of the solution [44]. The smoothness of a solution rj+0.5 can be defined using a

successive slope ratio, given below,

rj+0.5 =
fj − fj−1 + δ

fj+1 − fj + δ
(3.37)

The right hand side represents the ratio of successive gradients on a finite volume stencil. δ is

a very small number, in the order of 10−10. When the solution is smooth, rj+0.5 ' 1 and when

there is a discontinuity, rj+0.5 is far away from 1. The flux entering the edge of control volume

j + 0.5 using TVD scheme is given as

fj+0.5 = fj +
1

2
φ(rj+0.5)(fj+1 − fj) (3.38)
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φ is the flux limiter function, whose value depends on the smoothness. Although several flux

limiters are defined [44], in this work, van Leer flux limiter function, a high resolution limiter is

employed as it performed better than other flux limiter functions in terms of convergence and

computational time [42]. The van Leer flux limiter is defined as

φ(rj+0.5) =
rj+0.5 + |rj+0.5|

1 + |rj+0.5|
(3.39)

The calculation of the flux at the control volume edge j + 0.5 requires the values at j − 1 and

j + 1. The boundary conditions are implemented at the edges j = 0.5 and j = N + 0.5. For

j = 2, ....N , the calculation is straightforward since all the values are available. In order to

calculate the values for control volume j = 1, the values in the control volumes j=0, 1 and 2 are

required. While the values at j=1 and 2 are known, values at j = 0 are unknown. To overcome

this, a half-control volume approximation is made for j = 0 and it is assumed that the change

in the variable from j = 0.5 to j = 1 is same the change in the variable from j = 0 to j = 0.5.

f1 − f0 = 2(f1 − f0.5) (3.40)

In this work, the PSA cycles are simulated using the finite volume methodology, discussed above,

for spatial discretization. The space domain was divided into 30 control volumes. The partial

differential equations in space and time transform to ordinary differential equation (ODE) in time

after spatial discretization. For solving ODE, ode23s, an inbuilt stiff ODE solver in MATLAB

was employed to obtain the solution for PSA process.

3.3.4 Basic 4-step PSA cycle

A variety of PSA cycles have been developed for different separation processes and reported

in the literature [15]. A simple PSA cycle consisting of adsorption, blowdown, evacuation and

feed pressurization steps is considered to determine the model competency. Fig. 3.3 shows the

schematic of a basic 4-step cycle. The unique feature of each step is discussed below.

Adsorption

In adsorption (ADS) step, the feed is sent into the column at z=0 at pressure PH and temperature

Tfeed. The strongly adsorbing component gas prefentially adsorbs on solid adsorbent when

compared to the weakly adsorbing component gas. The end z=L, is kept open and the weakly

adsorbing component is collected. This step falls into the open-open category as discussed earlier

in this chapter.

Co-current Blowdown

The feed end of the column z=0 is closed for this step and the other end z=L is kept open, so

that the pressure in the column reduces from a pressure PH to PINT. In this step, the residual

weakly adsorbing component is removed both from gas and solid phases, thereby leaving the
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Figure 3.3: Basic 4-step PSA cycle with adsorption (ADS), co-current blowdown (CoBLO),
counter-current blowdown (CnBLO) and feed pressurization (PRESS).

column predominantly with strongly adsorbing component gas. Closed-open boundary condition

is applied to this step.

Counter-current Blowdown

The feed end of the column z=0 is opened while keeping the end z=L closed to extract all the

strongly adsorbing component gas present in the column. In this step, the pressure is further

reduced from PINT to PL. The bed is regenerated after this step. The boundary condition used

in this step is a closed-open condition.

Feed Pressurization

In this step, the column is pressurized from PL to PH. The pressurization is done using feed

from the end z=0, while keeping the end z=L closed. Open-closed boundary condition is imple-

mented. This step completes the cycle by attaining the pressure PH, after which adsorption step

can be performed. The pressurization and depressurization are performed using a pre-defined

exponential pressure profile.
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3.3.5 Model validation

Pressure swing adsorption is a dynamic process, unlike distillation which is a static steady state

process. So, the PSA cycle has to reach a cyclic steady state (CSS), defined as, the state when

the concentration, temperature and pressure profiles do not change with increasing number of

cycles and when the mass balance for the cycle is closed. The PSA process attains CSS after

completing multiple cycles. As the number of cycles increase, the mass balance error (εMB) for

the process decreases. The mass balance error (εMB) is defined as,

εMB =
|moles in−moles out|

moles in
× 100 (3.41)

Considering the adsorption step, a general mass balance of the column will be of the form:

moles in−moles out = moles accumulated (3.42)

moles in = Aε

∫ tstep

0

[
Pin(t)yin(t)

RTin(t)
vin(t)

]
dt (3.43)

moles out = Aε

∫ tstep

0

[
Pout(t)yout(t)

RTout(t)
vout(t)

]
dt (3.44)

moles accumulated = moles accumulated in gas phase + moles accumulated in solid phase

(3.45)

moles accumulated (gas phase) = Aε

∫ z=L

z=0

[
P (z)y(z)

RT (z)

∣∣∣∣
final

−P (z)y(z)

RT (z)

∣∣∣∣
initial

]
dz (3.46)

moles accumulated (solid phase) = A(1− ε)
∫ z=L

z=0
[q(z) |final −q(z) |initial]dz (3.47)

where A, ε, L and q are the cross-sectional area, bed voidage, length of the column and solid

phase concentration respectively.

The system is said to attain CSS when the mass balance error (εMB) is less than 0.5% for five

consecutive cycles and there are no changes in column state variables. The criteria for stopping

the simulation is attaining the CSS. The performance indicators for the PSA process viz. Purity,

Recovery, Energy and Productivity are calculated after CSS. The simulation assumes a single

column undergoing the four steps sequentially. The initial state for each step will be the final

state of the previous step. A simulation is carried out for the PSA cycle discussed in the previous

section, based on the process variables given in Table 3.1. Fig. 3.4 shows the mass balance error

as a function of the number of cycles. The mass balance error (εMB) decreases as the number of
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Figure 3.4: Decrease in mass balance error (εMB) with number of cycles. The inset shows the
zoomed portion.

Figure 3.5: Gas phase concentration profiles of CO2 (yCO2) in adsorption step with number of
cycles.

cycles increase. The simulation was carried out till the mass balance error in the system is less

than 0.1%.

Table 3.1: Process variables for model validation.

yfeed, CO2

[-]
tADS

[s]
tCoBLO

[s]
tCnBLO

[s]
PH

[bar]
PINT

[bar]
PL

[bar]
vfeed

[m/s]

0.4 40 45 95 34.5 12 10 0.1

Fig. 3.5 shows the gas phase concentration profile of CO2 along the axial direction in the

adsorption step. As the number of cycles are increased, the profiles converge as they satisfy

mass balance constraints. The system has reached cyclic steady state as there is no change in

concentration profile and also mass balance constraint is satisfied. The validated model is used

for various simulations carried out at different conditions in the subsequent chapter.
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Figure 3.6: Typical genetic algorithm (GA) flowchart. Note: L.H.S is Latin Hypercube Sam-
pling. P.I. are the performance indicators. J1, J2 are the objective functions obtained after the
cycle attains CSS.

3.4 Optimization framework

Regulatory bodies like US Department of Energy (DOE) have set process performance require-

ments for CO2 capture technologies [45]. Therefore, the PSA cycles designed, are to be optimized

to meet DOE requirements of CO2 purity of 95% and CO2 recovery of 90% respectively. To

accomplish this, a rigorous unconstraint optimization has to be performed to identify the op-

erating conditions that would meet both the purity and recovery requirements simultaneously.

The energy consumption and productivity of a CO2 capture process are indirect measure of the

operating costs. Therefore, minimizing energy consumption and maximizing productivity of a

capture process is important. A second process optimization problem has to be solved to identify

the operating conditions of a PSA process that minimize the energy consumption and maximize

the productivity of a PSA process under the constraints of CO2 purity and CO2 recovery.

To solve these multi-objective optimization problems, a non-dominated sorting genetic algorithm

(NSGA-2) which is available in MATLAB global optimization toolbox is employed [46]. Genetic

algorithm (GA) solves optimization problems by mimicking the evolution of biological species. It

avoids getting trapped into local minima and ensures population diversity. These desirable char-

acteristics make GA solve multi-objective optimizations very efficiently to obtain global minima.
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3.4.1 Solution Methodology

Fig. 3.6 shows the typical flowchart of genetic algorithm (GA). GA randomly chooses an initial

population from the combination of different decision variables. It then evaluates fitness rank

for each member of an initial population and sorts its members based on lower fitness rank.

The optimizer creates a parent population by using binary selection of the sorted population.

An offspring population is generated from parent population, either by crossover between the

members of parent population or by mutation, where changes are made to a single parent. In

every generation, an offspring population replaces parent population and advance towards the

optimal solution. The optimizer continues to generate offsprings from parent population till a

stopping criteria is set. The stopping criteria can be either number of generations or tolerances

for objective functions. GA is stochastic in nature and is parallelizable in MATLAB which can

speed-up the optimization.

3.4.2 Optimizer with PSA model

The optimizer is coupled with the detailed PSA model to optimize the different PSA cycle

configurations. The decision variables for the optimization problem are PSA process operating

conditions, viz. step times, operating pressures, feed velocity etc.. The bounded values for all

decision variables generate a multi-dimensional searching space for the optimizer. From this

space, the optimizer randomly uses an initial population based on Latin-Hypercube sampling

(LHS), a sampling technique based on probability distribution.

Two objective functions are formulated in the PSA model depending on the optimization prob-

lem. The objective functions are usually the performance indicators, namely, CO2 purity, CO2

recovery, energy or productivity, which are calculated after the PSA model reaches CSS. The

optimizer runs till the stopping criteria is met. In the constrained optimization problem, the

objective function is penalized if the desired constraints are not met and has to re-evaluate the

fitness for each member of the population. Once the stopping criteria is met, the optimizer

generates a Pareto curve. Each point in the Pareto curve represents the performance indicators

evaluated at CSS for corresponding set of decision variables. The Pareto curve indicates the set

of optimal solutions obtained from the best tradeoff between the two conflicting objective func-

tions. Any point below the Pareto curve is considered to be sub-optimal and any point above

the Pareto curve is considered to be infeasible. The points on the Pareto curve correspond to

the best process configuration of a PSA cycle under given constraints.

The results discussed in this work correspond to the optimized solutions obtained after running

the optimizations for a maximum of 25 generations. Initial population for the optimizer is gen-

erated by using LHS. The initial population is created in MATLAB using a built-in function

for LHS and is coupled with the optimizer. A population size of 144 is chosen to perform the

multi-objective optimizations. Larger the population size, larger would be the computational
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times. The lower and upper bounds are chosen for the decision variables depending on the

information from pilot plant studies [41].

The optimizations are performed using 16 cores Intel Xeon (R) 3.1 GHz machine with 128GB

RAM. A typical purity-recovery optimization needed 8-16 hours for generating a Pareto curve,

while the constraint energy-productivity optimization took 4-10 days for obtaining Pareto curve.

3.5 Conclusions

In this chapter, an adsorption isotherm model is discussed which will be used in the subsequent

chapter to describe the adsorption behavior between adsorbate and adsorbent. A complete

and robust PSA model is presented with appropriate boundary conditions. The model takes

into account the dynamics of a pressure swing adsorption process. Finite volume method with

van Leer scheme is used to discretize the set of partial differential equations in space. The

methodology employed is found to be robust, accurate and efficient requiring just 30 control

volumes so as to capture the dynamics. The simulation performed proved the capability of

the model satisfying mass balance constraints to reach a cycle steady state. A multi-objective

optimization is framed using genetic algorithm. The genetic algorithm toolbox in MATLAB is

parallelizable and coupled with the PSA model to increase the performance of different PSA

processes, discussed in the subsequent chapter.
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Chapter 4

Process optimization for different
PSA cycle configurations

4.1 Introduction

In this chapter, pre-combustion CO2 capture is studied using four different PSA cycle configu-

rations. TDA AMS-19 material is used as an adsorbent for proposed PSA cycle configurations.

A basic 4-step PSA cycle presented in Chapter 3 is modified to different configurations so as to

explore the potential of an adsorption-based separation for pre-combustion CO2 capture. The

parasitic energy due to CO2 capture and storage is important and is one of the factors to de-

cide the practicality of any separation process. Hence, a detailed energy model is formulated

to predict the parasitic energy due to PSA process when integrated to an IGCC power plant.

A rigorous multi-objective optimization framework is set up to maximize the performance of

PSA cycles. The PSA cycles which met the regulatory requirements are considered for a sec-

ond multi-objective optimization under the constraints. The Pareto curves obtained from the

optimizations are presented.

4.2 Adsorption equilibria

The adsorption equilibria is an important input to the design of a PSA process. The adsorption

isotherm for CO2 on TDA AMS-19 were experimentally measured at three different temperatures

(viz. 180 ◦C, 240 ◦C, 300 ◦C) over a wide range of pressures at TDA Research Inc.. The isotherms

were obtained through breakthrough experiments [34]. The breakthrough experiments involve

an adsorption and a desorption experiment. In adsorption experiment, a known molar flow rate

Qin and concentration Cin of the gas is fed into the column, while in the desorption experiment,

the outlet molar flow rate Qout and concentration Cout are monitored. The equilibrium solid

phase loading in the column at the experimental temperature and pressure is calculated using

a mass balance. The moles accumulated after correcting for dead volumes, is calculated as

nCO2,ADS =

∫ t=tADS

t=0
(QinCin −QoutCout)dt (4.1a)
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Figure 4.1: Single component isotherms for CO2 (fitted to TDA experimental equilibria data)
and H2 (obtained from literature for activated carbon) at different temperatures. Lines represent
the fitted Sips isotherm and symbols represent the experiments for different temperatures 180◦C
(triangles), 240 ◦C (squares) and 300 ◦C (circles).

nCO2,DES =

∫ ∞
t=0

QoutCoutdt (4.1b)

The equilibrium solid phase loading for given pressure and temperature is obtained from Eq.’s

4.1a and 4.1b. The heat of adsorption (∆Hads≈ 20.5 kJ/mol) for CO2 on TDA AMS-19 was

measured and provided by TDA Research Inc [34]. Heat of adsorption represents the strength

of interactions between the adsorbate and adsorbent. It is a measure to determine the energy

required for adsorbent regeneration and provides an estimate of temperature change in the ad-

sorption column during adsorption and desorption steps.

The adsorption behavior of CO2 on TDA AMS-19 was fitted using a Sips isotherm model be-

cause it provided a better fit at low pressures [34]. The hydrogen isotherm was not available on

TDA-AMS-19, hence the Sips isotherm parameters for H2 on activated carbon were obtained

from the literature [47].

The Sips isotherm model [Eq. 3.4] consists of eight parameters (ωi, ψi, θi, φi, s1,i, s2,i, Tref ,

sref,i). The experimental data available at different temperatures and over a range of pressures,

is fitted to the isotherm model by performing a nonlinear regression. The hydrogen data from

literature is fitted to isotherm model. The fitted isotherm parameters for both the components

CO2 and H2 are listed in Table 4.1. Fig. 4.1 shows the single component isotherms for CO2 and

H2 at three different temperatures 180 ◦C, 240 ◦C and 300 ◦C . The competition between the

components has been accounted using an extended Sips isotherm model discussed in Chapter 3.

4.3 PSA cycle configurations

A variety of PSA cycles were designed for pre-combustion CO2 capture on TDA AMS-19 material

[34]. The basic 4-step PSA cycle discussed in Chapter 3 was considered as a base case. Later,
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Table 4.1: Single component Sips isotherm parameters.
ωi ψi θi φi s1,i s2,i sref Tref

[mol kg−1] [kJ mol−1] [Pa−1] [kJ mol−1] [-] [-] [-] [K]

CO2 3.74 -7.87 26.9 × 10−9 -2.05 0.136 0.110 0.760 281
H2 6.66 0 0.7 × 10−9 -9.83 0 0 0.956 273

modifications were done to the basic 4-step PSA cycle so as to explore the potential of PSA

process for pre-combustion CO2 capture. Purity and recovery are considered as the performance

indicators to evaluate the performance of each cycle configuration.

Purity, PuCO2 [%] =
Total moles of CO2 in extract product in one cycle

Total moles of gas in extract product in one cycle
× 100 (4.2)

Recovery,ReCO2 [%] =
Total moles of CO2 in extract product in one cycle

Total moles of CO2 fed into the column in one cycle
× 100 (4.3)

Purity, PuH2 [%] =
Total moles of H2 in raffinate product in one cycle

Total moles of gas in raffinate product in one cycle
× 100 (4.4)

Recovery,ReH2 [%] =
Total moles of H2 in raffinate product in one cycle

Total moles of H2 fed into the column in one cycle
× 100 (4.5)

4.3.1 Configuration A: Basic 4-step PSA cycle

This cycle configuration consists of feed pressurization, adsorption, co-current blowdown and

counter-current blowdown steps as shown in Fig. 4.2(a). The key features of each step was

earlier discussed in Chapter 3. The feed with molar composition of 40% CO2 and 60% H2

enters the column at feed end (z=0) in the adsorption step. At the light product end (z=L),

weakly adsorbing component H2 is collected, while the strongly adsorbed CO2 remains in the

column. The adsorption step is followed by a co-current blowdown where residual H2 present in

the column is further removed at the light product end. Subsequently CO2 is extracted in the

counter-current blowdown step to regenerate the column, followed by feed pressurization.

4.3.2 Configuration B: 6-step PSA cycle with counter-current blowdown,
purge, pressure equalization and light product pressurization

The basic 4-step PSA cycle is modified to 6-step PSA cycle by introducing the purge, pressure

equalization steps and replacing the feed pressurization with light product pressurization step.

The schematic of configuration B is shown in Fig. 4.2(b).

Light product pressurization: The feed pressurization step is replaced by light product
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(a) Basic 4-step PSA cycle (b) 6-step PSA cycle with counter-current blowdown, purge, pressure equalization and
light product pressurization

(c) 6-step PSA cycle with co-current blowdown, purge, pressure equal-
ization and light product pressurization

(d) 8-step PSA cycle with counter-current blowdown, purge, two pressure equalizations
and light product pressurization

Figure 4.2: Different PSA cycle configurations considered in this study.
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pressurization (LPP). In LPP step, a part of raffinate product from adsorption step is sent back

to column for pressurization. This will help in improving the CO2 recovery, as the CO2 slipping

out in the light product stream in adsorption step is sent back to the column. However, by doing

this, H2 recovery reduces as the part of H2 will also be fed back into the column. The feed con-

ditions to LPP step are the outlet conditions of the adsorption step. This was modeled using a

data buffer where the profiles at the exit of the adsorption step are stored. A feed pressurization

step is added to LPP, if the desired pressure is not achieved by LPP alone. The advantage of

LPP step is that it flattens the CO2 front from the previous step, thereby preventing the CO2

loss in the adsorption and increasing the CO2 recovery.

Purge step: A purge step is introduced to flush the column in order to remove any resid-

ual CO2 remaining in the column. Steam at pressure PL is chosen to clean the column since

the steam is inert on TDA AMS-19 and does not contaminate the column. A purge step further

extracts the CO2 from the column after counter-current blowdown step, thereby increasing the

recovery for CO2. The outlet stream of purge step will be a wet stream. The performance

indicators purity and recovery reported in this work are on dry basis.

Pressure equalization: A pressure equalization (PE) consists of a donor and a receiver

columns. In donor step, depressurization from PH to PINT occurs, similar to co-current blow-

down step. However, the exit stream of donor step is sent back to a receiver column which

is used for pressurizing the receiver column. Thus, CO2 lost in donor column is recovered in

the receiver step, increasing the CO2 recovery. Another advantage of replacing the co-current

blowdown step with pressure equalization (PE) is that the light product H2 is collected only

at pressure PH in adsorption step, when compared to a co-current blowdown step delivering

H2 at a lesser pressure PINT, thereby avoiding additional compression of H2. The intermediate

pressure PINT cannot be arbitrarily fixed and depends on pressure levels PH and PL. The PINT

is estimated using an empirical correlation that was obtained by running a local optimization

to minimize the difference between the moles going out of donor step and moles going in the

receiver column [34]. Since there is no flexibility of changing the intermediate pressure PINT, H2

recovery can be affected by choice of PH and PL.

4.3.3 Configuration C: 6-step PSA cycle with co-current blowdown, purge,
pressure equalization and light product pressurization

Configuration B is modified by replacing the counter-current blowdown step to a co-current

blowdown step (show in Fig. 4.2(c)). The co-current blowdown step will remove the H2 gas

present in the column after the pressure equalization donor step. The co-current blowdown is

done by depressurizing the column from PINT to PL. Since the H2 gas is pulled out from the

raffinate product end (z = L), the residual H2 present in the column, during the co-current

blowdown step, moves towards the raffinate product end. Therefore, in the subsequent purge
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using steam, pure CO2 is extracted out of the column. Therefore, this type of configuration

increases the purity of CO2. The H2 gas collected in the co-current blowdown step will be at

a lower pressure than the H2 gas obtained in the adsorption step. Therefore, the H2 from the

raffinate product end of co-current blowdown has to be compressed to pressure PH.

4.3.4 Configuration D:8-step PSA cycle with counter-current blowdown, purge,
two pressure equalizations and light product pressurization

In this type of configuration, an additional pressure equalization step is added to configuration

B. The extra pressure equalization will increase the CO2 purity. The first donor column is

depressurized from PH to PINT1, while the second donor column is depressurized from PINT1 to

PINT2. The receiver columns gets pressurized from PL to PINT1 and PINT1 to PINT2 using the

desorbed moles of gas from the donor steps. The intermediate pressures for pressure equalization

steps are determined using an empirical correlations [34]. A local optimization was performed

to minimize the difference between the moles of gas leaving the donor step and moles of gas

entering the receiver step for two pressure equalization steps. The intermediate pressures were

obtained based on this optimization.

4.4 Modeling of energy consumption for CO2 capture and stor-
age

The addition of a PSA unit to an IGCC power plant introduces auxiliary power consumption.

The process design of PSA unit involves designing an energy efficient process. The energy

consumption indirectly reflects the operating costs. Hence, minimizing the energy consumption

for CO2 capture and storage is utmost important. In this section, a net energy consumption for

CO2 capture and storage is formulated. The schematic with downstream of PSA unit in IGCC

plant is shown in Fig. 4.3. As it is seen in Fig. 4.3, heat is recovered in the system, but it

is not accounted while modeling the power consumption because there is no conversion factor

available to represent the heat recovered in terms of electricity at this stage. The energy model

is formulated for the total electrical power required for operating PSA process.

4.4.1 CO2 compression

The CO2 captured from PSA process has to be compressed and delivered for storage at 150 bar.

The low pressures in the PSA process vary between 1 bar and 34.5 bar, depending on the design

of the process. Therefore, compressing the CO2 from such low pressures to 150 bar requires a

multi-stage compression unit with inter-stage cooling. As the critical pressure of CO2 is at ≈ 72

bar, the CO2 stream is compressed from pressure PL to 72 bar using a multi-stage compressors

with intercoolers. Beyond 72 bar, the CO2 is delivered to 150 bar using a pump.
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Figure 4.3: Schematic showing the PSA process and CO2 compression unit. Red lines represents
the power consumption while blue lines represents the heat recovery.

Modeling multi-stage compressors

The CO2 stream enters the multi-stage compression unit at a pressure PL, which depends on

the design of a PSA unit. The maximum pressure that can be achieved from multi-stage com-

pression is set to 72 bar. It is assumed that in each stage compression, a maximum pressure

ratio of 3 is attained [48].

The number of stages for compression is calculated using,

N =
ln r̄o
ln r̄p

(4.6)

where N is the number of stages, r̄p is the compression ratio per stage.

r̄o is the overall compression ratio i.e.

r̄o =
72

PL
(4.7)

The number of stages, N is rounded off to the next-highest integer and pressure ratio for each

compression stage is re-calculated using

r̄′p = r̄
1
N
o (4.8)

The work done by multi-stage compression is given by,

Wcomp

[
kJ

s

]
= N

1

ηadia
nextractRTin

γ

γ − 1

[
(r̄′p)

γ−1
γ − 1

]
(4.9)

where,

ηadia=80% is the adiabatic efficiency [48];

nextract is the molar flow rate of CO2 product stream [kmol s−1];

R is the universal gas constant;

35



Tin is the temperature at which the CO2 product stream enters the compressor. It is assumed

that the stream to the compressor is cooled to 25◦C using interstaged coolers. i.e. Tin=298.15

K;

γ is the specific heat ratio.

Assuming 100% driver efficiency, the electrical power consumption, Ecomp, for multi-stage com-

pression is as follows:

Ecomp[kWe] = Wcomp (4.10)

Modeling pump power consumption

After CO2 product stream attains a supercritical state, the stream is delivered to 150 bar using

a pump. While calculating the pump energy, the following assumptions are made:

• Straight (horizontal) pipes are connected to the pump

• Cross-sectional area of the pipe remains constant

• Negligible frictional losses

The work done by the pump can be calculated from Bernouli’s equation. With the assumptions

made, the Bernouli’s equation reduces to

Wpump

[
kJ

s

]
=

[
P150

ρ150
− P72

ρ72

]
mextract

ηpump
(4.11)

where,

mextract is the mass flow rate of the CO2 product stream [kg s−1];

ηpump=75% is the overall pump efficiency [49];

ρ72 and ρ150 are the densities of CO2 product stream at 72 bar and 150 bar respectively and at

a temperature of 298.15 K.

Assuming 100% driver efficiency for the pump, the electrical power consumption, Epump is given

as,

Epump[kWe] = Wpump (4.12)

Power consumption for CO2 compression

The total power consumption for CO2 compression (ECC) is given by,

ECC[kWe] = Ecomp + Epump (4.13)

Power consumption for CO2 compression per tonne of CO2 captured is represented as

ψCC

[
kWhe

tonne CO2 captured

]
=
Ecomp + Epump

mextractPuCO2

(4.14)
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ψCC is defined as the total power consumption for compression per tonne of CO2 captured.

PuCO2 is the dry purity of CO2 product stream.

4.4.2 Steam consumption in PSA unit

The PSA process requires steam to purge out the column for regeneration. In this thesis, it is

assumed that the steam consumption required in the PSA process is independent of the steam

used or generated in an IGCC power plant. The purge step is carried out at low pressure PL.

A methodology is formulated to calculate the electrical power consumption due to steam in the

PSA process for any low pressure PL. The electrical power consumption is obtained by multi-

plying the thermal energy of steam with a suitable conversion factor. The thermal energy is the

enthalpy content of steam at pressure PL and temperature Tsteam.

The enthalpy of steam is calculated using the empirical equations available in the literature [50]

[51]. The saturated temperature of the steam based on the pressure PL [50] can be calculated

as,

Tsat
Tc

=

{
2∑
i=0

ai

[
ln PL

Pc

]i}
{

5∑
j=0

Aj

[
ln PL

Pc

]j} (4.15)

where Tc=647.096 K and Pc=220.64 bar are the steam critical temperature and pressure respec-

tively. The coefficients used in Eq. 4.15 are given in Table 4.2.

The temperature of the column (Tcol) after the counter-current blowdown (CnBLO) step in a

PSA process determines the temperature at which the steam has to be sent into the column.

The steam temperature (Tsteam) is calculated based on:

If Tcol > Tsat + 15◦C,

Tsteam = Tcol + 15◦C (4.16a)

else

Tsteam = Tsat (4.16b)

The steam purge in a PSA process desorbs the CO2 from adsorbent. Since the desorption pro-

cess is endothermic, the temperature of steam decreases as it travels along the column. Eq.’s

4.16a and 4.33b ensures no steam condensation in the column by super-heating the steam to

30◦C above the saturation conditions.

The specific enthalpy of saturated steam (hg) is calculated using an empirical equation [51].
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Table 4.2: Coefficients used for calculating saturated temperature of the steam.
Coefficient Value

a0 1.00
a1 -3.34
a2 1.43
A0 1
A1 -3.47
A2 1.88
A3 -2.12 × 10−1

A4 -3.58 × 10−3

A5 -9.09 × 10−5

Table 4.3: Coefficients used for calculating specific enthalpy of the saturated steam.
χ1 χ2 χ3 χ4 χ5

64.88 11.76 -11.94 6.29 -0.99

lnhg =

√
χ1 + χ2

[
ln

1

Tr

]0.35
+ χ3

1

T 2
r

+ χ4
1

T 3
r

+ χ5
1

T 4
r

(4.17)

where reduced temperature, Tr=
Tsat
Tc

. The coefficients are given in Table 4.3. Based on steam

temperature (Tsteam), specific sensible heat (∆hg) is added to hg

∆hg = Cp,steam(Tsteam − Tsat) (4.18)

The specific enthalpy (Hg) of steam used in the PSA process is given by Eq. 4.19.

Hg = hg + ∆hg (4.19)

The electrical power consumption (ESP) is represented as follows:

ESP[kWe] = ηemsteamHg (4.20)

where msteam is the mass flow rate of steam fed to the PSA unit. ηe=0.8 is the conversion factor

for converting thermal energy of steam to electricity [52].

ψSP

[
kWhe

tonne CO2 captured

]
=

ESP

mextractPuCO2

(4.21)

where ψSP is defined as the total power consumption for compression per tonne of CO2 captured,

mextract is the mass flow rate of CO2 product stream.

4.4.3 Separation of steam from CO2 product

The steam in the CO2 product stream has to be knocked out before the stream is fed to the

compressors. For this, the CO2 product stream is cooled to 25◦C (Tref) and condensed water is
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knocked out in the separator as shown in schematic Fig. 4.3. The heat that can be recovered

while cooling to 25◦C is Qcooler.

Qcooler = mpCp,p(Tp − Tref) + (mextract −mp)(λsteam + Cp,steam(Tsat − Tref)) (4.22)

mp is the mass flow rate of CO2 product on dry basis;

Cp,p is the specific heat of dry CO2 gas stream;

Tp is the temperature of the gas leaving the column in purge step;

λsteam is the latent heat of steam.

4.4.4 Intercoolers in multi-stage compression

As mentioned earlier in this section, the CO2 product stream undergoes a multi-stage compres-

sion with inter-staged cooling. During compression, the temperature of the gas increases. The

hot compressed gas is cooled down to 25 ◦C using coolers. The heat recovered in the coolers can

be integrated to any system in an IGCC power plant. The temperature of the gas is calculated

using,

Tcomp = (r̄′p)
γ−1
γ Tref (4.23)

where, Tcomp is the final temperature of the gas during single-staged compression.

The heat that can be recovered from N staged coolers, is given by,

Qinter = NmpCp(Tcomp − Tref) (4.24)

4.4.5 Relation between kg steam required per kg CO2 captured

In this section, a relation between kg of steam consumed in the PSA process and kg of CO2

captured is established, which will later be used for a quick analysis of steam consumption.

The main assumptions for deriving this relation are:

• State variables in the column during purge step are uniform along the axial direction

• Steam is fed to the column until all the CO2 is removed

• CO2 concentration is uniform along the column

The duration for which the steam has to be supplied is calculated based on the retention time

(tR,CO2
) of CO2 in the column. The retention time can be calculated as,

tR,CO2 =
L

vPUR

[
1 +

1− ε
ε

HCO2

]
(4.25)

39



3000

2500

2000

1500

1000

500
 q

C
O

2  [
m

ol
/m

3 ]

500400300200100

CCO2
  [mol/m3]

 Sips Isotherm
 Single site Langmuir

Figure 4.4: Single component isotherm for CO2 on TDA AMS-19. Circles represent the dis-
cretized Sips isotherm points and line represent the fitted single site Langmuir isotherm.

where L is the length of the column; vPUR is the velocity at which CO2 is purged through the

column; ε is the bed voidage; and HCO2 is the Henry constant for CO2.

To determine the Henry constant, the Sips isotherm (Eq. 3.4) is converted to a single-site Lang-

muir isotherm. The isotherm parameters were estimated by fitting the single-site Langmuir to

discretized points of Sips isotherm model (as shown in Fig. 4.4). qCO2 is the solid concentration

[mol m−3], while CCO2 is the fluid concentration [mol m−3]. The Henry constant is found out

using,

HCO2 = qsb (4.26)

qs and b are single-site Langmuir fitted parameters.

The moles of steam that has to be fed into the column is written as,

Moles, steam =
PLAεvPURtR
RTsteam

(4.27)

where A is the cross-sectional area of the column.

The moles of CO2 that comes out of the column is given by,

Moles, CO2 = Moles in gas phase + Moles in solid phase (4.28a)

Moles in gas phase =
PLPuCO2AεL

RTcol
(4.28b)

Moles in solid phase = qCO2AL(1− ε) (4.28c)

kg steam- kg CO2 relation is obtained using

kg steam

kg CO2
=

(Moles, steam)MWsteam

(Moles, CO2)MWCO2

(4.29)

MWsteam and MWCO2 are molecular weights of steam and CO2, respectively.
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4.5 Optimization framework

Genetic algorithm toolbox in MATLAB is employed to run optimizations that maximize the

performance of PSA cycles. The process optimization is approached as two sets of problem. The

first optimization problem, involves the maximization of purity and recovery, so as to evaluate

the performance of a PSA cycle. The optimizer chooses the optimized value with no constraints.

The second optimization problem deals with the minimization of electrical power consumption

for CO2 capture and the maximization of productivity of CO2 captured under the constraints of

CO2 purity and recovery. Although heat is recovered in the system, it is not accounted for while

minimizing the power consumption. The objective functions for the first optimization problem

are defined as follows:

min J1 =
1

PuCO2

(4.30a)

min J2 =
1

ReCO2

(4.30b)

The goal of first optimization is to maximize the performance indicators PuCO2 and ReCO2 ,

hence, the objective functions are defined as the inverse of the performance indicators because

genetic algorithm searches for global minima in the given search space.

For the second optimization problem, the performance indicators, Energy (En), which is the

total electrical power consumption for PSA and productivity (Pr) are defined as,

Energy,En

[
kWhe

tonne CO2 captured

]
=

ECC + ESP

Mass of CO2 in the extract product
(4.31)

Productivity, Pr

[
mol. CO2

m3 adsorbent. s

]
=

Total moles of CO2 in the extract product

(Total volume of adsorbent)(Total cycle time)
(4.32)

Now, the objective functions for second optimization problem are defined as,

min J3 = ψ1En+ λ1[max (0, Putarget − PuCO2)]2 + λ2[max (0, Retarget −ReCO2)]2 (4.33a)

min J4 =
ψ2

Pr
+ λ1[max (0, Putarget − PuCO2)]2 + λ2[max (0, Retarget −ReCO2)]2 (4.33b)

where, ψ1, ψ2, λ1 and λ2 are penalty factors.

A search space is defined for the optimizer based on the decision variables, which are step times;

low pressure, intermediate pressure and feed velocity. The bounds for these decision variables

(DV) are a range of operating conditions that were determined using pilot plant studies [41].

The bounds for decision variables are given in Table 4.4 while the PSA simulation parameters

are listed out in Table 5.1
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Table 4.4: Operating range for decision variables provided to the optimizer.
Configuration tADS tCoBLO tPEQ1 tPEQ2 tCnBLO tPUR PINT PL vF vPUR

A 20-100 20-200 - - 20-200 - 17.3-34.5 1-17.3 0.08-0.5 -
B 20-100 - 20-200 - 20-200 10-80 - 1-17.3 0.08-0.5 0.1-1
C 20-100 20-200 20-200 - - 10-80 - 1-17.3 0.08-0.5 0.1-1
D 20-100 - 20-200 20-200 20-200 10-80 - 1-17.3 0.08-0.5 0.1-1

The GA optimizer is coupled with detailed PSA model and is parallelized to speed-up the opti-

mization. MATLAB GA global optimization toolbox along with MATLAB parallel computing

toolbox is used in this work. The computations are performed in 16 cores Intel Xeon (R) 3.1

GHz machine with 128GB RAM. The stopping criteria set for the optimizations is 25 genera-

tions. The population size of 144 is chosen, i.e. 24 times the decision variables for basic 4-step

cycle. Larger population sizes lead to longer computational times but allowed the optimizer to

search the search space without getting trapped into a local minima.

4.6 Results and discussion

4.6.1 Maximization of Purity-Recovery

A detailed multi-objective optimization is performed to maximize the CO2 purity and CO2

recovery simultaneously. The four cycle configurations discussed earlier in this chapter are con-

sidered for this optimization. The typical feed mole composition to PSA process is 40% CO2

and 60% H2. The regulatory bodies like U.S. Department of Energy has imposed CO2 purity

and recovery requirements of 95% and 90% respectively for sequestration. The PSA cycles con-

sidered are subjected to maximization of CO2 purity-recovery in order to identify the process

operating conditions that will satisfy the targets. The framing of optimization problem with

a defined search space is presented in the previous section. The optimizer generates a Pareto

curve, which is the best trade off between the CO2 purity-recovery for a given cycle configura-

tion. The Pareto points represent the set of process conditions that can give the optimal CO2

purity-recovery. The region above Pareto curve is considered to be infeasible to achieve for that

cycle configuration.

Fig. 4.5 shows the Pareto curves for all the four PSA cycle configurations considered for this

study. The purities and recoveries reported are on dry basis. The basic 4-step cycle (configura-

tion A) had an optimum purity-recovery points less than 90%. Hence, the cycle configuration is

not suitable for use. The CO2 recoveries are much less than other cycle configurations. The loss

of CO2 can either come from adsorption step or co-current blowdown step. Configuration B, has

a Pareto front which is far top-right than basic 4-step cycle. The maximum purities that can be

achieved using this configuration are limited to 92%. The introduction of pressure equalization

step significantly improved the CO2 recoveries, as the exit stream of pressure equalization step

is fed back to the column. The addition of a purge step also contributes to the increase in
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Table 4.5: PSA simulation parameters.
Parameter Value Source

Column Properties
Length, L [m] 0.83 Measured
Outer radius, ro[m] 5.715 × 10−2 Measured
Inner radius, ri[m] 5.118 × 10−2 Measured
Particle radius, rp [m] 3 × 10−4 Measured
Bed voidage, ε [-] 0.4 Measured
Particle voidage, εp [-] 0.57 Measured

Physical Properties
Adsorbent density, ρs [kg m−3] 1361.00 Measured
Specific heat capacity of adsorbent, Cp,s [J kg−1 K−1] 1877.20 Assumed
Specific heat capacity of gas phase, Cp,s [J kg−1 K−1] 1010.60 Assumed
Molecular diffusivity, Dm [m2 s−1] 4.81 × 10−8 Assumed
Fluid viscosity, µ [kg m−1 s−1] 2.15 × 10−5 Assumed
Effective gas thermal conductivity, Kz [J m−1 K−1 s−1] 0.09 Assumed
Inside heat transfer coefficient, hin [J m−2 K−1 s−1 ] 0 Assumed
Universal gas constant, R [m3 Pa mol−1 K−1] 8.314 Standard value

Operating Parameters
Syngas feed pressure Pfeed [bar] 34.5 IGCC conditions
High pressure PH [bar] 34.5 IGCC conditions
Feed composition (CO2/H2), yfeed [-] 0.4/0.6 IGCC conditions
Feed temperature, Tfeed [◦C] 240 IGCC conditions

CO2 recoveries because the CO2 retained in the column after counter-current blowdown step is

pushed out of the column during the purge step. Reversing the counter-current blowdown to a

co-current blowdown step in configuration C improved the CO2 purities significantly. This is be-

cause most of the H2 is removed from the column in the co-current blowdown step and when the

column is purged, pure CO2 is obtained. Configuration C satisfies the regulatory requirements

of CO2 purity-recovery for sequestration. In configuration D, addition of a pressure equalization

improved the CO2 purities. Since the H2 is removed from the raffinate end of the column at

two intermediate pressures, the exit stream in the counter-current blowdown and purge steps

are enriched with CO2, thereby, increasing the CO2 purities.

It is worth noting that recovering the light product H2 is important since it is later used as a fuel

in the combined cycle of an IGCC power plant. The H2 purity and recovery for configurations

B, C and D are shown in Fig. 4.6. The points correspond to the same operating conditions that

represent the CO2 Pareto curves in Fig. 4.5. The H2 purity-recovery is not shown for the basic

4-step cycle as the configuration is found to be not suited for use. While designing the PSA

process, although the primary objective is maximize the CO2 purities and CO2 recoveries, H2
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Figure 4.5: CO2 Purity-Recovery Pareto fronts for four different PSA cycles.
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Figure 4.6: H2 Purity-Recovery points for configurations B, C, and D.

recovery is also considered by evaluating the performance. As shown in Fig. 4.6, H2 recovery

is low for configuration B when compared to configurations C and D. The CO2 purities for

configuration were limited to 92% and it is reflected in H2 recoveries as the H2 corresponding

to the remaining 8% is slipped through the CO2 extract stream. Configuration C showed to

recover more H2 than configuration D because the co-current blowdown step in configuration C

recovers the residual H2 in the column.

The low pressures to which the PSA process reaches while obtaining the desired CO2 purity-

recovery has a significant impact while considering the CO2 for sequestration. In order to

understand the pressure swing the cycle undergoes to obtain Pareto points, low pressure PL

is plotted against the CO2 purity for configurations B, C and D (as shown in Fig. 4.7). For

configuration B, the low pressure PL hits the lowest bound 1 bar. The highest low pressure for

which the desired CO2 purity-recovery are met is 4.3 bar. The low pressures for configuration C

and D are mostly crowded between 3 bar and 4 bar, suggesting that CO2 purity-recovery targets

can be met when the low pressure is in that range.
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Figure 4.7: CO2 purities from Pareto fronts for configurations B, C and D plotted against
corresponding low pressures PL.

4.6.2 Analysis of electrical power consumption for PSA

In this section, an individual analysis for CO2 compression and steam consumption is made

in order to understand the influence of each component on the objective function (Eq. 4.33a)

before performing a full-scale optimization. For the energy-productivity optimization problem,

low pressure PL has a direct impact on the magnitude of CO2 compression, while PL along with

other decision variables influence the steam consumption.

CO2 compression

The CO2 compression is a common energy consumption for a CO2 capture unit. This is because

the CO2 capture plants employing any separation techniques have to meet the requirements

to deliver the captured CO2 at supercritical conditions for storage. Hence, it is important to

validate the CO2 compression model discussed in section 4.4.1. The CO2 compression can be

best compared to other cases if its reported in terms of standard units of kWhe per tonne of

CO2 captured. ψCC from Eq. 4.14 is used for comparing the different compression energies.

The parameters used for calculating ψCC are shown in Table 4.6. The densities are obtained

from NIST Refprop v9 [53]. As long as the compression power is compared in terms of ψCC,

an arbitrary number np can be chosen for CO2 product stream molar flow rate. Two different

cases are considered are described below.

Case 1

Case 1 corresponds to an E-gasTM IGCC power plant with dual selexol process [54]. The case

considered involves compression of CO2 product stream from 10 bar to 150 bar using a multi-

stage compression with intercoolers. The CO2 purity in the product stream is 99%. Based on

this information, ψCC is calculated.
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Table 4.6: Parameters used for CO2 compression analysis.
Parameter Value

np, [kmol s−1] 2.00
R, [J mol−1 K−1] 8.314

Tref , [K] 298.15
γ, [-] 1.28

ηadia, [-] 0.8
ηe, [-] 0.8
rp [-] 3

ρ150 [kg m−3] 855.14
ρ72, [s] 705.44
ηpump, [-] 0.75

Table 4.7: Comparison of energy model with different cases.
Case CO2 Purity Energy model E-gasTM IGCC process Riboldi et al.

[%] [kWhe tonne−1] [kWhe tonne−1] [kWhe tonne−1]

1 99 70.71 68.62 -
2 82 124.49 - 136.13

Case 2

In Case 2, the compression system represents the one reported in Riboldi et al. [55]. For this

case, the CO2 is collected at 1 bar with purity ≈ 82% based on PSA separation. Riboldi et al.

further purified the CO2 stream in the compression unit using double flash separators [55]. The

final stream for transportation has a purity of 99% and at pressure 110 bar. The energy model

presented in this chapter does not account for purification during compression. Hence, the ψCC

is calculated at 82% and compared with their final purity of 99%.

Table 4.7 shows the comparison of compression power obtained from energy model with E-gasTM

IGCC process and Riboldi et al. for CO2 compression. The energy model predicts ψCC well

when compared to E-gasTM IGCC case, while it predicts 8% lower value than Riboldi et al. One

possible reason could be Riboldi et al. uses an extra compressor during the purification process

in CO2 compression unit.

Effect of pressure PL on ψCC

A parametric study is performed to evaluate the effect of pressure PL on ψCC. The pressure PL

is varied over the operating bounds from 1 bar to 17.3 bar. ψCC is calculated using Eq. 4.14.

Fig. 4.8 shows the effect of pressure PL on ψCC at different compositions of CO2 product stream.

As expected, the ψCC decreases with increase in pressure as the work done by the compressor

decreases. For a constant pressure PL, ψCC decreases with increase in purity of CO2 in the

product stream because the stream has more CO2 in it.
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Figure 4.8: Variation of pressure PL and purity PuCO2 on ψCC.

Table 4.8: Arbitrary parameters chosen for obtaining a relation between kg steam consumed per
kg CO2 captured.

Parameter Value

A, [m2] 1.00
ε, [-] 0.4

vPUR, [m s−1] 1
L, [m] 1
Tcol, [K] 473.15
Tsteam, [K] 503.15
qs, [mol m−3] -19950.57
b, [m3 mol−1] 3.15 × 10−4

H, [-] 6.28
tR, [s] 10.43

Steam consumption

The steam consumption estimation is rather a complex calculation. The steam required in the

PSA process depends on the operating conditions of a PSA process. However, to understand

the effect of only PL, a quick analysis is made using the assumptions from section 4.4.5. Based

on Eq. 4.29 and arbitrary parameters in Table 4.8, Fig. 4.9 is developed. It can be seen that

the steam consumption increases with increase in PL. This can be attributed to two reasons.

Firstly, at higher pressures, more CO2 has to be extracted from purge which requires more

steam. Secondly, at high pressures, steam has high density which increases the mass flow rate

of the steam required for purge process.

4.6.3 Minimization of energy and maximization of productivity

The purity-recovery Pareto fronts provide information on the ability of the cycles meeting the

regulatory requirements. However, they do not supplement any information regarding the op-

erating costs for the process. The energy consumption and productivity are commonly used to
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.

indirectly represent the operating expenses. The conversion of energy consumption and produc-

tivity in terms of cost is rather complex and beyond the scope of this work. For any separation

process, it is desired to have least energy consumption and maximum productivity for a given

constraints. Hence, the cycles that has met the regulatory requirements for purity-recovery are

considered for energy-productivity optimizations. Although, both configurations C and D has

met the sequestration targets, configuration C is not considered for this optimization because

configuration C involves a co-current blowdown step which removes H2 from the column at a

pressure PL. The H2 needs to be compressed to pressure PH which requires an additional com-

pressor, thereby increasing the energy penalty. Hence, for this optimization study only 8-step

PSA cycle (configuration D) is considered.

A multi-objective optimization was performed under the constraints of CO2 purity of 95% and

CO2 recovery of 90% respectively, minimizing the objective functions J3 and J4 (given by Eq.

4.31 and 4.32). The bounds used for this optimization were kept same as the bounds for purity-

recovery optimizations.

The energy-productivity Pareto front obtained from the optimization is shown in Fig. 4.10.

All the points in the Pareto curve correspond to the different sets of operating conditions that

has met the purity-recovery constraints. It can be seen that the parasitic energy varies from ≈
110 [kWhe tonne−1] for a productivity of ≈ 6.1 [mol m−3 s−1] to a maximum of ≈ 249 [kWhe

tonne−1] for a productivity of ≈ 6.74 [mol m−3 s−1]. In order to increase the productivity by ≈
10%, the additional energy penalty will be ≈ 140 %. Table 4.9 shows the individual contributions

of CO2 compression and steam consumption to the optimized total power consumption (En).

The energy-productivity Pareto front does not represent the best point, but a set of optimal

points as it is difficult to reflect the energy-productivity in terms of costs.
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Table 4.9: CO2 compression and steam consumption for Pareto points.

Pr
[mol.m−3s−1]

En
[kWhetonne−1]

ψCC

[kWhetonne−1]
ψSP

[kWhetonne−1]

6.34 189.49 83.63 105.86
6.50 208.72 81.02 127.70
6.78 248.31 84.03 164.28
6.53 236.52 84.69 151.83
6.12 110.52 80.01 30.51
6.55 243.84 84.75 159.09
6.33 117.81 84.50 33.32
6.58 244.34 84.48 159.86

4.7 Conclusion

The primary focus of this work was to perform a process optimization for different PSA cy-

cle configurations so as to evaluate their potential for pre-combustion CO2 capture using TDA

AMS-19. The adsorption equilibria for CO2 on TDA AMS-19 was experimentally measured and

fitted to a SIPS isotherm model [34]. H2 isotherm parameters on activated carbon was obtained

from the literature [47]. Four different PSA cycle configurations were considered for this study.

A detailed one-dimensional PSA model, modeled using finite volume method, was employed to

describe the dynamics of PSA cycles. The full-scale PSA simulations involved solving mass, mo-

mentum and energy balances so as to obtain the pressure, temperature and concentration profiles

for gases. The performance indicators, namely, purity and recovery for CO2 were calculated af-

ter the process reached the cyclic steady state. An unconstraint multi-objective optimization is

performed to maximize the CO2 purity and recovery for four PSA cycle configurations in order

to meet the regulatory requirements of CO2 purity and recovery of 95% and 90% respectively.

Genetic algorithm toolbox in MATLAB is coupled with detailed PSA model. A pre-defined

search space is provided to the optimizer to identify the best operating conditions that meet the

CO2 purity-recovery targets. The first PSA cycle configuration studied was basic 4-step cycle.
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The PSA cycle did not meet the CO2 requirements and was found to be infeasible. Addition of

pressure equalization and purge step in configuration B improved the CO2 recoveries, however,

the CO2 purities were limited to 92%. Next, configuration C achieved the targets when the

current-counter blowdown in configuration B is reversed. Additional H2 in co-current blowdown

enriched the CO2 purities. An extra pressure equalization step to configuration B improved the

CO2 purities. Configuration D also met regulatory requirements for CO2 capture. To determine

the parasitic energy for capture unit, a detailed energy modeling is done. CO2 compression and

steam consumption in PSA process found to be majorly contributing to energy consumption.

The heat recovered in the system is not accounted for parasitic energy as there is no conversion

factor available to represent the heat recovered in terms of electricity. The equivalent electrical

power consumption is calculated and compared with different cases. A relationship between the

kg steam to be supplied per kg of CO2 is established and a parametric study is performed on

CO2 compression and steam consumption by changing the low pressure PL and CO2 purity. The

8-step PSA cycle was considered for the energy-productivity optimization. The optimal power

consumption varied from ≈ 110 to ≈ 249 [kWhe tonne−1].
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Part II

Supercritical fluid chromatography



Chapter 5

Computational fluid dynamics study
of viscous fingering in supercritical
fluid chromatography

5.1 Introduction

Chromatographic techniques are widely employed in the pharmaceutical industry for enantiomer

separations [56–58]. Although, traditional high performance liquid chromatography (HPLC) has

been in use, supercritical fluid chromatography (SFC) has recently gained attention because of

its many advantages [57–59]. In SFC, liquid solvents are replaced with supercritical fluids. The

low viscosity and high solute diffusion coefficients of supercritical fluids allow for high operating

flow rates with low pressure drops when compared to HPLC [57]. Hence, higher productivi-

ties are achieved at the preparative scale. In most SFC applications, supercritical CO2 is used

as the mobile phase solvent. Owing to its low solvation power for polar solutes, often an or-

ganic modifier is added to supercritical CO2 to increase its solvation strength. Modifiers are

usually alcohols, such as methanol. The physical properties of mobile phase are altered after

addition of modifier. Modifiers competing for adsorption sites has been documented in the lit-

erature [60, 61]. The mobile phase with a high content of CO2 being non-toxic, makes SFC

environmentally friendly [57, 59, 62]. After usage, CO2 can be easily removed by depressurizing

the supercritical phase, leaving the modifier behind.

The sample injection plays a vital role in determining the efficiency of the separation. In SFC,

the injection of a solute into the mixture of high pressure CO2 and modifier is difficult. Most

practical situations involve the dissolution of solute in the modifier and this solution is injected

into the column. There are three different techniques in SFC to inject a sample: mixed-stream

injection, modifier-stream injection and extract (X)-injection [63,64]. The schematic of the two

most common types is represented in Fig. 5.1. Mixed-stream injection is the most standard

configuration in analytical SFC [65]. In this technique, CO2 and modifier are mixed upstream

of the injection valve. The sample plug (solute + modifier) is injected into the mixed-stream
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CO2 and modifier. Solute precipitation can occur in the column leading to peak distortions [63].

Injection times are shorter in this injection technique because the entire mobile phase passes

through the injection valve. The second type of injection is the modifier-stream injection, which

is a patented technique [63]. In this type of injection, the mobile phase is mixed downstream of

the injection valve i.e. the solute sample is injected in the modifier stream and later, is mixed

with the high pressure CO2. The solute enters the column in same phase as that of mobile

phase. The injection times are larger since only modifier stream passes through the injection

valve. The injection times, however, depend on the composition of modifier in the mobile phase.

This technique is common in preparative SFC. No solute precipitation occurs here [63]. Apart

from the mentioned injection techniques, there is a third type, known as Extract (X)-Injection

technique [64]. Here, the high pressure CO2 and modifier is mixed upstream of the injection

valve similar to mixed-stream injection. The solute, dissolved in the mobile phase, is injected

into the column. In this mode, the solute propagation across the column is in single phase.

(a)

(b)

Figure 5.1: Different types of injection techniques in supercritical fluid chromatography.
Adapted from [65].
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Figure 5.2: Movement of the solute and the modifier band on a physical plane involving mixed
stream injection. The green and blue colors indicate the modifier, solute bands respectively and
black band indicates the injection. Source: [65].
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The retention of solute is influenced by the injection technique. The propagation of chromato-

graphic bands show an interesting behavior, in case of mixed-stream injection. To elaborate

this, a scenario is considered where a solute is injected into a mixed-stream environment. For

simplicity, CO2 and modifier do not adsorb. The modifier and the mobile phase traverse through

the column unretained. Fig. 5.2 shows the characteristics of solute for a mixed-stream injection.

The solute characteristics are developed using the equilibrium theory [66]. While constructing

this diagram, no dispersion or mass transfer effects are considered and the solute is always under

local equilibrium. The case considered is such that the retention of solute in modifier is less than

the retention of solute in the mobile phase. Under these conditions, the solute propagation is

under the influence of two different phases. If a large-volume injection is made, then the leading

edge of the solute band always propagates and elutes in the modifier plug. The trailing edge

under the influence of the mobile phase, traverses slowly due to its high retention behavior in

the mobile phase. Because of this, the solute band is broadened, resulting in a long plateau in

elution peaks. On the other hand, if a small-volume injection is made, then the leading edge

of the solute band comes out of the modifier plug as it traverses across the column, while the

trailing edge propagates slowly under the influence of mobile phase. The solute peak disen-

gages itself from the modifier peak. The band broadening behaviors have been reported in the

literature [65,67].

5.1.1 Viscous fingering

In the mixed-stream injection, the mobile phase (CO2 + modifier) pushes the sample plug

(solute + modifier) into the column. Since this type of injection involves the displacement of

fluids with viscosity contrasts, it could result in viscous fingering. The magnitude of the viscosity

contrast between the sample plug and mobile phase depends on the composition of modifier in

the mobile phase. Viscous fingering is a phenomenon arising due to the instabilities at the

interface of two fluids of different viscosities percolating through the porous media [68–72]. Due

to this phenomenon, low viscous fluid penetrates into high viscous fluid, giving rise to viscous

fingers as shown in Fig. 5.3. These fingers are developed either on rear or frontal interface of

the sample plug depending on whether the mobile phase displacing the sample plug has low

viscosity or high viscosity. The interface where the high viscous fluid displaces the low viscous

fluid will remain stable. In most of SFC applications, mobile phase has a low viscosity when

compared to the sample plug, leading to development of fingers on rear interface of the sample

plug. Viscous fingering is detrimental to chromatographic separations because they distort the

band [73–75]. While viscous fingering has been extensively studied in liquid chromatography,

its impact on SFC is not well understood. Many modeling efforts have also been reported for a

variety of conditions [71]. Experiments performed in the literature report the peak distortions

in elution profiles because of viscous fingering [65,69].

55



Figure 5.3: Displacement of two miscible fluids with different viscosities in porous media when
rear interface is affected by viscous fingering. MeOH (methanol) is the high viscosity plug and
CO2 + MeOH represents the low viscosity mobile phase.

5.1.2 Objective

The objective of this work is to study the dynamics of pulse propagation in supercritical fluid

chromatographic columns using an axi-symmetric CFD model implemented into the commer-

cial CFD solver Fluent 16.2 [76]. Two scenarios are considered. The first part describes the

dynamics of an unretained plug (no adsorption), while the second part represents the retained

plug propagation (with adsorption). In both scenarios, the simulation case replicate experiments

from Dai et al. [65]. The experimental system is described in detail in [65,77].

5.1.3 Background of experimental studies

It is worth recounting the experiments. Two syringe pumps were employed to deliver CO2 and

modifier. A motorized 6-port valve and a UV-Vis detector were used to inject the sample and

monitor the elution profiles, respectively. The experiments were carried out with CO2 flow rate

of 1 mL/min. The CO2 pump head was kept at 4 ◦C while the oven temperature was maintained

at 30 ◦C for all experiments. Pressure measurements were made at the pump heads and the

pressure at the column outlet was held constant at 135 bar using a back-pressure regulator. A

long tubing was provided upstream of the injection valve to make sure that the mobile phase

reaches the experimental temperature. The experimental conditions were chosen such that the

mobile phase was always a single phase fluid. Although, the experiments were carried out for

different modifier (methanol) compositions in the mobile phase, for this study, we have only

considered a mobile phase with cm= 0.13, where cm, is the methanol mass fraction in the mobile

phase.

5.2 Modeling

An axi-symmetric CFD model is developed to describe the dynamics of the pulse propagation

in a chromatographic column with following assumptions:

1. Temperature effects are ignored because the experiments were carried out at isothermal

conditions.

2. CO2 and methanol do not adsorb and are completely miscible.
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3. Solute does not affect mobile phase bulk properties since the injected concentrations of

solute in methanol plug were very negligible [65].

4. Effects arising from the gravity force are assumed to be negligible.

5. The mobile phase, which is a mixture of CO2 and methanol, is assumed to be an incom-

pressible single-phase fluid.

6. Axi-symmetry.

Before proceeding any further, it is important to discuss the validity of these assumptions.

Assumption 1 deals with isothermality and is well satisfied in the experiments. All experi-

ments considered in this study were carried out under conditions where the density drop across

the column was small enough that temperature changes due to fluid expansion was minimal.

Assumption 2 is reasonable as the extent of CO2 and methanol, although finite, is negligible

compared to those of the solutes. Assumption 3 is also reasonable as the solute was injected in

dilute conditions and does not affect the bulk phase properties. Assumption 4 is acceptable since

the influence of gravity is small. Assumption 5 which assumes that the fluid is incompressible

is perhaps the one that is difficult to satisfy. For the operating conditions considered (both

pure CO2 and mixtures), the range of compressibility factor is 0.257 to 0.334 [53]. The CFD

models used in this study are suited for incompressible fluids while the models that account for

compressibility effects are available, they are computationally expensive for the phenomena we

are interested in describing. The primary goal of this work is to explain many effects that have

been observed in SFC. The inclusion of compressibility effects, while important, is outside the

scope of this work. Assumption 6 deals with the issue of symmetry. The phenomenon of viscous

fingering is known to be asymmetric in nature. However, modeling the column in all the three

dimensions was computationally challenging using the resources that were available.

The simulation is carried out using a commercial computational fluid dynamics (CFD) software,

ANSYS Fluent 16.2 [76]. The mathematical equations in fluent are solved using a porous media

model [78]. The special source terms for species equations are implemented using a user-defined

function (UDF). An axi-symmetric geometry with dimensions length 250 mm and radius 2.3

mm is created and a structured fine mesh is chosen such that the space domain is uniformly

divided into 2 · 105 quadrilateral control volumes (CV).

5.2.1 Materials & Porous zone properties

Fluid properties

The fluid phase materials used in the simulation are CO2 and methanol. Supercritical CO2

properties are loaded in Fluent from NIST Refprop v9.1 database using a user-defined material,

while the methanol properties are imported from Fluent database. The densities of both CO2
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and methanol correspond to the densities reported in [65].

The mixture properties like density (ρmix) and viscosity (µmix) are calculated as volume-weighted

average and mass-weighted average of the species (CO2 and methanol) respectively [78]. The

equations are given below.

ρmix =

[
cCO2

ρCO2

+
cmethanol

ρmethanol

]−1
(5.1)

where ci and ρi are the mass fraction and the density for species i=CO2, methanol, respectively.

µmix = cCO2µCO2 + cmethanolµmethanol (5.2)

where µCO2 and µmethanol are the viscosities of CO2 and methanol, respectively.

Porous zone properties

The porous matrix is filled with adsorbent particles of diameter dp=5 µm. The bed porosity

εB=0.39 is estimated using Darcy’s equation for pressure drop Eq. (5.3), based on the pressure

measurements from the experiments [65].

− ∆Pexp

L
=

150µ(1− εB)2~vs
ε3Bd

2
p

(5.3)

L represents the length of the column; ∆Pexp is the experimentally measured pressure difference

between outlet and inlet of the column, ~vs is the superficial velocity.

The permeability (K̄) of homogenous porous media is calculated using the Carman-Kozeny

equation [79].

K̄ =
ε3Bd

2
P

150(1− εB)2
(5.4)

The intra-particle porosity (εP) is estimated from the experimentally measured total porosity

(εT) using the following expression

εT = εB + (1− εB)εP (5.5)

5.2.2 Governing equations

Continuity & Momentum equations

The mass and momentum conservation equations in porous media as given in the Fluent user

guide were used [78].
∂ (εBρ)

∂t
+∇ · (εBρ~v) = 0 (5.6)
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∂ (εBρ~v)

∂t
+∇ · (εBρ~v~v) = −εB∇P +∇ · (εB~τ) + εBρ~g + ~F (5.7)

The last term (F) in the momentum conservation (Eq. 5.7) represents the viscous and inertial

losses in porous media.

~F = −
(
ε2Bµ

K̄
+
ε3BC2ρ~v

2

)
~v (5.8)

As the flow is laminar, C2=0.

Transport equations

∂ (εBρci)

∂t
+∇ · (εBρ~vci) = ∇ · (εBΓ∇ci) + εBSi (5.9)

∂ (εBρcs,i)

∂t
+∇ · (εBρ~vcs,i) = ∇ · (εBΓs∇cs,i)− (1− εB)

∂ (ρq̄s,i)

∂t
(5.10)

where ci, cs,i represents the fluid phase mass fractions of solvent and solute species while q̄s,i

is the dimensionless solid phase concentration of the solute species i. Γ, Γs are the isotropic

diffusivities for the solvent and solute, respectively and are given by,

Γ = ρD (5.11)

Γs = ρDs (5.12)

D, Ds are the dispersion constants (m−2 s−1) of the solvent and solute, respectively.

Solvent transport equations are solved using standard species transport model, while the solute

fluid phase transport equations are solved by loading user-defined scalar equations into Fluent.

A source term Si is added to solvent transport equation (Eq. 5.9) to account for accumulation

of solvent on the solid.

Si = −(1− εB)εP
εB

∂ci
∂t

(5.13)

where εP is the particle porosity.

Linear driving force model

Although, the influence of mass transfer is negligible because of the size of particles used in this

system (5µm), in addition to, high diffusion coefficients of supercritical fluids, a linear driving

force model is employed to describe the mass transfer effects.

∂q̄s,i
∂t

= k̄(q̄∗s,i − q̄s,i) (5.14)
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where q̄∗s,i is the equilibrium dimensionless solid phase concentration of the solute component i.

A sufficiently high value of k̄=10 s−1 was chosen.

Retention Characteristics

The retention mechanism for the solute flurbiprofen was experimentally determined in an earlier

publication [65]. The experiments involved injection of 2 µL of a dilute solution of racemic

flurbiprofen at different modifier compositions and corresponding measurements of retention

time. The adsorption behavior of racemic flurbiprofen was quantified in terms of an Henry

constant. The Henry constant Hi of component i defined as

q̄∗s,i = Hics,i (5.15)

where q∗s,i and cs,i are equilibrium solid phase and fluid phase concentrations of the solute com-

ponent i. From the measured retention times (tR,i), Henry constant is calculated using the

following equation

tR,i =
L

v

(
1 +

1− εB
εB

Hi

)
(5.16)

where L and v are the length of the column and interstitial fluid velocity, respectively.

It is worth noting that in SFC, the retention of the solute is dependent on the density of the fluid

phase [77]. There are literature studies which show the effects of both the density of the mobile

phase and modifier composition on the Henry constant [80]. For the given system, experimental

observations showed a rise in pressure at the inlet during the injection of solute [65]. The

density of mobile phase entering the column, after the pulse injection of solute, increases due to

the increase in pressure at the inlet. Therefore, the effect of mobile phase density on retention

of solute has to be considered. A new correlation is formulated to account for the dependence of

Henry constant on the mobile phase density and modifier composition. Effect of mobile phase

density is quantified in terms of pressure as it can be incorporated into the simulations in a

rather straightforward manner. The experimental retention times were measured at an average

pressure of 143 bar [65]. Another set of experimental retention times of solute were obtained

from a previous study corresponding to an average pressure of 180 bar [77]. Suitable dead

volume corrections are made in determining the Henry constants for the enantiomers. Based on

the retention information at these pressures, the following equations describe the dependence.

HR = 0.888c0.0014P−0.743m (5.17)

HS = 1.083c0.0013P−0.948m (5.18)

where cm is the methanol mass fraction [-] and P is the pressure in the column [bar]. Fig. 5.4

shows the dependence of Henry constant on the modifier composition and pressure. The Henry
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Figure 5.5: Experimentally measured pressures at the CO2 pump head for different volume
injections.

constant decreases with increase in both the modifier composition and pressure. Eq. (5.17) and

(5.18) are formulated such that the calculated Henry constant passes through the experimental

point at a modifier concentration cm =1. This is done because it is assumed that the methanol

is incompressible and Henry constant of solute in methanol has to be same at different pressures.

It is to be noted that the system under study deals with pressures varying from 135 bar to 180

bar. The correlation extrapolates for pressures 135 bar to 143 bar to describe the retention of

the solute.

5.2.3 Initial & boundary conditions

For all the simulations, the column is initially filled with a mobile phase (cm=0.13). A pulse

injection of tracer or solute in a stream of methanol (cm=1) is made at time t=0.

The boundary conditions used for this simulation are velocity inlet and pressure outlet. The

experiments were performed such that the pressure at the outlet was maintained at 135 bar using

a pressure regulator. Hence, pressure at outlet is maintained at 135 bar for all simulations. No

slip condition is used for the wall.

Pressure-adjusted velocity boundary condition

The large-volume injections (1 mL and 2 mL) from the experiments showed a rise in the pressure

at the inlet because of injection of a high viscosity plug into the column (shown in Fig. 5.5).

The high inlet pressures will introduce compressibility into the system and the assumption of

incompressible fluid will no longer be valid. To negate the effect of compressibility, an adjusted

injection velocity is implemented instead of experimental injection velocity during the pulse

injection. This calculation is performed based on Darcy’s law:
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∆Pinitial

∆PLV
=
~vadj
~vs

(5.19)

where ∆PLV is the difference between outlet pressure and integral averaged pressure at the inlet

during injection; ∆Pinitial is the difference between outlet pressure and inlet pressure at time

t=0. ~vadj, ~vs are the adjusted and experimental superficial injection velocities. ∆PLV & ∆Pinitial

are obtained by running a simulation with experimental injection velocity ~vs. Implementation of

an adjusted injection velocity explains the delay in elution times for large-volume injections. Dai

et al. used a similar approach to explain the delay in elution times for large-volume injections.

In case of small-volume injections, since there is negligible pressure increase at the inlet, no

pressure corrected adjusted velocity is implemented.

5.2.4 Numerical scheme

In this study, axi-symmetric Navier-Stokes equations coupled with species conservation equations

are solved using control-volume methods available in ANSYS Fluent 16.2. The pressure-based

solver is used since the system involves low velocity incompressible flows. In this solver type,

the governing equations are solved sequentially. The solver solves momentum and continuity

equations first and then solves for transport and user-defined scalar equations. A SIMPLE (Semi-

Implicit Method for Pressure-Linked Equations) algorithm is used for pressure-velocity coupling

to ensure mass conservation [43]. For spatial discretization, a 3rd order MUSCL scheme is

used. Using this scheme is required to minimize the numerical diffusion and skip the numerical

instabilities which could affect the spatial accuracy in simulations [76]. Time derivatives are

discretized using first order implicit scheme. The advantage of using implicit method is it is

unconditionally stable with respect to time. The time step used for all simulations is 0.02

s, leading to the Courant-Friedrichs-Lewy (CFL) number less than unity. The iterations are

stopped when the scaled residuals for continuity and momentum equations are less than 1×10−5,

while transport and used-defined scalar equations are stopped when scaled residuals are less than

1×10−10. The simulations are performed using 16 cores Intel Xeon (R) 3.1 GHz machine.

5.3 Results & Discussion

5.3.1 Dynamics of an unretained plug

The first set of simulations represent the tracer experiments reported earlier [65]. The exper-

iments involved injection of different volumes of a very dilute solution of tri-tert-butylbenzene

(TTBB) tracer into the mobile phase. Assuming TTBB is non-adsorbed, the dynamics of TTBB

can be treated as an indication of the propagation of the methanol plug. Fig. 5.6 shows the

dynamics of methanol plug at different times in case of small-volume injections, 5µL and 50 µL.

The propagation is from left to right. The propagation of methanol is predicted using its local

fluid phase composition ci(x, y, t) from Eq. (5.10). For 50 µL volume injection (as shown in Fig.

5.6(b)), the mobile phase, being a low viscous fluid, penetrates into the high viscous methanol
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Table 5.1: Physical properties & simulation parameters.
Parameter Value

Column Properties
Length, L [cm] 25
Diameter, d [cm] 0.46
Bed voidage, εB [-] 0.39
Particle size, dp [µm] 5
Particle voidage, εp [-] 0.615

Physical Properties
Density of supercritical CO2, ρCO2

[kg m−3] 900.56
Density of methanol, ρMeOH [kg m−3] 790.53
Viscosity of supercritical CO2, µCO2

[cP] 0.08
Viscosity of methanol, µMeOH [cP] 0.55
Overall dispersion coefficient for solvent species, D [m2 s−1] 4.5 × 10−9

Overall dispersion coefficient for solute, Ds [m2 s−1] 5 × 10−9

Mass transfer coefficient, k̄ [s−1] 10

Operating Parameters
Superficial velocity, vs [cm s−1] 0.128
Outlet pressure, Pout [bar] 135
Temperature, T [◦C] 30

plug due to the hydrodynamic instabilities at the rear interface. The frontal interface of the

methanol plug remains stable. Since, the width of injection is small in this case, the fingers

propagate till the frontal interface of the methanol plug. The entire methanol plug under the

influence of viscous fingering, dilutes in the mobile phase over time and propagates as a dispersed

pattern. The dispersion due to viscous fingering, drags the width of methanol plug along the

column, leading to band broadening of methanol as it traverses along the column. For a 5 µL

injection, since the width of injection is very small, the effect of viscous fingering is observed

early in the column and the fingers mix with the mobile phase and propagate as a dispersed plug.

Fig. 5.7 shows the dynamics of methanol plug at different times for large-volume injections,

namely, 1 mL and 2 mL. As mentioned in the modeling section, an adjusted injection velocity

boundary condition is implemented to account for pressure increase at the inlet. For a 1 mL

injection, the adjusted velocity is calculated to be 0.63 times that of experimental injection

velocity, while for a 2 mL injection, the same is found out to be 0.44 times that of experimen-

tal injection velocity. The simulation is performed such that an adjusted injection velocity is

switched to experimental injection velocity, after time of injection. As expected, the rear inter-

face of methanol plug is affected by viscous fingering while the frontal interface remains stable

as it traverses along the column. It can be observed that the methanol plug propagates in two

regions. One, the region where the methanol plug is unaffected by viscous fingering phenomenon
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(a) 5 µL volume injection

(b) 50 µL volume injection

Figure 5.6: Evolution of local methanol concentration c(x, y, t) at different times for cases (a) 5
µL injection (b) 50 µL injection. The propagation is from left to right.

and the other, is the region under the influence of the fingers. The leading edge of the methanol

plug elutes as viscous fingers propagate through the rear portion of the plug. Band broadening
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(a) 1 mL volume injection

(b) 2 mL volume injection

Figure 5.7: Evolution of local methanol concentration c(x, y, t) at different times for cases (a) 1
mL injection (b) 2 mL injection. The propagation is from left to right.

occurs due to dispersion of the rear portion of methanol plug under the influence of viscous

fingering.
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Figure 5.8: CFD simulated elution peaks of methanol in comparison to that of experiments.
Note that the 5µL and 50 µL experimental peaks are magnified 10 times while the simulated
peaks are magnified 5 times for visualization.
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The simulations are performed for 4 different volume injections, i.e. 5 µL, 50 µL, 1 mL and 2

mL. The eluent concentration is represented in terms of a mass-weighted cross sectional average

of methanol mass fraction c at the outlet. In Fig. 5.8, the elution profiles for these simulations

and experimental elution peaks are compared. The elution profiles calculated from equilibrium-

dispersive (ED) model in [65] are also compared with the CFD model. Due to difficulties in

calibrating UV absorbance for these experiments, UV readings are not converted to concentration

units and were used as-is from experimental measurements. A long tail is observed in elution

peaks for 50 µL, 1 mL and 2 mL injections because of the dispersed pattern of the methanol plug

propagating under the influence of viscous fingering. The CFD model clearly predicts the delay

in elution that is observed in the experiments but absent in the ED calculations. The model also

predicts, qualitatively, the peak distortions observed in the trailing edge of the elution profile

arising due to viscous fingering.

5.3.2 Dynamics of a retained plug

In this section, adsorption effects are considered in addition to the hydrodynamic effect that

was described in the previous section. The simulations represent experiments involving different

volume injections of a racemic mixture of R-Flurbiprofen and S-Flurbiprofen in a mixed-stream

mobile phase [65]. Dispersion coefficient for solute (Ds) was estimated by fitting the simulated

elution peaks of the smallest volume injection (5 µL) to the experiments. The physical proper-

ties and simulation parameters used are given in Table 5.1.

For large-volume injections (1 mL and 2 mL), experiments showed a rise in pressure at the CO2

pump head. As mentioned earlier, this is due to the injection of high viscosity plug into the

column. The simulations also showed rise in pressure at the inlet. Increase in pressure caused

delay in elution times, because of compressibility in the system. Since the simulation assumes

fluid incompressibility, adjusted injection velocity is implemented, as described in modeling sec-

tion, to indirectly account for the effect of fluid compressibility.

The simulated propagation of R-Flurbiprofen and S-Flurbiprofen enantiomers, inside the column

is shown in Fig. 5.9 and 5.10, respectively. The leading edge of the solute will be in methanol

while the trailing edge coincides with the interface of mobile phase. The trailing edge of the

solute under the influence of mobile phase slowly disengages itself from the methanol plug, due

to high retention in mobile phase when compared to methanol. This equilibrium effect causes

distortion (creation of a long plateau) of solute band by dragging the rear portion of solute

band into mobile phase. Many interesting phenomena can be observed. Firstly, for large-volume

injections (as shown in Fig. 5.9(c), 5.9(d) and 5.10(d)), a part of the solute band elutes under

the distorted methanol band. For these cases, it can be clearly seen that the solute band is also

distorted. The distortion in the solute band occurs due to the influence of viscous fingering,
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(a) 5 µL volume injection (b) 50 µL volume injection

(c) 1 mL volume injection (d) 2 mL volume injection

Figure 5.9: Evolution of local R-Flurbiprofen concentration cs(x, y, t) at different times for cases (a) 5 µL injection (b) 50 µL injection
(c) 1 mL injection (d) 2 mL injection. The propagation is from left to right.
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(a) 5 µL volume injection (b) 50 µL volume injection

(c) 1 mL volume injection (d) 2 mL volume injection

Figure 5.10: Evolution of local S-Flurbiprofen concentration cs(x, y, t) at different times for cases (a) 5 µL injection (b) 50 µL injection
(c) 1 mL injection (d) 2 mL injection. The propagation is from left to right.

70



while the equilibrium effect is responsible for dragging the rear portion of the solute band in

the mixed-phase environment along the column. Second, there are also situations where the

solute band is present within the modifier band when viscous fingering develops but owing to

the stronger retention, the solute has disengaged from the modifier band. However, the rem-

anants of the distortion continue to propagate along the column. This is clearly seen in Fig.

5.10(c). Finally compared to the case of ED simulations, in addition to capturing the distortion

effects, the pressure-adjusted velocity boundary condition also captures the delayed elution of

the profiles. Fig. 5.11 shows the qualitative comparison of experimental elution profiles of both

enantiomers to that of calculated elution peaks from ED and CFD models. The eluent con-

centration from the CFD simulations is represented in terms of a mass-weighted cross sectional

average of solute mass fraction cs at the outlet. Due to difficulties in calibrating UV absorbance

for these experiments, UV readings are not converted to concentration units and were used as

they were obtained from experiments. R-Flurbiprofen, for large-volume injections, elutes in two

different environments: methanol (cm=1) and mobile phase (cm=0.13). Hence, a sharp rise in

the elution profile followed by a long plateau is noticed. 2 mL injection of S-Flurbiprofen also

show the same behavior. The CFD simulations results make a good qualitative match with the

experiments. It is worth considering that Dai et al. reported reproducibility issues for large-

volume injections [65].

Another interesting phenomenon noticed in the experiments were the peak fronting effect for

S-Flurbiprofen, particularly for the 1 mL injection. The simulation also predicts similar peak

fronting behavior for the solute. The cause of this behavior is because the solute band spends

more time disengaging itself from the methanol band, leading to band broadening [65]. The

modifier composition will vary from cm=0.13 to cm=1, making the band to disperse. To elab-

orate this, the retention of solute, a modifier composition dependent, propagates with different

characteristic velocities in this region, thereby causing the spreading [65]. The band broadening

effect is more significant in case of 1 mL injections. While the influence of different retention

behavior dominates the solute band propagation, viscous fingering also plays a significant role

in affecting the propagation. The solute band interacts with methanol band in the region under

the influence of viscous fingering. Because of this, the peak fronting is distorted in simulations,

similar to that observed from the experiments. The evolution of S-Flurbiprofen 1 mL injection at

different times inside the column is shown in Fig. 5.10(c). Fig. 5.12 shows the magnified portion

of the plateau in S-Flurbiprofen elution profile. In theory, a flat long plateau is expected in the

elution, but, due to the solute interactions with viscous fingers, it can be seen that the plateau

is distorted and matches well (qualitatively) with the experiments. The peak fronting effect

for R-Flurbiprofen is less significant than S-Flurbiprofen in case of 1mL because R-Flurbiprofen

solute comes out of the methanol plug faster than S-Flurbiprofen. For small-volume injections,

the solute band completely disengages itself from methanol band before viscous fingering phe-

nomena influences methanol plug. Later, the solute band propagates in the mixed-phase.
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Figure 5.11: CFD simulated elution peaks in comparison to that of experiments and ED sim-
ulations for different volume mixed-stream injections corresponding to (a) R-Flurbiprofen (b)
S-Flurbiprofen. Note that the 5µL and 50 µL experimental peaks are magnified 10 times while
the simulated peaks are magnified 5 times for visualization.

5.3.3 Influence of viscous fingering on a small-volume injection

Both experiments and simulation showed peak broadening in case of small-volume injections.

A case study is performed to analyze the influence of viscous fingering for a solute injected in

small-volumes. Three cases are considered with R-Flurbiprofen as solute. In Case 1, a simulation

is performed, similar to earlier section, where the propagation of R-Flurbiprofen is captured for

a 50 µL injection. The simulation took into account of both viscous fingering and equilibrium

effects. The elution peak of R-Flurbiprofen for this simulation is shown in Fig. 5.13 (blue line).

In another simulation Case 2, viscous fingering effect is decoupled by making the viscosity of the

mixture constant, instead of concentration dependent. The elution peak of R-Flurbiprofen in

this case, coincides exactly on the elution peak of Case 1. It is worth noting that the solute band

disengages from methanol band very early in the column, because of small-volume injection. In

Case 2, the solute band will be under the influence of equilibrium effect, similar to Case 1,
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Figure 5.13: Solute (R-Flurbiprofen) elution peak for a small-volume injection (50µL). Case 1:
With both viscous fingering and equilibrium effects (blue line). Case 2: With equilibrium effect
and no viscous fingering (circles). Case 3: With no viscous fingering and no equilibrium effect
(black line).
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till the band disengages itself from methanol band, because of difference in retentions between

solute and methanol. On the other hand, viscous fingering phenomenon affects only methanol

band as it traverses along the column. A Case 3 is simulated where a pulse injection of solute

R-Flurbiprofen is made in the mobile phase, instead of methanol plug. This case is similar

to a modifier-stream injection where solute propagates in a single-phase environment with no

viscosity contrasts and no equilibrium effects in the column. The elution peak for this case is

shown in Fig. 5.13 as black line. It can be seen that the elution peaks from Cases 1 & 2 are

more dispersed when to compared to Case 3. The reason for peak broadening in Cases 1 & 2

is primarily due to equilibrium effect, as the solute is injected in a mixed-stream mobile phase.

This is consistent with observations reported recently [69].

5.4 Conclusions

A comprehensive axi-symmetric CFD model for a solute propagation in the supercritical fluid

chromatographic (SFC) columns has been developed using commercial CFD solver ANSYS Flu-

ent 16.2, where special source terms have been implemented using a user-defined functions. The

model was able predict the dynamics of a solute in the supercritical fluid chromatographic (SFC)

columns. Influence of viscous fingering and equilibrium effects on a pulse injection was studied.

Experiments from the reports were compared to the simulation results. Key observations that

could not be captured by classical Equilibrium-Dispersive models such as delay in elution times

due to inlet pressure increase; peak fronting and peak distortions were predicted by the CFD

model. The speculations of viscous fingering being the primary cause of peak distortions in large-

volume injections, that were put forward in the previous publication was confirmed through the

model. Modeling results provided a good description of experimental results. On one hand,

while viscous fingering was the chief cause of peak distortions in large-volume injections, the

effect of solvent strength on retention, commonly termed as the ”plug-effect” was shown to be

the primary reason for band broadening in small-volume (analytical scale) injections.
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Chapter 6

Concluding remarks

6.1 Conclusions

This thesis dealt with the modeling and optimizations for adsorption and chromatographic based

separation processes. In first part of the thesis, a rigorous process optimization was performed

for four different PSA cycle configurations in order to evaluate their potential for pre-combustion

CO2 capture using TDA AMS-19. The second part of the thesis verified the hypothesis of viscous

fingering for a mixed-stream injections in supercritical fluid chromatographic columns using an

axi-symmetric CFD model.

In Chapter 3, a detailed PSA model and an optimization framework was introduced. Modeling

the adsorption equilibria using the Sips isotherm model and also the estimation of competi-

tion of component species in a gaseous mixture was discussed. A one-dimensional model with

mass, momentum and energy balances to describe the dynamics of an adsorption process was

presented. A finite volume methodology using van Leer scheme was employed for spatial dis-

cretization and resulting ordinary differential equations in time were solved using an in-built

ODE solver in MATLAB. A basic 4-step PSA cycle with adsorption, blowdown and pressuriza-

tion steps was used to validate the model by satisfying the mass balance closure. The model was

found to be accurate and computationally efficient requiring only 30 control volumes in order to

accurately capture the dynamics of each state variable in a PSA process. A multi-objective op-

timization framework based on genetic algorithm was introduced, which was later coupled with

the PSA model using genetic algorithm toolbox in MATLAB to obtain the results discussed in

the subsequent chapter. The advantages and disadvantages of genetic algorithm along with the

methodology were also presented.

Chapter 4 focused on evaluating different PSA cycle configurations using a multi-objective opti-

mization. The adsorption equilibria for CO2 on TDA AMS-19 was modeled using a Sips isotherm

model based on the experiments performed by TDA Research Inc. and H2 isotherm data on

activated carbon was obtained from literature. An unconstrained multi-objective optimization

was performed to maximize the CO2 purity and recovery for four PSA cycles. The basic 4-step
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PSA cycle was found to be infeasible while the configuration B with counter-current blowdown,

pressure equalization, purge and light product pressurization was able to achieve the desired

CO2 recoveries but the CO2 purities were limited to 92%. Configurations C and D were able to

achieve CO2 purities and recoveries greater than 95% and 90% respectively. A detailed parasitic

energy model for PSA process was developed taking into account CO2 compression, steam con-

sumption and heat recovery units. A multi-staged compression with intercoolers was considered

to estimate the electrical power consumption for CO2 compression. The steam consumed in the

PSA process was quantified in terms of an equivalent electricity that can be generated. The

CO2 compression energies were compared against two different cases to validate the method-

ology and a parametric study was performed to learn the effect of low pressure on the power

consumption in the PSA process. Furthermore, a constrained multi-objective optimization prob-

lem was considered to minimize the total power consumption and maximize the productivity of

the PSA process. For this, an 8-step PSA cycle configuration was optimized as it satisfied the

CO2 purity-recovery requirements.

In chapter 5, a comprehensive axi-symmetric CFD model is developed to verify the hypothesis

of viscous fingering influencing the peak distortions in supercritical fluid chromatography. A

commercial CFD solver ANSYS Fluent 16.2 was employed for solving mass, momentum and

transport equations simultaneously. Special source terms have been implemented using a user-

defined functions. The model confirmed the existence of viscous fingering which contributed to

the chromatographic band distortions in SFC. The CFD model was also able to capture other

phenomenon such as delay in elution times and peak distortions that could not be predicted by

classical Equilibrium-Dispersive model. The simulated elution peaks showed a good comparison

with the experimental results. It was also shown that the propagation of solute in small-volume

injections is more influenced by plug-effect rather than viscous fingering.

6.2 Outlook

The first part of this work has provided a path towards designing and evaluating different

pressure swing adsorption processes for pre-combustion CO2 capture through modeling and op-

timization techniques. By coupling a rigorous multi-objective routine with the one-dimensional

PSA model, it is now possible to determine the optimal operating conditions that could maxi-

mize the purity, recovery, productivity and minimize the energy consumption of a PSA process.

Although, it was shown that some of the PSA cycle configurations have the potential to reach

the requirements for sequestration, there are several aspects that requires further investigation.

A proper description of adsorption equilibria of H2 and H2O on TDA AMS-19 is necessary. A

possible study on experimental measurements of multi-component adsorption equilibria would

verify the accuracy of extended Sips isotherm model. While the energy model discussed in this
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work provides the information on the power consumption for a PSA process, future studies

should focus on integrating the steam consumption and heat recoveries into an IGCC power

plant. Even though, the energy and productivity optimization provides a preliminary estima-

tion of operating costs for the PSA process, considering a detailed economic analysis could be

the possible extension of this work in order to understand the complete process performance.

Finally, developing new and improving the existing PSA cycle configurations would also explore

the potential of adsorptive pre-combustion CO2 capture.

In the second part, development of a comprehensive axi-symmetric CFD model provided a proper

description of propagation of solute bands along the chromatographic columns. The CFD model

captured interesting phenomena such as viscous fingering, delay in elution times and peak dis-

tortions that were not predicted by classical Equilibrium-Dispersive model. Modeling the system

in three dimensions was challenging due to the limited computational resources, but it is worth

considering for a better understanding of asymmetric nature of viscous fingering phenomenon.

The possible extension of this work would be the implementation of fluid compressibility into

the model.
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Appendix A

Effect of solvent dispersion constant
D

Viscous fingering is a transient phenomenon where dispersion and mixing influence the propa-

gation of fingers along the column [71]. Hence, the choice of dispersion constant and grid size is

critical while modeling fingers. A parametric study is performed to see the effect of dispersion

constant on viscous fingering. For this, simulations are run for 4 different dispersion constants,

(a) D = 3 × 10−9 m2 s−1 (b) D = 4 × 10−9 m2 s−1 and (c) D = 4.5 × 10−9 m2 s−1 (d) D

= 5 × 10−9 m2 s−1. A large volume of 2 mL pulse injection of methanol is considered. Fig.

A.1 shows the propagation of methanol plug at different times for all cases. It can be seen that

the fingering phenomena originates at same time for all cases. However, for case with D = 3 ×
10−9 m2 s−1 at time t=300 s, the plug distortion is different from other cases. As the dispersion

constant is reduced, it is expected that the model captures propagation of more fingers along

the column. However, since the grid size is kept constant, decreasing the dispersion reduces the

resolution of the grid to capture fingers, leading to mixing. Fingers propagation for such cases

can be shown by increasing the resolution of the grid. For other cases, it can be seen that the

length of distorted region decreases with increase in dispersion constant, due to mixing of fingers.

While modeling viscous fingering, therefore it is important to choose correct combination of grid

size and dispersion constant. Fig. A.2 shows the elution profiles of methanol for all cases under

this parametric study. An averaged value of D = 4.5 × 10−9 m2 s−1 is chosen as the dispersion

constant for the solvent.
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(a) D = 3 × 10−9 m2 s−1 (b) D = 4 × 10−9 m2 s−1

(c) D = 4.5 × 10−9 m2 s−1 (d) D = 5 × 10−9 m2 s−1

Figure A.1: Evolution of local methanol concentration ci(x, y, t) at time t= 200, 250, 300 and 350 seconds for cases (a) D=3 × 10−9 m2

s−1 (b) D=4 × 10−9 m2 s−1 (c) D=4.5 × 10−9 m2 s−1 (d) D=5 × 10−9 m2 s−1. The propagation is from left to right.
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Figure A.2: Elution peaks of methanol for different dispersion constants [in m2 s−1].
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