
University of Alberta

Electromagnetic Energy and Data Transfer for
Low-Power Implantable Biomedical Devices

by

Navid Rezaei Sarchoghaei

A thesis submitted to the Faculty of Graduate Studies and Research in partial
fulfillment of the requirements for the degree of

Master of Science

in

Communications

Department of Electrical and Computer Engineering

c© Navid Rezaei Sarchoghaei
Fall 2013

Edmonton, Alberta

Permission is hereby granted to the University of Alberta Libraries to reproduce single copies of this thesis

and to lend or sell such copies for private, scholarly or scientific research purposes only. Where the thesis is

converted to, or otherwise made available in digital form, the University of Alberta will advise potential

users of the thesis of these terms.

The author reserves all other publication and other rights in association with the copyright in the thesis

and, except as herein before provided, neither the thesis nor any substantial portion thereof may be printed

or otherwise reproduced in any material form whatsoever without the author’s prior written permission.



To my beloved wife

and

my dear family



Abstract

We investigated the problem of constructing a near-field link budget to wirelessly

communicate with high data rate (e.g. 3.125 Mbps) implantable circuitry located

few centimeters under the skin using spread spectrum technique. Different methods

and frequency bands were analyzed to choose the appropriate 2.4-GHz ISM band.

The nominal power consumption of the implantable baseband communications cir-

cuitry was estimated for smaller technology nodes using the Synopsys CAD tools.

The effect of using the ultra low power subthreshold operation in different technol-

ogy nodes was also analyzed using predictive technology models. By introducing

an analysis flow and the corresponding implementation code, we were also able to

predict the subthreshold power consumption of the circuitry in different technology

nodes and importantly at the gate level.
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Chapter 1

Introduction

This thesis project is a part of a larger research effort, called Project SMART (Sen-

sory Motor Adaptive Rehabilitation Technology) [1]. The ultimate goal of the group

is to develop revolutionary neural interfaces to recover motor and sensory abilities

after neural injuries and diseases. Neural interfaces are defined as devices that record

from and stimulate the nervous system to regain lost functions.

Neural injuries and diseases affect individuals for the rest of their entire life

because the neural axons in the central nervous system (including the brain and

spinal cord) do not have the ability to regenerate. Recent estimates show that one

in three Canadians of all ages will be affected by a disease, disorder, or injury of the

brain or nervous system. Based on Health Canada data, the economical burden of

neural pathologies is conservatively estimated to be $22.7 billion annually [2].

Our research subgroup, called the Embedded Recording Focus Group, is working

towards the design and implementation of an implantable wireless neural recording

device. The device is intended to record neural activities from the dorsal root ganglia

in the spinal cord and then wirelessly transmit the signals to an external control

system. The data obtained from the neural recorder is to be processed to provide

feedback in a closed-loop intra-spinal micro-stimulation (ISMS) system, where the

neural signals are used to obtain sensory information and predict limb position to

modulate the ISMS pattern to produce controlled walking in real-time. This wireless
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neural recording system could be used for other neural recording purposes as well

and even with some modifications can be ready for brain-computer interface.

As a member of the communications section of the subgroup, the author has

worked on various research topics based on requirements of an implantable wire-

less transmitter. Among the project requirements, the communications method was

considered first. As the main contribution, the link budgets for the uplink and

downlink are analyzed to understand how much transmit power is needed to achieve

a required data rate. Assuming that power should be transferred over an inductive

downlink, the power consumption of the implantable wireless transmitter is esti-

mated. Another analysis is that how much we can save in terms of circuitry power

consumption by using smaller technology nodes and subthreshold regime.

The neural recording implant is assumed to be located a few centimeters under

the skin and in muscle tissue close to the spinal cord. Therefore, the communi-

cations method should accommodate a few centimeters of biological tissue in the

transmission path. We have freedom in choosing the location of the external re-

ceiver/transmitter and it can even be put close to skin. As the neural signals are

inherently high data rate, we require the implantable transmitter to be able to trans-

mit a few Mbps of data. According to the estimates with 16 channels of recording,

around 3 Mbps transmission capability should be enough. The communications

system should not be detuned much due to surrounding biological tissues. The

communications method chosen should give enough protection against interference

and should also give the ability to add extra implantable sensors in the case needed.

As an implantable device, the form factor becomes important as well.

The rest of the thesis is organized as follows: A literature review on the research

topics and some preliminary information is included in Chapter 2. A link budget

analysis is presented in Chapter 3. The power consumption estimation of the wireless

transmitter circuitry is included in Chapter 4. Chapter 5 summarizes the conclusions

of the research and proposes directions for possible future work.
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Chapter 2

Literature Review

2.1 Current Implantable Communications Systems

In this section, we consider the various options for communicating with an implant

system. Section 2.1.1 reviews near-field communications methods, which have two

main scenarios: one uses inductive powering only and the other uses inductive pow-

ering and telemetry. Section 2.1.2 analyzes far-field communications and reviews

and compares the projects done in this field.

Based on electromagnetic wave characteristics from a transmitter antenna, the

space surrounding the antenna is usually categorized in two regions of near-field

and far-field [3]. Added to the propagation terms in the far-field distance from the

antenna, there are some evanescent terms that fade out at a certain distance from

the antenna. The electromagnetic waves in the near-field are therefore sometimes

called quasi-static [4]. In vacuum, the electromagnetic waves from the antenna

in the far-field are essentially transverse electromagnetic (TEM) and the angular

distribution of the field is not dependent on the separation, however this may not

be the case in the near-field and fields in the direction of the propagation may

exist with an angular distribution that varies with distance. The near-field can be

separated into two sections of reactive near-field and radiating near-field (Fresnel)

with an approximate separation of R < 0.62
√
D3/λ and 0.62

√
D3/λ ≤ R < 2D2/λ,

respectively. The far-field is then located in around R ≥ 2D2/λ. The parameters λ,

3



D and R in the inequalities are wavelength, largest dimension of the antenna and

distance from antenna, respectively. Note that, D must be large compared to the

wavelength for the inequalities to be valid [3].

2.1.1 Near-field Communications

Power and data can be transfered to an implant jointly via inductive coupling. There

are two major factors to consider regarding inductive links. One is the amount of

coupling between the magnetic coils at the transmitter and receiver, and the other

is the heat dissipation in nearby tissues due to inductive heating.

Recall that, the near-field region can be categorized into the reactive near-field

and radiative near-field. Inductive coupling is strong in the reactive near-field region

of the transmitter coil. Typically, the reactive near-field extends out to a distance

of R1 = 0.62
√
D3/λ from the antenna. The radiative near-field begins at a distance

of R1 = 0.62
√
D3/λ to R2 = 2D2/λ from the antenna [3]. For example, if a dipole

antenna operates at f = 2.4 GHz and has the length of D =1 cm, then R1 ≈ 1.75

cm and R2 ≈ 16 cm. Accordingly, inductive links are suitable for short range power

and data transfer.

The downlink (towards implant) can be used for inductive power transfer or joint

power transfer and data telemetry. Note that the uplink (leaving body) is usually

of greatest interest for data telemetry. In the next subsections, projects addressing

these two attributes will be introduced. Data transfer can even be accomplished

through the same coupled loop antennas for inductive powering.

Inductive Power Transfer

Electronic biomedical implants need a source of electrical energy to operate. Tra-

ditionally, the electric energy is supplied by batteries. However, limited battery life

imposes relatively high risk and further costs to this solution, including the need to

replace expended implanted batteries with surgery.
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Battery systems can also be charged via wireless power transfer. One practical

way to do this is to make use of inductive links. The power transfer is basically

achieved by using two magnetic coils serving as external transmitter and implanted

receiver. Figure 2.2 demonstrates this concept.
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Figure 2.2: Inductive link concept [5].

5



Table 2.1: Inductive Power Transfer

Project fc (MHz) Distance External coil Implant coil Application
(cm) diameter (cm) diameter(cm)

Lee2010a [6] 13.56 7–12 16.8 3.0 Brain Neural Recording

Song2007a [7] 13.56 1 1 Brain Neural Recording

Kiani2010a [8] 13.56 ∼1 2 1 Generic (No Implantation)

Kim2007a [9] 2.64 <1.2 ≥ 0.5 0.5 Generic (No Implantation)

RamRakhyani2011 [10] 0.7 1.0–2.0 ≤ 8 2.2 Generic (No Implantation)

The inductive coupling is described by Faraday’s Law:

∮
~E · ~dl = −∂ΦB

∂t
(2.1)

where ~E is the electric field induced along an element ~dl of one loop of the coil, and

ΦB is the magnetic flux enclosed by the coil.

Let’s assume that two coils are in each other’s vicinity and current, i1, is flowing

in the first coil. If the current changes, a variable magnetic flux happens which leads

to a total electromotive force (EMF) in the second coil [4].

v2(t) = −n2
∂ΦB(t)

∂t
(2.2)

where v2(t) =
∮ ~E2(t) · ~dl2 and n2 is the number of windings of the second coil.

Inductive coupling has been used in several projects to achieve magnetic power

transfer. Table 2.1 compares some of their main specifications.

Joint Inductive Power Transfer and Data Telemetry

In another scenario, inductive link is used for transferring both data and energy.

Before comparing these projects, we need to define some terminology. By down-

link and uplink we mean the wireless connection towards the implant and external

circuitry, respectively. Over the downlink, power signals, command signals or both

kinds of signals can be transmitted. Over the uplink, data signals are transmitted.

Table 2.2 compares recent projects that use both energy transfer and data teleme-

try. The energy transfer in all the projects of the chart is accomplished via inductive
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coil-to-coil links. However, the uplink data telemetry is done either by RF links or

inductive links. A change in load can affect the transmitter in the near-field region.

Based on this phenomenon, Load Shift Keying (LSK) modulation can be used to

transmit data back through the same coil system that delivers power. The projects

in this table do not meet our minimum requirements for data rates.

2.1.2 Far-field Communications

The far-field region of the antenna starts at a radial distance of approximately R2 =

2D2/λ from the antenna, whereD is the largest dimension of the antenna and λ is the

wavelength. In the far-field region, the angular distribution of the electromagnetic

field is essentially independent of the distance from antenna. Moreover, the field

components are transverse in this region. These field properties make the analytical

solutions much easier. In fact, closed-form solutions are reachable in simpler cases

[3].

To model transmission in the far-field region, we can use the Friis Transmis-

sion Equation [3]. By means of this equation, the received power is computable

in free space. This equation is the basis for link budget analysis. For reflection

and polarization-matched antennas, which are aligned for maximum radiation and

reception, the Friis Equation simplifies to [3]:

Pr
Pt

=

(
λ

4πR

)2

G0tG0r (2.3)

where Pt is the input power at the terminals of the transmitting antenna, Pr is the

power delivered to the receiver load, G0t is the maximum transmitter antenna gain,

G0t is the maximum receiver antenna gain, R is the distance between two antennas,

and λ is the wavelength of the signal.

Table 2.3 compares the projects done in far-field category of implantable commu-

nications. The comparison is based on two main specifications for our work, which

are power consumption and data rate. These projects in this table are the most

relevant implantable systems that we are aware of. Some of these projects lack the
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minimum data rate required, such as in [17, 18, 19]. Some other projects are not

implanted well in tissue (a few cm) and have also not well considered the deteriora-

tion due to other transmitters in the same congested 2.4-GHz ISM band; therefore,

the data rates are expected to drop significantly due to the extra path loss and

interference (Projects [20, 21, 22]). Some projects also need to discuss the detuning

effects of surrounding tissues on the electric antennas used such as in [20, 22].

2.2 Antenna Designs and Their Compatibility with Im-

plantation

In the antenna circuit model, the radiation resistance is the resistance that models

the amount of radiated power radiated by the antenna. The loss at the antenna

is modeled by a loss resistance, and the reactivity of the antenna is modeled by a

reactance parameter. Using the antenna model parameters, we can calculate the

antenna radiation efficiency as follows [3]:

ecd =
Rr

RL +Rr
(2.4)

where Rr is the radiation resistance and RL is the loss resistance.

Based on the antenna design, the radiation resistance has been improved. The

gain of antenna is given by G = ηD, where η is the antenna efficiency and D is

the directivity. The efficiency in this formula includes impedance matching. As

the radiation efficiency increases, more radiation is emitted from the transmitter

antenna and more antenna gain is resulted.

If the radiation resistance of an antenna is very small, it cannot be efficiently used

for radiation. Therefore the transmission range is limited. Loop antenna designs

are usually split into two categories: electrically small antennas (C < λ/10) and

electrically relatively large antennas (C ∼ λ), where C is the loop circumference.

The electrically small antennas are poor radiators, which means that their radiation
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resistance is very small. They are more typically used in the receive mode rather

than the transmission mode [3].

Although loop antennas with very small radiation resistance cannot be efficiently

used for radiation, they may have relatively strong near-fields and can be used well

for the coupled transmission case. However, we should know that as the near-field

is limited to a short range from the antenna (R < 2D2/λ), the coupling between

loop antennas is limited in range.

The circumference of the receive antenna used in the simulations in [23] is ap-

proximately 0.5 cm, which is less than λ/10 at 2.45 GHz (λ = 12.245 cm). Therefore,

the receive loop antenna can be categorized as an electrically small loop antenna.

Although, we can transmit signals on the uplink using this antenna, the efficiency

is limited due to its size. The radiation resistance of a small loop antenna can be

increased by increasing its total circumference, which is done simply by increasing

the turns. Another way would be to use a high permeability ferrite core, which will

increase the magnetic field intensity and thus the radiation resistance.

One potential concern with using loop antennas is the amount of specific ab-

sorption rate (SAR) that they produce in biological tissues. This can be overcome

by operating the loop antennas at optimal frequencies, as suggested in [23]. Addi-

tionally, a new design for mm-size loop antennas has been proposed in [24], which

includes segmentation of the loop antenna. Using this design, the SAR produced

by the power link reduced by 30% and also 10% link loss reduction achieved. This

result increases the power available by about 43% compared to the conventional loop

antenna.

2.2.1 Loop Antennas for Data Communications

In contrast with other electric antennas, such as the dipole and patch, loop antennas

are magnetic antennas. Magnetic antennas are less detuned compared to electric

antennas by the dielectric properties of the surrounding materials in the reactive

near field. This is the reason why loop antennas are often used in hand-held and
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body-worn applications [25].

Added to this advantage, the loop antenna structures are usually preferred be-

cause of functionality. One functional advantage is that solenoidal current sources

produce a weaker electric near-field, which causes less tissue loss [23]. The other

reason is that loop antennas demonstrate good magnetic coupling [24].

Loop antennas can be used in two different scenarios to transmit signals: one is

coupled transmission and the other is radiative transmission.

In the coupled transmission scenario, the receiver is usually another loop antenna

as well. The coupling occurs in the near-field and therefore the transmission range is

limited to this region. Examples of this kind of transmission are a simple transformer

and the near-field communication (NFC) system available in recent mobile handsets

[26]. In the coupling case, transmitter radiation resistance is so small that not much

radiation occurs and the antenna simply works as an inductor with high near-field

magnetic intensity, which decays significantly with distance.

In the radiative case, the radiation resistance of the loop antenna, which is

proportional to antenna efficiency, is an important characteristic. In this application,

the loop antenna is used like any other antenna for far-field purposes and is analyzed

similarly. As noted earlier, antennas can be categorized into two groups: small and

large. If the loop circumference is smaller than one-tenth of free space wavelength,

the loop is considered small and if it is in the order of the free-space wavelength,

the loop is considered large. Small loops usually have a smaller radiation resistance

compared to large loops. Therefore small loops are usually used in receive mode

in radio communications. The loop antennas are mostly operated in the HF (3-

30 MHZ), VHF (30-300 MHz), and UHF (300-3000 MHz) bands [3].

It is possible to have power transfer over the same communications link. Several

designs using loop antennas, for both energy transfer and also data communications

have been reported in the literature [15, 27, 16]. However, using the same coil-to-

coil link for both uplink and downlink data transmission has not yet been applied

to high data rates. In [15], 32 kbps with a 4 MHz carrier frequency for the uplink
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was achieved. The maximum data rate achieved in [16] is a bit higher with 60 kbps

at a 700 kHz carrier frequency. The carrier frequencies used in the literature are,

however, for smaller frequencies. As discussed, the optimal frequency for biological

implants falls in the low-GHz range and as the efficiency of the loop antenna is higher

at larger frequencies and the radiation resistance is larger, we expect an increase in

the achievable data rate as well.

Sample Antenna Design for Radiative RF Communications

The formulas derived based on assumption of small loop and constant current can be

used as a starting point for radiative loop antenna design. Under the constant cur-

rent assumption, the loop can be considered as a radiating inductor with inductance

L and radiation resistance Rr. Adding an appropriate capacitance C, produces a

resonant circuit. Also a resistance Ratt is often added in parallel to the capacitor

to reduce the quality factor and therefore reduce the sensitivity to tolerances. The

model of the loop antenna is illustrated in Fig. 2.3.

Ratt

Rloss

C

L

Rr

Figure 2.3: Loop antenna model with radiation resistance (Rr), capacitance (C),
loss resistance (Rloss), inductance (L), and attenuation resistance (Ratt) [25].
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The model parameters are calculated using the following equations [25]:

Rloss =
U

2w

√
πfµ0

σ
+RESR (2.5a)

L = µ0a
(

ln
(a
b

)
+ 0.079

)
(Circular loop) (2.5b)

L =
2µ0

π
a
(

ln
(a
b

)
− 0.774

)
(Square loop) (2.5c)

Rr =
A2

λ4
× 31.171× 103 Ω (2.5d)

where the formulas are valid for a circular loop antenna with radius a, a square

loop antenna with the side length a, or for a rectangular antenna with an equiva-

lent square side length of a =
√
a1a2, where a1 and a2 are the side lengths of the

rectangular loop. The circumference of the loop is shown by U , the wire radius is

called b and the equivalent b parameter for loop antenna realized with PCB trace

is b = 0.35d + 0.24w, where d is the thickness of the copper layer and w is the

trace width. The equivalent series resistance RESR accounts for the losses in the

capacitor. A is the area of the loop antenna.

The maximum quality factor is calculated from the following formula [25]:

Q =
1√

1 + ∆C/C − 1
(2.6)

where ∆C/C is the capacitance tolerance.

Recall that the loop is modeled with an inductance, and so we will have [25]:

Ratt trans =
2πfL

Q
−Rr −Rloss (2.7)

where Ratt trans is the transformed attenuation resistance from parallel to series.

The radiative efficiency of the antenna can then be calculated as follows [3]:

η =
Rr

Rr +Rloss +Ratt trans
(2.8)
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Using Eq. 2.7, the radiative efficiency can be calculated as [25]:

η =
QRr
2πfL

(2.9)

To compare the radiative efficiency of small loop antennas at different frequen-

cies, consider Fig. 2.4 which plots the radiative efficiency of small loop antennas

versus their diameter. In this figure, the capacitance tolerance is 5%, the PCB

trace width is 1 mm, and the copper thickness is 5 µm. According to this plot, we

can expect even higher efficiencies for the loop working in the 2.4-GHz ISM band,

but Eq. 2.9 does not accurately define the behavior at 2.4-GHz and the efficiency

value exceeds the 0 dB for larger diameter sizes. This is because for larger diameter

sizes, the small loop antenna assumption is violated and as the radiation resistance

formula is calculated assuming small loop antenna, the formula is not valid anymore.

10 15 20 25 30 35 40
−40

−30

−20

−10

0

2a (mm)

η 
(d

B)

315 MHz

434 MHz

869 MHz

915 MHz

Figure 2.4: Radiative efficiency of a small circular loop antenna [25].

In order to match a loop antenna to a 50 Ω feed, the loop antenna is usually

tapped as shown in Fig. 2.5. A series feed, as shown in the figure, gives a relatively

small impedance and a parallel feed gives a large impedance. A tap gives an ad-

justable impedance between these two and by deciding the correct place for tap, it
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gives 50 Ω.

Parallel Feed
Ground Plane on PCB

Tapped
  Feed

Series
 Feed

Figure 2.5: Example of a tapped PCB loop antenna [25].

As an example, to derive the antenna parameters for the first round of antenna

design, we can first assume a loop antenna realized with PCB traces as in Fig. 2.5.

The loop width is assumed to be 25 mm, the height 11.5 mm, the trace width

1.5 mm, and the copper thickness 50 µm. As in Eq. 2.5, the antenna’s inductance

only depends on the physical shape of the antenna and it is calculated to be L = 40.9

nH. The radiation resistance depends on the wavelength in combination with the

physical shape and here it is Rr = 10.6 Ω. The calculated capacitance for resonance

at 2.4 GHz is 4.24 pF. Assuming a total capacitance tolerance of 20% including

the capacitance itself, the PCB pads, the damping resistor, and even the solder

materials, the maximum quality factor achievable is Q = 10.5. The impedance of

the loop inductance can be calculated to be ZL = 2π×2.4 GHz×40.9 nH = 616.8 Ω.

Using an attenuation resistor of Ratt =2.2 kΩ in parallel with the capacitor, the

transformed series resistance is then Ratt trans = ZL/Q = 616.8/10.5 = 58.74 Ω.

Using these values and assuming that loss resistance is negligible, the radiative
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efficiency is given as:

η =
10.6

10.6 + 58.74
= 152.87× 10−3 = −8.2 dB (2.10)

It should be emphasized that these values are the basis only for a first round of

design and they should be further tuned following electromagnetic simulations to

calculate the exact values.

2.2.2 Comparison with Other Antenna Types

The microstrip antennas (patch antennas) demonstrate some benefits in many on-

board applications, however their suitability for biomedical applications should be

further examined.

Microstrip antennas have a low-profile, are conformal to planar and non-planar

surfaces, are simple and inexpensive to manufacture using PCB technology, and are

mechanically robust [3].

On the other hand, microstrip antennas have certain drawbacks. Since they are

electric antennas, they are easily detuned in implanted applications with dielectric

tissues surrounding it. They have relatively low efficiency and have a high quality

factor, sometimes in excess of 100. They have poor polarization purity, spurious feed

radiation, and also a narrow bandwidth because of their high quality factor [3, 25].

There are some methods to improve their efficiency, including increasing the height

of the substrate, but this approach leads to more surface wave losses [3, 25]. It has

also be shown that in the presence of surrounding muscle tissue, a patch antenna

which had a resonance frequency of 2.45 GHz in air, completely loses its resonance

at that frequency. Only with thick layer of insulation it starts to regain significant

resonance at 2.45 GHz. [28]

According to [28] (Chapter 5), as a rule of thumb the most power-efficient small

antenna in lossy material is a dipole (magnetic or electric) with as thick an insulation

as possible. Magnetic dipole antennas (loop antennas) are more efficient than electric
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dipole antennas.

A comparison of some of the short range antennas is included in Table 2.4.

Table 2.4: Comparison of Short Range Antennas [25].

Antenna Type Applications and Interest Efficiency Sensitivity
to Detuning

Loaded stub Small PCB and wire antennas Moderate High
Helical antenna (transversal) Small wire antennas Moderate High
Dipole Large wire antenna; balanced feed High Moderate
Monopole Large wire antenna; single-ended feed High Moderate
Small loop Body-worn antennas Low Low

2.3 Options for Powering Implants

Several methods to power biomedical implants have been investigated, including

batteries, thermoelectric, and electromagnetic energy transfer. While batteries have

high energy density, they need some sort of encapsulation, which makes them rather

big for mm-size implants. They also need regular maintenance and replacement,

which may require surgery. On the other hand, my understanding is that energy

harvesting methods currently lack high power densities, but would have the potential

to evolve and have higher power densities in the future. Analyzing the current proven

technologies, power transfer using electromagnetic waves has been demonstrated to

produce the highest power density among the alternative methods investigated [29].

A comparison of achievable power densities using different methods of powering is

shown in Table 2.5.

In the electromagnetic energy transfer case, the power density is calculated using

Poynting’s theorem which governs the amount of electromagnetic power flux through

space [4]. Recall that Poynting’s vector is S = E × H, where the units of the

electric field intensity (E) and the magnetic field intensity (H) are V/m and A/m,

respectively.

In addition to the high power density of electromagnetic energy transfer, a fur-

ther advantage is a reduction in the need for future surgeries compared to battery-

powered implants. One main drawback of using electromagnetic energy transfer
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Table 2.5: Achievable Power Densities using Different Implant Powering Meth-
ods [29].

Methods and Parameters Power Density

Primary batteries [30] 0.09 µW/mm2/year
Glucose bio-fuel cell, utilizing blood glucose (5 mM) [31] 2.8 µW/mm2

Thermoelectric, ∆T = 5◦C [32] 0.6 µW/mm2

Pizoelectric microbender, f ≈ 800 Hz, 2.25 m/s2 [33] < 0.2 µW/mm3

Electromagnetic energy transfer 10 to 1000 µW/mm2

has been antenna size, which is usually much larger than the associated electronics.

However, it has been recently shown that higher frequencies in the order of GHz

are equally well-suited for electromagnetic energy transfer in biological tissue. This

leads to a 100-fold smaller receiving antennas without sacrificing energy transfer

efficiency or range [34].

Due to the advantages of the electromagnetic energy transfer compared to com-

petitor technologies, we discuss this technology in more detail in the sequel.

2.4 Reason for Low-GHz Frequency Optimality

The low-frequency model of the relative permittivity used in the literature to model

the electrical properties of biological tissue is as εr = εr0 + i σ
ωε0

. Using the definition

k2 = ω2µε under the assumption of µr = 1 for biological tissues as in [23], the

wavenumber is approximately given by

k =

√
ωµ0σ

2
(1 + i) (2.11)

The factor ikz is the complex exponent in the wave equations, where the real part

of k gives the propagation frequency and the imaginary part gives the attenuation

with distance. Using the real part of the k, the wavelength is calculated as λ =

2π/Re(k). According to [35], the absorption coefficient is defined as:

α = 2κ (2.12)
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where κ is the imaginary part of the wavenumber (Im(k)).

The absorption coefficient at low-frequencies is given as

α =
√

2ωµ0σ ∝
√
ω (2.13)

According to Eq. 2.13, the absorption coefficient increases with
√
ω in the low-

frequency domain, which may lead to the erroneous conclusion that higher frequen-

cies are not suitable for electromagnetic energy transfer. However, using the Debye

relaxation model for biological tissues [36] the relative permittivity is modeled as

εr(ω) = ε∞ +
εr0 − ε∞
1− iωτ

+ i
σ

ωε0
(2.14)

where εr0 is the static relative permittivity, σ is the conductivity, τ is the relaxation

time constant, and ε∞ is the relative permittivity at frequencies where ωτ � 1.

The relaxation model is valid over the frequency range of ωτ � 1, where the

relative permittivity can be approximated as

εr(ω) ≈ εr0 + i

(
σ

ωε0
+ ωτ∆ε

)
(2.15)

where ∆ε = εr0 − ε∞.

Based on Eq. 2.15, the wavenumber can be approximated as

k ≈ ω√µ0ε0εr0 + i
ω

2

√
µ0ε0
εr0

(
σ

ωε0
+ ωτ∆ε

)
(2.16)

Using the imaginary part of the wavenumber, the absorption coefficient is calcu-

lated as

α = (σ + ω2τε0∆ε)

√
µ0

ε0εr0
(2.17)

Over a large range, the absorption coefficient is constant with frequency for

ω �
√
σ/τε0∆ε (low frequencies) and then grows with the square of ω when ω �
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√
σ/τε0∆ε (high frequencies).

As the tissue absorption increases with frequency, it was conventionally believed

that lower frequencies in the order of MHz would produce better transfer efficiency.

Omitting the displacement current (jωε ~E) in Maxwell equations, due to the low

frequency, leads to the result that the diffusion length becomes inversely propor-

tional to the square of frequency and this confirms that higher frequency decays

faster in tissue. However, the mentioned diffusion approximation is valid for good

conductors and tissue is better modeled as a low-loss dielectric with significant dis-

placement current. Solving the Helmholtz equation shows that the penetration

depth is asymptotically independent of frequency. On the other hand, the received

power is proportional to the frequency of the incident magnetic field and this leads

to the conclusion that higher frequency results in higher efficiency. As discussed

earlier, the Debye model for tissue leads to higher absorption coefficient in higher

frequencies, which leads to a possible optimal frequency for energy transfer [23].

2.5 High-Frequency Electromagnetic Energy Transfer

Power transfer using low-frequency electromagnetic waves as carriers in conjunction

with inductive coupling has been common practice for a long time. In the past fifty

years, the focus has been on frequencies of less than 10 MHz for energy transfer

purposes. On the other hand, higher frequencies on the order of 10 MHz to a

few GHz have been used for implant telemetry systems. In thermotherapy, in which

electromagnetic energy is used to heat up a specific part of body, both low-frequency

(< 10 MHz) and high-frequency (> 1 GHz) carriers have been used. With this wide

selection of carrier frequencies, the question arises if there is an optimal carrier

frequency, which maximizes the received power. It has been shown in [23] that the

optimal frequency for energy transfer in biomedical tissues using electromagnetic

waves in case of small receiver dimension compared to implantation depth is in the

range of sub-GHz to low-GHz.
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2.5.1 Energy Transfer in Homogeneous Tissue

Some assumptions have been made in the formulation of the energy transfer prob-

lem in [23] and [37]. First, a current source is considered at the transmitter in the

equations. Since the separation of the transmitter and receiver is small, a full elec-

tromagnetic analysis was considered including details of the transmitter and receiver

antennas. As a second assumption, only solenoidal current sources are considered

because their electric near-field is smaller and this leads to less tissue loss. Since the

receiver coil is assumed to be very small, we can model it with a magnetic dipole in-

stead. Assuming the source to be in the center of the coordinates, the skin interface

is located in −d1 location and the receive dipole is located in −d location.

Maxwell’s equations can be manipulated to become symmetrical by introducing

a magnetic current density (M) as the dual of the electric current density (J) and

a magnetic charge density (ρm) as the dual of the electric charge density (ρ) [38].

Using these concepts, Maxwell’s equations can be written as

∇×E = −∂B
∂t
−M (2.18a)

∇×H =
∂D

∂t
+ J (2.18b)

∇ ·B = ρm (2.18c)

∇ ·D = ρ (2.18d)

Even though actual net nonzero magnetic currents do not exist physically, we

can use equivalent magnetic currents to simplify some equations. For example, a

small loop antenna can be modeled with a magnetic dipole [3]. Then, a series of

electric current loops, shaped as a solenoid or a toroid, generate a field similar to

the one generated by an equivalent fictitious magnetic current.

If we model the transmit and receive antennas as magnetic dipoles or a multitude

of magnetic dipoles, in case of a larger loop, we can then rewrite Maxwell’s equations

under the assumption of non-zero magnetic current sources (M 6= 0) and zero electric
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current sources (J = 0) as shown in the following equations

∇×E = iωµ0H −Mtx −Mrx (2.19a)

∇×H = −iωεE (2.19b)

where Mtx is the equivalent transmit magnetic current and Mrx is the equivalent

receive magnetic current density due to the induced current in the receive loop

antenna. In case of a very small loop antenna, the antenna can be modeled with a

magnetic dipole [3]. In case of a larger loop antenna, it can be modeled as an array

of infinitesimal current loops which have an equivalent nonzero magnetic current

density [39].

The complex Poynting vector is written as E×H∗, which has a unit of watts/m2

as in power density. Substituting Eq. 2.19 in Poynting’s theorem and after some

algebraic manipulations we can obtain

∇ · (E ×H∗) = iωµ0|H|2 − iωε∗|E|2 −H∗ ·M tx −H∗ ·M rx (2.20)

By rearranging the terms, we achieve the following equation

−H∗ ·M tx = ∇ · (E ×H∗)− iωµ0|H|2 + iωε∗|E|2 +H∗ ·M rx (2.21)

where the left side is the complex transmitted power density, ∇ · (E ×H∗) is the

radiation power loss, the imaginary part of ωε∗|E|2 is the sum of the dielectric loss

and the induced-current loss, and H∗ ·M rx is the complex received power density.

Using Poynting’s theorem and the fact that the tissue layer is in the region

z < −d1 and the receive dipole is located at z = −d, we conclude that

Ploss =
w

2

∫
z<−d1

Im ε(r)|E(r)|2 dr (2.22a)

Pr = Re

{
1

2
H∗(−ẑd) · (−iωµ0IrArn̂)

}
(2.22b)
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where Ir is the induced current on the receive loop and Ar is the area of the receive

loop. Note that −iωµ0IrArn̂ is the equivalent magnetic dipole moment (Mrx) of a

small current loop with current Ir and area Ar. Ploss in Eq. 2.22a is the sum of the

dielectric power loss and induced-current power loss.

One concern is the amount of the power absorbed by the biological tissue. The

power transfer efficiency is defined in [23] as the ratio of the received power to the

dissipated power, i.e.,

η =̂
Pr
Ploss

(2.23)

It is assumed that a fixed load is connected to the receive coil with impedance ZL

and it is also assumed that the effect of scattering fields by the receive coil’s induced

current is negligible in the calculation of the total fields. Using these assumptions

and calculating both the resultant field vectors and the integral over the tissue depth,

η =
|k|2A2

rRe 1
ZL

ωε0Im εr

x†hh†x

x†K̄x
(2.24)

where the orientation of the transmit dipole is given by x, the orientation of the

receive dipole is given by h, and the dielectric properties of the medium are captured

by K̄. x, h, and matrix K̄ are as follows

x =


α−1

α0

α1

 (2.25)

h =


ψ∗1,−1(−ẑd).n̂

ψ∗1,0(−ẑd).n̂

ψ∗1,1(−ẑd).n̂

 (2.26)
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K̄ =


∫
z<−d1 |ξ1,−1(r)|2 dr 0 0

0
∫
z<−d1 |ξ1,0(r)|2 dr 0

0 0
∫
z<−d1 |ξ1,1(r)|2 dr

 (2.27)

where the direction of the transmit dipole is given by the unit vector of the Cartesian

vector ((α−1 − α1)/
√

2, (α−1 + α1)/
√

2, α0) whose magnitude equals the transmit

magnetic moment, and the dyadic Green’s function for the wave equation resulted

from Eq. 2.19 is decomposed into ψn,m and ξn,m multipoles [38].

Using the matrix representations of x, h, and K̄, the efficiency can be written

as

η =
|k|2A2

rRe 1
ZL

ωε0Im εr

·
(|α−1|2 + |α0|2 + |α1|2)(|ψ∗1,−1(−ẑd).n̂|2 + |ψ∗1,0(−ẑd).n̂|2 + |ψ∗1,1(−ẑd).n̂|2)

|α−1|2
∫
z<−d1 |ξ1,−1(r)|2 dr + |α0|2

∫
z<−d1 |ξ1,0(r)|2 dr + |α1|2

∫
z<−d1 |ξ1,1(r)|2 dr

(2.28)

The key difference between the recent research and the previous erroneous con-

clusion of low frequency optimality is in the adoption of high-frequency dielectric

models, i.e. Debye and Cole-Cole relaxation models instead of low frequency mod-

els. More information about how these models affect the conclusion is provided in

Sec. 2.4.

If we use a low-frequency model for the relative permittivity (εr(ω) = εr0 + i σ
ωε0

),

the efficiency defined in Eq. 2.24 increases with frequency. However, this increase

cannot continue forever and starting at a certain frequency, the change in dielectric

polarization cannot follow the applied electric field and the time lag between the

polarization and the electric field intensity starts to produce an energy loss [37, 40].

The dielectric polarization at lower frequencies and in isotropic and linear dielectric

media is directly proportional to the electric field through the equation P = ε0χeE,

where χe is a dimensionless quantity called electric susceptibility [4]. The Debye

relaxation model describes this phenomenon. This dielectric relaxation loss results
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in a decrease of the efficiency and it is because the imaginary part of the relative

permittivity in Eq. 2.15, which is in the denominator of the efficiency as in Eq. 2.24,

has an extra added ωτ∆ε term compared to the low frequency model of relative

permittivity (εr = εr0 + i σ
ωε0

). Therefore, an optimal frequency is expected to

emerge.

Using the transmit dipole orientation (xopt = K̄
−1
h) that maximizes the effi-

ciency in Eq. 2.24, the frequency that maximizes the optimized efficiency due to

transmit dipole orientation is calculated [23]. The optimized efficiency using the

transmit dipole orientation is as follows

η =
|k|2A2

rRe 1
ZL

ωε0Im εr
h†K̄

−1
h (2.29)

Assuming that d1 (the distance from source to interface) is much smaller than

the skin depth, the optimal frequency to maximize Eq. 2.29 can be calculated as

fopt ≈
1

2π

√
c
√
εr0

τd(εr0 − ε∞)
(2.30)

where c is the speed of light.

The optimal frequencies for 17 different biological tissue types are given in Ta-

ble 2.6, assuming d = 1 cm [23]. According to [23], the optimal frequencies even

exceed 1 GHz for tissue thickness of 10 cm. Note that, the transmit antenna’s dis-

tance to tissue is assumed to be much smaller than the skin depth. All of these fre-

quencies fall in the low-GHz range. At the optimal frequency, the efficiency is lower

bounded by a term which decays by the inverse cube of the transmit-receive separa-

tion (1/d3). In the far-field, the efficiency is proportional to the inverse square of the

separation distance, and in the near-field, the efficiency is inversely proportional to

the 6th power of the transmit-receive separation. Therefore, we can conclude that

the optimal efficiency is somewhere in between the near field and the far field.

As a numerical example, energy transfer in muscle is considered in [23]. The

receive coil is considered to have an area of 2 mm2 and a 45◦ angle with respect to
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Table 2.6: Approximate Optimal Frequency for Electromagnetic Energy Transfer
through 17 Different Biological Tissues, using Coils as Antennas with Transmit-
Receive Separation of 1 cm [23].

Type of Tissue Approximate Optimal Frequency (GHz)

Blood 3.54
Bone (cancellous) 3.80
Bone (cortical) 4.50
Brain (gray matter) 3.85
Brain (white matter) 4.23
Fat (infiltrated) 6.00
Fat (not infiltrated) 8.64
Heart 3.75
Kidney 3.81
Lens cortex 3.93
Liver 3.80
Lung 4.90
Muscle 3.93
Skin (dry) 4.44
Skin (wet) 4.01
Spleen 3.79
Tendon 3.17

the z-axis. The transmit coil is considered to have the optimal orientation in the

range of 10 MHz and 10 GHz. Under these assumptions, the maximum efficiency

and also the frequency which maximizes the efficiency have been plotted versus the

implant’s depth (d− d1) in muscle tissue in Fig. 2.6.

According to [41], the muscle thickness in an L1 position of the spinal cord in

the neutral posture is approximately 2.5 cm. Based on this value and the plots in

Fig. 2.6, the optimal frequency for muscle tissue lies in the range 2-3 GHz. If we

want to choose an FCC-approved medical band that matches this optimal frequency,

the best choice will thus be the ISM 2.4-GHz band.

2.5.2 Energy Transfer in Multiple Layers of Tissue

In Sec. 2.5.1, the transmitter was considered to be very close to the tissue interface,

which made the analysis approximately equivalent to energy transfer through a

homogeneous medium. In this section, the transmitter is not necessarily close to the

tissue interface and therefore reflection losses at the interfaces have to be considered
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Figure 2.6: Optimal frequency and transmission loss assuming that d1 = 2 mm,
receive dipole tilted by 45◦, Ar = 2 mm2, and ZL = 1 Ω [23].
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in the equations. Two scenarios of tissue layers have been considered in this section,

one is one layer of tissue and the other is three layers of tissue (air-skin-fat-muscle,

as shown in Fig. 2.7). Based on how big the transmitter coil is, we can consider the

transmitter to be a magnetic dipole source or a uniform source region.

0
-d1

-d2
-d3

-d

Source Region

Air (medium 1)

Skin (medium 2)

Fat (medium 3)

Muscle (medium 4)

Receive Dipole

Figure 2.7: Multiple layers of medium, modeled as planar layers [23].

Magnetic Dipole Source

A very small circular loop current results in a vector potential field that is analogous

to the scalar potential field produced by electric dipoles, with only small variable

changes. Here a small loop size is defined relative to the distance within which the

magnetic field is calculated, and this separation distance must be much larger than

the radius of the loop. By analogy with the electric dipole, a very small current loop

is called a magnetic dipole. This model for a magnetic dipole is called the Ampère

model. Interestingly this model can be used to explain why splitting a magnet in

two parts still results in two independent magnets [35, 4].

Under the assumption of a very small loop, the optimal efficiency with the opti-

mal orientation of the transmit dipole becomes

ηopt =
A2
rRe 1

ZL

ωε0

∑
m∈{x,y,z}

|βm|2|ψm(−ẑd)|2∫
z<−d1 Im εr(r)|ξm(r)|2 dr

(2.31)

Unlike the homogeneous case, a closed form expression for the summation terms
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is not feasible; therefore, a closed form optimal frequency is not available.

Numerical methods are used for the case where the transmit dipole is located 1

cm above the tissue interface and the receive dipole is tilted 45◦ tilted with respect to

the z axis. In the air-skin-fat-muscle case, the skin and fat thicknesses are assumed

to be 2 mm and 5 mm, respectively. The efficiency and also the optimal frequency for

the layered tissues are plotted in Fig. 2.8 for different implant depths. The variation

of the efficiency versus the implant depth (d− d1) remains approximately inversely

proportional to d3, and the results are quite comparable to the homogeneous case.

Considering a muscle thickness of ∼2.5 cm in the L1 position of the spinal cord

[41], the optimal frequency for the energy transfer in an air-skin-fat-muscle config-

uration according to Fig. 2.8 is in the region of 2-3 GHz. Using this fact the most

suitable medical band for energy transfer again turns out to be the 2.4-GHz ISM

band.

Uniform Source Region

If we assume a uniform square loop antenna of area At with uniform current It, the

efficiency will also depend on the area of the transmitter loop antenna [23].

For At = 2 cm2, the optimal efficiency and frequency have been plotted versus

the implant depth (d − d1) in Fig. 2.9 [23]. As we can see in the muscle thickness

of 2.55 cm, the optimal frequency for energy transfer using this configuration is a

bit less, around 1.5-2 GHz. The closest medical bands for this configuration are the

900-MHz and 2.4-GHz ISM bands.

2.5.3 Experimental Validations

As an experimental verification of the concept, an experiment was conducted in

[42]. The experiment includes an air-skin-fat-bone tissue configuration as in case of

a brain-computer interface application. The transmitter is a square loop antenna

of size 20 mm2 and the receiver is a square loop antenna of size 1 mm2. The skin

and bone thicknesses are 6 mm and 13 mm, respectively. In the rat’s case, the

30



1 2 3 4 5 6
1.5

2

2.5

3

3.5

4

4.5

Implant Depth (cm)

O
pt

im
al

 F
re

qu
en

cy
 (G

H
z)

1 2 3 4 5 6
−40

−35

−30

−25

−20

−15

Implant Depth (cm)

Tr
an

sm
is

si
on

 L
os

s 
(d

B)

Figure 2.8: Optimal frequency and efficiency assuming that (d1, d2, d3) = (1 cm,
1.2 cm, 1.7 cm), receive dipole tilted by 45◦, Ar = 2 mm2, and ZL = 1 Ω [23].
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Figure 2.9: Optimal frequency and efficiency assuming that (d1, d2, d3) = (1 cm,
1.2 cm, 1.7 cm), receive dipole tilted by 45◦, Ar = 2 mm2, At = 2 cm2, and ZL =
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thicknesses of skin and bone are 0.9 mm and 1 mm respectively. In both cases, the

air gap is 4 mm and most of the fat is surgically removed. As a result the maximum

gains achieved are -30 dB and -25 dB in pig and rat experiments, respectively. The

optimal frequency as seen in [42] (Fig. 3) is in the range of 2-4 GHz, which matches

the conclusions in [23].

In [43], an application of simultaneous conjugate matching for wireless energy

transfer has been demonstrated. The transmitter antenna is a loop of 2 cm2 area,

and the receiver is a loop of 2 mm2. The tissue in between is 1.5 cm of bovine

muscle. The gain of the link, rectifier, and the regulator combined is approximately

-33.2 dB and the DC output power is 140 µW at a DC regulator output of 1.2 V.
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Chapter 3

Link Budget Analysis

3.1 Near-field Data Link Budget

In the case of near-field link-budget, we assume the transmitter and receiver loop

antennas to be coupled. As the implant is surrounded by biological tissues, the

transmission loss should be taken care of carefully. For the tissue loss values, we use

the results of [23].

3.1.1 Uplink

If the antennas are linear and bidirectional and the heterogeneous medium is linear

and isotropic, we can conclude that the transfer efficiency is the same on the uplink

and downlink paths. According to Fig. 3.1, reproduced from [23], the amount of

path loss at the center frequency of the 2.4-GHz ISM band using the setup illustrated

on the left is roughly -30 dB. Using different antenna designs may affect the optimal

frequency, but transfer efficiencies of around the same value are still achievable. As

shown in [44] (Table VI), coil setup realized on FR4 PCB with muscle and air media

in between the coils reaches -27.8 dB efficiency for frequency of 915 MHz, this is

compared to -28.4 dB in [45].

Before using the reciprocity theorem, we need to prove that this theorem is valid

in our case. We assume that the antennas are both bilateral, which means they have

the same propagation characteristics, regardless of transmission or reception. About
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Figure 3.1: Coupled energy transfer characteristics: (a) location of the transmitter
close to the spinal cord and the receiver above the skin, (b) the associated optimal
path loss ([23]) for the optimal frequency.

the medium in which the waves propagate, the biological tissues are assumed to be

linear and isotropic, which means that the dielectric properties are independent of

the radiation direction, and this makes the loss in each homogeneous biological tissue

independent of direction. The last things to consider in order to conclude reciprocity

of the medium are the boundary conditions. In the special case of a plane-wave,

the reflection coefficient from medium one to medium two can be calculated as

Γ = (η2 − η1)/(η2 + η1). The reflection coefficient from medium two to one differs

difference of π radians, but has the same magnitude. In case needed, the reciprocity

should also be analyzed for the general case where the electromagnetic field is not

assumed to be plane-wave. For simplicity, we assume planar wave propagation.

Noise in the 2.4-GHz ISM band

To calculate the amount of the received signal-to-noise ratio (SNR), it is important

to model the noise correctly. In this part, we consider the noise power spectral

density (PSD) at the receiver in case of coupled uplink communications from an

implant to an external receiver in the 2.4-GHz ISM band.

The noise calculations in this part are done assuming an implanted transmitter

and an external receiver. Noise modeling on the downlink, where the signal is
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transmitted from the external control unit to the implanted chip will differ due to

the tissue loss attenuation of interfering signals from other systems working in the

same frequency band.

The noise power spectral density (PSD) in the 2.4-GHz ISM band is not the

usual thermal noise, but includes man-made activity in this congested band, which

includes WiFi and Bluetooth systems. Experimental measurements of noise levels

in the 2.4-GHz ISM band are reported in [46]. These measurements were made

in the San Francisco Bay area, using a custom L and S band Spectrum Measure-

ment (LSSM) system with a noise figure of 3 dB. The temperature in which the

measurements were made was T = 296 K, which leads to a thermal noise power

spectral density of −114 dBm/MHz. The noise value was measured by two anten-

nas with different receiver polarizations and a 50-Ω load was used to verify that the

correct thermal noise level is assumed. Averaging the values from the two urban

site measurements (both horizontal and vertical) leads to an average noise PSD of

-86 dBm/MHz at a temperature of 296 K. Recall that the receiver has a 3-dB noise

figure. By subtracting the noise figure, we end up with an average -89 dBm/MHz

noise power spectral density in the 2.4-GHz ISM band at 296 K. Therefore, we can

conclude that man-made sources exceed the thermal noise floor by roughly 25 dB.

Table 3.1: Measured Received Noise in the 2.4-GHz ISM Band.

Site
Average Standard Deviation Percentage of Average of

(dBm/MHz) (dBm/MHz) man-made signal (%) HOR and VER
HOR VER 50 Ω HOR VER HOR VER (dBm/MHz)

Urban I -83.1 -84.4 -111.1 -66.6 -67.5 6.08 4.50 -84

Urban II -92.2 -89.9 -111.3 -71.5 -70.1 4.35 3.58 -91

For more information about the spectrum occupancy of noise, we refer to [46]

(Fig. 10), which plots the power spectral density (PSD) of the noise in the 2.4-GHz

ISM band.

In biomedical applications, since the receiver antenna is facing the body, the

antenna temperature is 37 ◦C (310.15 K). This leads to an approximate thermal
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noise power spectral density of -113.5 dBm/MHz, which still leads to a number close

to -89 dBm/MHz with inclusion of 25 dB noise level increase effect by man-made

sources.

The man-made signals mostly originate from sources for which the receive an-

tenna is in the far-field. A loop antenna has a low radiation resistance, which reduces

the effective area and therefore the received far-field man-made signal power. An an-

tenna’s effective area is the ratio of the available power at the terminals of a receiver

antenna to the incident plane-wave’s power flux density. The amount of received

noise depends on the antenna’s maximum effective area, which is calculated as fol-

lows (assuming small single-turn circular receive loop and plane-wave man-made

signals) [3]

Aem =

(
Rr

Rr +RL

)
·
(

3λ2

8π

)
(3.1)

where Rr = 20π2(C/λ)4 is the radiation resistance, and RL = (C/2πb)
√
ωµ0/2σ

is the loss resistance. C is the loop’s circumference, b is the wire radius, and σ

is the wire conductivity. We have assumed no reflection loss and no polarization

mismatch. In the antenna’s equivalent circuit, the radiation resistance (Rr) is the

equivalent resistance accounting for the amount of radiation and the loss resistance

(RL) is the equivalent resistance accounting for the ohmic antenna losses.

Even assuming no reflection loss and no polarization mismatch the calculations

lead to -27.65 dB maximum effective area for the receiver loop antenna with 2 cm2

area and 0.5 mm wire radius. This means that man-made noise is not a dominant

noise source for a typical loop antenna and the noise level is roughly equal to the

thermal noise level.

Quality of Reception

The quality of reception using spread spectrum modulated packet transmission is

determined by two probabilities: one is the probability of missing a packet and the

second is the probability of having a false alarm [47]. To have a certain amount of
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reception quality, P (miss) and P (false) are considered to be 10−6 and 10−3, re-

spectively. According to [47], the signal-to-noise ratio (SNR) for the packet pream-

ble is defined as SNRp = PLbEc/N0, where Lb is the processing gain, P is the

preamble length, and Ec/N0 is the energy of each chip over the noise power spec-

tral density. Using Fig. 3 in [47], the values of P = 10 and Lb = 5 where used,

together with the assumptions that P(miss) = 10−6 and P(false) = 10−3, the re-

quired SNRp should roughly be 17 dB for the preamble. Based on the definition

of the preamble SNR, Ec/N0 value should be equal to 0 dB. Since the SNR for

the carrier signal is defined as SNR = 10 log
(
(Ec/N0) · (Rc/Wn)

)
, we calculate the

SNR as 10 log
(
(101.7/50) · (Rc/Wn)

)
, where Rc is the chip rate and W is the noise

bandwidth.

Link Budget

To calculate the uplink budget we go through a procedure explained here: We first

assume the required amount of reception quality, then using this assumption we can

calculate the required Eb/N0 in the receiver side, as described in Section 3.1.1. We

calculate the noise floor in the receiver side as well as the path losses that attenuate

the signal to reach the receiver from the transmitter. We also add relevant excess

loss and fade margins to the link budget to account for unexpected losses in the link.

Using all of these information the required transmit power can be calculated in terms

of the data rate. We can also calculate the required bandwidth for transmission using

the spectral efficiency of the modulation scheme and the data rate.

As explained in Sec. 3.1.1, to achieve minimum reception quality, the required

Ec/N0 has to be no less than 0 dB. With Lb = 16, we have: Eb/N0 = Lb · Ec/N0 =

12 dB. The received SNR is given by

SNR = 10 log

(
Ec
N0
· Rc
Wn

)
(3.2)

where Rc is the chip rate in Hz and Wn is the noise bandwidth in Hz.

The received signal power is the transmit power that remains after overcoming
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path losses and antenna directional gains, and is given by

PR = PT + PL [dBm] (3.3)

where PL is the total path loss in dB, including the tissues, free path loss and the

antenna gains, and PT is the transmit power in dBm.

The noise power in the receiver can be expressed as in Eq. 3.4. The noise power

spectral density in the 2.4-GHz ISM band is calculated as explained in Sec. 3.1.1.

PN = PSDn + 10 log(Wn) + NF [dBm] (3.4)

where PSDn is the noise spectral density in the 2.4-GHz ISM band, and NF is the

receiver noise figure in dB, which is due to noise enhancement by the receiver’s

own circuitry. In our case, the PSDn is equal to thermal noise and is calculated

as 10 log(kT0 · 103) in dBm/Hz, where k is the Boltzmann constant and T0 is the

ambient temperature.

Recall that the SNR in dB is the difference of the received signal power and noise

(SNR = PR−PN ). Using this equation and then Eqs. 3.2, 3.3 and 3.4, the required

transmit power to achieve a certain quality of reception is given by

PT = 10 log

(
Rc ·

Ec
N0

)
+ 10 log(kT0 · 103) + NF− PL [dBm] (3.5)

The energy required to transmit one chip from the transmitter antenna to the

receiver antenna, Ect, is given by

Ect =
PT − PR
Rc

[J/chip] (3.6)

where Rc is in Hz, PT and PR are in W, and Ect is in J/chip.

Using Eq. 3.3, received power is calculated as

PR = PT · 10(PL/10) [W] (3.7)
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Using Eq. 3.5, the value of the transmitted power in watts can be calculated as

PT = (kT0 ·Rc ·
Ec
N0

) · 10((NF−PL)/10) [W] (3.8)

By substituting Eq. 3.8 into Eq. 3.7 and substituting Eqs. 3.7 and 3.8 into Eq. 3.6,

the energy to transmit one chip is calculated as follows

Ect = kT0 ·
Ec
N0
· 10((NF−PL)/10) ·

(
1− 10(PL/10)

)
[J/chip] (3.9)

The energy to transmit one bit is then Ebt = Ect ·Lb, where Lb is the processing

gain. Therefore, the energy to transmit one bit is approximately computed as

Ebt ≈ kT0 ·
Eb
N0
· 10

(
(NF−PL)/10

)
[J/bit] (3.10)

where the last factor on the right hand side of Eq. 3.9 is omitted as it is negligible.

Added to the known factors in the link budget, we should also account for some

margins as of several different circumstances. In a report by ITU-R [48] using

the MICS band (401-406 MHz) the fading margin is introduced to be 10 dB in a

non-spread-spectrum FSK transmission. For excess loss, which accounts for patient

orientation, antenna misalignment and obstructions, 15 dB of margin is assumed.

These numbers have been used in [28] as well as approximately the same numbers

used in [49] for 2.4-GHz ISM band. Although our previous calculations show in-

significant reception from other transmitters in the same band by loop antenna, we

use more pessimistic assumptions and we account for 25 dB of loss due to possible

interference from other transmitters in the same band. We use 25 dB according to

the current knowledge described before that noise spectral density in the 2.4-GHz

ISM band is roughly 25 dB more than the thermal noise level. This number may also

account for other losses, including implementation and polarization losses. Without

loss of generality, we can include these extra losses with negative value in the PL

parameter in the above-mentioned equations of this section.
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The uplink budget is detailed in Table 3.2 [50]. To calculate the required transmit

power for a specific data rate, we multiply the transmission energy per bit (in this

case ∼ 68 pJ/bit) by the data rate. For example, to achieve a data rate of 2 Mbps,

the required transmit power is equal to ∼ 68 pJ/bit×2 Mbps ≈ 136 µW or -8.6 dBm.

Table 3.2: Link Budget Values to Achieve P(miss) = 10−6 and P(false) = 10−3 using
Spread Spectrum Modulation in the 2.4-GHz ISM Band.

Parameters Value 
Desired Quality of Reception  
Required  12 dB 
Receiver Noise Figure 10 dB 
Thermal Noise -174 dBm/Hz 
Extra Man-Made Noise Margin -25 dB 
Path Loss (2 cm tissue depth) -30 dB 
Fading / Orientation Loss Margin -10 dB 
Excess Loss -15 dB 
Energy Required to Transmit a Bit 68 pJ/bit 
Approximate Required Transmit Power 
(Assuming data rate of 2 Mbps) -8.6 dBm 

 

If we use BPSK modulation alongside Direct-Sequence Spread Spectrum (DSSS)

with processing gain of 16 to have a sampled data rate of say 2 Mbps, we require

64 MHz of bandwidth. This is because the BPSK modulation’s spectral efficiency is

0.5 bps/Hz [51], and the processing gain increases the required channel bandwidth

by 16. This required bandwidth is less than the maximum 2.4-GHz ISM bandwidth

of 83.5 MHz.

To summarize the references used for the link budget analysis, we have used

the article [47] to find the required Eb/No for the desired quality of reception. The

receiver noise figure is selected to be 10 dB assuming a moderate receiver noise.

Thermal noise has been calculated using the Boltzmann’s formula. The extra man-

made noise margin is used from the experimental article [46]. Near-field path loss

amount is concluded from the article [23]. As mentioned before, we have used ITU-R

recommendations for the MICS band [48] for fading margin and excess loss. The

same margin numbers have been used in [28] and for the 2.4-GHz ISM band in [49].
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The loss numbers in the link budget are overestimating the amount of real loss, as

there has been several margins included, which may overestimate the real losses. As

we showed before, a small loop antenna has a small effective area, which leads to less

signal reception from a far-field interferer. Therefore, less than 25 dB of man-made

interference could happen in a real setup. The thermal noise considered is a mean

value as thermal noise has a Gaussian distribution. The noise figure is a typical

value and as we have enough flexibility in designing an external receiver, it even

overestimates the potential receiver’s noise figure. The path loss is a typical value

according to the referred article and also the considered tissue depths. The excess

loss and orientation or fading margins are also middle of the road values. Therefore,

we can conclude that the overall link budget is likely to be overestimating the losses.

This permission should guarantee the quality of reception given the recommended

transmit power.

3.1.2 Downlink

The downlink can be used for both powering the implant and data communications.

Since the path loss is the same for the up- and downlink [23] and given that the

man-made signals are attenuated in human tissue but still keeping the margin, we

can use the same link budget as the uplink. We conclude that around 68 pJ/bit is

required to transmit one bit in the downlink using the spread spectrum modulation

scheme. However, some of the losses may not be realistic in the downlink, e.g.

the extra man-made noise which is insignificant on the implant as shown later in

this chapter. Assuming negligible man-made interference and no fading margin and

only accounting for excess loss, which includes orientation mismatch effect, we can

conclude that the required energy to transmit one bit through the tissues in the

near-field downlink is roughly 22 pJ/bit.

It has been shown in [23] that up to 1 mW of power could be transfered to a

mm-sized receive antenna by a cm-size transmit antenna within a few cm of separa-

tion. This amount is enough to power a low-power implant for continuous real-time
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operation. In our case, we are expecting a few milliwatts of required implant power

including the neural recording, baseband and RF communications. This may neces-

sitate a rechargeable battery or another powering scheme, such as ultrasound, for

real-time powering.

Noise Attenuation

As described in Sec. 3.1.1, the noise power spectral density in the 2.4-GHz ISM

band is roughly 25 dB above the usual thermal noise. To calculate the amount of

man-made noise contribution at the implanted receiver, we model the man-made

source in the 2.4-GHz ISM band as a separate transmitter. We assume that the

modeled transmitter is located far enough from the body skin and for simplicity we

assume that the received electromagnetic wave is a plane wave. The assumption

of far-field radiation is reasonable because most of the devices working in the same

2.4-GHz frequency band are located far from the body.

Recall that the man-made sources contribute around 25 dB of the total noise

PSD.

We assume the tissue model shown in Fig. 2.7, with 2.5 cm of muscle in the

L1 position, 0.5 cm of fat, and 0.2 cm of skin. Using the in-body path loss models

derived in [52], we can calculate the path loss due to homogeneous tissues. The path

loss model in 2.457 GHz frequency, which is based on electromagnetic simulations

and is validated with measurements [52], is as follows

PL|dB =

 (10 log10 e
2) α1 d+ C1|dB , d < dbp

(10 log10 e
2) α2 d+ C2|dB , d ≥ dbp

(3.11)

where α1 and α2 are the attenuation constants [1/cm], d is the separation of trans-

mitter and receiver, dbp is the separation from which the coupling breaks, and C1|dB

and C2|dB are two constants.

The parameters α1, α2, C1|dB and C2|dB can be calculated from the following
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formulas:

α1 = (A1e
(B1εr) +D1) · (E1σ + F1) for d < dbp (3.12a)

α2 = (A2e
(B2εr) +D2) · (E2σ + F2) for d ≥ dbp (3.12b)

where A1, A2, B1, B2, D1, D2, E1, E2, F1, and F2 are the constants used in the

model [52].

C1|dB = (U1e
(V1/εr) +W1) · (X1σ + Y1) for d < dbp (3.13a)

C2|dB = (U2e
(V2/εr) +W2) · (X2σ + Y2) for d ≥ dbp (3.13b)

where U1, U2, V1, V2, W1, W2, X1, X2, Y1 and Y2 are the constants used in the

model [52].

For the dielectric parameters used in the equations for α and C parameters, we

can use the values from [53]. The dielectric parameters are (εr, σ) = (50.8 F/m,

2.01 S/m), (εr, σ) = (5.28 F/m, 0.10 S/m) and (εr, σ) = (38 F/m, 1.46 S/m) for

muscle, fat, and skin tissues, respectively.

Using these numerical values, the path loss in each muscle (2.5 cm), fat (0.5 cm),

and skin (0.2 cm) tissues are roughly -28.7 dB, -7 dB, and -10.3 dB, respectively.

Added to the homogeneous tissue path losses, we must also consider the return

losses due to the transition from each tissue to the other one. Using the 4-term Cole-

Cole model [36] for the dielectric properties of the tissues, numerical values of the

dielectric parameters from [54] and also the reflection coefficients, we can determine

the reflection losses. The Cole-Cole model is as follows:

εr(ω) = ε∞ +
∑
n

∆εn

1 + (jωτn)(1−αn)
+

σi
jωε0

(3.14)

where εr(ω) is the complex relative permittivity, the magnitude of the dispersion is
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defined as ∆ε = εs− ε∞, ε∞ is the permittivity at field frequencies where ωτ � 1, εs

is the permittivity at ωτ � 1, σi is the static ionic conductivity, ε0 is the permittivity

of free space, and the distribution parameter α is a measure of the broadening of

the dispersion. The number of summations depends on the dispersion regions. We

use a 4-term Cole-Cole model. By choosing the parameters related to each tissue,

the dielectric behavior over the desired part of the spectrum can be predicted.

The reflection coefficient due to medium transition from medium one to medium

two is shown in Eq. 3.15, where η1 =
√
µ1/ε1 and η2 =

√
µ2/ε2 are the complex

intrinsic impedances of the media one and two, respectively. Magnetic permeability

can be written as µ = µrµ0, where for biological tissues µr is usually unity. Electric

permittivity is also written as ε = εrε0.

Γ =
η2 − η1

η2 + η1
(3.15)

Including the values of the dielectric parameters from [54] (Table 1) for skin, fat,

and muscle, the amplitude of the reflection coefficients can be calculated as: 0.74

for air to skin, 0.49 for skin to fat, and 0.52 for fat to muscle. Using the reflection

coefficients, the reflection losses can be calculated by RL = −20 log10 |Γ|. The total

approximate path loss for the noise of 2.4-GHz ISM band is then calculated as

follows:

PL = −(−20 log |Γair−skin|+ PLskin − 20 log |Γskin−fat|

+ PLfat − 20 log |Γfat−muscle|+ PLmuscle) (3.16)

Using the numerical values, the total path loss for the noise in the 2.4-GHz

frequency is approximately -60.5 dB.

Normalizing the power for one MHz and using the numerical values −114 dB-

m/MHz for the thermal noise PSD and 25 dB for the man-made contribution, the

total man-made noise normalized for one MHz of frequency is calculated roughly as

Pmm ≈ −89 dBm.
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Assuming man-made noise to have plane-wave far-field radiation on the biological

tissues, we can conclude that the wave by passing the tissues and teaching the

implanted receiver antenna has -60.5 dB of path loss including the homogeneous

tissue path losses and the reflection coefficients. This loss is much more than the

25 dB man-made contribution to the noise power spectral density in 2.4-GHz ISM

frequency band. Thus, we can neglect the effect of the man-made sources on the

noise power spectral density on the implant’s side.

This result leads to the conclusion that for the downlink, a communications

scheme that is much simpler than DBPSK-DSSS can be used because much less

interference mitigation is needed in the downlink compared to the uplink in the

2.4-GHz ISM band.

3.2 Far-field Data Link Budget

It is also interesting to know how the link performs when the antennas are further

separated. When the separation distance of the antennas becomes roughly more

than 2D2/λ, we can say that the pattern of radiation does not depend on distance

anymore and we can use usual antenna formulations to derive the link budget.

There also exists some specific challenges, which are explained in the appropriate

sub-section.

3.2.1 Downlink

In this case, we consider the transmission from the external antenna towards the

implanted receiver antenna. In the calculations, we assume that antennas are sepa-

rated enough so the radiation reached the skin of the person is in the far-field and

we can also model the field as plane wave.

The received power by the implanted antenna can be given as follows:

PR = PT +GT −PL FS−RL AS−RL SF −RL FM−PL S−PL F −PL M +GR (3.17)
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where PR is the received power in dBm, PT is the transmitted power in dBm, GT

is the transmitter gain, PL FS is the free-space path loss in dB, RL AS is the return

loss from air to skin, RL SF is the return loss from skin to fat, RL FM is the return

loss from fat to muscle, PL F is the path loss in skin tissue, PL F is the path loss in

fat tissue, PL M is the path loss in muscle tissue, and GR is the receiver gain.

We assume the same size of antennas as in [23] (Section V), which is a square

loop antenna with 2-cm sides as the external antenna and a square loop antenna

with 2-mm sides as the implanted antenna.

To calculate the gain of the external antenna we need to have the efficiency factor

and directivity of the antenna and use the relation G = ηD. For now, we assume

an antenna with no efficiency loss and also assume the gain in the direction of the

maximum, which is in the direction of the line perpendicular to the center of the

antenna. The directivity itself can be calculated by the following formula [3]:

Dmax =
4πUmax
Prad

(3.18)

where Umax is the maximum of radiation intensity and Prad is the total radiated

power. The radiation intensity can be calculated by Eq. 3.19 and the total radiated

power can be calculated as in Eq. 3.20 [3].

U(θ, φ) =
r2

2η
|E(r, θ, φ)|2 ≈ r2

2η
(|Eθ|2 + |Eφ|2) (3.19)

where r is the radial distance from the antenna in spherical coordinates, η is antenna

efficiency, and E is the electric field intensity.

To calculate the total radiated power, we need to integrate the radiation intensity

over the entire solid angle of a sphere about the antenna position. This integration

is as follows:

Prad =

∫ 2π

0

∫ π

0
U sin θ dθ dφ (3.20)

Using the electric field intensity of the square loop in the far-field from [3] (Chap-
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ter 5), we can rewrite the radiation intensity as follows:

U(θ, φ) =
ηk2I2

0a
2

8π2
sin2(

ka

2
sin θ) (3.21)

To make the Eq. 3.19 integrable, we need to make an approximation for the

sin(·) function. As the wavelength in 2.457 GHz is approximately 0.122 m, the side

length of the square loop is approximately equal to λ/6, where λ is the wavelength

in 2.457 GHz frequency. Using this, we can see that the argument in the sin2(·)

is roughly equal to 0.5 radians at its maximum. Using a Taylor series (sin(x) =

x − x3/3! + x5/5! − · · · ) and evaluating the Taylor series for x = 0.5 rad, the first

term becomes 0.5 and the magnitude of the second term becomes 0.021, which is

95.8% less than the first term. Thus, we can approximate sin(x) with x in our

calculations. This result leads to the following equation:

U(θ, φ) =
ηk4I2

0a
4

32π2
sin2 θ (3.22)

Using this result and also the point that the maximum occurs in θ = π/2 radians,

we can calculate the directivity in the direction of maximum as Dmax = 1.5, which

is roughly equal to Dmax = 1.76 dB. Assuming η = 1, G = 1.76 dBi as well.

We assume that we could approximate the gain of the receiver insulated antenna

surrounded by body tissues with an isolated antenna with the same characteristics

in vacuum. As in [3], the gain of a small circular loop antenna is roughly equal to

1.76 dBi.

The transmitted power is limited by two main limitations: one is the Specific

Absorption Rate (SAR) and the other is the Equivalent Isotropically Radiated Power

(EIRP). According to [55], the EIRP is the dominant limitation for an external

antenna for biomedical applications. Based on the FCC sections 15.247 [56] and

15.249 [57], the EIRP limitation for 2.4-GHz ISM band with spread spectrum and

antenna gain of up to 6 dBi is 36 dBm. As EIRP = PT + Gant, the maximum

allowed transmit power equals to 34.24 dBm or equivalently 2.65 W.
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To calculate the free path loss, we can use the following equation [55, 58]:

PL = 10 log

(
4πd0

λ

)2

+ 10 log

(
d

d0

)γ
+ [X] (3.23)

where the first term after on the right hand side is the path loss in the reference

distance of d0 from the antenna, γ is the path loss exponent, X is a random variable

indicating the deviation and [X] is its mean. For the case of free-space propagation

(γ = 2), the formula simplifies to PL FS = 10 log(4πd/λ)2 + [X]. All the terms in

the formula are in dB.

Using free-space path loss (γ = 2) and mean deviation of zero ([X] = 0 dB) in

Eq. 3.23, the free-space path loss can be calculated as:

PL FS = 20 log

(
4πd

λ

)
(3.24)

The reflection coefficients (Γ) are calculated for frequency of 2.457 GHz at

Sec. 3.1.2. The magnitude of the reflection coefficients using the dielectric parame-

ters from [54] are: 0.74 for air to skin, 0.49 for skin to fat, and 0.52 for fat to muscle.

The reflection loss can be calculated by RL = −20 log |Γ|.

The tissue path losses are also calculated in Sec. 3.1.2 and the path loss for

muscle (2.5 cm) is 28.7 dB, for fat (0.5 cm) is 7 dB, and for skin (0.2 cm) is 10.3 dB.

Based on the findings mentioned, we can write the received power as in Eq. 3.25.

As both the transmitter and receiver antenna gains are approximated by 1.76 dBi

and the total loss due to tissue attenuation and return factors is 60.5 dB, the equiv-

alent total loss can be written as PL = −56.98− 20 log(4πd/λ), where the last term

is due to free path loss. Using this definition for the total path loss (PL) and the

same spread spectrum modulation as in the near-field case, we can use the Eqs. 3.5

and 3.10 to find the required transmit power and the energy required to transmit

one bit of data, respectively. The energy required to transmit each bit is illustrated

in Fig. 3.2.

PR = PT − 56.98− 20 log(
4πd

λ
) (3.25)
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Figure 3.2: Energy required to transmit one bit in the downlink versus the separation
from the skin surface.

3.2.2 Uplink

When a transmitter antenna is implanted in biological tissue, its characteristics

deviates from an isolated antenna in free space. The gain of transmitter must

be considered in presence of the surrounding conducting tissues. As of [59], the

definition of antenna parameters change in presence of conducting tissues in the

immediate vicinity and the usual free space antenna analysis methods are no longer

useful. As a better calculation the antenna and all the surrounding tissues can be

combined as one radiating transmitter. This way, the resulting transmission gain

can be calculated in the far-field, where the external receiver is outside the patient’s

body.

More specifically, the method described in [55, 60] is to use an electromagnetic

solver to do finite-difference time-domain (FDTD) numerical analysis on the im-
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planted transmitter to find the new antenna gain affected by surrounding body

tissues. In these publications, Remcom XFDTD software was used [61]. Using the

resulting gain, the link budget can be calculated as follows:

Prx = Ptx +Gtx +Grx + PL (3.26)

where Prx is the received power, Ptx is the transmitted power, Gtx is the transmitter

antenna gain, Grx is the receiver antenna gain, and PL is the free path loss. Here

we have assumed no polarization and impedance mismatches. The free path loss is

also assumed in open environment without fading.

The maximum available transmit power is limited by two factors. One is the

specific absorption rate (SAR) limitation and the other is the equivalent isotropically

radiated power (EIRP) limitation by IEEE standards. In the case of the implanted

transmitter and external receiver (uplink), the SAR is usually the bottleneck and

in the case of the downlink, EIRP limits are usually more dominant. For free path

loss calculations, Friis equation can be used as described before.

For illustrative purposes, a simple implanted patch antenna is simulated using

the FDTD methods provided in the Remcom XFDTD software close to the spinal

cord in the muscle layer of a full male body model at 2.45 GHz frequency. The

patch antenna and the implantation configuration can be seen in Fig. 3.3. The patch

antenna size is 20 mm by 32 mm with 2 mm thickness and the relative permittivity

of the substrate is 9.5. The FDTD initial mesh cell sizes are set to be equal to patch

thickness (2 mm), which is the smallest dimension.

The resulting maximum gain calculated using this method is approximately -

44 dBi and is shown in Fig. 3.4.

As future work, one can further analyze the different antenna designs to find

the most compatible design for high data rate implantable communications. Fur-

thermore, the specific absorption rate (SAR) conditions should also be taken into

account.
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Figure 3.3: FDTD simulation setup using the Remcom XFDTD software: (a) Patch
antenna sized as 20 mm × 32 mm × 2 mm, (b) Patch antenna implanted close to
spinal cord and the black circle shows the approximate place of implantation.

Figure 3.4: Transmit antenna radiation pattern produced by the patch antenna and
surrounding tissues considered together.
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Chapter 4

Circuitry Power Consumption

and Wireless Power Feasibility

It has been shown in [23] that up to 1 mW of power could be transferred to a mm-

sized receive antenna by a cm-sized transmit antenna within a few cm of separation.

This amount is enough to power a low-power implant for continuous real-time op-

eration. We therefore need to know how much power is expected to be consumed

by a typical implantable high data rate transmitter system using spread spectrum

modulation in the 2.4-GHz ISM band. As shown in Fig. 3.1, a radio-frequency (RF)

wireless transmitter for implant purposes, such as neural recording, consists of a

baseband communications subsystem and an RF front-end.

4.1 Power Consumption Estimate at a Nominal Voltage

The current complete version of the baseband transmitter IC in the group was de-

veloped in 130 nm IBM technology [62]. Operated at a 1.2 V nominal supply voltage

and using a 12.5 MHz chip clock frequency, the chip includes baseband transmitter,

testing units and pulse shaping filter. The power consumption is 600 µW and thus

the associated energy consumption efficiency is 768 pJ/bit at 12.5 MHz chip clock

frequency. The power consumption of the spread-spectrum baseband design can

be further reduced by using smaller technology nodes, removing testing units and
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shaping filter and also operating the circuitry in subthreshold regime [63].

Scaling down to 65 nm technology is expected to result in power reduction [64].

However, smaller than 65 nm technology nodes suffer from more leakage currents,

which increase the static power consumption compared to bigger technology nodes.

The issue needs further research to mitigate the problem. Using the Synopsys De-

sign Compiler tool, we analyzed the amount of possible power reduction due to using

TSMC’s 65-nm technology at a 1 V nominal supply voltage and using the same data

rate as for the IBM 130-nm case (3.125 Mbps). The total baseband power consump-

tion in the 65-nm TSMC process after removing the JTAG test mode units and

the shaping filter is expected to be roughly 370 µW (118 pJ/bit at 3.125 Mbps).

The power consumption can be reduced even more by operating in the subthresh-

old regime desirable for medium throughputs (1-10 MHz) as explained in [64]. In

subthreshold operation, the transistors are either kept off (nonconducting) or just

short of conducting in the triode region (barely conducting). The relatively high on

resistance of the barely conducting transistors will slow down the operation of logic

gates and storage elements.

Assuming 4.5 mW of expected power consumption for the RF front end at

TSMC’s 65-nm technology and 370 µW for the baseband circuitry in TSMC’s 65-nm

process, the resulting transmitter circuit power consumption is 4.87 mW (1.56 nJ/bit

at 3.125 Mbps). Note that the baseband power consumption for spread spectrum

modulation is much less than the required power consumption for the RF front end

circuitry, which is in the order of milliwatts. As calculated in Sec. 3.1.1, the energy

required to transmit one bit from the transmit antenna to the receive antenna is

∼ 68 pJ/bit. Therefore the energy absorbed by the path loss is negligible compared

to the energy required to drive the transmitter circuitry. Based on these numbers,

the overall power consumption is expected to be above one milliwatt, which is the

maximum wireless power that could be delivered safely to the implant [23]. This may

necessitate a rechargeable battery or another powering scheme, such as ultrasound,

for real-time powering.
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4.2 Technology Scaling in the Subthreshold Regime

To further reduce the power consumption of the baseband transmitter, we can use

the subthreshold regime for medium throughputs. It has been shown in [65] (Chap-

ter 1) that we can save almost up to a factor of 15 in energy per operation by using

a 0.3 V subthreshold supply voltage in place of the 1.3 V nominal voltage in 130 nm

CMOS. To study the effects of technology scaling on the power consumption of sub-

threshold circuits, we have done a simple trend analysis on baseband circuit power

consumption assuming subthreshold operation in different technology nodes. This

analysis is based on a theoretical gate-level reconstruction of the baseband transmit-

ter and is not intended to produce accurate numbers. However, it should clarify the

approximate trends on how power consumption may be reduced by using smaller

technology nodes in the subthreshold regime.

The system diagram of the proposed digital baseband circuit is shown in Fig. 4.1.

This circuit does differential encoding and spreading of BPSK modulated signals.

The main blocks of the circuit consist of one multiplexer and two shift registers. To

reduce the power consumption of the circuit, a smaller technology node could be

used. In addition to a reduction in the technology node, the circuit can be designed

to operate in the subthreshold regime. This technology reduction should decrease

the dynamic power consumption quadratically [64]. There is a trade-off between the

dynamic power reduction, and the circuit speed. Smaller supply voltages lead to

slower circuit speeds; however, as long as we are dealing with medium-throughput

(1-10 Mbps), a subthreshold supply voltage might be suitable [64].

The energy consumption of the circuit in Fig. 4.1 can be theoretically analyzed

to estimate the energy consumption decrease by using smaller technology nodes and

subthreshold regime. This combination is usually called Ultra-Low Power (ULP) in

literature [64]. The theoretical results can further be verified by simulation using

SPICE.

To analyze the energy consumption, we describe the whole circuit at the gate

level, i.e. using NAND, NOR, and inverter gates. For example the multiplexer is
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Figure 4.1: Circuit diagram of the baseband transmitter.

constructed of three NAND gates and one inverter gate. By continuing this process,

we are able to find the total number of logic gates used in the circuit.

In order to calculate the dynamic power consumption, we only consider the dom-

inant power dissipation factor, which are the switching capacitances, in comparison

to other sources of dynamic power consumption, e.g. short circuit current, which

happens when there is a slow rise/fall time and therefore both NMOS and PMOS are

conducting at the same time. By switching capacitances, we mean the capacitances

that switch between charge and discharge states to perform an operation. To find

the switching capacitance for nominal voltages, one can use the Predictive Tech-

nology Models (PTM), which provide the capacitance of PMOS/NMOS in various

sub-micron technology nodes [66]. In the subthreshold regime, the transistor capac-

itances change. This effect is explained in [64]. Then, we can use these transistor

capacitance values to calculate the input capacitance of the inverter, NAND, and

NOR gates. Without considering the throughput constraints yet, which introduce a

practical barrier on the operating frequency, we can assume that the clock frequency

equals the inverse of the circuit intrinsic delay. For loading, we can assume that all

gates to have a capacitance loading approximately equivalent to a fan-out of four

(FO4) inverter. This is a standard modeling approach in digital logic. By using

these assumptions, we are able to calculate the energy consumption per operation,

where by operation we mean the process of modulating and spreading one bit.
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To calculate the static power consumption, we consider the dominant contribu-

tor, which is the subthreshold leakage current, and ignore other sources, e.g. gate

leakage and junction leakage [64]. When a MOSFET’s gate to source voltage (Vgs)

is less than its threshold voltage Vt, it is said to be in subthreshold or weak inversion

regime. When a Vds voltage is applied in subthreshold regime, a diffusion current

starts to appear. In case of off-state MOSFET (Vgs = 0), this subthreshold current

acts as a leakage current and contributes to the static power consumption. When

gate oxide is made thinner, the gate leakage increases due to tunneling. Junction

leakage is due to reverse biased drain to substrate junction. In order to find out how

many transistors are in the off-state on average, we need to do a statistical analysis

for each logical gate’s activity. To do so, we analyze each logic gate, i.e., NAND,

NOR, and Inverter, and estimate the statistical probability of being off for each of

the transistors. The average number of off transistors leads to the average amount

of subthreshold leakage drawn from the supply voltage. The amount of the leak-

age current for PMOS/NMOS transistors in each technology node and at nominal

voltages are calculated in [66]. For subthreshold supply voltages, we can use the

transistor characterization from [64].

Adding the dynamic and static power consumption, we obtain the total power

consumption of the circuit. By calculating the logic depth of the circuit, we can

calculate the worst-case maximum delay of the circuit to perform an operation. By

operation, we mean the process of differentially encoding a BPSK sequence and then

spreading it by replacing each bit (0 or 1) with the chip sequence. Using the circuit

delay and the power consumption, we arrive at the total energy consumption per

operation, which is calculated in various technology nodes and supply voltages.

To do the analysis at the gate level, we need to better understand the behavior

of gates in the subthreshold regime. In subthreshold operation, the intrinsic gate

capacitance is lower than in the nominal operating regime. Therefore, by using

the modified values of transistor parameters in the subthreshold regime [64], we are

able to find the switching capacitance of each logic gate. Added to the internal
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switching capacitance, there is a capacitance at the output node of each gate. This

capacitance, which is due partly to diffusion capacitance of the driving transistors

but mostly due to the fan-out, adds to the amount of the capacitance switching

at the output node of the logic gate. Based on the combined value of the internal

switching capacitance and the output capacitance seen at the node, the dynamic

power consumption can be evaluated for each logic gate. To calculate the static

power consumption, we need to calculate the off-state leakage of each device in the

subthreshold regime. When calculating the subthreshold current, we also consider

the effects of the drain-induced barrier lowering (DIBL) and subthreshold swing [64].

In each logic gate, only some of the devices are off at a time. Therefore, we statically

calculate how many of them are off at a time under certain assumptions of input

signal probabilities. We also consider the effects of the width difference of PMOS

and NMOS, due to the difference in mobility of holes versus electrons, in the final

value for the leakage of each device.

By knowing the dynamic power consumption for each logic gate (Pdyn = 0.5 ·α ·

Csw · V 2
dd ·Weff · f), the operating frequency, and also the statistical average of the

static power consumption for each logic gate, we can estimate the dynamic power

consumption of each cell, e.g. MUX and shift register. This produces a modular

way of estimating the power. This way, we will be able to have a modular view of

where in the circuit the power consumption is consumed the most.

4.2.1 Switching Capacitance of Logic Gates

In this section, we are going to discuss how to calculate the switching capacitance

of the logic gates. As we can build all of the cells with NAND, NOR, and inverter

logic gates, we are only going to analyze these three logic gates. This analysis in-

cludes both the internal and fan-out capacitances contributing to the total switching

capacitance at the output node of each logic gate. The internal capacitances of a

MOSFET are demonstrated as in Fig. 4.2.
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Figure 4.2: MOSFET capacitances in subthreshold regime [64].

FO4 Inverter Capacitance

In order to model all the internal capacitances, we assume a lumped capacitance

model connected between the drain of the transistors and ground. This lumped ca-

pacitance model will serve as the total switching capacitance, including the internal

and the loading capacitances.

We use the MOSFET-level capacitance values as shown in Fig. 4.3 to reach the

FO4 inverter capacitance values. These values correspond to the internal capaci-

tances demonstrated in Fig. 4.2. Cg,nom is extracted from the PTM BSIM4 models,

and it includes the oxide layer capacitance of Cox = εoxLeff/Tox. As Tox scales al-

most in the same pattern as Leff from 250 nm to 130 nm ([64]), not much change is

expected due to the ratio Leff/Tox in this technology range. After shrinking below

90 nm technology, Cox and therefore Cg,nom start to decay faster than Tox scaling,

which scales more slowly due to manufacturing limitations. In the subthreshold

regime, the depletion capacitance in series with Cox is dominant by being smaller.

This leads to a much smaller Cg,sub compared to Cg,nom. As of this small Cg,sub,

the effect of other small parasitic capacitances become significant. Cg,ext includes

the fringing and overlap parasitic capacitances, i.e. overlap capacitance (Cov), inner

fringing capacitance (Cif ), and outer fringing capacitances (Cof,side, Cof,top, and
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Cof,dif ). In the calculation of Cg,ext, both the drain and source sides have been

considered. The last capacitance considered is the junction capacitance (Cj), which

is between drain and substrate and also between source and substrate.
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Figure 4.3: Internal capacitance values of a MOSFET [64].

Without considering the fanout yet, we take into account the effect of the capac-

itances connected to the drain. These capacitances contribute to the overall lumped

capacitance model (sample FO1 inverter is shown in Fig. 4.4).

The capacitance Cg,ext includes all fringing capacitances and overlap capaci-

tances, i.e. Cif , Cov. However, not all of the capacitances are connected to the

drain. Only half of the Cg,ext is connected to the drain (According to [64], the sum
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M1 

M2 

M3 

M4 Csw

Figure 4.4: Inverter with one inverter connected to an output node. The lumped
model switching capacitance is denoted by Csw.

of both drain and source sides is considered in Cg,ext). This connection is between

drain and gate, therefore we need to use the Miller theorem ([67]) to calculate the

impact on the lumped capacitance model between drain and ground. Eq. 4.1 shows

the effective amount of Cg,ext on the Csw for NMOS.

Cg,ext,eff = 0.5Cg,ext(1−A) (4.1)

where A is the gain and is equal to −1 for the inverter.

Capacitance Cj is connected between the drain and substrate and we assume

that substrate is grounded. On the other hand, the capacitance Cg,sub is connected

between the gate and substrate and therefore has no impact on the Csw model. The

total capacitance for an inverter ignoring the fanout load is shown in Eq. 4.2.

Csw,withoutFO = (Cg,ext,eff + Cj) · (1 +NP ) (4.2)

where NP is the ratio of the PMOS gate width to the NMOS gate width. Because of
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the lower mobility of holes compared to electrons, the width of the PMOS transistor

should be increased to give the same rise time as the fall time produced by the

NMOS transistor. According to [64], the PMOS gate width is roughly three times

the NMOS gate width (i.e., NP = 3).

To consider the fanout effect, we need to know what capacitances affect the

lumped capacitance model, Csw, from the load. In the case of an inverter as a load,

the capacitances connected to the gate of the inverter load have an impact on Csw.

As before, we calculate the fanout capacitance for one NMOS in an inverter and

then expand it to the overall inverter by the (1 +NP ) factor.

Half of the capacitance Cg,ext is connected between the gate and source, and half

is connected to the drain, for which Miller theorem can be used to calculate the

amount of resulting capacitance between the gate and ground. Using these data,

the effective Cg,ext is shown in Eq. 4.3.

Cg,ext,eff,F = 0.5Cg,ext + 0.5Cg,ext(1−A) (4.3)

where the first term on the right side is the gate-source contribution and the second

term is the gate-drain contribution.

Capacitance Cj lies across the drain and substrate or between the source and

substrate; thus, it has no significance on the lumped capacitance Csw model between

the load’s gate and ground. Capacitance Cg,sub is between the gate and substrate,

which is assumed to be grounded. Therefore, it contributes to the overall Csw. The

total capacitance due to the fanout capacitance is shown in Eq. 4.4.

Cfanout = FO · (1 +NP ) · (Cg,ext,eff,F + Cg,sub) (4.4)

where FO is the fanout number.

Using Eqs. 4.2 and 4.4, Csw can be derived as shown in Eq. 4.5. This capacitance

is depicted in Fig. 4.5 to better visualize the capacitance value of an FO4 inverter.
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Csw = (1 +NP ) ·
[
Cg,ext

(
0.5(1−A) + FO · (1− 0.5A)

)
+Cj + FO ·Cg,sub

]
(4.5)
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Figure 4.5: Switching capacitance of an FO4 inverter.

To verify the results, we can compare the Csw value results in Eq. 4.5 with the

values in Fig. 8 of [64]. From Fig. 4 of [64] for the 250 nm technology node, the

capacitance values are roughly: Cj = 0.59 fF/µm and Cg,sub = 0.35 fF/µm, and

Cg,ext = 0.9 fF/µm. Substituting these values into Eq. 4.5, we will end up with

Csw = 33.16 fF/µm. As shown in Fig. 8 of [64], the final value is approximately

Csw = 30 fF/µm. This small difference between results could be because of the

limited accuracy of values read from figures or the approximations made to calculate

the final capacitance.
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NAND and NOR Capacitance

Each conventional n-input NAND or NOR logic gate is built from n complemen-

tary transistor pairs, as shown in Fig. 4.6. The capacitance of each complementary

transistor pair is assumed to be approximately equal to a transmission gate capaci-

tance (Cp) [68]. For now, we will assume the pair’s capacitance to be approximately

equal to an inverter capacitance. Although this is not something usual in literature,

it should give a correct power consumption trend. As a future work, we may need

some modifications to include the transmission gate capacitance for further accurate

results.

M1 M2 

M3 

M4 

M1 

M2 

M3 M4 

NAND NOR

Figure 4.6: Two input NAND and NOR gates.

With the approximation presented in [68], we can estimate the switching capac-

itance of the NAND or NOR logic gates according to the number of the transistor

pairs inside. The number of transistor pairs (PMOS/NMOS) is equal to the number

of gate inputs. Therefore, the estimated switching capacitance due to the logic gate

itself is nCp, where n is the number of inputs and Cp is the pair capacitance value.

The total switching capacitance at the output node also includes the capacitance
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due the following loading logic gates. Thus, the total switching capacitance of a

NAND or NOR gate is as in Eq. 4.6.

Csw = nCp + CFO (4.6)

where Csw is the total switching capacitance in the output node of NAND or NOR

gate, n is the number of inputs or number of pairs, Cp is the transistor pair model

capacitance value, and CFO is the amount of capacitance due to loading logic gates,

which contributes to the total switching capacitance at the output node.

As described before, we use the inverter switching capacitance as an approxima-

tion for the transmission gate capacitance for now. Therefore, Cp is approximated

as

Cp = [0.5Cg,ext(1−A) + Cj ] · (1 + NP) (4.7)

where Cg,ext is the sum of all fringing and overlap capacitances in an NMOS tran-

sistor, which includes both drain and source contributions; A is the inverter’s gain,

which is −1; Cj is the junction capacitance of an NMOS transistor; and NP is the

ratio of the PMOS gate width to the NMOS gate width.

About the fan-out capacitance, we assume that all logic gates have a loading

equal to a FO4 inverter. The FO4 inverter loading capacitance is shown in Eq. 4.4.

Later on, we may need to improve this assumption by digging into the correct

amount of the average loading capacitance for each logic gate.

4.2.2 Activity Factor

The output switching factors of the gates are based on knowing the switching prob-

ability of the inputs. For example, for AND, OR, and XOR gates, the output node

switching probabilities are as in Eq. 4.8 ([69] and [70]).
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pAND = (1− pApB)pApB (4.8a)

pOR = (1− pA)(1− pB)(1− (1− pA)(1− pB)) (4.8b)

pXOR = (1− (pA + pB − 2pApB))(pA + pB − 2pApB) (4.8c)

where pA and pB are switching probabilities of inputs A and B, respectively.

To correctly calculate the switching factor for all the logic gates, we need to

start from the inputs and propagate signal probabilities through the outputs. Just

as in Eq. 4.8, we can calculate the output switching probability by knowing the

input switching probabilities. However, this process becomes challenging for large

circuits. If we do not mind calculating the switching factors for all the gates of

the current circuit design, still there is a major challenge left. In calculating the

previous probabilities, we assumed that all the input signals of the logic gates are

statistically independent. However, this is not always the case. For example, the

output switching of the NAND gate in Fig. 4.7 cannot be calculated using the

conventional probability formulas assuming signal independence because the inputs

of the gate are logically dependent in this case. If the inputs were independent, the

output probability would be: pOUT = 1 − (1 − pA)pA. However, in this case the

output is always one and therefore the switching probability is actually zero [69].

A
OUT

Figure 4.7: NAND gate with statistically dependent input signals.

Based on the challenges of calculating the switching factor at each logic gate

node, we use an upper bound for the switching factor value to obtain an upper

bound on energy consumption.
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4.2.3 Leakage Current

To calculate the static power consumption at the gate level, we need to know how

much leakage current flows through each logic gate. To obtain this, we need to first

look at the device-level leakage in the subthreshold regime.

Subthreshold Leakage Current of a MOSFET

In nanometer MOSFETs, there are three main leakage components, which contribute

to the final leakage current: subthreshold, gate, and junction leakage. These leakages

have been described in previous sections and their are plotted in Fig. 1.4 of [65]. As

subthreshold leakage is the dominant factor, we count it as the dominant component

and neglect the other small components [64, 71]. The subthreshold region is where

Vgs < Vdd, which is also called weak inversion. The subthreshold current can be

evaluated as shown in [64, 71]

Isub = Weff · I0 · 10

(
Vgs+ηVds

S

)(
1− e(− Vds

Uth
)
)

(4.9)

where I0 is the subthreshold reference current (I0 = IOFF,nom10
−ηVdd,nom

S ), S is the

subthreshold swing, η is the DIBL factor, and Uth is the thermal voltage of around

26 mV at room temperature. The S and η parameters are plotted in Fig. 4.8 versus

the technology node from 250 nm to 32 nm.

In static CMOS logic, we consider the off state to be when Vgs = 0 and Vds = Vdd.

Using these considerations, parameters provided, and also Eq. 4.9, we end up with

the subthreshold leakage currents as shown in Fig. 4.9 for one NMOS. As seen in

this figure, the subthreshold current increases as the minimum linewidth of the tech-

nology shrinks. In smaller technologies; however, the increase in the subthreshold

current becomes smaller. Independent of the technology, the subthreshold current

always decreases with smaller supply voltages.
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Figure 4.8: Subthreshold swing S (solid line style) and DIBL coefficient (η - dotted
line style) [64].

Gate-level Subthreshold Leakage Current

While a logic gate is switching at some definite frequency, the complementary tran-

sistors change between the on and off states to perform the required task (We only

assume fully powered and active operation of the circuit for now, and ignore the

possibility of sleep modes for the moment). Not all the transistors are on at a time;

therefore there is leakage current going through each off device. We can analyze the

pattern of switching of the devices in each gate, and based on this pattern estimate

a statistical average of the leakage current contributed by each gate.

As shown in Fig. 4.10, each of the transistors of the inverter, 2-input NAND, or

NOR logic gates have an average of 0.5 off probability. This conclusion is based on

assumption of equal input signal probabilities. For a greater number of inputs, e.g.

3-input NAND, it can be shown that we still have the same 0.5 off probability for each

device in the logic gate, under the assumption of equal input signal probabilities.

Based on this result, we can say that the leakage currents for each logic gate can be
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Figure 4.9: Subthreshold current of one NMOS assuming Vgs = 0 and Vds = Vdd.
Legend has technology nodes in nm.

calculated as in Eq. 4.10.

IINV = 0.5 · Ileak ,NMOS · (1 + NP) (4.10)

INAND ,MX1 = 0.5 · Ileak ,NMOS ·M · (1 + NP)

INOR,MX1 = 0.5 · Ileak ,NMOS ·M · (1 + NP)

where Ileak ,NMOS is the leakage current of one NMOS described in Sec. 4.2.3, M is

the number of inputs for the corresponding logic gate, NP is the ratio of the gate

width of the PMOS transistors over the NMOS transistors.

Based on Eq. 4.10, we can calculate the leakage current of each logic gate de-

scribed. As an example, the leakage current of an inverter is shown in Fig. 4.11.
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M2 

M2 
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M3 

M3 

M4 

M4 

Figure 4.10: State of each device in the inverter, NAND, and NOR gates during
logical operations.

The trend of the change in the leakage current is pretty much the same as in Fig. 4.9

for an NMOS transistor.
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Figure 4.11: Inverter leakage current calculated assuming that NP = 3.

4.2.4 Power Consumption

To calculate the power consumption of each logic gate, we consider the output

switching capacitance of the logic gate to calculate the dynamic power consumption

and the leakage current for the static power consumption. By having the power

consumption for each logic gate, we can proceed to the next level and calculate the

power consumption of each cell. By cell we mean the main building blocks of the

circuit, which are shift registers, flip-flops, multiplexers, and some logic gates. Some

of these cells might use cells of other types as building blocks.

Power Consumption of Logic Gates

To calculate the power consumption of the logic gates we need data from the

transistor-level analysis. These data include the switching capacitance of the logic
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gates and the effective width of the transistors. The effective width of the transis-

tors is assumed to be approximately equal to 1.5 times the effective channel length

(Weff = 1.5Leff ) [64]. The values of Leff for different technology nodes from

250 nm to 32 nm are shown in [64].

To calculate the dynamic power consumption of the inverter, NAND, and NOR

logic gates, we use the power consumption formula in Eq. 4.11. Each logic gate has

its own specific switching capacitance, as discussed in Sec. 4.2.1. Moreover, based

on the different places in the circuit, the logic gates may be in different conditions in

terms of frequency and switching factor. The supply voltage and the effective gate

width are chosen by the designer and can be adjusted according to the purpose.

Pdyn =
1

2
· α · Csw · V 2

dd ·Weff · f (4.11)

where α is the switching factor, Csw is the switching capacitance of the gate including

the loading effects, Vdd is the supply voltage, Weff is the effective gate width of the

NMOS transistor, and f is the operating frequency.

The static power consumption of each logic gate is determined by the leakage

current of its off transistors. As in Fig. 4.10, the transistors of a logic gate transition

from the on and off states to perform certain logical operations. As not all of the

devices are off at a time, we estimated the average off time of each device in a logic

gate in order to know how much leakage current is drawn from supply voltage by

a logic gate (Ileak). Once we have this amount of leakage, we can model the logic

gate as a constant impedance connected to a supply voltage. Therefore, the static

power consumption in active period can be calculated as in Eq. 4.12.

Pstat = Vdd · Ileak (4.12)

Power Consumption of the Cells

Each cell can be constructed using the basic NAND, NOR, and inverter logic gates.

Based on this fact and also on the power consumption of each logic gate described
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in Sec. 4.2.4, we can estimate the entire power consumption of each cell.

Multiplexer As shown in Fig. 4.12, a 2-to-1 multiplexer consists of three NAND

gates and one inverter. Therefore, the total power consumption of this cell is the

sum of the power consumption of the component logic gates. The multiplexer in the

baseband circuit works at the f2 chip operating frequency, which is sixteen times the

f1 bit frequency (for a processing gain of 16). Concerning the loading capacitance,

we assume a loading equal to the loading of an FO4 inverter for all the logic gates.

We will later improve this assumption.

Input 1

Input 2

Select
OUT

Figure 4.12: 2-to-1 multiplexer.

Positive-Edge-Triggered D Flip-Flop The positive-edge-triggered flip-flop, with-

out the set and reset pins, consists of six NAND gates as shown in Fig. 4.13. The

flip-flops used in the baseband circuit design have different operation frequencies de-

pending on where they are used in the design. In the shift register, the flip-flops use

the f2 clock, but in the differential encoder and the connection to the multiplexer,

they use the f1 clock.

Shift Register The most power-hungry cell is the shift register. The parallel-in

serial-out (PISO) register used in the design, without set and reset functionality,

includes one inverter, 3(n− 1) NAND gates, and n flip-flops, where n is the number

of the bits in the shift register. In our specific design, the number bits in the shift

register is sixteen (n = 16). The shift registers of the circuit work with the faster f2
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D

Q

QN

Figure 4.13: Positive-edge-triggered D flip-flop.

chip clock signal and their total energy equal the cumulative power of their building

blocks. A four-bit shift register is shown in Fig. 4.14 as an example.

Q

Q
SET

CLR

D

Q

Q
SET

CLR

D

Q

Q
SET

CLR

D

Q

Q
SET

CLR

D

Write/Shift

D1 D2 D3 D4

CLK CLK CLK CLK

Figure 4.14: 4-bit non-circular shift register.

XOR An XOR logic gate can be constructed using four NAND gates, as shown

in Fig. 4.15. The operating frequency of the NAND gate is assumed to be the bit

clock f1 for this power analysis.
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A

B

OUT

Figure 4.15: XOR logic gate.

Power Trend Plots

To calculate the power consumption in the subthreshold regime, we have assumed the

bit frequency f1 to be sixteen times smaller than the chip frequency f2 (f1 = f2/16).

Loading capacitances for gates are approximated to be equal to the FO4 inverter ca-

pacitive, or in some cases more or less than the FO4 inverter capacitance loadings,

based on the gate location. Although not always in the subthreshold regime, we

consider the Vdd to be in the range of 0.2 V to 0.5 V. The threshold voltages of the

32 nm, 45 nm, 65 nm, 90 nm, 130 nm, 180 nm and 250 nm technologies are 0.27 V,

0.27 V, 0.3 V, 0.32 V, 0.36 V, 0.49 V and 0.63 V, respectively. We also assume that

the switching factor of 0.5 represents an upper bound. The transistor data in sub-

threshold supply voltages is used from the data [64]. The energy consumption of the

circuit in different technologies and subthreshold supply voltages is demonstrated in

Fig. 4.16. As it is demonstrated in this figure, in smaller technologies the effect of

subthreshold current cannot be neglected. In smaller supply voltages the increased

static energy consumption increases the total energy consumption per operation.

This trend leads to a sweet spot in terms of the optimal supply voltage. For exam-

ple, in case of using 65 nm technology the optimal voltage for subthreshold energy

consumption is between 0.2 V and 0.3 V. This optimal voltage is also confirmed

through our collaborator from Lund University, who have calculated approximately

0.24 V for the optimal voltage through their standard cell simulator. The details

of Lund University researchers’ work can be found in [72]. To further verify our

results, we can compare the calculated energy consumptions with multiplier energy
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consumption calculated in [64]. As the calibration curves in Fig. 4.17 show for the

65 nm technology our calculated numbers are approximately linearly aligned by the

results in [64].

In Fig. 4.18 the total power consumption of the baseband transmitter is plotted

assuming that f2 = 5 MHz and Vdd = 0.5 V. If we operate at this frequency, the

static power consumption becomes more significant at smaller technology nodes.

This relative increase in the static power consumption increases the total power a

bit in 45-nm technology. Working at f2 = 5 MHz and with the present assumptions

to calculate the final power, we determine that using smaller technologies, such as

32 nm, does not necessarily gain us much in terms of power consumption. The low-

power sweet spot thus seems to be 65 nm technology given the present knowledge

and expertise. This conclusion is further confirmed by Lund University collaborator.

To make smaller technologies more feasible, it is necessary to invent and utilize

methods to reduce the subthreshold current and therefore the overall static power

consumption.
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Figure 4.17: Calibration curves for the calculated energy results: (a) Dynamic energy
consumption, (b) Static energy consumption.
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Figure 4.18: Power consumption of the baseband transmitter circuit in Vdd = 5 V
with approximative capacitive loading for each logic gate and f2 = 5 MHz.
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Chapter 5

Conclusions

In this thesis, we investigated the problem of constructing a link budget for loop an-

tennas that are capable of wireless data transmission to devices that are implanted in

biological tissues. We focused primarily on a near-field communications scenario but

we also briefly considered the far-field link budget problem. From several different

perspectives, near-field communications is preferred over far-field communications

because of lower path loss and because of greater compatibility with surrounding

biological tissues. To transmit one bit over the near-field uplink or downlink in the

recommended 2.4-GHz ISM band, ∼68 pJ/bit of energy is required using spread

spectrum modulation, when one considers the predicted link losses and gains.

The power consumption of the implanted baseband communications circuitry

was estimated for TSMC’s 65-nm technology using the Synopsys Design Compiler

tool and the results were compared to previous results in IBM’s 130-nm technology.

The effect of using the ultra low power subthreshold operation in different technol-

ogy nodes was also analyzed using a generic design for the baseband transmitter.

We confirmed our working assumption that the dominant power consumption in a

typical spread spectrum high data rate implantable transmitter is due to the RF

front end. According to the analysis, the transmitter circuitry cannot be safely

powered in continuous operation using the described inductive links as the required

operation power would exceed SAR-safe inductive power transfer limits. This may
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necessitate a rechargeable battery to boost the power that would be provided by

wireless power transfer.

The expected power consumption of the RF front end at TSMC’s 65-nm tech-

nology is approximately 4.5 mW (as reported by our collaborator in Washington

State University). Assuming a data rate of 3.125 Mbps, the RF front end’s energy

consumption per bit is 1.44 nJ/bit. The expected power consumption of the base-

band section with TSMC’s 65-nm technology and at a nominal voltage is 370 µW

( 118 pJ/bit at 3.125 Mbps). According to our calculations the link losses are pre-

dicted to be 68 pJ/bit. Using these numbers we plotted a pie chart in Fig. 5.1 that

compares the energy requirements of the different modules. As we can see, the most

energy is consumed in the RF front end module. Therefore, in order to reduce the

overall energy consumption drastically, more research should be done to reduce the

energy consumption in the RF front end.

Baseband
(Nominal 65 nm)

RF Front End
(nominal 65 nm )

Link Loss

Figure 5.1: Comparison of energy consumption in different modules of an im-
plantable transmitter.

In summary, the main contributions of this thesis were:

• Thorough literature review and analysis of published communication and pow-

ering configurations for the purpose of implantable electronics.

• Detailed consideration of candidate methods to communicate with devices im-
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planted in biological tissues. The discussion included both wired and wireless

(optical or RF) methods. This analysis led to the selection of near-field wireless

communications.

• Selection of the most appropriate band for high data rate communications with

an implantable device: Based on the knowledge of the optimal frequency for

energy transfer in biological tissues, bandwidth requirements and regulatory

policies, we chose the 2.4-GHz ISM band.

• Link budget analysis for nearfield communications between an implanted neu-

ral recording sensor and an external control device using spread spectrum

technique in 2.4-GHz ISM band: The link budget is theoretically constructed

based on the knowledge of the required signal-to-noise ratio for packet-based

spread spectrum transmission and appropriate tissue losses and margins from

literature. Using the link budget, the required transmit power and the energy

required to transmit a bit using DSSS technique was calculated.

• Nominal power estimation of the baseband communications circuitry using

Synopsys tools in IBM’s 130-nm process and TSMC’s 65-nm process was done

to understand how much transistor scaling can affect the nominal power con-

sumption. Added to this, the power effect of removing pulse-shaping filter

and testing units in the next versions of the IC was simulated. Using the

baseband power consumption results and the expected power consumption of

the RF front end, the continuous powering feasibility in the near-field scenario

was discussed using the maximum SAR-safe power transfer value from the

literature.

• Power trend analysis in smaller technologies and in the subthreshold regime

to understand how much power we could potentially save in communications

circuitry. Added to the power reduction due to smaller technology nodes, the

power consumption could be further reduced by using subthreshold voltages.

For example, we could save energy per operation by up to 95% using sub-
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threshold voltages in 130 nm standard bulk CMOS technology [65]. However,

this reduction in energy per operation comes at the price of slower circuit

speed.

As required by our application needs, detailed in the Introduction section, the

proposed near-field communications accommodates a few centimeters of implanta-

tion depth. The choice of the 2.4-GHz ISM band provides enough bandwidth for

high data rate communications. By constructing the link budget, the effect of dif-

ferent factors on the high data rate near-field communications was analyzed. Loops

used in the near-field communications are less detuned by the presence of surround-

ing tissues [28] and they can also be used for transferring energy on the same link.

Using higher frequencies than the conventional near field frequencies leads to smaller

required loops for the transmitter and the receiver, which increases the suitability

for implantation. The spread spectrum technique chosen gives immunity against the

interference from other transmitters in the same 2.4-GHz ISM frequency band. It

also gives the capability to add extra sensors transmitting to the same receiver at

the same time.

To compare the suggested path to what has been reported in the literature,

the inductive data and power links, as listed in Table 2.2, use lower frequencies

and are therefore larger in size and lower in data rate. Using higher frequencies

gives the advantage of smaller coils and higher data rates. The implantable far-

field systems in Table 2.3 lack implantation depth advantage (a few cm) and if

implanted deeply they are expected to have much deteriorated performance in terms

of data rates with the same transmit power. The effect of other transmitters in the

congested 2.4-GHz ISM band is not previously discussed and no system is used to

mitigate interference. While using near-field communications reduces the range of

communications, it decreases the path loss in biological tissues compared to far-field

transmission. Using loop antennas and spread spectrum technique increases the

immunity against other transmitters in the same 2.4-GHz ISM band. As discussed

before, magnetic antennas are also less detuned in biological tissues compared to

82



electric antennas.

5.1 Recommendations for Future Work

As discussed in the thesis, the power consumption of the RF front end is dominant

and detailed optimizations of the baseband sections are not going to lead to signif-

icant improvements. Rather, the effort should be placed on the methods to reduce

the power consumption of the RF stages, such as control or compression methods to

lead to minimized on time for the RF front end. The RF stages should be reviewed

to see how fast and efficiently (power-wise) they can be turned on and off since this

has implications on optimal data packet sizing.

Based on our calculations and the assumptions that we took into account, we

recommend using the 2.4-GHz ISM band in a near-field transmission scenario in

order to achieve high data rate communications with the implanted device.

To reduce power consumption of the communications circuitry by scaling the

technology size, technology nodes smaller than 65 nm are not necessarily required.

This is because leakage currents may become significant in smaller technologies. For

65-nm technology; however, more design kits are available and lower fabrication costs

are needed compared to smaller technology nodes. Therefore, the 65 nm technology

node appears to be a good choice for immediate future fabrication.

According to the overall estimated power consumption of the implantable trans-

mitter, a battery is required to boost the power as the SAR-safe RF power harvested

is not enough to independently power the high data rate circuitry.
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Appendix A

Code for Calculating Energy

Consumption

Here is a MATLAB code to calculate the dynamic power consumption of the base-

band transmitter. Note that for the NMOS on current, we have used data from a

figure in [65]. It also includes some test procedures, which can be uncommented

whenever needed.

1 function [ ] = DynamicEnergy ( )

2 clear a l l ; clc ;

3 global Vdd NP Cg ext Cg nom Cj Cg sub W eff IsubN t e c h l a b e l

alpha ;

4 alpha = 0 . 5 ;

5 Vdd = 0 . 2 : 0 . 0 0 1 : 0 . 5 ; % sub t h r e s ho l d supp ly v o l t a g e va lues , [

Vdd ] = V

6 % xdata power / x da t a f r e q from Lund

7 % Vdd =

[0.104000000000000 ,0.112000000000000 ,0.120000000000000 ,0.128000000000000 ,0.136000000000000 ,0.144000000000000 ,0.152000000000000 ,0.160000000000000 ,0.168000000000000 ,0.176000000000000 ,0.184000000000000 ,0.192000000000000 ,0.200000000000000 ,0.208000000000000 ,0.216000000000000 ,0.224000000000000 ,0.232000000000000 ,0.240000000000000 ,0.248000000000000 ,0.256000000000000 ,0.264000000000000 ,0.272000000000000 ,0.280000000000000 ,0.288000000000000 ,0.296000000000000 ,0.304000000000000 ,0.312000000000000 ,0.320000000000000 ,0.328000000000000 ,0.336000000000000 ,0.344000000000000 ,0.352000000000000 ,0.360000000000000 ,0.368000000000000 ,0.376000000000000 ,0.384000000000000 ,0.392000000000000 ,0.400000000000000];

8 NP = 3 ; % ra t i o o f PMOS width over NMOS width

9 % Cg ext Cg nom Cj Cg sub have the un i t o f [F/m]
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10 Cg ext = [ 0 . 8 2 0 .81 0 .83 0 .87 0 .93 0 .91 0 . 8 8 ] ∗ (1 e−15/1e−6)

;

11 Cg nom = [ 0 . 4 3 0 .5 0 .61 0 .72 0 .85 0 .85 0 . 8 5 ] ∗ (1 e−15/1e−6) ;

12 Cj = [ 0 . 3 0 .325 0 .36 0 .4 0 .46 0 .51 0 . 5 8 ] ∗ (1 e−15/1e−6) ;

13 Cg sub = [ 0 . 0 8 0 .1 0 .13 0 .165 0 .21 0 .27 0 . 3 4 ] ∗ (1 e−15/1e−6)

;

14 % Width and l en g t h o f d e v i c e s in d i f f e r e n t t e c hno l o g i e s

15 L e f f = [ 1 2 . 6 , 1 7 . 5 , 2 4 . 5 , 3 5 , 4 9 , 7 0 , 1 2 0 ]∗1 e−9; % [ L e f f ] = m

16 W eff = 1 .5 ∗ L e f f ;

17 Ion nom = [1290 1250 1150 1030 890 840 820 ] ∗(1 e−6/1e−6) ; %

[ Ion nom ] = A/m

18 t e c h l a b e l = [ 3 2 , 45 , 65 , 90 , 130 , 180 , 2 5 0 ] ;

19 t e c h l a b e l t e x t = [ ’ 32 ’ , ’ 45 ’ , ’ 65 ’ , ’ 90 ’ , ’ 130 ’ , ’ 180 ’ , ’

250 ’ ] ;

20 tech = 5 : 1 0 : 6 5 ;

21 eta = [238 , 185 , 13 5 , 1 00 , 7 5 , 6 0 , 5 0 ] ; % DIBL c o e f f i c i e n t , [ e ta ]

= mV/V

22 S = [ 9 9 , 9 3 , 8 9 . 5 , 8 7 , 8 5 , 8 6 . 8 5 , 8 8 . 7 ] ; % sub t h r e s ho l d swing , [ S

] = mV/dec

23 Io f f nom = [ 3 5 0 , 2 0 0 , 6 2 , 1 9 , 4 . 5 , 0 . 1 1 , 0 . 0 0 2 ] ; % [ Iof f nom ] = nA

/um

24 Vdd nom = [ 0 . 9 , 1 . 0 , 1 . 1 , 1 . 2 , 1 . 3 , 1 . 8 , 2 . 5 ] ; % [Vdd nom ] = V

25 I0 = ( Io f f nom .∗ 1 0 . ˆ ( −( eta .∗Vdd nom) . / S ) ) ∗1e−9; %

sub t h r e s ho l d r e f e r ence current

26 % [ I0 ]

=

A/

um

27 % p l o t ( tech , I0 , tech , Io f f nom ∗1e−9) ;
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28

29 % From Fig . 1 .2 in p . 6 o f Bol Thesis , we f i nd the Ion vs

Vdd f o r 130nm ( f i t t e d )

30 Ion 130nm f i t = 1.355 e−10∗exp (25 . 2∗Vdd) ∗1 e6 ;

31

32 IsubN = zeros (7 , length (Vdd) ) ;

33 T del = zeros (7 , length (Vdd) ) ;

34 L D = 7 ; % Logic depth

35 [ ˜ , ˜ , C inv FO4 ] = inverterPower (4 , 1 , 16 e6 ) ; % Capacitance

un i t = F/m

36 for i = 1 :7

37 A=0; B=0;

38 % Changing un i t o f W eff to ’um’

39 % Sub thre sho ld l eakage curren t o f an NMOS, [ IsubN ] = A

40 IsubN ( i , : ) = ( W eff ( i ) ∗1 e6 ) .∗ I0 ( i ) .∗ 1 0 . ˆ ( ( eta ( i ) .∗

Vdd) . / S( i ) ) .∗ . . .

41 (1−exp(−Vdd/26e−3) ) ;

42

43 % % Ca l cu l a t i n g the de lay f o r one opera t ion

44 % A = L D ∗ (C inv FO4 ( i ) ∗1e−6) .∗ Vdd ; % Changing

capac i tance un i t to F/um

45 % B = I0 ( i ) ∗ 10 .ˆ( ( ( ( e ta ( i ) ∗1e−3)+1) .∗Vdd) . / ( S( i ) ∗1e

−3) ) ;

46 % T del ( i , : ) = A./B;

47 end

48

49 % %%% Test %%%

50 % f i g u r e ;

51 % semi logy (Vdd , IsubN ) ;
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52 % t i t l e ( ’ Sub theesho ld Current ’ ) ;

53 % legend ( ’32 nm’ , ’ 45 nm’ , ’ 65 nm’ , ’ 90 nm’ , ’130 nm’ , ’180 nm

’ , ’250 nm’ , 2 ) ;

54

55 %%%%%%%%%%%%

56

57 % % Test ing MOSFET in t e r n a l capac i tance va l u e s

58 % p l o t ( t e c h l a b e l , Cj ∗ (1 e15/1e6 ) , ’−o ’ , t e c h l a b e l , Cg ext ∗

(1 e15/1e6 ) , ’−o ’ , t e c h l a b e l , Cg sub∗ (1 e15/1e6 ) , ’−o ’ ,

t e c h l a b e l , Cg nom∗ (1 e15/1e6 ) , ’−o ’ ) ;

59 % x l a b e l ( ’ Technology node (nm) ’) ; y l a b e l ( ’C ( fF/{\mum}) ’ ) ;

60 % legend ( ’ Cj ’ , ’C {g , e x t } ’ , ’C {g , sub } ’ , ’C {g ,nom} ’ ) ;

61 % se t ( gca , ’ XTick ’ , t e c h l a b e l )

62 % se t ( gca , ’ XTickLabel ’ , { ’ 32 ’ , ’ 45 ’ , ’ 65 ’ , ’90 ’ , ’130 ’ ,

’180 ’ , ’250 ’}) ;

63

64

65 % % p l o t t i n g the su b t h r e s ho l d l eakage curren t o f an NMOS

66 % f i g u r e ;

67 % % p l o t (Vdd , IsubN ./ (W eff ( i ) ∗1e6 ) ) ; % per width un i t

68 % p l o t (Vdd , IsubN ) ;

69 % legend ( ’32 ’ , ’45 ’ , ’65 ’ , ’90 ’ , ’130 ’ , ’180 ’ , ’250 ’) ;

70 % x l a b e l ( ’ Supply Vol tage (V {dd }) ’ ) ; y l a b e l ( ’ Leakage Current

o f NMOS (A) ’) ;

71

72 f 2 = 5e6 ; % f c l c k c h i p

73 f 1 = f2 /16 ; % f c l k b i t

74 n = 16 ; % number o f b i t s in s h i f t r e g i s t e r

75
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76 % % P lo t t i n g the S and e ta parameters

77 % [AX,H1,H2] = p l o t y y ( tech , S , tech , eta , ’ p l o t ’ ) ;

78 % se t ( g e t (AX(1) , ’ Ylabe l ’ ) , ’ S tr ing ’ , ’ S ’ ) ;

79 % se t ( g e t (AX(2) , ’ Ylabe l ’ ) , ’ S tr ing ’ , ’\ eta ’ ) ;

80 % axes (AX(1) ) ; a x i s ( [ 0 70 80 100 ] ) ;

81 % axes (AX(2) ) ; a x i s ( [ 0 70 0 400 ] ) ;

82

83 % % Ver i f y ing the opera t ion throughput c on s t r a i n t (T op <

T del )

84 % T op = 1/ f1 ;

85 % for i = 1:7

86 % for j = 1: l e n g t h (Vdd)

87 % i f T op < T del ( i , j )

88 % f p r i n t f ( ’ Throughput c on s t r a i n t v i o l a t e d in

t echno logy %1.0 f nm and supp ly vo l yage %2.2 f V\n ’ , t ech ( i )

,Vdd( j ) ) ;

89 % end

90 % end

91 % end

92

93 %%%%%%%

94 % % Ver i f y ing throughput c on s t r a i n t in nominal v o l t a g e and

d i f f e r e n t

95 % % te c hno l o g i e s

96 % A = −1; % Inv e r t e r gain

97 % FO = 4;

98 % % Switch ing capac i tance

99 % Cg e x t e f f = 0.5 ∗ Cg ext ∗ (1−A) ;

100 % Cdyn int = ( Cg e x t e f f + Cj )∗(1+NP) ;
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101 % % Fan−out capac i tance

102 % Cg ex t e f f FO = 0.5 ∗ Cg ext + 0.5 ∗ Cg ext ∗ (1−A) ;

103 % Cdyn FO = FO ∗ (1+NP) ∗ ( Cg ex t e f f FO + Cg nom) ;

104 % % Total sw i t ch ing capac i tance at the output nodess

105 % Cdyn nom = Cdyn int + Cdyn FO ;

106 % T del nom = zeros (7 ,1) ;

107 % for i = 1:7

108 % A=0; B=0;

109 % % Ca l cu l a t i n g the de lay f o r one opera t ion

110 % A = L D ∗ Cdyn nom( i ) ∗ Vdd nom( i ) ;

111 % B = Ion nom( i ) ;

112 % T del nom ( i , 1 ) = A/B;

113 % end

114 % % Ver i f y ing the opera t ion throughput c on s t r a i n t (T op <

T del )

115 % T op = 1/ f1 ;

116 % for i = 1:7

117 % i f T op < T del nom ( i , 1 )

118 % f p r i n t f ( ’ Throughput c on s t r a i n t v i o l a t e d in

t echno logy %1.0 f nm and nominal v o l t a g e \n ’ , t ech ( i ) ) ;

119 % end

120 % end

121 %%%%%%%

122

123 % Test f unc t i on

124 testPowers ;

125 %%%%%%%%%%

126

127 % Ca lcu l a t i on t o t a l power consumption
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128 [ Ps ta t sh i f tReg , Pdyn shi ftReg ] = sh i f tReg i s t e rPower (n , f 2 ) ;

129 [ Pstat MUX , Pdyn MUX] = MUXPower( f 2 ) ;

130 [ Ps ta t d i f fEncoder , Pdyn di f fEncoder ] = di f fEncoderPower ( f 1 )

;

131 [ P s t a t f l i p F l o p , Pdyn f l ipFlop ] = f l ipFlopPower ( f 1 ) ;

132 Pstat = 2∗ P s t a t s h i f t R e g + Pstat MUX + Psta t d i f fEncode r +

P s t a t f l i p F l o p ;

133 Pdyn = 2∗Pdyn shi ftReg + Pdyn MUX + Pdyn di f fEncoder +

Pdyn f l ipFlop ;

134 Ptota l = Pstat + Pdyn ;

135

136 % % Portion in 65 nm

137 % technology number = 3;

138 % mux portion = (Pstat MUX + Pdyn MUX) ./ P to t a l ;

139 % sr po r t i on = (2∗ Ps t a t s h i f tR e g + 2∗Pdyn shi f tReg ) ./ P to t a l

;

140 % di f fEncode r po r t i on = ( Ps t a t d i f fEncode r + P s t a t f l i p F l o p

+ Pdyn di f fEncoder + Pdyn f l i pF lop ) ./ P to t a l ;

141 % pie ( [ mux portion ( technology number , l e n g t h (Vdd) ) , s r p o r t i o n

( technology number , l e n g t h (Vdd) ) , d i f fEncode r po r t i on (

technology number , l e n g t h (Vdd) ) ] )

142 % legend ( ’ Mu l t i p l e xe r ’ , ’ S h i f t Reg i s t e r s ’ , ’ D i f f e r e n t i a l

Encoder ’ ) ;

143

144 %%%%% P lo t t i n g the Power %%%%%

145 % sc r s z = ge t (0 , ’ ScreenSize ’ ) ;

146 % f i g u r e ( ’ Pos i t ion ’ , [ s c r s z (3) ∗0.01 , s c r s z (3) ∗0.04 , s c r s z (3)

∗0.87 , s c r s z (4) ∗0 . 5 ] ) ; ho ld on ;

147 % subp l o t (1 ,3 ,1) ;
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148 % h = p l o t (Vdd , Pdyn∗1e6 , ’ l i n ew id th ’ , 2) ;

149 % x l a b e l ( ’V {dd } [V] ’ , ’ f o n t s i z e ’ , 16 ) ; y l a b e l ( ’ P {dyn } [\muW

] ’ , ’ f o n t s i z e ’ , 16 ) ;

150 % legend ( ’32 nm’ , ’ 45 nm’ , ’ 65 nm’ , ’ 90 nm’ , ’130 nm’ , ’180 nm

’ , ’250 nm’ , 2 ) ;

151 % se t ( gca , ’ f o n t s i z e ’ , 14) ;

152 % subp l o t (1 ,3 ,2) ;

153 % p l o t (Vdd , Ps ta t ∗1e6 , ’ l i n ew id th ’ , 2) ;

154 % x l a b e l ( ’V {dd } [V] ’ , ’ f o n t s i z e ’ , 16 ) ; y l a b e l ( ’ P { s t a t } [\muW

] ’ , ’ f o n t s i z e ’ , 16 ) ;

155 % legend ( ’32 nm’ , ’ 45 nm’ , ’ 65 nm’ , ’ 90 nm’ , ’130 nm’ , ’180 nm

’ , ’250 nm’ , 2 ) ;

156 % se t ( gca , ’ f o n t s i z e ’ , 14) ;

157 % subp l o t (1 ,3 ,3) ;

158 % p l o t (Vdd , P to t a l ∗1e6 , ’ l i n ew id th ’ , 2) ;

159 % x l a b e l ( ’V {dd } [V] ’ , ’ f o n t s i z e ’ , 16 ) ; y l a b e l ( ’ E { t o t }/{op } [\

muW] ’ , ’ f o n t s i z e ’ , 16 ) ;

160 % legend ( ’32 nm’ , ’ 45 nm’ , ’ 65 nm’ , ’ 90 nm’ , ’130 nm’ , ’180 nm

’ , ’250 nm’ , 2 ) ;

161 % se t ( gca , ’ f o n t s i z e ’ , 14) ;

162 %%%%%%%%%%%%%%%%%%%%

163

164 % %%%%% P lo t t i n g power in a s p e c i f i c Vdd ver sus t echno logy

%%%%%

165 % p l o t ( t e c h l a b e l , P t o t a l ( : , l e n g t h (Vdd) ) ∗1e6 , ’−o ’ , t e c h l a b e l

, Ps ta t ( : , l e n g t h (Vdd) ) ∗1e6 , ’−o ’ , t e c h l a b e l , Pdyn ( : , l e n g t h (

Vdd) ) ∗1e6 , ’−o ’ , ’ l i n ew id th ’ , 2 ) ;

166 % x l a b e l ( ’ Technology node (nm) ’ , ’ FontSize ’ , 16 ) ; y l a b e l ( ’

Tota l power consumption (\muW) ’ , ’ FontSize ’ , 16 ) ;
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167 % se t ( gca , ’ XTick ’ , t e c h l a b e l , ’ FontSize ’ , 12 ) ;

168 % se t ( gca , ’ XTickLabel ’ , { ’ 32 ’ , ’ 45 ’ , ’ 65 ’ , ’90 ’ , ’130 ’ ,

’180 ’ , ’250 ’}) ;

169 %

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

170

171 %%%%% Energy Consumption %%%%%

172 [ ˜ , ˜ , Cdyn NAND] = NANDPower(1 , 0 . 5 , 5e6 , 2) ;

173 [ ˜ , ˜ , Cdyn inv ] = inverterPower (1 , 0 . 5 , 5 e6 ) ;

174

175 IonN = zeros (7 , length (Vdd) ) ; % NMOS on current in

su b t h r e s ho l d reg ion

176 Tdel NAND = zeros (7 , length (Vdd) ) ;

177 Tdel inv = zeros (7 , length (Vdd) ) ;

178 yda ta f r eq =

[0 .0874554710859387 ,0 .103865772714840 ,0 .123722816510791 ,0 .147769289731254 ,0 .176918441849039 ,0 .212170575609121 ,0 .254940819444504 ,0 .306989961915726 ,0 .370029796019657 ,0 .446626838547598 ,0 .539468839320099 ,0 .652628350214860 ,0 .790266621215371 ,0 .957783174751920 ,1 .16174287740582 ,1 .41016525362817 ,1 .71364678074953 ,2 .08263437655616 ,2 .53248927086961 ,3 .08221193609088 ,3 .75297659985266 ,4 .57006059367913 ,5 .56917543966578 ,6 .78916758242076 ,8 .28456660822839 ,10 .1057944578206 ,12 .3348205410183 ,15 .0594022293691 ,18 .3957712710323 ,22 .4695275658815 ,27 .4591786352227 ,33 .5631832455595 ,41 .0427630849491 ,50 .1833340167076 ,61 .3857120036952 ,75 .1190276611471 ,91 .9360043124289 ,112 .530783984798 ] ;

179 s c a l i n g f a c t o r = [1290 1250 1150 1030 890 840 820 ] ∗(1 e−6/1e

−6) / 890 ;

180 for i = 1 :7

181 % Sub thre sho ld ON current o f an NMOS, [ IonN ] = A

182 % IonN( i , : ) = ( I0 ( i ) ∗1e6 ) .∗ 10 . ˆ ( ( ( e ta ( i )+1) .∗Vdd) ./S( i

) ) ;

183 IonN ( i , : ) = Ion 130nm f i t ∗ ( 3 . 9 7 / 6 . 5 ) ∗ s c a l i n g f a c t o r ( i ) ;

% f i r s t s c a l i n g i s

184 % to keep the same ra t i on between dynamic and s t a t i c (

between Ion f o r mu l t i p l i e r used and our s o l u t i o n )

185 % we know the ra t i on in dynamic case
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186 % second s c a l i n g i s t e chno logy s c a l i n g

187 Ion NAND( i , : ) = 0 .5 ∗ 2 ∗ (1+NP) ∗ IonN ( i , : ) ;

188 I on inv ( i , : ) = 0 .5 ∗ 1 ∗ (1+NP) ∗ IonN ( i , : ) ;

189 Tdel NAND( i , : ) = (Cdyn NAND( i ) ∗Vdd) . / Ion NAND( i , : ) ;

190 Tdel inv ( i , : ) = ( Cdyn inv ( i ) ∗Vdd) . / Ion inv ( i , : ) ;

191 %%%

192 % Esta t ( i , : ) = Psta t ( i , : ) . / y da t a f r e q ;

193

194 end

195

196 % p l o t t i n g Ion NAND

197 % f i g u r e

198 % p l o t ( IonN (5 , : ) , Ion 130nm f i t ) ;

199 % semi logy (Vdd , Ion NAND(5 , : ) , ’ k ’ ) ;

200 % legend ( ’ Ion−NAND te s t ’ ) ;

201 % hold on ;

202 % semi logy (Vdd , Tdel NAND(5 , : ) ) ;

203 % legend ( ’ Tdel−NAND te s t ’ ) ;

204 % semi logy (Vdd , 1 ./Ion NAND(5 , : ) , ’ r ’ ) ;

205

206 Tdel = 5∗Tdel NAND + Tdel inv ;

207 Edyn = Pdyn / f2 ;

208 Estat = Pstat .∗ Tdel ;

209 Etota l = Edyn + Estat ;

210

211 f igure ;

212 semilogy (Vdd , 1 . / Tdel , ’ l i n ew id th ’ , 2) ;

213 t i t l e ( ’ Frequency ’ , ’ f o n t s i z e ’ , 16) ;
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214 xlabel ( ’V {dd} [V] ’ , ’ f o n t s i z e ’ , 16) ; ylabel ( ’Maximum P o s s i b l e

Frequency [ Hz ] ’ , ’ f o n t s i z e ’ , 16) ;

215 set (gca , ’ f o n t s i z e ’ , 14) ;

216

217 % p l o t (Vdd , (1 ./ Tdel ) /1e6 , ’ l i n ew id th ’ , 2 ) ;

218 % x l a b e l ( ’V {dd } [V] ’ , ’ f o n t s i z e ’ , 16 ) ; y l a b e l ( ’Maximum Clock

Frequency [MHz] ’ , ’ f o n t s i z e ’ , 16 ) ;

219 % legend ( ’32 nm’ , ’ 45 nm’ , ’ 65 nm’ , ’ 90 nm’ , ’130 nm’ , ’180 nm

’ , ’250 nm’ , 2 ) ;

220 % se t ( gca , ’ f o n t s i z e ’ , 14) ;

221

222 %%%% P l o t t i n g the Energy per Operation %%%%%

223 s c r s z = get (0 , ’ Sc r eenS i z e ’ ) ;

224 f igure ( ’ Po s i t i on ’ , [ s c r s z (3 ) ∗0 .01 , s c r s z (3 ) ∗0 .04 , s c r s z (3 )

∗0 .87 , s c r s z (4 ) ∗ 0 . 5 ] ) ; hold on ;

225 subplot ( 1 , 3 , 1 ) ;

226 semilogy (Vdd , Edyn , ’ l i n ew id th ’ , 2) ;

227 xlabel ( ’V {dd } [V] ’ , ’ f o n t s i z e ’ , 16) ; ylabel ( ’ E {dyn } [ J ] ’ , ’

f o n t s i z e ’ , 16) ;

228 legend ( ’ 32 nm ’ , ’ 45 nm ’ , ’ 65 nm ’ , ’ 90 nm ’ , ’ 130 nm ’ , ’ 180 nm ’ , ’

250 nm ’ ,2 ) ;

229 set (gca , ’ f o n t s i z e ’ , 14) ;

230 subplot ( 1 , 3 , 2 ) ;

231 semilogy (Vdd , Estat , ’ l i n ew id th ’ , 2) ;

232 xlabel ( ’V {dd } [V] ’ , ’ f o n t s i z e ’ , 16) ; ylabel ( ’ E { s t a t } [ J ] ’ , ’

f o n t s i z e ’ , 16) ;

233 legend ( ’ 32 nm ’ , ’ 45 nm ’ , ’ 65 nm ’ , ’ 90 nm ’ , ’ 130 nm ’ , ’ 180 nm ’ , ’

250 nm ’ ,2 ) ;

234 set (gca , ’ f o n t s i z e ’ , 14) ;
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235 subplot ( 1 , 3 , 3 ) ;

236 semilogy (Vdd , Etotal , ’ l i n ew id th ’ , 2) ;

237 xlabel ( ’V {dd } [V] ’ , ’ f o n t s i z e ’ , 16) ; ylabel ( ’ E { to t } [ J ] ’ , ’

f o n t s i z e ’ , 16) ;

238 legend ( ’ 32 nm ’ , ’ 45 nm ’ , ’ 65 nm ’ , ’ 90 nm ’ , ’ 130 nm ’ , ’ 180 nm ’ , ’

250 nm ’ ,2 ) ;

239 set (gca , ’ f o n t s i z e ’ , 14) ;

240 hold on ;

241 semilogy (Vdd , Estat , ’ l i n ew id th ’ , 2 , ’ L ineSty l e ’ , ’−. ’ ) ;

242 legend ( ’ 32 nm ’ , ’ 45 nm ’ , ’ 65 nm ’ , ’ 90 nm ’ , ’ 130 nm ’ , ’ 180 nm ’ , ’

250 nm ’ ,2 ) ;

243 axis ( [ 0 . 2 0 .5 1e−16 1e−13]) ;

244 %%%%%%%%%%%%%%%%%%%

245

246

247

248 %%%%%%%%%%%% New Code f o r Ca l i b r a t i on − Power %%%%%%%%%%%%

249 f igure ;

250 plot (Vdd , Ptota l ∗1e6 , ’ l i n ew id th ’ , 2) ;

251 xlabel ( ’V {dd } [V] ’ , ’ f o n t s i z e ’ , 16) ; ylabel ( ’ P { to t } [\muW] ’ , ’

f o n t s i z e ’ , 16) ;

252 legend ( ’ 32 nm ’ , ’ 45 nm ’ , ’ 65 nm ’ , ’ 90 nm ’ , ’ 130 nm ’ , ’ 180 nm ’ , ’

250 nm ’ ,2 ) ;

253 set (gca , ’ f o n t s i z e ’ , 14) ;

254

255 %%% Now t r y i n g to c a l i b r a t e wi th Bol2009

256 % Energy numbers from Bol2009 f o r a mu l t i p l i e r

257 Edyn Bol = 4 .53 e−15∗exp (4 . 98∗Vdd) ;

258 Estat Bol = 2 .47 e−13∗exp(−10.67∗Vdd) ;
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259 f igure ;

260 plot (Edyn ( 3 , : ) , Edyn Bol , ’ l i n ew id th ’ , 2 ) ;

261 t i t l e ( ’ Dynamic Energy Ca l i b ra t i on ’ , ’ f o n t s i z e ’ , 16) ;

262 xlabel ( ’ Ca lcu lated Dyncamic Energy ’ , ’ f o n t s i z e ’ , 14) ; ylabel ( ’

Dynamic Energy from [ Bol2009 ] f o r a M u l t i p l i e r ’ , ’ f o n t s i z e

’ , 14) ;

263 set (gca , ’ f o n t s i z e ’ , 14) ;

264

265 f igure ;

266 plot ( Estat ( 3 , : ) , Estat Bol , ’ l i n ew id th ’ , 2) ;

267 t i t l e ( ’ S t a t i c Energy Ca l i b ra t i on ’ , ’ f o n t s i z e ’ , 16) ;

268 xlabel ( ’ Ca lcu lated S t a t i c Energy ’ , ’ f o n t s i z e ’ , 14) ; ylabel ( ’

S t a t i c Energy from [ Bol2009 ] f o r a M u l t i p l i e r ’ , ’ f o n t s i z e ’

, 14) ;

269 set (gca , ’ f o n t s i z e ’ , 14) ;

270 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

271

272 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

273

274 % Ca l cu l a t i n g the energy consumption wi th cons i d e ra t i on o f

throughput

275 % cons t r a i n t

276 % T op = 1/ f1 ;

277 % for i = 1:7

278 % star tV = 0;

279 % for j = 1: l e n g t h (Vdd)

280 % i f T op < T del ( i , j )

281 % f p r i n t f ( ’ Throughput c on s t r a i n t v i o l a t e d in

t echno logy %1.0 f nm and supp ly vo l yage %2.3 f V\n ’ , t ech ( i )
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,Vdd( j ) ) ;

282 % e l s e

283 % i f s tar tV == 0

284 % star tV = 1;

285 % numberV( i ) = j ; % The f i r s t p l a ce t ha t

throughput v a l i d a t i o n i s s a t i s f i e d

286 % f p r i n t f ( ’ F i r s t v a l i d v o l t a g e at %3.0 f nm

techno logy i s : %2.3 f V\n ’ , t ech ( i ) , Vdd(numberV( i ) ) ) ;

287 % end

288 % Esta t ( i , j ) = Psta t ( i , j ) ∗ T del ( i , j ) ;

289 % Edyn( i , j ) = Pdyn( i , j ) ∗ T del ( i , j ) ;

290 % Etot ( i , j ) = Esta t ( i , j ) + Edyn( i , j ) ;

291 % end

292 % end

293 % i f s tar tV ==0

294 % numberV( i ) = l en g t h (Vdd) ;

295 % Esta t ( i , : )=zeros (1 , l e n g t h (Vdd) ) ;

296 % Edyn( i , : )=zeros (1 , l e n g t h (Vdd) ) ;

297 % Etot ( i , : )=zeros (1 , l e n g t h (Vdd) ) ;

298 % end

299 % end

300 % f i g u r e ; ho ld on ;

301 % for i = 1:7

302 % p l o t (Vdd(numberV( i ) : l e n g t h (Vdd) ) , Es ta t ( i , numberV( i ) :

l e n g t h ( Es ta t ( i , : ) ) ) ) ;

303 % end

304 % f i g u r e ; ho ld on ;

305 % for i = 1:7
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306 % p l o t (Vdd(numberV( i ) : l e n g t h (Vdd) ) , Edyn( i , numberV( i ) :

l e n g t h (Edyn( i , : ) ) ) ) ;

307 % end

308 % f i g u r e ; ho ld on ;

309 % for i = 1:7

310 % p l o t (Vdd(numberV( i ) : l e n g t h (Vdd) ) , Etot ( i , numberV( i ) :

l e n g t h ( Etot ( i , : ) ) ) ) ;

311 % end

312 end

313

314 function [ ] = testPowers ( )

315 global Vdd NP Cg ext Cg nom Cj Cg sub W eff IsubN t e c h l a b e l

;

316 % Li s t o f t e chno logy nodes f o r t e s t i n g purposes

317 % tech = [32 45 65 90 130 180 250 ] ;

318 %%%%% Just f o r t e s t %%%%%

319 % p l o t ( tech , Cg ext , tech , Cg nom , tech , Cj , tech , Cg sub ) ;

320 % legend ( ’Cg\ ex t ’ , ’Cg\ nom ’ , ’ Cj ’ , ’Cg\ sub ’ ) ;

321 % [ Ps t a t i n v e r t e r , Pdyn inver ter , C inv FO4 ] = inver terPower

(4 , 1 , 16e6 ) ;

322 % p l o t ( t e c h l a b e l , C inv FO4 ∗ (1 e15/1e6 ) ) ;

323 % x l a b e l ( ’ Technology node (nm) ’) ; y l a b e l ( ’ C {INV,FO4} ( fF/{\

mum}) ’ ) ;

324 % se t ( gca , ’ XTick ’ , t e c h l a b e l ) ;

325 % se t ( gca , ’ XTickLabel ’ , { ’ 32 ’ , ’ 45 ’ , ’ 65 ’ , ’90 ’ , ’130 ’ ,

’180 ’ , ’250 ’}) ;

326 % p l o t (Vdd , Pdyn inver ter ) ;

327 % p l o t (Vdd , P s t a t i n v e r t e r ) ;

328 % legend ( ’32 ’ , ’45 ’ , ’65 ’ , ’90 ’ , ’130 ’ , ’180 ’ , ’250 ’) ;
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329 % x l a b e l ( ’ Supply Vol tage (V {dd }) ’ ) ; y l a b e l ( ’ S t a t i c power

consumption o f an i n v e r t e r (W) ’) ;

330 % x l a b e l ( ’ Supply Vol tage (V) ’) ; y l a b e l ( ’Dynamic power

consumption o f a FO4 i n v e r t e r (W) ’) ;

331 % [Pstat NAND , Pdyn NAND, Cdyn NAND] = NANDPower(4 , 1 , 16e6 ,

2) ;

332 % p l o t (Vdd , Pdyn NAND)

333 % [ Pstat NOR , Pdyn NOR] = NORPower(4 , 1 , 16e6 , 2) ;

334 % p l o t (Vdd , Pdyn NOR)

335 % [ Pstat XOR , Pdyn XOR] = XORPower(16 e6 ) ;

336 % p l o t (Vdd , Pdyn XOR)

337 % [ Ps t a t f l i pF l o p , Pdyn f l i pF lop ] = f l ipF lopPower (16 e6 ) ;

338 % p l o t (Vdd , Pdyn f l i pF lop )

339 % [ Ps t a t s h i f tReg , Pdyn sh i f tReg ] = sh i f tReg i s t e rPower (16 ,16

e6 ) ;

340 % p l o t (Vdd , Pdyn sh i f tReg )

341 % [ Ps ta t d i f fEncoder , Pdyn di f fEncoder ] = dif fEncoderPower

(16 e6 ) ;

342 % p l o t (Vdd , Pdyn di f fEncoder )

343 % [Pstat MUX , Pdyn MUX] = MUXPower(16 e6 ) ;

344 % p l o t (Vdd , Pdyn MUX)

345 end

346

347 function [ Pstat , Pdyn , Cdyn ] = inverterPower (FO, alpha , f )

348 global Vdd NP Cg ext Cj Cg sub W eff IsubN ;

349 % FO: fan−out number

350 % Tdel : opera t ion de lay

351 % alpha : sw i t ch ing f a c t o r

352 A = −1; % Inve r t e r gain
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353 % Swi tch ing capac i tance

354 C g e x t e f f = 0 .5 ∗ Cg ext ∗ (1−A) ;

355 Cdyn int = ( C g e x t e f f + Cj ) ∗(1+NP) ;

356 % Fan−out capac i tance

357 Cg ext e f f FO = 0.5 ∗ Cg ext + 0 .5 ∗ Cg ext ∗ (1−A) ;

358 Cdyn FO = FO ∗ (1+NP) ∗ ( Cg ext e f f FO + Cg sub ) ;

359 % Total sw i t ch ing capac i tance at the output nodess

360 Cdyn = Cdyn int + Cdyn FO ;

361 % Leakage curren t

362 I l e a k i n v = IsubN ∗ 0 .5 ∗ (1+NP) ;

363 % %%%%%% Test ing In v e r t e r Leakage %%%%%

364 % f i g u r e ;

365 % p l o t (Vdd , I l e a k i n v ) ;

366 % legend ( ’32 ’ , ’45 ’ , ’65 ’ , ’90 ’ , ’130 ’ , ’180 ’ , ’250 ’) ;

367 % x l a b e l ( ’ Supply Vol tage (V) ’) ; y l a b e l ( ’ Leakage Current o f

an i n v e r t e r (A) ’) ;

368 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

369 Pdyn = zeros (7 , length (Vdd) ) ; Pstat = zeros (7 , length (Vdd) ) ;

370 for i = 1 :7

371 Pdyn( i , : ) = 0 .5 ∗ alpha ∗ Cdyn( i ) ∗ Vdd.ˆ2 .∗ W eff ( i ) ∗

f ;

372 Pstat ( i , : ) = Vdd .∗ I l e a k i n v ( i ) ;

373 end

374 end

375

376 function [ Pstat , Pdyn , Cdyn ] = NANDPower(FO, alpha , f , m)

377 global Vdd NP Cg ext Cj Cg sub W eff IsubN ;

378 % FO: fan−out number

379 % Tdel : opera t ion de lay
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380 % alpha : sw i t ch ing f a c t o r

381 % m: number o f inpu t s

382 A = −1; % Inve r t e r gain

383 % Swi tch ing capac i tance

384 C g e x t e f f = 0 .5 ∗ Cg ext ∗ (1−A) ;

385 Cdyn int = m∗( C g e x t e f f + Cj ) ∗(1+NP) ;

386 % Fan−out capac i tance

387 Cg ext e f f FO = 0.5 ∗ Cg ext + 0 .5 ∗ Cg ext ∗ (1−A) ;

388 Cdyn FO = FO ∗ (1+NP) ∗ ( Cg ext e f f FO + Cg sub ) ;

389 % Total sw i t ch ing capac i tance at the output node

390 Cdyn = Cdyn int + Cdyn FO ;

391 % Leakage curren t

392 I leak NAND = IsubN ∗ 0 .5 ∗ m ∗ (1+NP) ;

393 Pdyn = zeros (7 , length (Vdd) ) ; Pstat = zeros (7 , length (Vdd) ) ;

394 for i = 1 :7

395 Pdyn( i , : ) = 0 .5 ∗ alpha ∗ Cdyn( i ) ∗ Vdd.ˆ2 .∗ W eff ( i ) ∗

f ;

396 Pstat ( i , : ) = Vdd .∗ I leak NAND ( i ) ;

397 end

398 end

399

400 function [ Pstat , Pdyn ] = NORPower(FO, alpha , f , m)

401 global Vdd NP Cg ext Cj Cg sub W eff ;

402 % FO: fan−out number

403 % Tdel : opera t ion de lay

404 % alpha : sw i t ch ing f a c t o r

405 % m: number o f inpu t s

406 A = −1; % Inve r t e r gain

407 % Switch ing capac i tance
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408 C g e x t e f f = 0 .5 ∗ Cg ext ∗ (1−A) ;

409 Cdyn int = m∗( C g e x t e f f + Cj ) ∗(1+NP) ;

410 % Fan−out capac i tance

411 Cg ext e f f FO = 0.5 ∗ Cg ext + 0 .5 ∗ Cg ext ∗ (1−A) ;

412 Cdyn FO = FO ∗ (1+NP) ∗ ( Cg ext e f f FO + Cg sub ) ;

413 % Total sw i t ch ing capac i tance at the output node

414 Cdyn = Cdyn int + Cdyn FO ;

415 % Leakage curren t

416 I leak NOR = IsubN ∗ 0 .5 ∗ m ∗ (1+NP) ;

417 Pdyn = zeros (7 , length (Vdd) ) ; Pstat = zeros (7 , length (Vdd) ) ;

418 for i = 1 :7

419 Pdyn( i , : ) = 0 .5 ∗ alpha ∗ Cdyn( i ) ∗ Vdd.ˆ2 .∗ W eff ( i ) ∗

f ;

420 Pstat ( i , : ) = Vdd .∗ I leak NOR ( i ) ;

421 end

422 end

423

424 function [ Pstat , Pdyn ] = XORPower( f )

425 global alpha ;

426 FO avg = 1 . 2 5 ;

427 % alpha = 1;

428 [ Pstat NAND , Pdyn NAND,Cdyn NAND] = NANDPower( FO avg , alpha ,

f , 2) ;

429 Pstat = Pstat NAND ∗ 4 ;

430 Pdyn = Pdyn NAND ∗ 4 ;

431 end

432

433 function [ Pstat , Pdyn ] = f l ipFlopPower ( f )

434 global alpha ;
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435 FO NAND3 = 2 ; FO NAND2 avg = 2 ;

436 % alpha = 1;

437 [ Pstat NAND2 , Pdyn NAND2, Cdyn NAND2 ] = NANDPower(

FO NAND2 avg , alpha , f , 2) ;

438 [ Pstat NAND3 , Pdyn NAND3, Cdyn NAND3 ] = NANDPower(FO NAND3,

alpha , f , 3) ;

439 Pstat = Pstat NAND2 ∗ 5 + Pstat NAND3 ;

440 Pdyn = Pdyn NAND2 ∗ 5 + Pdyn NAND3 ;

441 end

442

443 function [ Pstat , Pdyn ] = sh i f tReg i s t e rPower (n , f )

444 global alpha ;

445 FO inverter = n−1; FO NAND = 1 ;

446 % alpha = 1;

447 [ P s t a t i n v e r t e r , Pdyn inverter , C inv FO4 ] = inverterPower (

FO inverter , alpha , f ) ;

448 [ Pstat NAND , Pdyn NAND, Cdyn NAND] = NANDPower(FO NAND,

alpha , f , 2) ;

449 [ P s t a t f l i p F l o p , Pdyn f l ipFlop ] = f l ipFlopPower ( f ) ;

450 Pstat = P s t a t i n v e r t e r + 3∗(n−1)∗Pstat NAND + n∗

P s t a t f l i p F l o p ;

451 Pdyn = Pdyn inverter + 3∗(n−1)∗Pdyn NAND + n∗Pdyn f l ipFlop ;

452 end

453

454 function [ Pstat , Pdyn ] = dif fEncoderPower ( f )

455 [ Pstat XOR , Pdyn XOR ] = XORPower( f ) ;

456 [ P s t a t f l i p F l o p , Pdyn f l ipFlop ] = f l ipFlopPower ( f ) ;

457 Pstat = Pstat XOR + P s t a t f l i p F l o p ;

458 Pdyn = Pdyn XOR + Pdyn f l ipFlop ;
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459 end

460

461 function [ Pstat , Pdyn ] = MUXPower( f )

462 global alpha ;

463 FO NAND = 1 ; FO inverter = 1 ;

464 % alpha = 1;

465 [ P s t a t i n v e r t e r , Pdyn inverter , C inv FO4 ] = inverterPower (

FO inverter , alpha , f ) ;

466 [ Pstat NAND , Pdyn NAND, Cdyn NAND] = NANDPower(FO NAND,

alpha , f , 2) ;

467 Pstat = P s t a t i n v e r t e r + 3∗Pstat NAND ;

468 Pdyn = Pdyn inverter + 3∗Pdyn NAND;

469 end
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