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Abstract 

Industrial construction projects are usually mega-projects that involve millions of labour person-hours and 

generate hundreds of thousands of documents. Construction documents represent a vital source of 

information and knowledge regarding the project scope. Documents come in different types and include 

structured information such as data tables and unstructured information such as text, images, and drawings. 

The documents may consist of contract forms, drawings that define the quantities and qualities of materials, 

standards, and specifications required to carry out the project. Documents usually involve multi-versions 

and address different systems in a project, such as architectural, structural, electrical, and mechanical 

systems. The ability to extract and organize structured and unstructured information from these documents 

is a time-consuming process that is critical for effective project control and decision making. This task is 

more challenging and labour-intensive when documents are provided in image formats requiring human 

intervention to extract the required information. The objective of this research is to address this challenge 

by introducing an automated approach for managing and extracting information from construction 

documents. This research describes the development of automatic classification and information extraction 

based on both the text and images in industrial construction documents. The development of the proposed 

method includes the testing of various deep learning classification algorithms, to identify suitable models 

for construction documents. 

The results of the research confirmed the effectiveness of machine learning algorithms for classifying and 

extracting information from unstructured construction documents with limited text. This dissertation makes 

a major contribution by presenting a high-precision classification approach for construction documents that 

incorporates scanned images, with different sizes and resolutions. Furthermore, the method of automatic 

title block detection was demonstrated for unstructured construction documents in this research. 

 

 



iii 
 

Preface  

This thesis is an original work by Narges Sajadfar.  

A version of Sections 5.1.3 and 5.1.4 is published as “Text detection and classification of construction 

documents.” ISARC. Proceedings of the International Symposium on Automation and Robotics in 

Construction. Vol. 36. IAARC Publications, 2019. Pages 446-452. 

DOI: https://doi.org/10.22260/ISARC2019/0060 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://doi.org/10.22260/ISARC2019/0060


iv 
 

Acknowledgments 

I want to express my sincerest appreciation to my supervisor, Dr. Yasser Mohamed, whose efforts, and 

support made this dissertation possible. He provided me with endless encouragement and expert guidance. 

It was my honour and pleasure to be his student. 

Next, I want to thank my valued dissertation committee members, Dr. Ahmed Hammad and Dr. Nilanjan 

Ray, for providing me with constructive comments and suggestions, which significantly improved the 

quality of my research. 

Also, I express my deepest thanks to PCL Industrial Management Inc. and Rick Hermann for providing me  

the opportunity to do my research in the construction industry and gain valuable experiences. 

My special thanks go to Abhineet Singh for his knowledgeable advice and guidance. He was very generous 

in sharing his experiences on object detection methods and algorithms. 

I would also like to take this opportunity to thank my colleagues, Sina Abdollahnejad for collaboration on 

the document classification model using TF-IDF, Parinaz Jafari and Osama Mohsen for their guidance 

and support.  

I am also thankful to my family for all their love and unconditional support throughout my life. 

 

 

  



v 
 

Table of Contents 
Abstract ......................................................................................................................................................... ii 

Acronyms/Abbreviations .............................................................................................................................. x 

Chapter 1 Introduction .................................................................................................................................. 1 

1.1 Research background .......................................................................................................................... 1 

1.2 Problem identification ......................................................................................................................... 4 

1.3 Research objectives ............................................................................................................................. 5 

1.4 Expected contribution ......................................................................................................................... 5 

1.5 Thesis organization ............................................................................................................................. 6 

Chapter 2 Literature review .......................................................................................................................... 7 

2.1 Construction document classification ................................................................................................. 7 

2.2 Image processing and object detection ............................................................................................... 9 

2.3 OCR technique .................................................................................................................................. 12 

2.4 Machine learning for document classification .................................................................................. 13 

2.5 Machine learning and deep learning algorithms ............................................................................... 19 

Chapter 3 Research methodology ............................................................................................................... 21 

Chapter 4 Data collection and analysis ....................................................................................................... 23 

4.1 Data set preparation .......................................................................................................................... 23 

4.2 Pre-processing steps for improving image quality ............................................................................ 32 

4.3 Layout analysis ................................................................................................................................. 33 

Chapter 5 Design and implementation ........................................................................................................ 34 

5.1 Phase 1: Developing classification based on text ............................................................................. 34 

5.1.1 OCR technique and text extraction ............................................................................................ 35 

5.1.2 Classification based on TF-IDF and different algorithms .......................................................... 39 

5.1.3 Classification based on a pre-defined set of keywords .............................................................. 54 

5.1.4 Classification based on deep learning–LSTM ........................................................................... 56 

5.1.5 Comparison of results ................................................................................................................ 58 

5.2 Phase 2: Developing classification based on image .......................................................................... 59 

5.2.1 Classification based on TensorFlow object detection API......................................................... 60 

5.2.2 Classification based on AlexNet ................................................................................................ 72 

5.2.3 Comparison of results ................................................................................................................ 79 

5.3 Phase 3: Developing title block detection and information extraction ............................................. 81 

5.3.1 Proposed Methodology of title block detection ......................................................................... 83 

5.3.2 Experiments ............................................................................................................................... 85 

5.3.3 Implementation and training ...................................................................................................... 89 



vi 
 

5.3.4 Evaluation and results ................................................................................................................ 91 

Chapter 6 Test of Title Block Detection and Information Extraction Model ............................................. 95 

6.1 Test of title block detection on drawings documents ........................................................................ 95 

6.2 Test of title block detection on non-drawings documents .............................................................. 108 

6.3 Test of information extraction model .............................................................................................. 115 

Chapter 7 Selected solution ...................................................................................................................... 118 

7.1 Comparing the models .................................................................................................................... 120 

7.2 Evaluating the selected solution ...................................................................................................... 123 

7.3 Classification results ....................................................................................................................... 124 

Chapter 8 Conclusion ................................................................................................................................ 127 

8.1 Conclusion ...................................................................................................................................... 127 

8.2 Contribution .................................................................................................................................... 128 

8.3 Limitations and recommendations for future work ......................................................................... 129 

References ................................................................................................................................................. 131 

Appendix A- Title block detection ............................................................................................................ 141 

 

 

  



vii 
 

List of Tables 

 

Table 4-1. Percentage of document types ................................................................................................... 25 

Table 4-2. Percentage of drawing and non-drawing documents ................................................................. 26 

Table 5-1. TF-IDF samples for one document ............................................................................................ 47 

Table 5-2. Accuracy of the four classification algorithms .......................................................................... 52 

Table 5-3. Precision results of the four classification algorithms ............................................................... 52 

Table 5-4. Recall results of the four classification algorithms .................................................................... 53 

Table 5-5. keywords of ten classes ............................................................................................................. 55 

Table 5-6. LSTM architecture ..................................................................................................................... 57 

Table 5-7. Data set of Test 1 ....................................................................................................................... 62 

Table 5-8. The architecture of Test 1 .......................................................................................................... 63 

Table 5-9. Data set of Test 2 ....................................................................................................................... 65 

Table 5-10. The architecture of Test 2 ........................................................................................................ 65 

Table 5-11. Data set of Test 3 ..................................................................................................................... 69 

Table 5-12. The architecture of Test 3 ........................................................................................................ 69 

Table 5-13. Data set of Test 1 ..................................................................................................................... 73 

Table 5-14. The architecture of Test 1 ........................................................................................................ 73 

Table 5-15. Data set of Test 2 ..................................................................................................................... 75 

Table 5-16. Result of Test 2 ........................................................................................................................ 75 

Table 5-17. Data set of Test 3 ..................................................................................................................... 77 

Table 5-18. Result of Test 3 ........................................................................................................................ 77 

Table 5-19. Summary of the result of TensorFlow API and Alex Net ....................................................... 80 

Table 5-20. Title block detection results ..................................................................................................... 93 

Table 6-1. The architecture of Test 1 .......................................................................................................... 96 

Table 6-2. The architecture of Test 2 .......................................................................................................... 96 

Table 6-3. The architecture of Test 3 .......................................................................................................... 97 

Table 6-4. The architecture of Test 4 ........................................................................................................ 101 

Table 6-5. The architecture of Test 5 ........................................................................................................ 105 

Table 6-6. Summary of Results  for title block detection on drawing documents .................................... 107 

Table 6-7. The architecture of Test 1 ........................................................................................................ 108 

Table 6-8. The architecture of Test 2 ........................................................................................................ 109 

Table 6-9. The architecture of Test 3 ........................................................................................................ 110 

Table 6-10. The architecture of Test 4 ...................................................................................................... 111 

Table 6-11. The architecture of Test 5 ...................................................................................................... 112 

Table 6-12. Summary of result for title block detection on non-drawing documents............................... 114 

Table 6-13. Result of information extraction ............................................................................................ 116 

Table 7-1. Classification result test 1 ........................................................................................................ 120 

Table 7-2. Classification result test 2 ........................................................................................................ 121 

Table 7-3. Classification result test 3 ........................................................................................................ 121 

Table 7-4. Confusion matrix ..................................................................................................................... 125 

Table 7-5. Classification result ................................................................................................................. 126 

 

 

 



viii 
 

List of Figures 

 

Figure 1-1. Samples of construction documents: 1) Data sheet, 2) Isometric drawing, 3) Bill of materials 1 

Figure 1-2. Workflow of document and data management ........................................................................... 2 

Figure 1-3. Industrial document log .............................................................................................................. 3 

Figure 2-1. SVM for two-class classification ............................................................................................. 16 

Figure 3-1. Overall research methodology ................................................................................................. 22 

Figure 4-1. Document types in the first dataset .......................................................................................... 24 

Figure 4-2. Sample of drawing documents ................................................................................................. 28 

Figure 4-3. Sample of non-drawing documents .......................................................................................... 30 

Figure 4-4. Bill of materials layouts ........................................................................................................... 31 

Figure 4-5. Steps of image enhancement .................................................................................................... 32 

Figure 4-6. Possible locations of the table of information .......................................................................... 33 

Figure 5-1. Proposed method of construction document classification based on text ................................ 34 

Figure 5-2. Steps of Connected Component analysis ................................................................................. 36 

Figure 5-3. Sample code of connected component in Matlab ..................................................................... 37 

Figure 5-4. The process of text extraction .................................................................................................. 38 

Figure 5-5. Example of  text extraction steps ............................................................................................. 39 

Figure 5-6. Methodology of classification based on TF-IDF and different algorithms .............................. 41 

Figure 5-7. Dataset samples for classification based on TF-IDF and different algorithms ........................ 42 

Figure 5-8. Example of cropping the images .............................................................................................. 44 

Figure 5-9. Sample results of cropping the image, text extraction, text cleaning, and tokenization. ......... 46 

Figure 5-10. K-fold cross-validation ........................................................................................................... 48 

Figure 5-11. Sample of the training dataset in CSV file ............................................................................. 49 

Figure 5-12. Dataset samples for Classification based on a pre-defined set of keywords .......................... 54 

Figure 5-13. LSTM training progress ......................................................................................................... 58 

Figure 5-14. Methodology of construction document classification based on image ................................. 59 

Figure 5-15. Sample of labelling................................................................................................................. 62 

Figure 5-16. The result of the model on isometric drawing ........................................................................ 64 

Figure 5-17. The result of the model on the layout drawing ....................................................................... 64 

Figure 5-18. The result of the model on the datasheet ................................................................................ 66 

Figure 5-19. The result of the model on isometric drawing ........................................................................ 67 

Figure 5-20. The result of the model on the work package ........................................................................ 68 

Figure 5-21. The result of the model on the schematic ............................................................................... 70 

Figure 5-22. The result of the model on Bill of Materials .......................................................................... 71 

Figure 5-23. The result of the model on the cable schedule ....................................................................... 71 

Figure 5-24. Training progress of Test 1 .................................................................................................... 74 

Figure 5-25. Result of Test 1 ...................................................................................................................... 74 

Figure 5-26. Training progress of Test 2 .................................................................................................... 76 

Figure 5-27. Result of Test 2 ...................................................................................................................... 76 

Figure 5-28. Training progress of Test 3 .................................................................................................... 78 

Figure 5-29. Result of Test 3-A) ................................................................................................................. 78 

Figure 5-30. Result of Test 3-B) ................................................................................................................. 79 

Figure 5-31. Different stages of developing title block detection and information extraction ................... 81 

Figure 5-32. The proposed methodology of title block detection and information extraction ................... 83 

Figure 5-33. Construction document example and location of the title block ............................................ 84 



ix 
 

Figure 5-34. Result of the three image resizing options ............................................................................. 87 

Figure 5-35. Sample of Manual labelling 1 ................................................................................................ 88 

Figure 5-36. Sample of Manual labelling 2 ................................................................................................ 89 

Figure 5-37. Data preparation and training steps ........................................................................................ 90 

Figure 5-38. Example of result on Tensorboard ......................................................................................... 90 

Figure 5-39. Sample of title block detection ............................................................................................... 91 

Figure 5-40. Sample results of failed title block detection ......................................................................... 92 

Figure 5-41. Sample results of title block detection and information extraction ........................................ 94 

Figure 6-1. Result of Test 3 ........................................................................................................................ 97 

Figure 6-2. Sample of result that has two detected bounding boxes ........................................................... 98 

Figure 6-3. Sample of the noisy image ....................................................................................................... 98 

Figure 6-4. Layout Drawing ....................................................................................................................... 99 

Figure 6-5. Schematic Drawing .................................................................................................................. 99 

Figure 6-6. Sample of divided images ...................................................................................................... 100 

Figure 6-7. Result of Test 4 – Isometric Diagram .................................................................................... 101 

Figure 6-8. Result of Test 4 - Layout ........................................................................................................ 102 

Figure 6-9. Result of Test 4 - Schematic .................................................................................................. 103 

Figure 6-10. Result of Test 4 - Wiring Diagram ....................................................................................... 104 

Figure 6-11. Result of Test 5- Isometric drawing-A) ............................................................................... 105 

Figure 6-12. Result of Test 5- Isometric drawing- B) ............................................................................... 106 

Figure 6-13. Result of Test 1- Datasheet .................................................................................................. 109 

Figure 6-14. Result of Test 2- work package ............................................................................................ 110 

Figure 6-15. Result of Test 3- Bill of Materials ........................................................................................ 111 

Figure 6-16. Result of Test 4- cable schedule ........................................................................................... 112 

Figure 6-17. Result of Test 5- work package ............................................................................................ 113 

Figure 6-18. Result of Test 5- datasheet ................................................................................................... 113 

Figure 6-19. Overview of the information extraction model .................................................................... 115 

Figure 6-20. Table of information- A) ...................................................................................................... 117 

Figure 6-21. Table of information- B) ...................................................................................................... 117 

Figure 7-1. Sample of inputs ..................................................................................................................... 118 

Figure 7-2. Process of three tests .............................................................................................................. 119 

Figure 7-3. Recall results .......................................................................................................................... 122 

Figure 7-4. Precision results ..................................................................................................................... 122 

Figure 7-5. Evaluation method ................................................................................................................. 123 

Figure 7-6. Document types in the second dataset .................................................................................... 124 

 

 

 

 

 

 



x 
 

Acronyms/Abbreviations 

  

AEC Architecture, Engineering & Construction 

API Application Programming Interface 

CAD Computer-Aided Design 

CBIR Content-Based Image Retrieval  

CICS Construction information classification systems 

CNN Convolutional Neural Network 

DPI Dots Per Inch  

ED Elevation Datum  

IE Information extraction 

LSTM Long Short-Term Memory 

LSVC Linear Support Vector Classifier 

ML Machine Learning 

MSER maximally stable extremal regions  

NLP Natural Language Processing  

NN Neural Network 

OCR Optical Character Recognition 

PDF Portable Document Format  

R-CNN Region Based Convolutional Neural Networks 

RNN Recurrent Neural Network  

ROI Region of Interest 

SSD  Single Shot Detector 

SVM Support Vector Machine 

TF-IDF Term Frequency-Inverse Document Frequency 

TFRecord TensorFlow Record  

XML Extensible Markup Language 

YOLO You Only Look Once 
 

 

 



1 
 

Chapter 1 Introduction  
 

1.1 Research background 

Everyday construction companies receive hundreds of documents. Many documents including images and 

drawings are generated along with the different phases of construction projects, and they represent a rich 

source of information and knowledge. Construction companies procure thousands of documents that 

include structured and unstructured data and vary in terms of purpose, type, content, and format [1]. Figure 

1-1 shows samples of construction documents. The first document includes a table and text, and the table 

of information is located at the bottom. The second document is a drawing containing images and text, and 

the table of information is found on the right side. The third document includes a table and text, and the 

table of information is located at the top of the page. The samples shown in Figure 1-1 demonstrate different 

structures and formats of construction documents. Having a large number of documents can create a 

potential problem in industrial projects as companies have to spend more time on information management 

and retrieval, which can increase processing time and data access, increase misused data and errors, and 

decrease the performance and collaboration of team members. Managing and grouping construction 

documents, especially images and drawings, is challenging for construction companies.  

      

1)                                                         2)                                                                          3) 

Figure 1-1. Samples of construction documents: 1) Data sheet, 2) Isometric drawing, 3) Bill of materials 
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Based on ISO 9001:2015, document control requires the following activities: distribution and retrieval, 

storage and preservation, control of document changes, retention and disposition [2]. Document control 

begins with the reception of a document from an internal or external department. After receiving the 

document, it will be reviewed manually. Manual document review includes verification details of 

documents and document evaluation. The approved document will be sent to the archive. The store part of 

the process contains data collection and classification, storing and managing data collection, protection, 

and data maintenance. The retrieval part of the process will provide access to data based on access 

restrictions. The distribution part of the process will distribute the information based on the distribution list. 

The disposition part of the process will determine how long the data must be kept, and finally, data will be 

destroyed according to business, legal, and regulatory requirements. Figure 1-2 shows the workflow of 

document control based on ISO 9001:2015 documents control conditions. 

 

Figure 1-2. Workflow of document and data management  

 

However, each company develops its document and data management process based on the organization's 

size, types of activities, processes, products, and services. For example, the document controller of a 

construction company will receive the transmittal letter and batch of construction documents each time. 
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Transmittal document or letter includes the details of the document information sent, such as document 

name, revision, and description. Document controllers need to check both transmittal letters and 

construction documents to ensure they are matched and correct. Sometimes information is missing in the 

transmittal letter. The document controller needs to open each document, visually recognize what appears 

in such documents, and label/describe them. Then, according to document label(s), they will get categorized 

under different classes. The document controller will update the document management system based on 

the received information in the last steps. Figure 1-3 shows a sample of an industrial log system, which 

includes document type, number, ID, revision, title, location, date received and created. 

 

Figure 1-3. Industrial document log 

 

While manual or database project document control is straightforward, significant effort is usually spent on 

document classification. Several new approaches are being investigated to solve this problem, such as the 

automated information retrieval approach [3] and automated document classification. Those studies show 

that a potential solution is to develop an automatic classification of construction documents. Finding a 

structure for automatic classification of construction documents, especially images and drawings, can 

increase the efficiency of a company’s information management process and increase the company’s 

performance and productivity. Automatic document classification and information extraction can bring lots 

of benefits to the industry. Also, it can improve the quality of the document control process by increasing 
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accuracy and efficiency, avoiding error, and faster document control. Automatic document classification is 

a solution for better data management which can create competitive advantages for companies [4]. 

1.2 Problem identification 

Although automatic classification has excellent advantages for construction companies, the successful 

implementation of this method is not an easy task. The main problem is that the data set is unstructured and 

not in the standard format. Different methods and algorithms need to test to find the best solution.  

There are three main ways to do classification: text-based, image-based, and a combination of both. Each 

technique has its problems. For example, text-based classification suffers from issues like the quality of 

document prints and layout and formatting used in the document. The results are questionable when the 

text-based approach is applied in the context of drawing documents that have limited text.  

 In image-based methods, similar problems like quality and resolution of images or mixing of texts with 

images can cause difficulties in terms of accurate classification. The result of an image-based approach on 

a document that has only text such as a report or bill of materials is unknown. From a more detailed point 

of view, the problems can be summarized as belonging to the following categories: 

o Different document layouts, formats, sizes, and quality 

o Mixed text and image documents 

o Some documents generated as scans of hard copies with handwritten annotations and noises in the file 

o Some documents generated as PDF with only images from an authoring CAD application with limited 

text 

o Low quality and resolution 

o Difficulty in extracting high accuracy text  

o The high degree of similarities between some document types 
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1.3 Research objectives 

The main goal of this study is to investigate how machine learning, deep learning techniques and algorithms 

can be applied in construction document classification in an efficient and accurate way. The study will 

focus on three main objectives:  

 

1. Design and implementation of different methods for automatic classification of documents related 

to industrial construction projects. Under this objective, alternative approaches and algorithms will 

be evaluated to enable the classification of construction documents based on their content, 

including a mix of text, tables, drawings, and images.  

2. Investigate suitable methods for automated extraction of information from construction project 

documents. In particular, the research will focus on industrial project documents generated during 

construction phases and will aim to evaluate different methods for the automated classification and 

extraction of information. 

3. Evaluate the selected solution on a larger scale of datasets to assess its practicality and determine 

whether it works for the construction domain. 

1.4 Expected contribution 

From an academic point of view, this research is one of the few studies that specifically use machine 

learning and deep learning algorithms for the classification of industrial construction documents. As a result 

of the proposed framework, comprehensive automated document classification is expected which can 

perform accurate classification on scanned construction documents, with different templates, sizes and 

resolutions, and limited text. The comprehensive document classification includes the classification of all 

types of documents such as drawing and non-drawing documents. Another expected contribution of this 

study is automated title block detection and information extraction. A novel method for title block detection 

on unstructured construction documents was proposed by using object detection API. 
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From an industry point of view, automating the process of classification construction documents is a useful 

tool for effective construction documents control. The outcome of this study will be helpful for improving 

the document control practice at the collaborating company. Also, the successful completion of this research 

can contribute to increased productivity and decreased cost of construction document management 

practices. 

 

1.5 Thesis organization 

Chapter 1 briefly introduces the project's background, problem statement, research objectives, and research 

organization. Chapter 2 reviews the technologies employed in this project, including text and image 

classification, image processing, OCR technique, machine learning, and deep learning algorithms. Chapter 

3 describes the overall research methodology. Chapter 4 describes the data collection and analysis tasks. 

Chapter 5 describes the design and implementation task. Chapter 6 describes different tests designed for 

the title block detection model. Chapter 7 compares different solutions and evaluates the selected solution 

on a large-scale dataset. Chapter 8 includes the research contributions, limitations, and recommendations 

for future work.  
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Chapter 2  Literature review 

Undoubtedly, document control affects all aspects of a construction project, and many companies struggle 

to maintain effective document control. Document control is receiving all the documents, and after 

approval, it needs to classify and storage them based on their document type. Construction document 

classification is part of document control which has an essential role in the efficiency of document control.  

The literature review consists of five topics. The first presents the review of construction document 

classification, which uses text-based and image-based classification. The second topic is image processing. 

The third topic is about the OCR technique, which is the central part of the text-based classification.  

The fourth topic describes the machine learning algorithms which was used in this research for document 

classification. The fifth topic discusses the use of machine learning and deep learning algorithms in the 

construction domain.  

 

2.1 Construction document classification 

The automatic classification of documents into pre-defined categories is a well-established topic in the 

machine learning domain. The literature review shows that several automatic classifications of construction 

documents were developed. Kang and Paulson [5] analyzed practical civil engineering projects through the 

life cycle of a project. They provided a framework of information classification based on a construction 

information classification system (CICS). Caldas et al. [6] introduced machine learning methods to classify 

construction documents. They applied different feature selection and classification algorithms on 

construction project documents. According to their report, the combination of normalized term frequency-

inverse document frequency (TF-IDF) weighting as a feature selection method and support vector machine 

(SVM) as a machine learning algorithm provided 91% accuracy. Caldas et al. [7] introduced a framework 

of hierarchical document classification for construction management information systems in three levels, 

and a variety of machine learning algorithms were applied. Their result shows that hierarchical 

classification is more complicated than flat classification and the accuracy also is lower than flat 
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classification. Mahfouz [8] used support vector machines (SVM) algorithm to classify unstructured 

construction documents that included correspondences, meeting minutes, and claims. The proposed model 

used 475 documents and had accuracy ranging between 91% and 83%. Hsu [9] used content-based text 

mining techniques to extract the text of computer-aided design (CAD) documents and create an indexing 

database. Then, they applied the vector space model (VSM) algorithm for similarity matching and retrieval 

of documents. Salama and El-Gohar [10] developed an automated compliance checking (ACC) in 

construction. They used a machine learning-based text classification algorithm for clauses and sub-clauses 

of general conditions, specifically construction contracts. Also, they used a feature selection algorithm for 

training and testing the sub-clauses. They proposed semantic text classification by combining TF-IDF and 

SVM algorithms to classify clauses and sub-clauses of general conditions in construction contract 

documents. Overmann et al. [11] Used a new method for feature selection: the term frequency‐inverse class 

frequency‐class frequency (TF‐ICF‐CF) and vector space model (VSM) based algorithm for classification 

of content components in technical communication. Their model achieved 84% accuracy on average, 90% 

for high-quality document classification.  

Although previous studies have demonstrated the effectiveness of text classification techniques in the case 

of construction documents, these studies focused mainly on text-rich documents such as contracts, 

correspondences, emails, etc. In addition, most of the studies rely on well-formed documents where text is 

readily available in machine-readable format (e.g., PDF, doc, or CAD files). On the other hand, construction 

drawings are not text-rich and only contain fragmented chunks of text and numeric data that are used mainly 

to annotate a drawing or populate information in the drawing title block. In addition, in many cases, such 

documents are ill-formed due to the fact they are generated as scans of hard copies with handwritten 

annotations and noises in the file, or they are generated as PDF with only images from an authoring CAD 

application to protect the content for legal or IP purposes. Such conditions make the text content of such 

documents very poor and fragmented. 
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Many researchers have investigated text classification. However, a few of them focused on construction 

document classification when they involved text in addition to drawings and images. Caldas et al. [6] 

introduced a prototype for a construction document classification system. They defined standard 

classification structures, called construction information classification systems (CICSs), which create 

concept hierarchies that can be used for text classification. Later, they developed a prototype program for 

automatic hierarchical classification of construction project documents based on project components [7]. 

Al Qadi et al. [12]  used natural language processing (NLP) tools for text analysis and proposed a hybrid 

approach for automatic clustering based on text similarity. This study developed a core cluster and trained 

a text classifier on core clusters for classifying other documents [13]. In addition, there is quite a bit of study 

about using image processing techniques for construction performance monitoring. Golparvar-Fard and 

Peña-Mora [14] introduced vision-based methods for construction process monitoring, and extracted 

building information from images to analyze the progress status Golparvar-Fard  et al. [15] extracted as-

built semantic information from 3D CAD software. Wang and Cho [16] introduced intelligent scanning and 

visualization of dynamic construction and used image-based object recognition and tracking algorithms to 

achieve their goal.  

 

2.2 Image processing and object detection 

Image processing has been an active research domain since the 1970s [17]. During the 1990s, digital 

technology was introduced, and the number of potential uses of digital images has increased enormously 

since then. Many researchers worked on retrieving images and introduced a variety of techniques and tools. 

For example, Rorvig et al. [18] presented a pattern for image classification by feature matching. Flickner 

et al. [19] announced Query by Image Content system to explore content-based image retrieval. Bach et al. 

[20] provided an image search engine based on visual features such as colour and shape. Traditionally, there 

are three basic ways of image processing: content-based image retrieval (CBIR), image retrieval by text, 

and hybrid image retrieval. Content-based image retrieval (CBIR) creates the raw information from features 



10 
 

such as lines, edges, angles, colour, and patterns to extrapolate a meaning for images [21]. Finally, hybrid 

image retrieval uses image and text retrieval to increase the system's capability [22]. Each of these three 

ways can be used for image clustering. However, the majority of researchers are using (CBIR) for image 

clustering. There are lots of studies about image clustering methods and techniques. For instance, Chen et 

al. [23] introduced a novel content-based image retrieval scheme by unsupervised learning approach. They 

used the dynamic clustering method on the image retrieval scheme. Le Saux and Boujemaa [24] used a 

fuzzy logic algorithm for content image clustering, and their algorithm was relied on an unsupervised 

databased category. In recent years, most researchers have been using fuzzy logic, machine learning, and 

deep learning for image processing [25–27].  

Object detection has been an active research domain in computer vision for several decades. It refers to a 

collection of related tasks for detecting and classifying certain objects in digital images and videos [28]. 

Image classification and object localization are two important computer vision tasks that constitute this 

process. Image classification involves classifying an image based on its semantic contents, while object 

localization is the process of finding all objects of interest in an image and drawing bounding boxes around 

their locations [29]. The accuracy of object detection has increased significantly since the advent of deep 

learning [30,31]. There are several deep learning-based approaches to object detection, which can be 

divided into region proposal-based and regression-based, also known as two-stage and single-stage 

detectors in the literature. Region proposal-based detectors include R-CNN [32], Fast R-CNN [33], Faster 

R-CNN [34], and Mask R-CNN [35] while SSD [36], YOLO [37] and RetinaNet [38] are popular examples 

of regression-based detectors. There is also a significant body of work on applying object detection methods 

for text detection and recognition. For example, these detectors have been widely used for text region 

detection and text recognition purposes [39–42]. Liu et al. [43] introduced Markov Clustering Network 

(MCN), an object detection method based on graph clustering that can detect text objects in various text 

sizes and orientations. Liao et al. [44] proposed rotation-sensitive regression detector (RRD) that performs 

oriented object detection to increase the accuracy of text detection. Nagaoka et al. [45] introduced an end-
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to-end text detection method based on Faster R-CNN that generates regions of interest (ROIs) through 

multiple region proposal networks (RPNs) and uses feature maps from multiple convolutional layers.  

In addition, object detection techniques have greatly improved the performance of table detection and 

recognition. Hao et al. [46] defined horizontal and vertical ruled table area and used CNN for table detection 

in PDF documents. Gilani et al. [47] used Faster R-CNN as an image transformation to separate text regions 

and white spaces present in the document image followed by Faster R-CNN for table detection. Arif and  

Shafait [48]  also used Faster R-CNN for table detection by using foreground and background features. The 

current work likewise uses Faster R-CNN [34] for table detection as well as localization of the title block. 

The text inside this table is then used for classification and information extraction. 

Previous work that is discussed above focused on scene text [43–45], e-book document [46], and research 

paper, magazine, and news [47,48]. In this research, I applied similar techniques to the new domain of 

construction documents. Construction documents include technical drawings such as plans and design 

details and non-drawing documents such as reports, bill of materials, specifications, etc. In construction 

literature, there is minimal research about title block detection. Najman et al.  [49] was one of the first 

comprehensive works about title block detection. They introduced automated title block detection in 

technical drawings based on signal measurements. Their method was able to find the drawing format 

matching the size and template. Also, Najman et al. [50] improved their previous model by adding a 

rectangle finding algorithm to detect the title block. Their method achieved about 70% recognition accuracy 

for title blocks in technical drawings. Cao et al. [51] applied layout analysis to detect rectangular regions 

and compared them to pre-defined patterns to find the title block in engineering drawings. Ondrejcek et al. 

[52] used manual title block detection and template mapping for information extraction from scanned 

engineering drawings, which is time-consuming. Banerjee et al. [53]  introduced the automatic creation of 

hyperlinks in construction documents, and used the lower right corner of a document as the fixed location 

for the title block to extract the sheet number. Their model was only applied to drawing documents. Previous 

work in the construction domain related to title block detection has focused mainly on drawing documents 
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and did not achieve practical accuracy. This research presents a title block detection approach for all types 

of construction documents including technical drawing and non-drawing and aims for a higher accuracy 

that enables effective automation of this task. Although much research has been undertaken in image 

processing, there is still a gap in the context of construction document classification, especially when 

documents include text and drawings/images. Outside the construction domain, image processing and 

object detection are thoroughly researched topics with many advancements that can be adapted to the needs 

of the construction industry. 

2.3 OCR technique 

Optical character recognition (OCR) is a process that can convert the scanned text and image into 

a machine-readable document. Also, it is one of the most used extraction techniques for documents and 

images [54]. The literature review shows that previous researchers used OCR in construction documents 

for different purposes. Berkhahn and Tilleke [55] used OCR and Koheren neural networks in construction 

drawings to extract information about the dimensions of construction parts and inscription texts. Their 

model checks all the dimension line points and construction element points to extract the dimension number 

and text. However, the user needs to check the result and correct the errors. Banerjee et al. [56] used the 

OCR system to hyperlink engineering drawing documents. They created a hyperlink based on the extracted 

information. As a result, the engineers can quickly navigate between different files. They achieved more 

than 94% accuracy on automatic hyperlinking. Also, Banerjee et al. [57]  used the OCR engine in the 

architecture, engineering and construction (AEC) industry drawing documents for detection of elevation 

datum (ED) name and graphical shape of ED; also they used experimental analysis to validate the ED name. 

The result of their research shows they achieved an overall accuracy of 95% for ED detection and accurate 

destination document text recognition. Banerjee et al. [58]  used the OCR engine for extraction of alphabetic 

code and text of reference document to create automatic navigation among architectural and construction 

documents. Their result shows that OCR has more than 91% accuracy on character level recognition. 

Seraogi et al. [59] used the OCR engine in AEC to find the correct orientation of the documents based on 
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the information of extracted texts and graphical shapes. They used mixed text/image drawings as their case 

study and achieved more than 99% accuracy on automatic orientation. Gupta et al. [60] used the OCR 

engine in AEC to extract the title of the documents. In their method, the OCR engine scans the information 

table only to extract the title. Also, they used historical data to increase the accuracy of their model. 

However, the user should review the extracted title to achieve 100% accuracy.  

Also, several commercial software packages are using OCR technology to extract document information. 

Procore is a construction project management software that uses OCR on a pre-defined template to extract 

drawing numbers, drawing disciplines, and drawing titles. Drawing block text should be on the bottom 

right of the drawing with a specific size and location; then, the Procore can automatically pre-populate the 

fields [61]. Docparser is another software which is using an OCR engine to extract the text from any 

document. The user must define the specific locations inside the document and rules to apply to all 

documents. Then Docparser will train to find the place of each field. Finally, this software will extract the 

text from a pre-defined location based on regular expressions and pattern recognition [62]. Microsoft Azure 

is a computer application using various technologies such as an OCR engine for text analysis. It can extract 

the text from images and documents, which can be used for label recognition, key phrase extraction, and 

enable searching. Microsoft Azure is also using computer vision algorithms for image classification. The 

user must provide the labelled images to train a custom vision algorithm and create a model to classify new 

images [63]. The biggest problem of existing software is that they are not suitable for documents with 

inconsistent template formats, and their accuracy will significantly decrease in such situations. 

 

2.4 Machine learning for document classification 

An automatic document classification system uses machine learning algorithms to classify documents 

according to predetermined categories [64]. Then, each document will be classified into single or multiple 

classes. Based on the fact that each document's class was known, supervised learning was applied in this 

research. By training on a set of documents, supervised learning can then predict the categories of 

https://docparser.com/blog/what-is-ocr/
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documents. The classification of documents can then be effectively used as a management and sorting 

tool. Machine learning algorithms are widely used for document classification, and several of them have 

been applied in the present study. I will discuss each of them in detail. 

Naïve Bayes 

Naïve Bayes is a method for supervised learning that is based on Bayes' rule and a probabilistic 

classifier. The assumption is that the data are independent. Many problems can be solved with Naïve Bayes, 

including multi-class prediction and sentiment analysis. It has higher accuracy compared to other 

algorithms like Decision Tree and k-NN even though it is trained on a smaller amount of data. Naïve Bayes 

has several advantages: This algorithm is fast, scalable, suitable for continuous and discrete data. Also, it 

does not require a large amount of training data set. It can be used for binary classification and multi-class 

classification. 

Two modifications to naïve Bayes can be used for text classification: the multi-variate Bernoulli and the 

multinomial model [65]. The multi-variate Bernoulli assumes each feature has a binary value and counts 

the number of times a feature occurs and the number of times it doesn't. In the multinomial model, the 

number of words is represented by a multinomial distribution, and it counts the frequency of the words in 

the document. In this research, a multinominal model is used. 

Random forest  

A random forest is a decision-making algorithm that creates a subset from data and uses a decision tree on 

each piece of data. The next step involves combining several decision trees and making a decision based 

on the majority [66]. The approach is suitable for problems involving regression and classification when 

the data set is large. The algorithm can handle a large dataset by providing a subset from them and then 

running a parallel decision tree on each subset, which makes it rather slow. The random forest has several 

advantages such as simplicity in implementation, flexibility in regression and classification problems, 
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reduced overfitting problems, which makes it a powerful machine learning algorithm [67]. Random forest 

algorithms combine several decision trees, resulting in a more accurate algorithm, but also a slower one. 

Each decision tree represents a sequence of decisions. Compared to the random forest, the decision tree 

algorithm is easier to visualize, quicker, and less accurate. 

Logistic regression 

Logistic regression is a linear classification algorithm in which the logistic function is used to model the 

dependent variable. This type of supervised learning uses labelled data for training, and it can use training 

data to describe new data and relationships between variables [68]. The logistic regression model does not 

make any assumptions about the distribution of data, and it can be learnt linear relationship from data. It is 

a fast, interpret and efficient algorithm that is used widely in binary and multiple-class classification. 

Logistic regression is using the logistic function or sigmoid function to transform predicted values into 

probabilities. A sigmoid function can be used in a probabilistic problem where the probability of anything 

happening is only between 0 and 1. A sigmoid function is an activation function that is used to convert the 

input to another value between the range 0 and 1. 

Support vector machine 

Support vector machine (SVM) is a supervised learning algorithm which is dividing the data into different 

classes by fitting the line or "hyperplane" among the samples. As shown in Figure 2-1, SVMs maximize 

the margin of their classifiers by using support vectors, which are points close to the hyperplane, as well as 

optimizing the hyperplane's location and orientation [69]. In SVM, the goal is to find a hyperplane that best 

separates the classes, and it can be applied to both classification and regression problems. The advantages 

of SVM are that it is accurate, reduces overfitting problems, works well in high-dimensional spaces, is 

memory efficient, and solves complex problems. On the other hand, it may require more time to process 

and may be more difficult to interpret compared to other machine learning algorithms. Linear SVC which 

is the implementation of SVM is used in this research. The idea of Linear SVC is dividing the data into 
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different classes by fitting the line or "hyperplane" among the samples, and it uses a kernel function to find 

the optimal separating hyperplane [69]. 

 

                         

Figure 2-1. SVM for two-class classification 

 

Neural network  

Neural networks (NN) are machine learning networks that mimic the human nervous system [70]. NN can 

be used to model complex patterns by providing three components: input layer, hidden layer, and output 

layer. NN has usually supervised learning which required labelling; however, it can be trained on unlabeled 

data sets. NN can be utilized on classification and regression problems. There are three types of NN in 

machine learning: Artificial Neural Networks (ANN), Convolution Neural Networks (CNN), and Recurrent 

Neural Networks (RNN). In this research, different algorithms of CNN and RNN were applied for document 

classification. 
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 Convolution Neural Networks (CNN) 

CNN is a kind of NN that is using convolution operation as one of its layers. The convolution operation is 

sliding a filter or kernel on the input data, then it will produce a feature map[71]. The CNN needs to apply 

numerous convolutions to create different feature maps. The combination of all feature maps will be used 

as input of the next layer, which helps extract the right features from the input data. CNN can be used 

for image classification and recognition. 

AlexNet 

AlexNet is a GPU implementation of the CNN algorithm introduced by Alex Krizhevsky (2012). It has 

eight layers which include five convolutional layers and three fully connected layers. At the end of each 

layer, ReLU used as an activation function that can increase the learning rate, and prevent overfitting 

problems [72]. Using ReLU instead of traditional neuron models in CNNs is an important feature of the 

AlexNet. AlexNet is relying on the structure and layout of the documents to classify them. In this research, 

AlexNet was used for image-based document classification. 

Faster R-CNN 
 

Object detection is localizing and identifying an object or multiple objects in a single image which is an 

important part of image processing and image classification [73]. There are several object detection 

algorithms such as Fast R-CNN, Faster R-CNN, you only look once (YOLO), and single-shot 

detector  (SSD).  

Since accuracy is an important factor in this study, Faster R-CNN was selected as it has the highest accuracy 

compared to the others [31]. As a result, TensorFlow object detection API implementation of the faster R-

CNN detector [74] was used for object detection. Faster R-CNN is a region proposal-based detector 

developed in 2015 by the Microsoft research team [34]. It has two stages: region proposal network (RPN) 

https://en.wikipedia.org/wiki/Convolution
https://en.wikipedia.org/wiki/ReLU
https://en.wikipedia.org/wiki/ReLU
https://arxiv.org/abs/1512.02325
https://arxiv.org/abs/1512.02325
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and classifier. RPN will be used for generating region proposals and then a classification algorithm will be 

applied to regions to classify them into background or object classes. 

 

Recurrent Neural Networks (RNN) 
 

RNN is a repeating model of neural network that connects previous information to the present task through 

various loops. RNN is sending the output of a layer as feedback to the same layer. RNN is a useful model 

for sequence data and processing input of any length. However, the training procedures are slow and 

complex and when there is a gap between relevant information and output, the RNN is unable to connect 

the information. [75]. Some limitations of the RNN resulted in two modified versions of RNN: long short-

term memory (LSTM) and gated recurrent unit (GRU) [76]. In this research, the LSTM algorithm was used 

for text-based document classification. 

 

LSTM 
 

A long short-term memory (LSTM) network is a type of RNN which is designed to fill the gap and avoid 

the long-term dependency problem. LSTM is using more functions and parameters to control the flow of 

information. LSTM network will take three decisions about the information: decide about the useless 

information which should be removed, decide about the new information which should pass to the next 

layer, and decide about the output of each layer [77]. The forget gate is using the sigmoid layer, the input 

gate is using the sigmoid layer and the tanh as an activation function and the output gate is using the sigmoid 

layer and the tanh as an activation function. The main advantage of LSTM is the ability to learn long-term 

dependencies and high prediction accuracy. It is suitable for time series, text generation, document 

classification, and sequential form problems. In this research, LSTM is used for text-based document 

classification. 
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2.5 Machine learning and deep learning algorithms 

 

Machine learning and deep learning methods have been attractive topics in the last decade in all engineering 

disciplines. A growing set of new hardware for artificial intelligence (AI), availability of a large amount of 

data, and algorithm improvement led to an increase in the usage of deep learning methods. The application 

of deep learning is highly utilized in industries to solve a large number of complex problems such as image 

classification, object detection, and language processing. The field of construction engineering is well 

placed for applying deep learning methods. The architecture, engineering, and construction industry (AEC), 

like other engineering areas, relies on information technologies, and deep learning can provide lots of 

benefits. Literature review shows, a few researchers used machine learning and deep learning for 

information retrieval in the construction domain. Syeda-Mahmood [78] Introduced geometric hashing for 

extracting indexing keywords on engineering drawings. Soibelman et al. [79] applied statistical and 

machine learning algorithms for image classification and information retrieval in the construction industry. 

Brilakis et al. [80] used a kernel-based machine learning algorithm for retrieval information on construction 

image databases. Berkhahn et al. [55] used OCR and neural networks in AEC drawings to extract 

information about the dimensions of construction parts and inscription text. Also, a few researchers used 

machine learning and deep learning as vision-based techniques in AEC. Chi et al. [81] used a neural network 

with a multilayer for automated object identification on construction sites. Golparvar et al. [82] used 

machine learning algorithms for detecting workers and equipment. Memarzadeh et al. [83] used machine 

learning algorithms for automated 2D object detection in construction sites. Golparvar et al. [84] applied 

neural network algorithms for automated process monitoring of construction sites. Fang et al. [85] used a 

deep learning-based model for construction site image classification and detecting non-certified work in 

the site. Xu et al. [86] applied a deep convolutional neural network for damage identification of reinforced 

concrete columns from images. 

Also, several researchers used machine learning algorithms for 3D model classification. Ip et al. [87] used 

surface curvature as a shape description and support vector machines (SVM) as a supervised machine 
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learning classifier. Huang and LeCun [88] presented a hybrid system for 3D model classification; CNN is 

used to learn feature description, and it was used as an input for SVM to do the classification. Qin et al. 

[89] designed an automated deep neural network classifier for 3D CAD models. Scheibel et al. [90] 

introduced a framework for dimensioning information extraction; they converted PDF files to HTML files 

and parsed HTML files to find all blocks and information.  

Based on the literature review, it is found that the OCR technique, machine learning, and deep learning 

have been employed in the construction domain with acceptable results. However, their application in 

construction document classification is new. Although the number of applications of machine learning and 

deep learning is growing in different domains, there is little or no published information about employing 

them in the context of construction document classification. Based on the literature review, the following 

gaps were recognized: 

• lack of appropriate tools for classification of scanned documents, which have limited text; 

• lack of automated text-based approach for information extraction from scanned construction 

documents; 

• lack of a domain-specific model for drawing and non-drawing classification; and  

• lack of a classification model that includes all types of construction documents. 
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Chapter 3 Research methodology 

To achieve the research objectives, three main tasks, as illustrated in Figure 3-1 were defined as data 

collection and analysis, design and implementation, and test and evaluation. 

The data collection and analysis tasks focus on data preparation, literature review, classification model 

analysis, and selection. Based on this analysis, different classification methods were selected. The design 

and implementation task is focused on developing and executing established processes which have three 

main phases. Phase 1 involves developing classification based on text, which is focused on text extraction. 

After pre-processing steps to prepare the documents, the document's text will be extracted by the optical 

character recognition (OCR) engine and then various methods are used for document classification such as 

term frequency-inverse document frequency (TF-IDF) and text similarity approach, pre-defined keywords, 

and machine learning algorithms. Phase 2 involves developing classification based on construction 

document images. For this purpose, two different machine learning and deep learning algorithms were 

tested: TensorFlow object detection API and AlexNet. Phase 3 is developing title block detection and 

information extraction using TensorFlow object detection API to find the location of title block detection, 

and then the text of the title block was extracted by the OCR engine. The regular expression was applied 

on extracted text, and information such as revision number, drawing name, and numbers were extracted.  

In the test section, all the proposed models were assessed to select the best model based on their 

performance. Finally, the evaluation section was applied the chosen model to the second data set to 

determine the reusability of the model. As a result of the proposed framework, comprehensive automated 

document classification, automated title block detection and information extraction is expected. 
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Figure 3-1. Overall research methodology 
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Chapter 4  Data collection and analysis  

Data collection and analysis were defined as the first step of research methodology, which is 

the procedure of collecting a large amount of data, analyzing the current solution, identifying the possible 

solutions and selecting methods and algorithms. Under this task, the following data collection and 

research activities were completed: 

1. Understand the current document control practice of the construction company and how 

documents are currently managed within the company. This task includes information gathering 

about different types and formats of construction documents, information flow, and their relation. 

2. Identify the different types of documents that need to be retrieved and for what purposes, and the 

current process used for document retrieval. This step will also include developing a set of 

performance metrics for benchmarking future automated solutions against current practices. 

3. Study the current manual classification process that is performed by document control teams and 

extract the critical document feature set that is utilized by the teams in this manual process. This 

activity will also include the preparation of a dataset that consists of a group of documents, a key 

feature set for each document, and one or more classification types identified and assigned to the 

document as part of the manual document control and classification process. 

4. Once a dataset is prepared, alternative supervised learning classification algorithms will be 

evaluated to assess their performance in recognizing and assigning document classes.  

5. Selection of classification methods and algorithms will be carried out by assessing their accuracy 

in retrieving relevant documents compared to the current retrieval process currently utilized in the 

company. 

4.1 Data set preparation 

Data were collected for case study analysis including 100,000 documents that belong to 15 construction 

projects with 32 different document types. Figure 4-1 shows 32 document types and the number of 

documents for each data type. The majority of construction documents belong to isometric drawings with 
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37,967 documents, datasheet with 8893, and wiring diagram with 8496 documents. Table 4-1 shows the 

percentage of 32 document types, of which 19 belong to engineering drawings, and 13 belong to non-

drawing documents. Table 4-2 illustrates the document type and percentage of each group. While 81.35% 

of documents are engineering, 18.65% are non-engineering. Figure 4-2 displays samples of drawing 

documents such as area classification, block diagram, logical diagram, and isometric diagram. Figure 4-3 

shows an example of non-drawing documents such as material take-off, work package, datasheet, and 

manual. Most of the documents have more than one layout with different locations of the title block. Figure 

4-4 shows two different formats of the bill of materials document. The title block is located at the top of 

the first layout, located at the bottom of the second layout. In addition, the provided data set includes 60000 

documents used for test and evaluation purposes in Chapter 7. All documents were in PDF format, which 

should be converted to image format to use OCR text detection. Adobe Acrobat Pro DC software was used 

to convert PDFs to PNGs. Since the information that needs to extract is usually on the first page of each 

document, only the first page of each document was selected. 

 

 

Figure 4-1. Document types in the first dataset 
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Table 4-1. Percentage of document types 

Document Type % Documents 

AREA CLASSIFICATION 0.12% 

BILL OF MATERIAL 1.03% 

BLOCK DIAGRAM 0.59% 

CABLE SCHEDULE 1.24% 

CALCULATION 1.18% 

DATA SHEET 8.94% 

DETAIL 4.10% 

EHT ZONE DRAWING 7.17% 

EQUIPMENT LIST 0.20% 

GENERAL 

ARRANGEMENT 1.65% 

GENERAL NOTES 0.62% 

INSTRUMENT INDEX 0.18% 

ISOMETRIC 38.17% 

KEY PLAN 0.37% 

LAYOUT/LOCATION 6.03% 

LDT 0.35% 

LOGIC DIAGRAM 0.20% 

LOOP DIAGRAM 5.47% 

MANUAL 1.13% 

MAP 0.02% 

MTO 0.50% 

P&ID 2.08% 

PIPE SUPPORT 1.13% 

PROCEDURE 1.07% 

PROCESS FLOW 

DIAGRAM 0.42% 

SCHEDULE 1.10% 

SCHEMATIC 1.51% 

SINGLE LINE DIAGRAM 1.04% 

SPECIFICATION 1.30% 

SPOOL 1.44% 

WIRING DIAGRAM 8.54% 

WORK PACKAGE 1.11% 

Total 100.00% 
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Table 4-2. Percentage of drawing and non-drawing documents 

Drawing document type % Documents Non-Drawing document type % Documents 

AREA CLASSIFICATION 0.12% BILL OF MATERIAL 1.03% 

BLOCK DIAGRAM 0.59% CABLE SCHEDULE 1.24% 

DETAIL 4.10% CALCULATION 1.18% 

EHT ZONE DRAWING 7.17% DATASHEET 8.94% 

GENERAL ARRANGEMENT 1.65% EQUIPMENT LIST 0.20% 

ISOMETRIC 38.17% GENERAL NOTES 0.62% 

KEY PLAN 0.37% INSTRUMENT INDEX 0.18% 

LAYOUT/LOCATION 6.03% LDT 0.35% 

LOGIC DIAGRAM 0.20% MANUAL 1.13% 

LOOP DIAGRAM 5.47% MTO 0.50% 

MAP 0.02% PROCEDURE 1.07% 

P&ID 2.08% SCHEDULE 1.10% 

PIPE SUPPORT 1.13% WORK PACKAGE 1.11% 

PROCESS FLOW DIAGRAM 0.42% 
  

SCHEMATIC 1.51% 
  

SINGLE LINE DIAGRAM 1.04% 
  

SPECIFICATION 1.30% 
  

SPOOL 1.44% 
  

WIRING DIAGRAM 8.54% 
  

    
Total 81.35%   18.65% 
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a) Area classification 

 

 
b) Block Diagram 
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c) Logical Diagram 

 

 
d) Isometric Drawing 

Figure 4-2. Sample of drawing documents 
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a) MTO (Material Take-off) 

 
b) Datasheet 
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c) Work package 

 
Manual 

Figure 4-3. Sample of non-drawing documents 
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a) layout 1 

 

b) Layout 2 
Figure 4-4. Bill of materials layouts 
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4.2 Pre-processing steps for improving image quality 

The data set includes different sizes of documents with different qualities. Based on the literature 

review[91–94], the resolution of images should be at least 300 Dots Per Inch (DPI) for a better text detection 

result. The first step is to resize all the documents which will affect the resolution of images. In the second 

step, Matlab’s image processing toolbox is used for improving the quality of images. It has different 

functions and filters that can be applied to modify the images. rgb2gray filter is used to convert documents 

to grayscale images. Imadjust filter is applied to increase the contrast and brightness of the output image, 

and the Median filter is used to remove the noise from the grayscale pictures [95]. Figure 4-5 shows an 

original image and the enhanced images using Matlab’s image processing toolbox. 

 

 

 

 

 

 

 

 

 

 

Figure 4-5. Steps of image enhancement 
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4.3 Layout analysis 

Layout analysis such as page segmentation and region classification have a vital role in text detection. 

Different regions such as texts, images, and tables should be identified to extract the text correctly. Layout 

analysis defines the possible location of the text that needs to be extracted, increasing the OCR accuracy 

and extracting more useful text from each document [96]. As Figure 4-6 shows, the dataset has different 

layouts, which need to classify into text and non-text segmentation. The location of the table of information 

is variable, as indicated by the ‘A’ in Figure 4-6.  

 

 

 

Figure 4-6. Possible locations of the table of information 

 

Connected component analysis or connected component labelling is the basic image processing algorithm. 

The connected component analysis searches all un-labelled pixels and groups pixels that belong to the same 

connected component or object [97]. For the case study, connected component analysis was used to classify 

text and non-text segmentation. Non-text segmentation involves tables, images, and lines. In the next step, 

all the text segmentations will be processed through Matlab’s OCR in Computer Vision System Toolbox™.  
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Chapter 5  Design and implementation 

Design and implementation were defined as the second step of research methodology, which has three 

primary phases to meet the research objectives progressively. 

Phase 1. Developing classification based on text 

Phase 2. Developing classification based on image 

Phase 3. Developing title block detection and information extraction 

5.1 Phase 1: Developing classification based on text 

Developing classification based on the text was designed in five stages. Figure 5-1 indicates the five stages 

of Phase 1. The first stage includes the OCR technique and text extraction. The second stage includes term 

frequency-inverse document frequency (TF-IDF) methods and analysis of four different classification 

algorithms. The third stage contains pre-defined classification. The fourth stage is focused on long short-

term memory (LSTM) classification, and the fifth stage is comparing the results of previous steps. The 

following section will discuss the stages in detail. 

 

Figure 5-1. Proposed method of construction document classification based on text 
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5.1.1 OCR technique and text extraction 

Different OCR engines were tested for text detection. Matlab OCR was used, which includes the following 

steps: Depending on whether resizing is necessary, start by resizing the image. Later OCR engine will apply 

to documents, and it is not working well on small text sizes. Based on Matlab recommendation, the height 

of a lowercase “x”, or comparable character in the input image, should be greater than 20 pixels. If the OCR 

engine did not work well due to the small text size, the size of the image should be increased. In the next 

step, the input image should convert to a binary image to reduce algorithm complexity and be used for 

connected component analysis. A binary image will convert the original image into a black and white image. 

It is also a valuable method to remove noise when a document has a dark background. The function of 

BW =imbinarize (I) creates a binary image from 2-D or 3-D grayscale image I. Furthermore, the connected 

component analysis uses the binary image as an input which is a set of pixels. Then it will search all pixels 

to find what pixels belong to the same region. As a result, each pixel will be labelled as a background pixel 

or object. The number of objects and the pixel index lists are the output of the connected component. The 

function of CC = bwconncomp (BW) returns the connected components CC found in the binary image BW. 

Figure 5-2 illustrates the process of the connected component analysis. And Figure 5-3 shows the sample 

code of connected component analysis. 

 

 

a) Original Image                                                                       b) Binarize Image 

 

 

https://www.mathworks.com/help/images/ref/imbinarize.html?searchHighlight=imbinarize&s_tid=srchtitle#bu1w0rc-1-I
https://www.mathworks.com/help/images/ref/bwconncomp.html#bu2vpxm-1-CC
https://www.mathworks.com/help/images/ref/bwconncomp.html#bu2vpxm-1-BW
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c) Logical array of Binarize Image 

       Image Size: [251 833] 

      Num of Objects: 14 

    Pixel Index List: {[117852×1 double] [53129×1 double] [12021×1 double] 

[153×1 double] [376×1 double] [418×1 double] [379×1 double] [416×1 double] 

[152×1 double] [424×1 double] [900×1 double] [418×1 double] [149×1 double] 

[158×1 double]} 

 

d) Results of connected component analysis 

 

e) labelling matrix of the connected component 

 
f) RGB image of labelling matrix (Each object appears in a different colour) 

Figure 5-2. Steps of Connected Component analysis 
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I = imread('Revision.png'); 

figure 

imshow(I) 

title('Original Version of Image') 

B = rgb2gray(I); 

figure 

imshow(B) 

title('grayscale Version of Image') 

BW = imbinarize(B); 

figure 

imshow(BW) 

title('Binarize Version of Image') 

z = logical(BW) 

cc = bwconncomp(BW,26) 

labeled = labelmatrix(cc) 

RGB_label = label2rgb(labeled,@parula,'C','shuffle'); 

imshow(RGB_label) 

 

Figure 5-3. Sample code of connected component in Matlab 

After applying connected components, the model needs to detect text regions. There are several methods 

for text regions detection, such as maximally stable extremal region (MSER) and region of interest (ROI). 

Detect text regions using the MSER algorithm and remove non-text areas. The MSER algorithm was 

designed for blob detection in images[98]. Also, it is used for text detection to determine text regions from 

the image [99]. Also, ROI can be provided by defining one or more rectangular regions of interest around 

the text. After text regions detection, bounding boxes around words will be expanded and dilate images to 

make letters thicker. In the next step, the OCR function is applied to find as much text as possible in no 

specific order, even if embedded in images. The OCR functions will return the recognized text and its 

confidence level. Matlab OCR engine can provide the word confidence and character confidence for the 

extracted result. To have better accuracy, the model only accepts an 80% confidence level or more. Finally, 

the detected text will be stored in text file format 
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Figure 5-4 illustrates the different steps of text extraction, and Figure 5-5 illustrates the example of text 

extraction.

 

Figure 5-4. The process of text extraction 

 

a) Resize  

 

d) ROI 

 

b) Binarize 

 

e) Expanded bounding boxes 
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Figure 5-5. Example of text extraction steps 

 

5.1.2 Classification based on TF-IDF and different algorithms  

 

Several approaches for automation of document classification have been studied [5–11]. Based on the 

literature, there are two major approaches. The first approach uses structured CAD drawings as input, as 

the CAD drawings can be fed to the model as either 2D or 3D objects. The second approach uses documents 

that are rich in text, unlike engineering drawings. In addition, there is a growing need for document 

classification based on scanned documents, which consist of the drawings, specifications, layouts, etc., with 

different formats, qualities, and sizes. Automation of scanned document classification has not been covered 

in the literature, and the main focus of the literature has been on documents that contain lots of text, while 

the scanned documents such as drawings have limited text, and sometimes, two different drawing document 

types will be distinguished only based on one word. Therefore, in this phase, the performance of 

classification methods on documents with image formats that contain mainly different types of drawings 

with limited text contents was investigated. A dataset of 8000 construction documents is used to examine 

the performance of alternative classification methods. Pre-processing steps are applied to increase the image 

quality of the documents. This includes converting the images to grayscale first, adjusting their brightness 

and contrast, and cropping if necessary. 

 

c) Connected Component 

 

f) Detected text 
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Later, optical character recognition (OCR) is used to create a text file for each document. One of the main 

challenges in this step is dealing with noisy OCR results. Layout analysis and region of interest techniques 

were applied to decrease the effect of noisy OCR results. In the next step, the term frequency-inverse 

document frequency (TF-IDF) technique is used [100]. Finally, several classification algorithms such as 

Linear SVC (Support Vector Classifier), Logistic Regression, Multinomial Naïve Bayes, and Random 

Forest are applied on TF-IDF results, and a comparison of their performance is conducted. 

 

The objective of this study is to evaluate the accuracy of traditional document classification methods under 

the poor text content conditions of construction drawings where documents are available in an image format 

(scanned documents), and the document content is not text-rich (mainly drawings). The input to this study 

is a dataset of 8000 construction documents that represent different types of drawings for industrial 

construction projects. These documents are in image format (.png, or .jpg) and include different resolutions 

and noises.  

Proposed Methodology: 

 

This section describes the steps followed in this study to develop and test the classification models. These 

include (1) data collection and dataset preparation, (2) pre-processing steps for improving image quality; 

(3) cropping the images; (4) optical character recognition (OCR); (5) cleaning process and tokenization; (6) 

vectorize using TF-IDF; (7) application of supervised machine learning algorithms; and (8) test and 

evaluate different classifiers. Figure 5-6 illustrates the methodology of classification based on TF-IDF and 

different algorithms. 
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Figure 5-6. Methodology of classification based on TF-IDF and different algorithms 
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The current dataset used in this study includes eight classes of drawings common to industrial construction 

projects. These are electrical heat tracing (EHT), isometric, layout diagram, loop diagram, piping, and 

instrumentation diagram (P & ID), pipe support, single line diagram, and wiring diagram.  

The dataset selection process started with selecting the images that had a dot-per-inch (dpi) value of 300 or 

higher to have a better data extraction using the OCR. Each of the eight classes is represented by 1000 

documents in the dataset, making a total of 8000 documents. These documents were randomly selected by 

document management personnel in an industrial construction contractor firm from different construction 

projects completed by this contractor. All the documents are in image format (.png, or .jpg). Figure 5-7 

shows sample documents in the dataset. As seen in Figure 5-7, a scanned document usually has a poorer 

resolution compared to a PDF document generated from a CAD authoring tool, and it may include 

background noise and textual noise, which has a negative effect on text extraction and classification process.  

 

 

a) Isometric drawing                                     b) Electrical heat tracing drawing 

Figure 5-7. Dataset samples for classification based on TF-IDF and different algorithms 

 

 

 

 

 

 



43 
 

Pre-processing steps for improving image quality 

 

The case study includes images of the construction document. In the following steps, OCR was applied to 

images to extract all the text available in the document. Since image noise and low resolution can have a 

negative impact on OCR results, the quality of images needs to be improved before the OCR step. In this 

step, all the images are converted to grayscale images; and their brightness and contrast are increased. In 

addition, the resolution of images should be at least 300 DPI for a better text detection result. 

 

Cropping the images 

 

The information table contains the most important data about each engineering drawing, such as drawing 

name, project name, and numbers. Cropping the images and keeping the part that contains the table of 

information helps the model to have a faster performance as the number of pixels in each image is reduced. 

Therefore, there is less noise to be passed to the classifier. In engineering drawings, the table of information 

location varies depending on whether the image is horizontal or vertical. Usually, in a horizontal image, it 

is located on the right half, and in a vertical image, it is located on the bottom half of the image. A script 

was developed to process the document and perform cropping. First, the width and height of each image 

are extracted, and based on these variables, if the image is horizontal, the image gets cropped along its 

width, and if the image is vertical, it gets cropped along the height. Figure 5-8 shows the cropping of vertical 

and horizontal engineering drawings. 
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Figure 5-8. Example of cropping the images 

Text extraction using OCR 

 

OCR is the algorithm that recognizes text in images, and it is widely used for text extraction from documents 

and images [101]. In this research, the Tesseract OCR library in Python, one of the most accurate OCR 

engines, converts the images to a string.  

Text Cleaning and tokenization 

 

Due to the noise and fragmented text in the documents, many words are either unimportant or not 

recognized with reasonable accuracy by OCR. The cleaning process removes all the numbers, blank lines, 

special characters, single letters, and non-English words. In addition, all the extracted words were 

transferred to lower case to have consistent data, and they were filtered by their character length. 

The text tokenization method is used to tokenize the text file into individual words in the next step. Tokenize 

is an operator that splits the text of documents into individual words called “word vector” based on token 

boundaries. Token boundaries are space and punctuation that can be defined differently based on the nature 

of each language [102]. In the next step, a dictionary of the NLTK library in Python was used to remove 

all non-English words[103]. Also, all the tokens are not qualifying for vectors can remove from the text. 

Such as stop word, which is not measured as keywords. It also will help to reduce the dimensionality of 

term space [104].  Also, the stemming process was applied, which means the words with different endings 

will be mapped into a single word, such as worker, workers, worked.  
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 After cleaning the dataset, the code goes through each file in the directory, converts the images into a 

string, and saves them into a .csv file containing all the text for all the images, with their relative labels. 

Figure 5-9 illustrates the sample results of cropping the image, text extraction, and text cleaning and 

tokenization. 
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Figure 5-9. Sample results of cropping the image, text extraction, text cleaning, and tokenization. 

      
 a)Wiring diagram                                                                             b) Cropping the images                                                                              
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 c)Text extraction using OCR                                                     
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 e) .csv file  

d ) Text cleaning and tokenization 
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Vectorize using TF-IDF 

 

To reduce document dimension and convert the document into structure format TF-IDF (term frequency–

inverse document frequency) is used. TF-IDF is one of the widely used weighting methods [105]. TF-IDF 

is a numerical statistic that reveals how much a word is important to a document in a collection. Frequency 

shows the number of words repeated in all documents, and document occurrences show the number of 

individual documents in which the word appeared [106]. TF-IDF factor equation of word t occurs in 

document d is [107]: 

TF-IDF (d, t) = TF(t) * IDF (d, t)                                        (5-1) 

Table 5-1 shows a TF-IDF sample for one document. The Term Index column values indicate a value for 

each term. In TF-IDF, each term is known with its respective index. To achieve the highest TF-IDF values, 

The TF-IDF scores are sorted from the highest to the lowest; more than 7000 terms were generated through 

TF-IDF, and 1000 of the highest TF-IDF scores were selected. 

Table 5-1. TF-IDF samples for one document 
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Supervised machine learning algorithms 

The last step is to classify the documents into their categories. Since each document’s category labels are 

known, supervised machine learning algorithms were used in this research. From 8000 records available in 

the dataset, 70% (5600 records) are used for training, and the other 30% (2400 records) are used for testing. 

The splitting is performed randomly for all the classes; therefore, there are 700 selected records for training 

and 300 records for testing of each class. K-fold cross-validation is applied to the training data set for better 

performance to avoid overfitting during the training process. K-fold cross-validation is dividing the training 

set into k smaller sets. The model uses the k-1 fold for training and the remaining fold for validation 

purposes. This process will be repeated k times. Figure 5-10 illustrates K-fold cross-validation for k= 5.  

 

Figure 5-10. K-fold cross-validation 

 

The training dataset contains a text file and label of each text file. Therefore, the model can learn from 

known data to predict the label for testing the dataset. Figure 5-11 shows a sample of the final dataset that 

is ready for training the model in the.CSV file. K-fold cross-validation was applied by the Scikit-learn 

library in Python.  
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Figure 5-11. Sample of the training dataset in CSV file 

 

To compare the results of the classification, four different classifiers have been tested. The classifiers are 

Random Forest classifier, Linear support vector classifier (Linear SVC), Multinomial Naïve Bayes, and 

logistic regression.  

The Random Forest classifier is a simple classification algorithm with accurate results, which is used widely 

for text categorization by other researchers [108]. It creates different samples from original data, applying 

decision trees to each sample[109]. Each decision tree has a vote for the prediction model, and the model 

with the most vote will be selected as a final model. 

Linear SVC is a linear classification model based on a support vector machine (SVM) [110]. The idea of 

Linear SVC is dividing the data into different classes by fitting the line or "hyperplane" among the samples, 

and it uses a kernel function to find the optimal separating hyperplane [69]. 

Multinomial Naïve Bayes is another classification algorithm commonly used for document classification 

because of its fast and accurate algorithm [111]. Naïve Bayes is assumed that each word is independent, and 

the multinomial distribution represents the number of each word, and it counts the frequency of the words 
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in the document. The prediction model is also based on the word frequency information and features[112]. 

The Multinomial Naïve Bayes is an excellent choice for large datasets and multiclass prediction.  

The logistic regression classifier works well to describe data and to explain the relationship among the data. 

Unlike Naïve Bayes uses the weighted combination of the TF-IDF feature and the transforms are using the 

sigmoid function [113]. Implementation of classification algorithms was applied by the Scikit-learn library 

in Python [114]. 

Experiments and results 

 

This section compares the performance of classification algorithms on our dataset. Four different 

classification algorithms (Linear SVC, Logistic Regression, Multinomial Naïve Bayes, and Random Forest) 

are used for the model. To compare the performance of algorithms, accuracy, recall, and precision were 

calculated. While accuracy represents the overall performance of the classification model, precision and 

recall are computed for each class separately. Many studies utilise accuracy as one of the most common 

metrics to evaluate the generalization ability of classifiers[115]. This method is fairly simple to understand 

and can be applied both to binary and multiclass classification problems. The accuracy of machine learning 

classification is considered to be an important aspect of this study. Accuracy can be calculated as: 

    Accuracy =
TP+TN

TP+TN+FP+FN
                                                         (5-2) 

The number of correctly classified positive examples is divided by the number of predicted positive 

examples to calculate the precision. High precision indicates that an example labelled as positive is indeed 

positive. 

         Precision =
TP

TP+FP
                                                                               (5-3) 

High recall indicates the class is correctly recognized. Recall is showing how many percentages of actual 

positive are recognized truly. As a result, the high recall indicates the class is correctly labelled. Since 
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higher recall means that most documents are labelled correctly, it is more important than the precision 

metric in this research 

        Recall =
TP

TP+FN
                                                                            (5-4) 

TP, TN, FP, FN indicate True Positive, True Negative, False Positive, and False Negative, respectively.  

In addition to quantitative metrics such as accuracy, recall and precision, qualitative metrics can be 

considered for the evaluation of machine learning. To assess the quality of an explanation, qualitative 

metrics can be applied such as simplicity, flexibility for addressing a range of classification problems, 

stability, and interpretability. Interpretability can allow developers to understand how the machine learning 

algorithm is working, and it will help to get informed decisions about how to improve the algorithm [116]. 

Table 5-2 shows the accuracy of the classification algorithms. The results show that the Linear SVC has 

the best performance by achieving 97% accuracy. Logistic Regression and Multinomial Naïve Bayes have 

the same accuracy, around 96%. Random Forest Classifier showed 92% accuracy. Since the accuracy of 

Linear SVC, Logistic Regression, and Multinomial Naïve Bayes are very close, also their precision and 

recall results were compared. Table 5-3 and Table 5-4 show the class precision and recall for different 

document types. The results show that: (1) Linear SVC resulted in a higher precision of 98% to 100%, 

Multinomial Naïve Bayes reached a precision of 91% to 100%, logistic Regression achieved a precision of 

96 to 100%, and Random Forest achieved a precision of 75% to 100%. Random Forest precision is the 

lowest compared to the other three algorithms. (2) Linear SVC also resulted in a high recall of 98% to 

100%, Multinomial Naïve Bayes reached a recall of 92% to 100%, logistic regression achieved a recall of 

97 to 100%, and Random Forest achieved a recall of 84% to 99%. Random Forest recall is also the lowest 

compared to the other three algorithms. (3) Overall, Linear SVC achieved the best performance in accuracy, 

precision, and recall compared to the other algorithms. 

Although all four algorithms performed similarly, Linear SVC emerged as the winner since it can handle 

unstructured and semi-structured data, such as the text of construction documents. In addition, linear SVC 
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minimizes overfitting problems compared to other algorithms [117]. However, there is a possibility that 

each of these four algorithms will work better on other samples or other documents. Linear SVC was chosen 

in this study based on the sample set presented. 

 

 

 

Table 5-2. Accuracy of the four classification algorithms 

Classifier Accuracy 

Linear SVC 0.97 

Logistic Regression  0.96 

Multinomial Naïve Bayes 0.96 

Random Forest Classifier 0.92 

 

 

Table 5-3. Precision results of the four classification algorithms 

 

 

 

 

 

 

 

 

 

 

 

 

Document Type 

Random 

Forest  

Linear 

SVC 

Multinomial 

Naïve 

Bayes 

Logistic 

Regression  

EHT 100 100 100 100 

Isometric 99 99 99 99 

Layout 96 98 97 98 

Loop Diagram 99 100 99 100 

P&ID 75 98 91 96 

Pipe support 97 100 99 98 

Single Line Diagram 96 100 100 100 

Wiring Diagram 82 98 92 98 
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Table 5-4. Recall results of the four classification algorithms 

 

 

 

 

 

 

 

Evaluation of TF-IDF approach 

 

In this phase, a text classification method is applied to classify construction drawings documents that are 

available in image formats either because of scanning of hard copies or protected output of CAD authoring 

tools. The study used a dataset of 8000 randomly selected documents to represent eight different types of 

drawings common to industrial construction projects. The method applies OCR techniques for text 

extraction and TF-IDF for text representation. The classification of documents is performed using four 

different algorithms. A comparison between Linear SVC, Logistic Regression, Multinomial Naïve Bayes, 

and Random Forest shows that Linear SVC, Logistic Regression, and Multinomial Naïve Bayes all perform 

at a reasonable accuracy that ranges between 97% to 96%. However, the Linear SVC has the best results 

on class recall and precision.  

  

Document Type 

Random 

Forest  

Linear 

SVC 

Multinomial 

Naïve 

Bayes 

Logistic 

Regression  

EHT 99 100 100 100 

Isometric 99 99 99 98 

Layout 88 99 94 98 

Loop Diagram 98 100 100 100 

P&ID 90 98 96 98 

Pipe support 88 99 98 98 

Single Line Diagram 84 98 92 97 

Wiring Diagram 84 100 96 100 
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5.1.3 Classification based on a pre-defined set of keywords  

Dataset preparation 

 

Ten different document types and 500 documents from each document type (in total, 5000 documents) were 

selected for case study analysis. All documents were in PDF format, which should be converted to image 

format for the purpose of using OCR text detection. Adobe Acrobat Pro DC software was used to convert 

PDFs to PNGs. Since the information needs to extract is usually on the first page of each document, only 

the first page of each document was selected for future text analysis. Figure 5-12 illustrates a sample of the 

dataset. 

 

 

Figure 5-12. Dataset samples for Classification based on a pre-defined set of keywords 

 

To process text categorization, a list of keywords was provided. The keywords can either be determined by 

experts in the specific domain of the application or based on historical documents. Table 5-5 illustrates the 

list of keywords that were used. 
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Table 5-5. keywords of ten classes 

DOCUMENT TYPE Description Keywords 

EHT zone drawing 
EHT Electric  Heat Tracing Iso 

Isometric 
Piping Isometric Iso     

Layout/location 
Layout Plan Location     

Loop diagram 
Loop Diagram Instrument     

Calculation Calculation      

Datasheet 
Data Sheets Instrument Specification   

General arrangement

   GA General Arrangement Assembly   

Wiring diagram 
Wiring  Diagram       

Schematic 
Schematic Power Electrical   

Detail 
Detail Standard Installation Section  

 

 

In the experiment, a Matlab toolbox was used to find the keywords in the text files and then assign the 

appropriate classes to the documents. Based on the experiment, 5000 documents for text categorization 

from three different construction projects were analyzed. The classification accuracy is tested based on 100 

documents for each class, and it was between 73% to 85% for different classes. However, in this method, 

each document can be assigned to more than one class since each document can contain the keywords of 

more than one class. The other challenge of this method is the reliability of accuracy. The accuracy of 

classification for a new project that we do not have any samples is questionable. To increase the reliability 

of the pre-defined keywords, text mining was applied via Matlab’s Text Analytics Toolbox™. The purpose 

of this method is to analyze the most repeated words in each document type, and then unique words were 

added to the keywords, which can be another option instead of pre-defined keywords for any new project. 

In this step, the accuracy of classification has increased between 85% to 92%. 
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5.1.4 Classification based on deep learning–LSTM  

 

A recurrent neural network (RNN) is a class of artificial neural networks which is developed during the 

1980s [14]. RNN is a repeating neural network model with different loops to connect the previous 

information to the present task. When there is a gap between relevant information and output, the RNN 

cannot connect the information. A long short-term memory (LSTM) network is a type of RNN designed to 

fill the gap and avoid the long-term dependency problem. LSTM network will take three decisions about 

the information: decide about the useless information which should be removed, decide about the new 

information which should pass to the next layer, and decide about the output of each layer [77]. Recently, 

LSTM has been increasingly used to classify text data. Text data is naturally sequential, and LSTM can 

learn sequences from the training data [118]. Several researchers reported the high accuracy of their text 

classification result based on LSTM, such as [119–121]. Matlab’s Deep Learning Toolbox™ was used to 

test the LSTM network with a word embedding layer on our dataset. The dataset was imported to the 

toolbox in CSV format and contains two columns: The first one is the label of document types, and the 

second column contains the text of each document. In the next step, each word is converted to numeric 

sequences to be used as an input in the LSTM network. The LSTM model was defined by hidden layers 

and word embedding layers. Table 5-6 shows the architecture of the LSTM network used in our case study. 

The training model partitioning is 70% training, 15% validations, and 15% test observations. The maximum 

number of epochs is 30, and the initial learning rate is 0.01. The validation accuracy of classification is 

between 75% to 83%. 

 

 

 

 

https://en.wikipedia.org/wiki/Artificial_neural_network
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Table 5-6. LSTM architecture 

Sequence input layer 1 dimension 

Word Embedding Layer 50 dimensions and 6753 unique words 

LSTM layer 80 hidden units 

Fully connected layer Number of classes, 10 layers 

SoftMax layer SoftMax 

Classification Output layer   Number of outputs, 10 classes 

Loss function Cross entropy 

 

Results and evaluation of LSTM approach 

 

LSTM classification was repeated two times. The input of the first test was the original extracted OCR 

without cleaning process, and the input of the second test was cleaned OCR text. The accuracy of the first 

test was 80.93%, while the accuracy of the second test was increased to 94.38%. Figure 5-13 illustrates the 

training progress. The results show that LSTM has better accuracy on clean sets of data, and compared to 

pre-defined keywords, it does not require data analysis. The result of classification can improve if we can 

increase the accuracy of OCR text detection.  
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Figure 5-13. LSTM training progress 

 

5.1.5 Comparison of results 

 

The results of Stages 2, 3, and 4 illustrate that 

- classification based on TF-IDF and Linear SVC achieved an accuracy of 97%; 

- classification based on a pre-defined set of keywords achieved an accuracy of 85% to 92%; and 

- classification based on deep learning–LSTM achieved an accuracy of 94.38%. 

Classification based on TF-IDF and Linear SVC has the best results. The implementation outcome 

shows that despite the poor text content of drawing documents and the lack of structure of this content, 

the method used still performed very well with an accuracy of 97%, which indicates a potential solution 

for automating the classification task of such documents. 

The result of classification based on LSTM shows that deep learning algorithms such as LSTM have 

the potential benefit of being used in construction documents classification. However, other deep 
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learning algorithms need to be tested. In this research, the experiment’s result was considered as a 

preliminary result, and more data and algorithms should be tested in future research. 

 

The pre-defined set of keywords is a rule-based approach that does not require training. However, the layout 

of documents and texts should be analyzed in advance, which is time-consuming and expensive. Also, each 

document can be assigned to more than one class since each document can contain the keywords of more 

than one class.  

 

 

5.2 Phase 2: Developing classification based on image 
 

Developing classification based on the image was designed based on three stages. Figure 5-14 shows three 

stages of phase 2. The first stage includes object detection API and classification algorithms. The second 

stage includes machine learning and a deep learning algorithm: AlexNet. The third stage is comparing the 

results of previous stages. The following section will discuss the stages in detail. 

 

 

Figure 5-14. Methodology of construction document classification based on image 

 

 

 

Stage 1

•Classification based on 
TensorFlow object 
detection API

Stage 2

•Classification based on 
AlexNet

Stage 3

•Compare the result and 
accuracy of stage 1 and 2
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5.2.1 Classification based on TensorFlow object detection API 
 

TensorFlow API experimental setup  

 

The following TensorFlow API Setup was used for this research: 

2x GeForce GTX 1080 Ti was used as a GPU model and 64 GB memory. For the graphical image 

annotation tool, LabelImg 1.80 was used. Anaconda Python 3.7 was used as the main Integrated 

Development Environment (IDE). TensorFlow 1.14 was chosen as an open-source machine learning 

framework. Linux Ubuntu 16.04 was used as an OS platform. The entire training of the CNN model was 

undertaken on Ubuntu. Detection model: faster_rcnn_inception_v2_coco. Also, Tensorboard was used for 

the visualization of the model. 

TensorFlow API proposed methodology 

 

The original document dataset exists in .pdf format, which should be converted to .png or. Jpg format. 

Since documents have different sizes, three options can be considered: 

1. Keep the original size, then label and change the size during the training process   

2. Resize the images to 600 *1024, which recommended by Faster RCNN (resizer.py)  

3. Crop the images and keep only the segment containing the title block, then resize 

(split.m) 

After resizing the documents, the following steps and Python programs were undertaken [74]: First, all the 

documents are labelled. LabelImg was selected as an annotation tool that will convert each image into an 

XML file. In the next step, the training and testing dataset were generated by splitting the images into test 

and training folders 30% to 70%. Then all the train XML files are converted into a single train CSV file 

(xml_to_csv.py). Then, all the test XML files are converted into a single test CSV file (xml_to_csv.py). In 

the next step, train CSV file converted into TFRecord (generate_tfrecord.py) and test CSV file converted 

into TFRecord (generate_tfrecord.py). Then, the label map is created and configured by (pipeline.py). Also, 
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faster_rcnn_inception_v2 was selected as the object detection model. faster_rcnn_inception_v2_pets.config 

was used for configuring the environment. In the next step, the model trained by (train.py) and the model 

exported and generate the frozen inference graph. Finally, the COCO metric (eval.py) was used for the 

evaluation of the model. 

Classification 

 

Object detection API was used for classifying construction documents based on their image. Two different 

approaches were defined for image-based classification:  

1. Classification based on document types 

2. Classification based on drawing and non-drawing 

Both of these approaches were tested by TensorFlow object detection API, and their accuracy was 

compared. Test 1 is designed for classification based on document types. Test 2 is about classification 

between drawing and non-drawing documents. Test 3 is also about classification between drawing and non-

drawing documents with more data compared to the test 2. TensorFlow as an open-source machine learning 

framework and LabelImg as an image annotation tool are used in the following tests. The number of 

documents and number of classes was changed during the three tests. 

 

 

Test 1: Classification based on document types: 

 

Drawing documents are very similar to each other, and sometimes one word shows their difference. The 

purpose of the first test is to examine if the model can classify the drawing documents based on their types. 

Four classes of drawings were selected for the first test: isometric drawings, layout drawings, schematic 

drawings, and wiring drawings. The sample dataset was taken as 4000 images with 1000 images of each 

class. Table 5-7 illustrates the dataset of Test1. The whole area of the document was labelled. LabelImg 
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1.80 was used for the graphical image annotation tool. Figure 5-15 shows the area of labelling, which is 

blue. Table 5-8 illustrates the architecture of Test 1. 

Table 5-7. Data set of Test 1 

 

4000 

Drawing 

Document 

1000 Isometric 

1000 Layout 

1000 schematic 

1000 Wiring 

 

 

Figure 5-15. Sample of labelling 
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Table 5-8. The architecture of Test 1 

 

Number of Documents 4000 

Number of document type 4 

Number of labels 1  

Size of Documents 600 *1024 

learning rate 0.0002 

Number of steps 200000 

 

 

The model has achieved 91% accuracy on isometric drawing, 92% on Schematic drawing, and it was failed 

to recognize document classes on Layout and Wiring documents because most of the images are very 

similar to each other’s, and one or two words is their difference. Figure 5-16 and Figure 5-17 show the 

example output of the model. Figure 5-16 shows the result of the model on the isometric drawing is 

schematic and isometric. Figure 5-17 shows the result of the model on layout drawing is schematic and 

layout. The result of the first test shows that the model is not reliable for classification between drawing 

documents.  
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Figure 5-16. The result of the model on isometric drawing 

 

Figure 5-17. The result of the model on the layout drawing 
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Test 2: Classification between drawing and non-drawing documents 

 

Usually, the difference between drawing documents and non-drawing documents is more evident. The 

drawing document includes an image and text and the table of information which is located on the right 

side. Non-drawing documents include tables and text. The purpose of the second test is to examine if the 

model can classify the documents into drawing and non-drawing types. For this test, 4000 documents were 

selected. 2000 images of drawing including isometric and schematic, and 2000 images of datasheet and 

work package as non-drawing were labelled. 

Table 5-9. Data set of Test 2 

 

4000 

Document 

2000 Drawing 1000 Isometric 

1000 Schematic 

2000  

Non-drawing 

1000 Datasheet 

1000 Work package 

 

 

Table 5-10. The architecture of Test 2 

 

 

 

 

 

 

 

 

Number of Documents 4000 

Number of document type 2 

Number of labels 1  

Size of Documents 600 *1024 

learning rate 0.0002 

Number of steps 200000 
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The model is successful in recognizing document classes. Test evaluation shows average precision at 0.5 

IoU: 0.84 

 

Figure 5-18. The result of the model on the datasheet  

 Figure 5-18 shows that the result of the model on the datasheet drawing is non-drawing which is correct. 
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Figure 5-19. The result of the model on isometric drawing 

 Figure 5-19 indicates that the result of the model on Isometric drawing is drawing, which is correct. 
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Figure 5-20. The result of the model on the work package 
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Figure 5-20 shows that the result of the model on work package drawing is non-drawing which is correct. 

The result of Test 2 illustrates that the model has better performance of drawing and non-drawing 

classification. Therefore, we need to test more data and include more document types. 

Test 3: Classification between drawing and non-drawing documents 

 

Test 3 examines if the model can classify the documents into drawing and non-drawing types with testing 

more data. Test 3 uses 8000 documents. 4000 images of drawing and 4000 images of non-drawing were 

labelled. 

Table 5-11. Data set of Test 3 

 

8000 

Document 

4000 Drawing 1000 Isometric 

1000 Schematic 

1000 Wiring 

1000 Layout 

4000  

Non- drawing 

1000 Datasheet 

1000 Work package 

1000 Bill of Material 

1000 Cable Schedule 

 

Table 5-12. The architecture of Test 3 

 

 

 

 

 

Number of Documents 8000 

Number of document type 2 

Number of labels 1  

Size of Documents 600 *1024 

learning rate 0.0002 

Number of steps 200000 
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The model is successful in recognizing document classes. Test evaluation shows average precision at 0.5 

IoU: 0.92 

 

Figure 5-21. The result of the model on the schematic 

Figure 5-21shows that the result of the model on the schematic is drawing, which is correct. 
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Figure 5-22. The result of the model on Bill of Materials  

Figure 5-22 illustrates that the result of the model on the Bill of Material is non-drawing which is correct. 

 

Figure 5-23. The result of the model on the cable schedule 
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Figure 5-23 shows that the result of the model on the cable schedule is non-drawing which is correct. 

The result of Test 3 demonstrates that by increasing the amount of data, the accuracy of the model is 

increased from 84% to 92%. Object detection API was not successful for document type classification, 

but it was successful for drawing, non-drawing classification.  

 

5.2.2 Classification based on AlexNet  

AlexNet experimental setup and proposed methodology 

 

AlexNet is a CNN algorithm introduced by Alex Krizhevsky (2012) [72]. The literature review shows that 

it has outstanding achievements in deep learning and computer vision [122–126]. AlexNet algorithm has 

eight layers, and it relies on the structure and layout of the documents to classify them. 

AlexNet classification was applied via Matlab Deep Learning Toolbox™. Dataset loading and labelling are 

the first steps. After loading the images in a folder, the image datastore function will automatically label 

the images based on folder names. Then, the data was divided into 70% for training and 30% for validation. 

In the next step, a pre-trained AlexNet neural network will load which includes more than a million images 

from the ImageNet database. The first layer will reduce the size of images to 227 by 227 by 3. The number 

3 shows the colour channels. Also, the last three layers of the pre-trained network, which are a fully 

connected layer, a SoftMax layer, and a classification output layer [102], need to be changed based on the 

new classification problem. In the next step, the network will train based on training options such as epoch, 

mini-batch size, and validation data. Finally, in the validation section, the accuracy will calculate based on 

the fraction of labels that the network predicts correctly. 
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 Classification  

 

Similar to TensorFlow object detection API, two different approaches were defined for image-based 

classification:  

1. Classification based on document types 

2. Classification based on drawing and non-drawing 

Both approaches were tested by AlexNet Network, the number of documents and the number of classes 

were changed during the three tests. 

Test 1: AlexNet classification between drawing and non-drawing documents 

 

Similar to Test 1 in TensorFlow, Test 1 is examined if the model can classify the documents based on 

their type. For this test, 4000 documents were selected, including 2000 images of drawing and 2000 

images of the non-drawing document. 

Table 5-13. Data set of Test 1 

 

4000 

Document 

2000 drawing 1000 Isometric 

1000 Schematic 

2000  

non-drawing 

1000 datasheet 

1000 work package 

 

Table 5-14. The architecture of Test 1 

Number of Documents 4000 

Number of classes 4 

Size of Documents 600 *1024 

learning rate 0.0001 

epoch 6 

Accuracy 88.89% 
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Figure 5-24. Training progress of Test 1 

 

 

Figure 5-25. Result of Test 1 

Test 1 was successfully classified documents based on their type. The accuracy of the model was 88.89%. 

Figure 5-24 illustrates the training process of Test 1, and Figure 5-25 shows the result of Test 1, which 
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was able to classify layout, schematic, and isometric drawing correctly. Therefore, the amount of data in 

Test 2 is increased to see how the accuracy would change. 

Test 2: AlexNet classification based on documents type 

 

To test the accuracy of the classification model, the dataset is increased to 8000 documents. 4000 images 

of drawing and 4000 images of non-drawing were selected. Table 5-15 shows the dataset’s details.  

Table 5-15. Data set of Test 2 

 

8000 

Document 

4000 drawing 1000 Isometric 

1000 Schematic 

1000 Wiring 

1000 Layout 

4000  

non- drawing 

1000 Datasheet 

1000 Work package 

1000 Bill of Material 

1000 Cable Schedule 

 

Table 5-16. Result of Test 2 

Number of Documents 8000 

Number of classes 8 

Size of Documents 600 *1024 

learning rate 0.0001 

epoch 6 

Accuracy 79.49% 

 



76 
 

 

Figure 5-26. Training progress of Test 2 

 

Figure 5-27. Result of Test 2 

Test 2 was successfully classified documents based on their type with an accuracy of 79.49%. When the 

document types increased from 4 to 8, the accuracy of the model is decreased from 88.89% to 79.49%. 
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Figure 5-26 illustrates the training process of Test 2, and Figure 5-27 shows the result of Test 2, which was 

able to classify isometric drawing, bill of materials, work package, and wiring correctly. 

Test 3: AlexNet classification between drawing and non-drawing documents 

 

Test 3 is designed to test the classification accuracy between drawing and non-drawing documents. 

Test 3 is the same as Test 2. Only the number of classes was changed to two classes. Therefore, the result 

will divide the engineering and non-engineering document. Table 5-17 illustrates details of the dataset. 

Table 5-17. Data set of Test 3 

 

8000 

Document 

4000 drawing 1000 Isometric 

1000 Schematic 

1000 Wiring 

1000 Layout 

4000  

non- drawing 

1000 datasheet 

1000 work package 

1000 Bill of Material 

1000 Cable Schedule 

 

Table 5-18. Result of Test 3 

 

Number of Documents 8000 

Number of classes 2 

Size of Documents 600 *1024 

learning rate 0.0001 

epoch 6 

Accuracy 87.5% 
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Figure 5-28. Training progress of Test 3 

 

Figure 5-29. Result of Test 3-A) 
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Figure 5-30. Result of Test 3-B) 

 

Test 3 was successfully classified documents based on drawing and non-drawing with an accuracy of 

87.5%. Figure 5-28 illustrates the training process of Test 3, and Figure 5-29, Figure 5-30 show the result 

of Test 3, which was able to classify drawing and non-drawing documents. 

 

5.2.3 Comparison of results 

 

Table 5-19 shows the summary of the result of TensorFlow and AlexNet tests. The result shows that 

TensorFlow object detection API is achieved the highest accuracy, which is 92%, for classification between 

drawing and non-drawing documents. Alex Net classification achieved better results on classification based 

on document types which TensorFlow object detection API was failed.  
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Table 5-19. Summary of the result of TensorFlow API and Alex Net 

Test 

No 

Classification based on: Model Number of 

Documents 

Document Type Accuracy 

1 Document type TensorFlow API 4000 4  Fail 

2 Drawing and non- drawing  TensorFlow API 4000 2 84% 

3 Drawing and non- drawing  TensorFlow API 8000 2 92% 

1 Document type Alex Net 

classification 

4000 4 88.89% 

2 Document type Alex Net 

classification 

8000 8 79.4% 

3 Drawing and non- drawing Alex Net 

classification 

8000 2 87.5% 
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5.3 Phase 3: Developing title block detection and information extraction 

Developing a title block detection model and information extraction were designed based on four stages. 

Figure 5-31 shows four stages of phase 3. The first stage includes the methodology of title block detection. 

The second stage includes experiments of object detection API to detect title blocks. The third stage 

includes the implementation and training of two tests. The fourth stage is evaluation and results.  In the 

following sections, I will discuss each of the stages in detail. 

 

Figure 5-31. Different stages of developing title block detection and information extraction 

 

Thousands of documents are generated through the life cycle of large construction projects. These 

documents need to be classified for document control purposes. Manual document control is time-

consuming, and its accuracy can be subject to human errors. On large, fast-tracked projects, such tasks can 

consume the effort of a dedicated team and therefore, an automated solution can provide person-hour 

savings, support consistency, and increase the accuracy of document control processes. There are several 

methods and techniques available for construction document classification. Previous works in this field use 

the entire document text for classification and information extraction, which does not have high accuracy 

on all types of construction documents. To address these issues, I propose an approach to classification and 

information extraction based only on the title block, which has the essential information needed.  

This chapter aims to evaluate the effectiveness of an automated method for title block detection and whether 

such an approach can be used to facilitate automated document classification and information extraction. 

The input to this automated approach is a set of scanned construction documents, including drawing and 

Stage 1

•Proposed 
Methodology of title 

block detection 

Stage 2

•Experiments

Stage 3

•Implementation and 
training

Stage 4

•Evaluation and 
results
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non-drawing documents. On large construction projects, engineering services are usually provided by 

multiple firms, and hence construction documents do not have a uniform template. A title block is usually 

located on the lower right-hand corner of drawing documents but can be at the top, middle, or bottom of 

non-drawing documents. In addition, the shape and size of the title block are highly variable between 

different documents; therefore, an automated method should be capable of detecting the title block 

regardless of its location, shape, or size. Object detection API used to test title block detection approach. 

The object detection API can find the location of the title block based on a pre-trained object detection 

model and extract the text of the title block by optical character recognition (OCR) engine. Then, the 

unstructured text will be used for document classification and information extraction. Document 

classification and information extraction are two independent sub-models that both use the text of the title 

block as their inputs. The dataset used to validate our method includes all construction documents, such as 

drawing documents, reports, and bill of materials. For the first experiment, 6000 construction documents 

from six classes were labelled, and the average precision was 98.8%.  For the second experiment, 7000 

construction documents from 32 classes were labelled, and the average precision was 91.7%. Experimental 

results on these 13000 construction documents demonstrate the effectiveness of using object detection API 

for title block detection.  In the next step, the text of the title blocks was extracted by OCR techniques, and 

it was used for document classification and information extraction. The results show that using the text-

only from the title block instead of the entire document increases the accuracy of the document classification 

and information extraction. The term frequency-inverse document frequency (TF-IDF) technique was used 

as text vectorization on the extracted text. Finally, the prepared dataset trained a Linear SVC classification 

model. The evaluation of the Linear SVC classification algorithm on 3200 documents showed an accuracy 

of 91.6%. 
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5.3.1 Proposed Methodology of title block detection  

This section describes the four main stages steps of the proposed framework: (1) apply object detection 

API to detect the title block; (2) apply OCR on the detected block; (3) document classification; (4) extract 

information based on regular expressions. Figure 5-32 illustrates the proposed methodology for title block 

detection and information extraction. 

Image of 
Document

Apply object 
detection API to 
detect title block

Crop and save the 
bounding box section

Apply OCR on title 
block

Document classification ResultInformation extraction

 

Figure 5-32. The proposed methodology of title block detection and information extraction 

 

Object detection API 

 

As applied to title blocks, object detection is the primary focus of this study, which is localizing and 

identifying an object or multiple objects in a single image. This work uses object detection to find the 

location of the title block, which contains information such as revision, document name, and document 

number. It can also find the relations between objects and provide a semantic description for them. The title 

block can be in different locations in different documents and can also have different sizes. Figure 5-33 

shows a sample from our dataset where locations of the title blocks are shown using blue rectangles. 

There are two widely used object detection APIs: Microsoft Azure Cloud object detection and Google 

TensorFlow object detection. In this study, TensorFlow object detection is selected, an open-source and 

cost-free API that can work on local machines [31]. This API provides a powerful object detection inference 

mechanism for recognizing and classifying objects within an image. It has four main parts: data preparation, 

feature extraction, building the classification model to classify extracted features, loading, and testing the 

classification model. Fast R-CNN, Faster R-CNN, you only look once (YOLO), and single-shot 

detector  (SSD) are the most popular algorithms supported in the API [31]. Since accuracy is an important 

https://arxiv.org/abs/1512.02325
https://arxiv.org/abs/1512.02325
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factor in this study, Faster R-CNN was selected as it has the highest accuracy compared to the others [31]. 

As a result, TensorFlow object detection API implementation of the faster R-CNN detector [74] was used 

for object detection, while the LabelImg [128] image annotation tool was used to manually label the 

document images for training this model. 

 

 

a) Bill of Materials                   b) Isometric                                           c) Datasheet 

Figure 5-33. Construction document example and location of the title block 

 

OCR 

 

Optical character recognition (OCR) refers to the image processing techniques for extracting text from 

scanned documents and images [129]. For this section, the Tesseract OCR library [130], one of the most 

accurate open-source OCR engines available, creates a text file for each document. 

Document classification 

 

TF-IDF (Term Frequency–Inverse Document Frequency) [131] is frequently used for text representation. 

TF-IDF can measure the importance of each term in a document. TF refers to the number of occurrences 

of a term in a document, and IDF is the ratio of the total number of documents to the number of 

documents that include the term [132]. Linear SVC [108] was used for document classification in the next 
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step. The Linear SVC implementation within Scikit-learn was used as an open-source machine learning 

library in Python [114]. 

Information extraction 

 

In this study, information extraction is specified based on a pre-defined set of keywords and labels. For 

example, layout, isometric, map, BOM, and sheet are keywords used for document title extraction. The 

model searches through the text of the title block, looking for these keywords. Then, the model assigns the 

document title based on the extracted keywords that are found. For example, if the model finds “location” 

or “layout”, the document title is a layout diagram, which could be the same as document classification. 

The user will search for these keywords during manual classification to find the correct class, and the 

program will use the same approach. The keywords can either be determined by experts in the specific 

domain of the application or based on historical documents. Also, several pre-defined labels were used for 

information extraction, including revision and document number. The information extraction model 

searches the text for these labels to extract the next word. For example, if the text contains "Rev 2", the 

model will find "Rev" and will extract "2 "as the revision number. 

5.3.2 Experiments 

 

Datasets   

 

The original dataset had scanned documents in PDF format; however, object detection algorithms only 

accept images as inputs. Therefore, these PDF documents were converted to PNG and JPEG image 

formats.  

The provided datasets include a variety of image sizes, and, since we cannot define the model architecture 

without a fixed input size, I considered three options regarding the image sizes: 

1- Keep the original size, then label and change the size during the training process  
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2- Resize the minimum dimension to 600 and maximum dimension to 1024 pixels resolution 

(which is the recommended size for the API), then label 

3- Crop the images and keep only the segment containing the title block, then resize 

The first set of experiments showed that the option 1 was successful for up to 2000 documents, but it 

failed during the training process when the number of documents increased to 4000. The third option was 

applicable for engineering drawings since the title block is usually located on the lower right-hand corner 

of these documents. However, it was not practical for non-drawing documents where the title block can 

be at the top, middle, or bottom of the document. Also, the accuracy of the second and third options was 

close for engineering drawings. As a result, the second option was adopted, as it was usable for both 

engineering drawing and non-drawing. The images were then resized to 600 *1024 resolution, the 

recommended input size for the object detection API [74]. Figure 5-34 shows the results of all three 

options. 

The proposed model was evaluated on two datasets. The first one includes 6000 construction documents 

evenly distributed between six document types. The second one has 7000 construction documents drawn 

randomly from 32 document types. The labelling, implementation, and training process are the same for 

both datasets. Only the number of document types is different. A comparison between the results for these 

two datasets is discussed in the section 5.3.4.  
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a) Keep the original size: 10200*6600 

 

           

b) Resize the image: 1024*600                        c)        Crop the image: 512*300 

Figure 5-34. Result of the three image resizing options 

Labelling 

 

LabelImg [128] is an open-source graphical annotation software used to annotate the document images with 

the location of the title blocks. This tool saves the locations as XML files that were further converted into 

the CSV format and then into TensorFlow record (TFRecord) for training in the API. 6000 construction 
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documents from the first dataset and 7000 construction documents from the second dataset were labelled 

manually. Figure 5-35 and Figure 5-36 illustrate manual labelling samples for different document types. 

The blue area is the title block. After manual labelling, a random 70 - 30 split was used to divide the dataset 

into training and validation parts for each dataset. 

 

 

Figure 5-35. Sample of Manual labelling 1 
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Figure 5-36. Sample of Manual labelling 2 

5.3.3 Implementation and training 

 

This work uses the TensorFlow object detection API implementation of the Faster R-CNN detector [34] 

with Inception_v2 backbone [133] pre-trained on the COCO dataset. Transfer learning was used to adapt 

this model to detect the title blocks by fine-tuning them on the labelled images of the construction 

documents [74]. Training and testing were done on an Ubuntu 16.04 system with 2 x GeForce GTX 1080 

Ti GPUs and 64 GB RAM. Also, Tensorboard was used for monitoring and visualizing the training process. 

Figure 5-37 illustrates the steps of implementation and training, and Figure 5-38 shows sample results on 

Tensorboard, which were used to visualize the training process. 
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1. Label the images using the LabelImg tool, which generates an XML annotation file for 

each image 

2. Generate training and testing (validation) data:  

a. Split the labelled images into test and training sets with a 30:70 ratio. 

b. Convert all the training XML files into a single train CSV file (xml_to_csv.py) 

c. Convert all the testing XML files into a single test CSV file (xml_to_csv.py) 

d. Convert training CSV file into TFRecord (generate_tfrecord.py) 

e. Convert testing CSV file into TFRecord (generate_tfrecord.py) 

3. Create label map and configure training in (pipeline.py) 

4. Select detection model: faster_rcnn_inception_v2 

5. Configurate the environment: faster_rcnn_inception_v2_pets.config 

6. Train the model (train.py) 

7. Export the model and generate the frozen inference graph containing the learned 

weights of the trained model 

8. Evaluate the model based on the COCO metric (eval.py) 

 

Figure 5-37. Data preparation and training steps 

 

 

Figure 5-38. Example of result on Tensorboard 



91 
 

5.3.4 Evaluation and results 

 

The output of the trained model is bounding boxes around the title blocks. Intersection over Union (IoU) 

is used to evaluate the output, which is an evaluation metric to measure the accuracy of an object detector. 

IoU is the overlap between the ground-truth bounding box and the predicted bounding box divided by the 

union area. IoU is defined as: 

     IoU = 
𝑎𝑟𝑒𝑎 (𝐵𝐵𝑑𝑒𝑡∩ 𝐵𝐵𝑔𝑡)

𝑎𝑟𝑒𝑎 (𝐵𝐵𝑑𝑒𝑡∪ 𝐵𝐵𝑔𝑡)
                                (5-5) 

where (BBdet)and (BBgt) are detected and ground-truth bounding boxes, respectively [134]. 

In this work, an IoU threshold of 0.5 was used; that is, if a detection achieved an IoU > 0.5, it was considered 

a successful detection, otherwise it was considered unsuccessful. Finally, the framework was evaluated on 

the title block detection task using the validation images comprising 30% of the labelled data. Figure 5-39 

shows a sample of results on construction documents with green boxes showing the detected locations of 

the title blocks.  

 

a) Isometric                                    b) Datasheet                              c) Work package 

 

d) Bill of materials                            e) Cable schedule                       f) Piping 

Figure 5-39. Sample of title block detection  
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Quantitative evaluation of the validation images gave an average precision of 98.8% at 0.5 IoU for the first 

dataset and 91.7% for the second dataset. The second dataset has many more document types and, therefore, 

more layouts, decreasing precision. For the second dataset, 7000 construction documents were drawn 

randomly from 32 document types. Since each document type has more than one document layout, it seems 

likely that the object detection API was not well trained for all document types and document layouts.  

Figure 5-40 shows examples of title blocks that failed detections. For both examples, documents have 

several tables and complex structures. The title block is located on top of the page, while the title block 

detection selected the table at the bottom of the page. Table 5-20 shows the average precision of the 

proposed framework for both datasets. The high performance achieved shows its effectiveness. 

                                     

a)  Logic diagram                                                            b) Bill of Materials 

Figure 5-40. Sample results of failed title block detection 
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Table 5-20. Title block detection results 

 Dataset 1 Dataset 2 

Document numbers 6000 7000 

Document types 6 32 

Average precision 98.8% 91.7%  

 

Figure 5-41 shows sample results for title block detection and information extraction. The model was able 

to assign document types and document numbers correctly. However, it could not find the document title 

and revision numbers. Quantitative testing on 3200 new construction documents gave our classification 

model an accuracy of 91.6% on unstructured documents. The classification model used TF-IDF and Linear 

SVC algorithms. However, the model is not reliable for extracting information such as revision and 

document number, which is related to the nature of our documents. For example, some documents do not 

have defined labels, or they use symbols like a triangle instead of "Revision" which OCR could not extract 

correctly. More information extraction methods need to be tested for increasing the accuracy of information 

extraction on unstructured documents. 
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               Input: Isometric Drawing                                                  Detected table of information 

 

    

Image crop of the table of information                 Text extraction                               Information extraction 

Figure 5-41. Sample results of title block detection and information extraction 
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Chapter 6  Test of Title Block Detection and Information Extraction 

Model 

6.1 Test of title block detection on drawings documents  
 

The title block has essential information about engineering drawings, including the document name, 

document number, revision number, job number, and scale. The primary step in the document storing 

process is identifying the document information and extracting the information, which includes many 

manual tasks. Researchers presented several methods for automated table detection and recognition. In this 

research, TensorFlow object detection API and Faster R-CNN model were applied on drawing documents 

to estimate the location of the title block. Five tests were designed for title block detection on drawing 

documents; the number of documents, document types, number of labels, and size of documents were 

changed for the following tests. 

Test 1  

 

The title block is a table including several text boxes, such as title, revision number, document number, 

project name, date, company name, etc. Test 1 was designed to evaluate the ability of text box recognition, 

such as the “revision number” text box, which is part of the title block. Four classes were selected for this 

test: Isometric Drawings, Layout Drawings, Schematic Drawings, and Wiring Drawings. Each drawing was 

labelled based on four attributes: drawing type, title, number, and revision. The sample dataset contains 

4000 images with 1000 images of each class.  
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Table 6-1. The architecture of Test 1 

Number of Documents 4000 

Number of document type 4 

Number of labels 4  

Size of Documents Original size 

learning rate 1.999 

 

The trained model failed to recognize all the annotated areas indicated during the labelling phase. 

The model was not able to recognize each text box. Therefore, I designed the test to examine whether the 

model can detect the whole title block instead of each text box. 

Test 2  

 

The purpose of Test 2 is to evaluate the ability of title block detection. For Test 2, only the title block is 

labelled, and similar to Test 1, four classes were selected: Isometric Drawings, Layout Drawings, Schematic 

Drawings, and Wiring Drawings. The sample dataset was taken as 4000 images with 1000 images of each 

class. Each drawing was labelled based on the title block. 

Table 6-2. The architecture of Test 2 

Number of Documents 4000 

Number of document type 4 

Number of labels 1  

Size of Documents Original size 

Initial learning rate 0.0002 

Number of steps 4600 

 

The trained model failed while the system caused several out-of-memory and memory allocation errors. 

Therefore, I decreased the amount of data to test the model again.  
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Test 3  

 

Test 3 is designed the same as Test 2 with less amount of data. The sample dataset was taken as 1000 

images of isometric drawings. Each drawing was labelled based on the title block. 

Table 6-3. The architecture of Test 3 

Number of Documents 1000 

Number of document type 1 

Number of labels 1  

Size of Documents Original size 

Initial learning rate 0.0002 

Number of steps 4500 

 

Test 3 successfully detects the title block on isometric drawing, and test evaluation shows average 

precision at 0.5 IoU: 0.77. Figure 6-1 illustrates the result of Test 3.  

 

Figure 6-1. Result of Test 3 
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Test 3 has two challenges: Challenge 1: The model shows more than one detected bounding box for some 

images. Figure 6-2 illustrates the example of the challenge.

 

Figure 6-2. Sample of result that has two detected bounding boxes 

Challenge 2: for noisy images, it cannot show any detected bounding box. Figure 6-3 illustrates the noisy 

documents without a bounding box. 

 

Figure 6-3. Sample of the noisy image 
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Test 3 was repeated for three more document types: Layout, schematic, and wiring. The average precision 

at 0.5 IoU was between 0.85 to 0.77. Figure 6-4 and Figure 6-5 illustrate the result of this test. 

 

Figure 6-4. Layout Drawing 

 

 

Figure 6-5. Schematic Drawing 
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Test 4  

 

Test 4 is designed to evaluate the title block detection on split documents. The sample dataset was taken 

as 1000 images of isometric drawings. Each drawing was labelled based on the title block. The size of the 

document was changed into ¼ original documents by the program in Matlab, and only the image with the 

title block was used for labelling and training purposes. 

 

Figure 6-6. Sample of divided images 
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Table 6-4. The architecture of Test 4 

Number of Documents 1000 

Number of document type 1 

Number of labels 1  

Size of Documents Split into 4 parts 

Initial learning rate 0.0002 

Number of steps 200000  

 

Test evaluation shows average precision at 0.5 IoU: 0.99, which means the accuracy is close to 100%. 

Figure 6-7 shows the sample of the result. 

 

Figure 6-7. Result of Test 4 – Isometric Diagram 
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Test 4 was repeated for three more document types: Layout Drawings, Schematic Drawings, and Wiring 

Drawings. The average precision at 0.5 IoU was between 0.95 to 0.99. 

In addition, Test 4 was repeated as the combination of 4000 data and four document types. The average 

precision at 0.5 IoU was 0.99. Figure 6-8, Figure 6-10 and Figure 6-10 are the samples of results.  

 

 

 

Figure 6-8. Result of Test 4 - Layout 
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Figure 6-9. Result of Test 4 - Schematic 



104 
 

 

Figure 6-10. Result of Test 4 - Wiring Diagram 
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Test 5 

 

Test 5 is designed to evaluate the title block detection on 600 *1024 documents size. The dataset of this 

test has 1000 Isometric drawings, and the size of the drawing changed to 600 *1024, which Faster R-

CNN recommends. 

Table 6-5. The architecture of Test 5 

Number of Documents 1000 

Number of document type 1 

Number of labels 1  

Size of Documents 600 *1024 

Initial learning rate 0.0002 

Number of steps 200000  

 

Test evaluation shows average precision at 0.5 IoU: 0.9267 

 

Figure 6-11. Result of Test 5- Isometric drawing-A) 
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Test 5 was repeated for three more document types: layout drawings, schematic drawings, and wiring 

drawings. The average precision at 0.5 IoU was between 0.92 to 0.96. 

Test 5 was repeated as the combination of 4000 data and four document types. The average precision at 

0.5 IoU was 0.97. Figure 6-12 shows the sample of the result.  

 

Figure 6-12. Result of Test 5- Isometric drawing- B) 

 

 

The result of tests 4 and 5 show that the split and reduced size of the document have similar accuracy. At 

the same time, the reduced size of the document is applicable to all types of documents. Table 6-6 

illustrates the summary of results for title block detection on drawing documents.  
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Table 6-6. Summary of Results  for title block detection on drawing documents 

 

  

Test 

no 

Number of 

Documents 

Number of 

document type 

Document 

type 

Number of 

labels 

Size of 

Documents 

average 

precision at 0.5 

IoU 

1 4000 4 Isometric- Layout- 

Schematic- Wiring 
4 Original fail 

2 4000 4 Isometric- Layout- 

Schematic- Wiring 
1 Original fail 

3 1000 1 Isometric 1 Original 0.77 

3 1000 1 Layout 1 Original 0.85 

3 1000 1 Schematic 1 Original 0.80 

3 1000 1 Wiring 1 Original 0.84 

4 1000 1 Isometric 1 Split 0.99 

4 1000 1 Layout 1 Split 0.99 

4 1000 1 Schematic 1 Split 0.97 

4 1000 1 Wiring 1 Split 0.95 

4 4000 4 Isometric- Layout- 

Schematic- Wiring 
1 split 0.99 

5 1000 1 Isometric 1 Reduce 0.92 

5 1000 1 Layout 1 Reduce 0.96 

5 1000 1 Schematic 1 Reduce 0.94 

5 1000 1 Wiring 1 Reduce 0.96 

5 4000 4 Isometric- Layout- 

Schematic- Wiring 
1 reduce 0.97 
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6.2 Test of title block detection on non-drawings documents  

 

Test of title block detection on non-drawing documents was the same process of drawing documents; Title 

block can be in a different location at the non-drawing document. Therefore, the split option was not 

practicable for non-drawing documents. Also, the original document size was not practicable due to the 

memory size error. Therefore, only reduced document size was considered for this test. Five tests were 

designed for title block detection on non-drawing documents, the number of documents and document types 

were changed for the following tests. 

Test 1  

 

Test 1 is designed to evaluate the title block detection on non-drawing documents, such as bill of materials, 

work package, and cable schedule. The dataset size is 1000 Datasheet document, and the size of the 

document changed to 600 *1024, which is recommended by Faster R-CNN. 

Table 6-7. The architecture of Test 1 

Number of Documents 1000 

Number of document type 1 

Number of labels 1  

Size of Documents 600 *1024 

Initial learning rate 0.0002 

Number of steps 200000  

 

The result of Test 1 indicates that the model successfully identified the location of the title block on the 

datasheet. Test evaluation shows average precision at 0.5 IoU: 0.993 
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Figure 6-13. Result of Test 1- Datasheet 

Test 2  

 

Test 2 is designed to evaluate the title block detection on non-drawing documents. The size of the dataset 

is 1000 Work Package documents. The size of the document changed to 600 *1024, which Faster R-CNN 

recommends. Table 6-8 shows the architecture of the test. 

Table 6-8. The architecture of Test 2 

Number of Documents 1000 

Number of document type 1 

Number of labels 1  

Size of Documents 600 *1024 

Initial learning rate 0.0002 

Number of steps 200000  

 

Test evaluation shows average precision at 0.5 IoU: 0.855. Figure 6-14 shows the sample of results. 
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Figure 6-14. Result of Test 2- work package 

Test 3  

 

Test 3 is designed to evaluate the title block detection on non-drawing documents. The size of the dataset 

is 1000 Bill of Material documents. The size of the document changed to 600 *1024, which Faster R-

CNN recommends. Table 6-9 shows the architecture of the test. 

Table 6-9. The architecture of Test 3 

Number of Documents 1000 

Number of document type 1 

Number of labels 1  

Size of Documents 600 *1024 

Initial learning rate 0.0002 

Number of steps 200000  
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Test evaluation shows average precision at 0.5 IoU: 0.995. Figure 6-15 shows the sample of results. 

 

Figure 6-15. Result of Test 3- Bill of Materials 

Test 4 

 

Test 4 is designed to evaluate the title block detection on non-drawing documents. The size of the dataset 

is 1000 Cable Schedule documents. The size of the document changed to 600 *1024, which Faster R-

CNN recommends. Table 6-10 shows the architecture of the test. 

Table 6-10. The architecture of Test 4 

Number of Documents 1000 

Number of document type 1 

Number of labels 1  

Size of Documents 600 *1024 

Initial learning rate 0.0002 

Number of steps 200000  

 

Test evaluation shows average precision at 0.5 IoU: 0.962. Figure 6-16 shows the sample of results. 
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Figure 6-16. Result of Test 4- cable schedule 

Test 5 

 

Test 5 is designed to evaluate the title block detection on non-drawing documents. The dataset size is 

increased to 4000 documents: 1000 Datasheet, 1000 Work Package,1000 Bill of Material, and 1000 Cable 

Schedule documents. The size of the document changed to 600 *1024, which Faster R-CNN 

recommends. Table 6-11 shows the architecture of the test. 

Table 6-11. The architecture of Test 5 

Number of Documents 4000 

Number of document type 4 

Number of labels 1  

Size of Documents 600 *1024 

Initial learning rate 0.0002 

Number of steps 200000  

 

Test evaluation shows average precision at 0.5 IoU: 0.92. Figure 6-17and Figure 6-18 show the sample of 

results. 
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Figure 6-17. Result of Test 5- work package 

 

 

Figure 6-18. Result of Test 5- datasheet  
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Table 6-12 illustrates the summary of tests 1-5 on non-drawing documents. The work package has a lower 

accuracy compared to the other document types. Bill of Material and Datasheet achieved a higher accuracy.  

Table 6-12. Summary of result for title block detection on non-drawing documents 

Test 

no 

Number of 

Documents 

Number of 

document type 

Document 

type 

Number of 

labels 

Size of 

Documents 

average 

precision at 0.5 

IoU 

1 1000 1 Datasheet 1 Reduce 0.993 

2 1000 1 Work 

Package 

1 Reduce 0.855 

3 1000 1 Bill of 

Material 

1 Reduce 0.995 

4 1000 1 Cable 

Schedule 

1 Reduce 0.962 

5 4000 4 Datasheet, Work 

Package, BOM, Cable 

Schedule 

1 Reduce 0.92 

 

  



115 
 

6.3 Test of information extraction model 

 

By developing the title block detection, the location of the title block on each drawing can be find. Then, 

the title block will crop and save as a new image. In this stage, OCR applied on the title block to extract the 

text of the images. Finally, we can classify the documents based on the pre-defined set of keywords.  

The keywords are a text file containing all the words that can guide us for classification, such as layout, 

isometric, map, bill, sheet, etc. The keywords can either be determined by experts or based on historical 

data. 

For the purpose of information extraction, several labels were defied, such as Rev, Document Number, and 

Document Name. The information extraction model will search the text for pre-defined labels to extract the 

next token. For example, if the text contains “Rev 2”, the model will find “Rev” and will extract “2 “as a 

revision number. Figure 6-19 illustrates the overview of the proposed information extraction methodology. 

 

 

 

Figure 6-19. Overview of the information extraction model 
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The test is designed to evaluate the accuracy of the information extraction model.100 images were selected 

randomly for the test, including drawing and non-drawing documents. Accuracy on 100 images shows in 

Table 6-13. The accuracy of document type extraction is 85%, while the accuracy of other information 

extraction is between 20% to 44%. Figure 6-20 shows the example of a title block that includes all the labels 

that need to be extracted, such as Rev, Title, Drawing number. And Figure 6-21 shows an example of a title 

block that does not include any of the labels.  

Table 6-13. Result of information extraction 

Accuracy Number of correct answers given by system/ 100 

Document type 85% 

Title 44% 

Rev 20% 

Document number 28% 

Precision Number of correct answers given by system/ Number of answers provided by the system 

Title  83% 

Rev 64% 

Document number 62% 

recall Number of correct answers given by system/ Total number of possible correct answers in text 

Title  78% 

Rev 30% 

Document number 31% 
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Figure 6-20. Table of information- A) 

 

Figure 6-21. Table of information- B) 

The test result shows that the information extraction model is accurate and useful for the classification of 

the document. However, the model is unreliable for information extraction such as revision and document 

number, which is more related to unstructured documents.  
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Chapter 7 Selected solution  

Among all proposed models, three models were selected based on their performance described in chapter 

6. This chapter compares the result of three models on a small set of datasets, and then the selected model 

is applied on a larger-scale data set to determine the model is working for construction companies or not. 

The first model uses text-based classification, which is consuming crop documents. The OCR engine 

extracts the text of crop documents, and TF-IDF and Linear SVC were used as document classification 

algorithms. The second model uses the combination of text-based and image-based classification. Object 

detection API was applied to detect title block, then OCR engine extracted the text of title block, and TF-

IDF and Linear SVC were used in the next step. The third model is based on image-based classification, 

which uses object detection API and predefined keywords. Figure 7-1 illustrates the comparison between 

crop, original size, and title block documents were used as an input for method validation. Figure 7-2 the 

methodology of the three models. 

 

 

 

 

 

 

 

 

 

Figure 7-1. Sample of inputs 

a) Original size 

 

b)  Crop c)  Title block 
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Figure 7-2. Process of three tests 

One hundred documents from the new project (never seen before) were randomly selected, which belongs 

to eight classes: electrical heat tracing (EHT), isometric, layout diagram, loop diagram, piping and 

instrumentation diagram (P & ID), pipe support, single line diagram (SLD), wiring diagram. the resolution 

of images should be at least 300 DPI for a better text detection result. 

To compare the performance of algorithms, accuracy, recall, and precision were calculated. While accuracy 

represents the overall performance of the classification model, precision and recall are calculated for each 

class separately. High precision indicates that an example labelled as positive is indeed positive. For 

example, the first test 1 shows that among 100 documents, six belong to Pipe support, and false-positive is 

zero. As a result, the precision of Pipe support is 100%, which means documents that labelled Pipe support 

are indeed positive. Recall shows how many percentages of actual positive are recognized truly; as a result, 

the high Recall indicates the class is correctly labelled. Since higher recall means that most documents are 

labelled correctly, it is more important than the precision metric in this research. For example, the first test 

1 shows that among 100 documents, 13 belong to the Loop diagram, and the false negative is zero. As a 

result, the recall of Loop diagram is 100%, which means all the Loop diagram is recognized, but it may 

have identified with that some extra documents that are not Loop diagram. 
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7.1 Comparing the models  

The accuracy of the first classification model is 82%; Table 7-1 illustrates the class precision and recall for 

different document types. Some document types indicate 100% recall, such as isometric and loop diagrams, 

which means that the classifier could identify all the isometric drawings in the test set, but it may have 

identified with some additional documents that are not isometric. 

Table 7-1. Classification result test 1 

Document Type Recall Precision 

EHT 79 100 

Isometric 100 55 

 Layout 89 80 

Loop 100 100 

P&ID 86 100 

Pipe support 60 100 

SLD 65 100 

Wiring diagram 100 33 

 

The accuracy of the second classification model is 56%. Table 7-2 illustrates the class precision and recall 

for different document types. The model could not classify isometric and wiring diagram, therefore recall, 

and precision is zero.  
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Table 7-2. Classification result test 2 

Document Type Recall Precision 

EHT 72 86 

Isometric 0 0 

Layout 72 80 

Loop 61 91 

P&ID 32 75 

Pipe support 66 66 

SLD 84 84 

Wiring diagram 0 0 

 

The accuracy of the third classification model is 80%. Table 7-3 illustrates the class precision and recall 

for different document types. Some document types indicate 100% recall, such as wiring and loop 

diagram, which means their classification was correct on all data sets. 

Table 7-3. Classification result test 3 

 

 

 

 

 

 

 

 

Document Type Recall Precision 

 EHT 88 100 

Isometric 92 81 

Layout 92 92 

Loop 100 91 

P&ID 88 88 

Pipe support 85 100 

SLD 91 100 

Wiring diagram 100 92 
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The first model with an accuracy of 82% and the third model with an accuracy of 80% have a similar 

performance. Figure 7-3 compares the result of the recall, and Figure 7-4 compares the result of precision 

among three models. 

 

Figure 7-3. Recall results 

 

Figure 7-4. Precision results 
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7.2 Evaluating the selected solution  
 

To determine the reusability of the proposed model, the pre-trained model is applied to a new larger-scale 

data set. The second data set that was used for evaluating the chosen solution is unique to the model, and 

the model has never seen this data. The result of the evaluation is used to determine the model is working 

for construction companies when they have a new set of documents or not. The selected machine learning 

algorithm is used the OCR engine to extract the text of documents, and TF-IDF and Linear SVC were used 

as document classification algorithms described in sections 5-1. Figure 7-5 illustrates that in the evaluation 

section, the model that was trained based on the first data set was applied to the second data set. 

 

Figure 7-5. Evaluation method 

 

The second dataset was used for the evaluation of the machine learning model, which includes 60,000 

construction documents. 32,023 documents belong to eight classes that were used in section 5.1- developing 

classification based on text. The eight classes are electrical heat tracing (EHT), isometric, layout diagram, 

loop diagram, piping and instrumentation diagram (P & ID), pipe support, single line diagram (SLD), wiring 

diagram. Figure 7-6 shows eight document types and the number of documents for each data type. The 

same as the first data set, the majority of the second data set belong to isometric drawing with 12,404 

documents. 
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Figure 7-6. Document types in the second dataset 

To evaluate the performance of the model, accuracy, recall, and precision were calculated. While accuracy 

represents the overall performance of the classification model, precision and recall are computed for each 

class separately.  

7.3 Classification results 

The accuracy of the classification model on the second data set is 69%; The accuracy of the model is lower 

than the result of the first data set, which was 97%. However, it approves that the model is working well on 

a similar construction document template. For instance, the model predicted 11,568 documents correctly 

among12,404 isometric drawings. On the other hand, the model is not working well on new templates, and 

the trained classifier needs to be updated based on new templates. Table 7-4 describes the performance of 

a classification model by a confusion matrix. In the confusion matrix table, the columns are predicted 

values, and the rows are actual values. 

 

 

 

0

2000

4000

6000

8000

10000

12000

14000

N
u

m
b

er
 o

f 
d

o
cu

m
en

ts



125 
 

 

 Table 7-4. Confusion matrix 

 

 

 

                   

 

 

 

 

 

Table 7-5 illustrates the class precision and recall for different document types. Wiring and layout document 

types have a low recall and high precision, which means the model missed many actual wiring and layout. 

Also, most of the existing wiring and layout are predicted as isometric drawings. The classifier confused 

between layout-isometric and wiring-isometric. The layout analysis of these two-document types shows 

that the template of the first and second data sets was different and belongs to other companies. Therefore, 

we need to add more wiring and layout to improve the accuracy of wiring and layout. Besides these two-

document types, the model has an acceptable performance on other document types. EHT, isometric and 

loop have a high precision and high recall, which means the classifier is working very well on these 

document types, and almost all of the documents of these types are predicted correctly. SLD has low 

precision and high recall, which means many of the documents anticipated as SLD are not actual SLD, and 

they belong to wiring and layout. 

 
EHT Isometric Layout Loop 

diagram 

P&ID Pipe 

support  

SLD 

diagram 

Wiring 

diagram 

EHT 2181 1 53 0 1 1 0 3 
Isometric 53 11568 2797 61 280 469 41 1346 
Layout 0 15 2123 57 21 8 6 254 
Loop diagram  0 0 9 888 16  0  0 174 
P&ID 1 464 563 5 1915 25 10 345 
Pipe support 1 294 859 1 9 1896  0 3 
SLD diagram 6 51 760 25 62 2 923 534 
Wiring diagram 0 11 87 13 11 6 10 705 

Predicted 

Actual value 
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Table 7-5. Classification result  

Document Type Precision Recall 

EHT 97 97 

Isometric 70 93 

Layout 85 29 

Loop 82 85 

P&ID 58 83 

Pipe support 62 79 

SLD 39 93 

Wiring diagram 84 21 
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Chapter 8 Conclusion 

8.1 Conclusion 

In this research, different text-based and image-based classification methods are applied to classify 

construction drawings documents. The study used a dataset of 160,000 documents that belong to 15 various 

industrial construction projects. The text-based classification method that involves OCR techniques for text 

extraction and TF-IDF for text representation, and Linear SVC for document classification achieved the 

best results on class recall and precision. The implementation outcomes show that despite the poor text 

content of drawing documents and the lack of structure of this content, the method used still performed 

very well with an accuracy of 97%, which indicates a potential solution for automating the classification of 

the document. The evaluation of the model on the new dataset shows that the model is working well when 

the template is similar to the trained documents, and the model needs to be re-trained when the new template 

is added to the dataset.  

In addition, this research introduced the application of object detection API for construction documents 

classification and information extraction. The proposed method has three main goals: Title block detection, 

document classification, and information extraction. This research has presented the first title block 

detection method on unstructured construction documents. The title block detection approach achieved 

average precision of 91.7% to 98.8%, depending on the structural complexity of the construction document. 

The document classification model reached an accuracy of 91.6%. The achieved result approves the 

potential benefit of using the machine learning approach on construction document classification. However, 

more information extraction methods need to be tested for increasing the accuracy of information extraction 

on unstructured documents. 
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8.2 Contribution 

This research addressed the need of construction companies for automated document classification by 

providing a comprehensive classification model for all types of construction documents with different 

formats, sizes, and resolutions. While previous studies focused mainly on text-rich documents such as 

contracts and claims, this research provided appropriate tools for the classification of scanned documents, 

which have limited text. Based on the literature review, most previous studies rely on well-formed 

documents where text is readily available in machine-readable format (e.g., PDF, doc, or CAD files); this 

research automated a text-based approach for information extraction from scanned construction documents.  

Although it is difficult to access large amounts of data, this study provided 160.000 construction documents 

as the dataset, including drawing documents such as electrical heat tracing, piping, and layouts, and non-

drawing documents for instance bill of materials and work packages. Based on the literature review, other 

researchers did not provide a large amount of dataset and they provided data set on a few document types. 

I'm not aware of any suitably big construction document datasets that have previously been used to classify 

construction documents. 

In addition, this research introduced a novel method for title block detection on unstructured construction 

documents by using object detection API. The result of the automated construction document classification 

and information extraction model showed that machine learning has the potential benefit of being used in 

construction document classification and information extraction. The academic contributions can be 

summarized as follows: 

- This research addresses the requirement of construction document classification to support scanned 

documents as input with different resolutions, sizes, and noises. 

- A high accuracy classification model is established for use in the construction domain. The 

accuracy of the classification model is comparable with the human accuracy level. 

- Machine learning tools are employed for the classification of scanned documents that have limited 

text. 
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- An automated text-based approach was developed for information extraction from scanned 

construction documents. 

- A domain-specific model is established for both drawing and non-drawing classification. 

- A classification model is introduced that includes all types of construction documents. 

- An automated approach is introduced for title block detection on unstructured construction 

documents. 

In addition, construction companies can use the proposed model to 

- classify drawing and non-drawing documents; 

- classify of the document according to the document type; 

- identify the location of the title block;  

- extract the text of the title block; and  

- extract specific information, such as title, name, and revision. 

 

8.3 Limitations and recommendations for future work 

The results of the different classifiers indicate that document classification methods that rely on TF-IDF 

vectors and Linear SVC by achieving 97% accuracy are suitable for classifying scanned construction 

drawing documents with variable degrees of noise in the image files and limited content of the structured 

text. The performance of the classification model on direct machine readability of text (i.e., pdf) which does 

not need OCR steps, should be tested. We expect the performance of the model to be the same or better. 

Such an approach can automate the document classification task in mega projects that usually include 

thousands of documents. It helps construction companies to do document classification regardless of the 

document format. 

The result of the tests shows that while the proposed model achieved high accuracy on document 

classification, the information extraction model was not successful. The information extraction model is 

accurate and useful for the classification of the document. However, the model is not reliable for 
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information extraction such as revision and document number, which is related to the nature of unstructured 

documents. Recommendation to increase the accuracy of information extraction can be summarized as 

follows: 

- Define framework or standard format for documents 

- Develop active learning methods  

- Combine manual and automated information extraction  
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Appendix A- Title block detection 
 

A flowchart of the title block detection model is shown in the figure: 
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When the model receives a document as input, it will load the document. On the basis of a pre-

trained object detection model, the model will detect the title block in the next step. The model 

will display the result of the object detection model with the bounding box around the table of 

information. The table of information will be saved as a new image. In the following step, the 

model will use an OCR engine to extract text from the table of information. Text from the table of 

information will be saved as well. The model will then extract the information based on the 

predefined keywords.  

Overall, the model has three inputs: A document: 'test.png', List of pre-defined keywords: 

'classification.txt' and Pre-trained object detection model: 'inference_graph'. The model has five 

outputs: title block: '1.test_crop.png', Text of title block: '2.text.txt', Information extraction file: '3. 

Document information.txt', document class text file: '4.document class.txt' and the original 

document with a bounding box around the title block: '5.testresult.png' 

 

 

The original TensorFlow object detection code in Python can find here: [74] 

https://github.com/tensorflow/models/tree/master/research/object_detection 

 

Modify code to detect title block: 

 

# Import packages 

import os 

import cv2 

import numpy as np 

import tensorflow as tf 

import sys 

https://github.com/tensorflow/models/tree/master/research/object_detection
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import re  

import pytesseract 

pytesseract.pytesseract.tesseract_cmd = r'C:\Program Files\Tesseract-OCR\tesseract.exe' 

import nltk 

from nltk.tokenize import word_tokenize 

 

 

# This is needed since the notebook is stored in the object_detection folder. 

sys.path.append("..") 

 

# Import utilities 

from utils import label_map_util 

from utils import visualization_utils as vis_util 

 

# Name of the directory containing the object detection module we are using 

MODEL_NAME = 'inference_graph' 

IMAGE_NAME = 'test.png' 

 

 

# Grab path to current working directory 

CWD_PATH = os.getcwd() 

 

# Path to frozen detection graph .pb file, which contains the model that is used 

# for object detection. 

PATH_TO_CKPT = os.path.join(CWD_PATH,MODEL_NAME,'frozen_inference_graph.pb') 

 

# Path to label map file 

PATH_TO_LABELS = os.path.join(CWD_PATH,'training','labelmap.pbtxt') 

 

# Path to image 

PATH_TO_IMAGE = os.path.join(CWD_PATH,IMAGE_NAME) 
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# Number of classes the object detector can identify 

NUM_CLASSES = 1 

 

# Load the label map. 

label_map = label_map_util.load_labelmap(PATH_TO_LABELS) 

categories = label_map_util.convert_label_map_to_categories(label_map, max_num_classes=NUM_CLASSES, 

use_display_name=True) 

category_index = label_map_util.create_category_index(categories) 

 

# Load the Tensorflow model into memory. 

detection_graph = tf.Graph() 

with detection_graph.as_default(): 

    od_graph_def = tf.compat.v1.GraphDef() 

    with tf.io.gfile.GFile(PATH_TO_CKPT, 'rb') as fid: 

        serialized_graph = fid.read() 

        od_graph_def.ParseFromString(serialized_graph) 

        tf.import_graph_def(od_graph_def, name='') 

 

    sess = tf.compat.v1.Session(graph=detection_graph) 

 

# Define input and output tensors (i.e. data) for the object detection classifier 

 

# Input tensor is the image 

image_tensor = detection_graph.get_tensor_by_name('image_tensor:0') 

 

# Output tensors are the detection boxes, scores, and classes 

# Each box represents a part of the image where a particular object was detected 

detection_boxes = detection_graph.get_tensor_by_name('detection_boxes:0') 

 

# Each score represents level of confidence for each of the objects. 

# The score is shown on the result image, together with the class label. 

detection_scores = detection_graph.get_tensor_by_name('detection_scores:0') 
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detection_classes = detection_graph.get_tensor_by_name('detection_classes:0') 

 

# Number of objects detected 

num_detections = detection_graph.get_tensor_by_name('num_detections:0') 

 

# Load image using OpenCV and 

# expand image dimensions to have shape: [1, None, None, 3] 

# i.e. a single-column array, where each item in the column has the pixel RGB value 

image = cv2.imread(PATH_TO_IMAGE) 

image_expanded = np.expand_dims(image, axis=0) 

 

# Perform the actual detection by running the model with the image as input 

(boxes, scores, classes, num) = sess.run( 

    [detection_boxes, detection_scores, detection_classes, num_detections], 

    feed_dict={image_tensor: image_expanded}) 

 

# save the cropped image 

img_h, img_w = image.shape[:2] 

ymin, xmin, ymax, xmax = boxes[0][0] 

# convert normalized coordinates to image space 

ymin, xmin, ymax, xmax = int(ymin * img_h), int(xmin * img_w), int(ymax * img_h), int(xmax * img_w) 

image_crop = image[ymin:ymax, xmin:xmax, ...] 

CROP_NAME = '1.test_crop.png' 

PATH_TO_CROP = os.path.join(CWD_PATH,CROP_NAME) 

cv2.imshow(PATH_TO_CROP, image_crop) 

cv2.imwrite(PATH_TO_CROP, image_crop) 

 

# Draw the results of the detection (aka 'visulaize the results') 

vis_util.visualize_boxes_and_labels_on_image_array( 

    image, 

    np.squeeze(boxes), 

    np.squeeze(classes).astype(np.int32), 
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    np.squeeze(scores), 

    category_index, 

    use_normalized_coordinates=True, 

    line_thickness=8, 

    min_score_thresh=0.7)  

 

#Convert image to string 

allTexts = str(pytesseract.image_to_string('1.test_crop.png', config='') ) 

allTexts = allTexts.lower() 

print("Title Block Information:",allTexts) 

outfile = '2.text.txt' 

file1 = open(outfile, "w") 

file1.write(allTexts) 

file1.close()  

allTexts = word_tokenize(allTexts) 

 

# Search for labels 

patterns = ["rev", "revision", "name", "number", "title"] 

for pattern in patterns: 

    print('Looking for "%s" in "%s" = '% (pattern, allTexts), end=" ") 

     

    if re.search(pattern, allTexts): 

        print("Match was found") 

    else: 

        print("No match was found") 

 

#Extract the Rev, name, number, title (document information) 

allkeys = ["rev", "revision", "name", "number", "title", "no"] 

output = {} 

for i in allkeys: 

    output_internal = [] 

    for j in range(len(allTexts)): 
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        if i== allTexts[j]: 

            output_internal.append(allTexts[j]) 

            b = allTexts[j+1] 

            print(i +' '+ b) 

            outfile = '3.document information.txt' 

            file2 = open(outfile, "w") 

            file2.write(i +' '+b) 

            file2.close()  

#Extract the document class 

f = open('classification.txt', 'r') 

allclassification = f.read().lower().split("\n") 

f.close() 

#show the match words 

print('Document class:') 

v = set(allTexts).intersection(allclassification) 

print(v) 

outfile = '4.document class.txt' 

file3 = open(outfile, "w") 

z = "  ".join(map(str,v)) 

file3.write(z) 

file3.close() 

 

 

#All the results have been drawn on image. Now display the image. 

cv2.namedWindow('Title Block Detector',cv2.WINDOW_FREERATIO) 

#image=cv2.resize(image, (1200, 800)) 

cv2.imshow('Title Block Detector', image) 

cv2.imwrite('5.testresult.png', image) 

# Press any key to close the image 

cv2.waitKey(0) 

## Clean up 

cv2.destroyAllWindows() 


