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Abstract 

 

The demand for a new solvent to treat oilsands was behind the purpose of this project; 

molecular dynamics simulation was used in this study. Supercritical water, supercritical 

carbon dioxide and other selected organic solvents in their supercritical state were 

studied. Meso-tetraphenyl porphyrin (H2TPP) and Octaethyl porphyrin (H2OEP) are the 

porphyrin model compounds and, 4’-Bis-(2-pyren-1-yl-ethyl)-[2, 2’] bipyridinyl (PBP) is 

the asphaltene model compound. A solubility parameter approach was used to infer the 

solubility of model compounds in the supercritical fluids. First, the solubility of water, 

carbon dioxide, 4 selected organic solvents, and the three model compounds were 

computed using molecular dynamics simulation and compared with experimental results. 

The computed solubility parameters showed that the model compounds would dissolve in 

supercritical water (22.5 MPa and 645-655 K) but exhibited no solubility in supercritical 

carbon dioxide. 
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Chapter 1 

Introduction 

1.1 Supercritical Fluid Extraction 

Depending on the temperature and pressure, a substance can exist in one of the four 

phases (solid, liquid, gas and supercritical phases) or in co-existing phases. When the 

temperature and pressure are above the critical temperature and critical pressure of a 

substance, usually referred to as vapor-liquid critical point, it is in the supercritical phase.  

At the critical point, the physical properties of vapor and liquid become identical. It is 

worth noting that the most common supercritical fluids used in industry are carbon 

dioxide and water.  

The critical properties of CO2 and H2O are shown in the following table. 

Table 1-1 Critical properties of carbon dioxide and water 

 

Substance 

Molecular weight 

(g/mol) 

Critical temperature 

(K) 

Critical pressure 

(MPa) 

Critical density 

(g/cm3) 

CO2 44.01 304.1 7.38 0.469 

H2O 18.015 647.096 22.064 0.322 

 

Supercritical fluids (SCFs) are ideal candidates to be used as solvents in certain 

extraction processes because such fluids combine properties of both gases and liquids 
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which greatly improve their solvent capabilities [1]. Near the critical point, properties of 

supercritical fluids are strongly dependant on temperature and pressure [2]. The benefits 

of these characteristics have been well documented and they include: increased solubility 

reduced solvent to feed ratios, easier solvent recovery, reduced mass transfer resistance, 

lower operating temperatures resulting in lower energy requirements and finally, and 

since the solubility power of supercritical fluids change by temperature, permits the 

synthesis of temperature sensitive products [2-5].  

The benefits of employing supercritical fluids for processing hydrocarbon mixtures are 

evident in the success of the ROSE (Residuum Oil Supercritical Extraction) process and 

propane deasphalting [6]. These processes rely on the solvent behavior of fluids near their 

critical points to remove asphaltenes from streams such as lube oil feeds. Research is also 

being conducted in an attempt to apply supercritical fluids to other areas of the fossil fuel 

industry; these include areas such as: processing and liquefaction of coal [7, 8], extraction 

of oil from oil shales [9-11], oilshale is an organic-rich fine-grained sedimentary rock, 

which contains significant amounts of kerogen (a solid mixture of organic chemical 

compounds) from which liquid hydrocarbons can be extracted fractionation of crude oils, 

bitumen and wax-bearing residue [12-15], analytical tools for the characterization of 

bitumen’s and heavy hydrocarbon mixtures [16] and in the in situ production of heavy 

oils [17], In situ refers to recovery techniques which apply heat or solvents to heavy oil or 

bitumen reservoirs beneath the earth. There are several varieties of in situ technique, but 

the ones which work best in the oil sands use heat. 

Supercritical water behaves like an organic liquid with high solubility of organic 

compounds in it which are otherwise insoluble in ambient water [14]. This has generated 
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a lot of interest because of its tremendous potential as an environmentally benign solvent 

for the oxidative destruction of hazardous wastes in chemical industries. Moreover, 

supercritical water can be used to transform organic waste partially into light feed stocks 

[16]. 

Supercritical water is a dense steam and can be miscible with light gases and 

hydrocarbons to form a homogeneous phase by the proper choice of temperature and 

pressure. R-O-R and R-C=O bonds, such as those found in ethers and esters, and the 

aliphatic C-H and C-S bonds are easily broken in supercritical water [1]. The thermal 

reaction of heavy oil is of considerable practical interest and it has been studied in 

supercritical water. Under supercritical conditions, two major reactions occur: oxidation 

and hydrolysis [5]. Owing to these reactions, tar can be decomposed successfully into 

useful chemical compounds in supercritical water [10, 11]. In one research, oil shale was 

treated with supercritical water and resulted in a higher conversion and a higher oil 

recovery than that obtained from toluene extraction. Supercritical water also yields more 

facile decomposition of the polar components in oil shale compared to supercritical 

toluene [13]. Supercritical carbon dioxide (sc-CO2) could be viewed as the ideal chemical 

processing solvent as well; it is cheap, nontoxic, volatile, inert, non-flammable, and 

recycable.  

1.2 The Oilsands Extraction Process 

Oilsands are deposits of organic/inorganic mixtures which basically consist of sand, 

water, and a black viscous tar-like material called bitumen. Due to the vast global 

demand of energy during the last few decades and the growth of oil prices as an 
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aftermath, extraction of oil or bitumen from oilsands has drawn the attention of a number 

of oil companies. Oilsands is known as unconventional oil since techniques different 

from the ones used for traditional oil wells are used to extract petroleum.  A typical 

commercially viable oilsands deposit contains 9%-13% bitumen, 3%-7% water, and 

80%-85% mineral solids. Of the solids 15%-30% are fine particles, predominantly clays, 

less than 44 µm in diameter [18]. Currently, lots of countries across the globe have 

deposits of oilsands such as Canada, Venezuela, parts of Russia and Africa. But the main 

resources reside in Canada and Venezuela in which their current reserves equal all 

discovered conventional oil reserves [19]. Oil sands may represent as much as two-thirds 

of the world's total petroleum resource, with at least 1.7 trillion barrels (270×109 m3) in 

the Canadian Athabasca Oil Sands and perhaps 235 billion barrels (37×109 m3) of extra 

heavy crude in the Venezuelan Orinoco Oil Sands [19]. As a result of the development of 

Canadian oil sands reserves, 44% of Canadian oil production in 2007 was from oil sands, 

with an additional 18% being heavy oil, while light oil and condensate have declined to 

38% of the total [20].  In 2006, bitumen production averaged 1.25 million barrels per day 

(200,000 m3/d) through 81 oil sands projects, representing 47% of total Canadian 

petroleum production. This proportion is expected to increase in the coming decades as 

bitumen production grows while conventional oil production declines. In the Athabasca 

region, the oilsands is covered with layers of rock and soil which is called overburden. 

This overburden is removed with surface mining to reach the oilsand, rather than with 

underground mining in which a tunnel is usually dogged to reach required mineral and 

the rest of the soil would be left at the place. This method has been used on a commercial 

scale since 1967, there are several types of mining: strip mining, open pit mining, 
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mountain dredging and high wall mining top removal. It is estimated that approximately 

80% of the Alberta oil sands and nearly all of Venezuelan oilsands are too far below the 

surface to use open-pit mining. Several in-situ techniques have been developed to extract 

this oil [20] and they are: 

1. Steam assisted gravity drainage (SAGD) 

2. Vapor Extraction Process (VAPEX) 

3. Toe to Heel Air Injection (THAI) 

4. Cold flow 

As any other major projects on this planet, oilsands projects have their own 

environmental impacts as well. Many non-governmental organizations (NGOs) have 

taken this issue seriously during the past years and have pressured the government to 

seize or control the production of oil from oilsands. The main environmental impacts of 

oilsands can be categorized in 4 parts: 

1. Land 

2. Water 

3. Air 

4. Tailings 

One of the major problems that remain to be solved is the economical and environmental 

acceptable treatment and ultimate disposal of tailings that result from the hot water 

separation process. A considerable amount of water is used for oil sands operations – 
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Greenpeace gives the number as 349 million cubic meters per year, twice the amount of 

water used by the city of Calgary. Due to the environmental drawbacks of the hot water 

extraction process, oil companies have been seeking new extraction solvents to resolve 

the issue. The search for nontoxic, recycable and environmentally benign solvents for use 

as extraction medium is imperative. In this context, supercritical fluids have drawn some 

attention. 

1.3 Cohesive Energy Density 

The cohesive energy density is the amount of energy needed to completely vaporize a 

unit volume of substance in their liquid state to the ideal gas state. In other words, it is 

equal to the internal energy change of vaporization (∆Uv) divided by the molar volume 

(Vm) of the liquid. Based on the idea of like dissolves like, in order for a substance to 

dissolve into another substance, they should exhibit comparable intermolecular 

interactions (i.e., comparable cohesive energy density). Hildebrand defined the square 

root of the cohesive energy density as the “Hildebrand solubility parameter” and 

suggested that materials with similar solubility parameters will be able to interact with 

each other, resulting in solvation, miscibility or swelling [21]. 

m

v

V
U∆

=δ                                                                                                                   (1.1) 
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1.3.1 Regular Solution Theory 

In order to model the solubility of a solute (2) in a solvent (1), it is necessary to have an 

estimate for the mole fraction of the solute (x2) in the liquid phase. According to the 

regular solution theory, we have: 

RT
V

x

l 2
1

2
212

2

)(
)

1
ln(

ϕδδ −
=                                                                                                   (1.2)                                  

where V2l is the molar volume of the sub cooled liquid solute at temperature T; δi is the 

solubility parameter of component i; R is the ideal gas constant (8.314 J/mol·K) and φ1 is 

the volume fraction of the solvent. 

1.4 Use of the Solubility Parameter Concept for 

Supercritical Fluids 

There are only a few methods to correlate solubility of substances in supercritical fluids.  

1) Empirical or cubic equations of state (EoS) for mixtures such as those of Redlich 

and Kwong and Peng Robinson [2] (binary interaction parameters are needed). 

2) Correlating solubility parameter data such as that of Chrastil [22]. 

To our knowledge, there is only one method available for the prior prediction of 

solubility’s in SCF, using pure component data and a correlation for binary mixtures. 

Lutge et al. [23] called attention to the method of Wong et al. [24]. As the only truly 

predictive method, Johnston et al. [25] later reviewed it from a different perspective. 

Brennecke and Eckert [26], in an excellent phase-equilibrium review, discussed solubility 
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of solids in SCF based on cubic and perturbed-sphere EOSs, in terms of hard-sphere van 

der Waals (HSVDW) model. However, for engineering purposes or in exploratory work, 

the accuracy requirement can be relaxed.  This is because approximate data are often an 

acceptable basis for certain early stage design decisions. For example, in the case where 

information is needed to proceed pilot-plant runs, Lutge[27] has shown that estimated 

solubility is sufficient for judging a SCF soil clean-up process using a reduced set of 

experimental data. 

Solubility parameters (SPs) play a significant role in the indication of the solubility of 

solutes in solvents. Various applications of SPs relating to supercritical fluids have been 

reported in literature. The use of SPs for supercritical fluid chromatography (SCC) was 

supported by Giddings et al. [28, 29]. The role of supercritical fluid extraction (SCE) in 

the field of SCC was discussed by King [30]. Riekkola and Mannien [31] reviewed SCE 

as another sample preparation method and reported on the effect of SPs on solubility’s in 

SCFs. Ikushima et al. [32] applied modified SPs to correlate such solubility observation. 

Allada [33] in a paper entitled “Solubility parameters of Supercritical Fluids”, addressed 

this subject directly. Panayiotou [34] more recently revisited the SPs using equations of 

state for their estimation and included applications to SCFs. 

The common formula for estimation of solubility parameters is equation (1.1). However, 

for SCFs, such a definition is meaningless as internal energy change of vaporization is 

not relevant to supercritical fluids. Giddings et al. [28] suggested this correlation: 

)(25.1 5.0

liq
SCF

P
r

r
c ρ

ρ
δ =                                                                                         (1.3)                
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where cP  is the critical pressure and SCFrρ is the reduced density of the supercritical 

fluid.  There are other correlations derived from other EOSs namely Redlich Kwong 

equation of state in literature as well as Goldman et al. [35]. 

1.5 Molecular Simulation 

Since it is expensive to run supercritical fluid experiments, in this thesis we explore the 

dissolution of asphaltene model compounds in selected substances (carbon dioxide, water 

and some organic solvents) in their supercritical state through molecular dynamics (MD) 

simulation. The reason for choosing asphaltene model compounds is due to the fact that 

the molecular structures of bitumen or asphaltene, a major component of bitumen, are not 

known. Asphaltene structures will be discussed in the next chapter. There are numerous 

reports in literature using molecular simulation to explore solubility characteristics of 

supercritical fluids. Li et al. [36] calculated the miscibility properties (i.e., solubility 

parameters) of asphaltene model compound using Monte Carlo simulations. The 

aggregation of asphaltene molecules was studied using molecular modeling techniques by 

E.Rogel [37]. In particular, the solubility parameters of two different asphaltene 

molecules and their aggregates were calculated. The results show a decrease in this 

parameter with increasing aggregation state, in agreement with experimental evidence 

[38]. In another research, the influences of six different solvents (nitrobenzene, quinoline, 

pyridine, 1-methylnaphthalene, dibromomethane and benzene) on the aggregation 

process of asphaltene molecules were investigated at normal and elevated temperatures. 

According to the analyses of structures and energy, the main intermolecular interaction 

for the asphaltene aggregate was determined, and the influencing mechanism for the 
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asphaltene stability in different solvents was discussed at 300 K and 573 K. It was found 

that van-der-Waals (VDW) interaction plays an important role in the stability of the 

asphaltene aggregate [39] .All of these simulations have focused on the aggregation of 

asphaltenes at ambient conditions. In this thesis, we focus on the aggregation of 

asphaltene model compounds in supercritical fluids and also the use of solubility 

parameters in the supercritical region to predict the dissolution of model compounds. 

 

1.6 Overview and Scope of the Thesis 

In Chapter 2, we will discuss properties of asphaltenes and the type of model compounds 

we will use for the simulations.  In Chapter 3, we will give a brief discussion about 

molecular dynamics simulation and will discuss the simulation parameters and the water 

model we used for the simulation. 

In Chapter 4, we will present the results of the simulations for the pure solvents and the 

asphaltene model compounds and compare them with experimental data. Solubility 

parameter approach was used to analyze the miscibility of model compounds and 

supercritical fluids in the supercritical region, aggregation of model compounds in 

supercritical region was also studied qualitatively to back the quantitative data gained via 

solubility approach. In Chapter 5, we will give a few concluding remarks, a list of future 

work and give out suggestions for practice. 

 

 

 



11 

Chapter 2 

Asphaltenes 

2.1 Asphaltenes 

Dilution of Alberta bitumens in n-pentane or n-heptane precipitates 10-20% of 

brown/black solid precipitate. This solid fraction is called “asphaltenes”. Obviously, there 

exists no unique chemical structure for asphaltenes. They contain molecules that do not 

dissolve in alkanes. 

Asphaltenes are molecular substances that are found in crude oil, along with resins, 

aromatic hydrocarbons, and alkanes (i.e., saturated hydrocarbons) [40].  However, the 

most commonly used definition for asphaltenes is that they are substances that are 

insoluble in n-heptane (C7H16) at a dilution of 40 parts alkane to 1 part crude oil and are 

soluble in toluene (C6H5CH3). Of course, the temperature at which the dissolution occurs 

and the time of mixing is all important factors in this definition. 

From a chemical element perspective, asphaltenes consist primarily of carbon, hydrogen, 

nitrogen, oxygen, and sulfur, as well as trace amounts of vanadium and nickel. The C: H 

ratio is approximately 1:1.2, depending on the asphaltene source. Asphaltenes have been 

shown to have a distribution of molecular masses in the range of 400 g/mol to 1500 g/mol 

with a most probable mass around 750 g/mol [41]. Asphaltenes had been thought to be 

held in oil by resins (similar structure and chemistry, but smaller molecules). 
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Asphaltene deposition occurs on well site, in wells, tubing and piping or in any stage of 

the refining process [42]. The spontaneous emulsification due to asphaltenes happens 

usually during the production of the crude oil. These emulsions must be broken by 

chemical or physical methods before the treatment of oil [43]. Reservoir damage, 

decrease in production, equipment damage and large control costs are some of the 

consequences of these problems. The asphaltene fraction consists of many different 

molecules of different molecular weights and polarity but having the same solubility 

properties in the oil or precipitation solvent [44]. The molecular weights of this fraction 

as determined by vapor pressure osmometry vary considerably and are dependent upon 

the nature of the solvent as well as the temperature used [45].  

It is well known that the asphaltenes are highly polydisperse molecules and in 

consequence the use of a mean structure may not be a good approximation. However, the 

asphaltenes do not crystallize and can’t be separated into individual components making 

the fine chemical analysis essentially impossible [42]. For this reason, whatever its 

limitations, the average molecule approach is widely used to represent asphaltene 

fractions [46]. 

A more realistic modeling is to use a distribution of molecules that take into account the 

polydispersity of this fraction. Molecular weight and heteroatom distributions for 

asphaltene fractions are reported in literature [47, 48]. However, molecular weight 

distributions must be interpreted with caution due to the tendency of asphaltenes to form 

aggregates. Additionally, determination of heteroatom distributions requires the use of 

techniques that are not generally available [46]. One important aspect in the modeling of 

a realistic asphaltene distribution is the selection of functional groups that contain 



13 

heteroatom. Some results [49] indicate that the behavior of asphaltenes is strongly 

dependent on the type and proportion of the different functionalities and also it is well 

known that the heteroatomic functional groups have a big influence on the solubility 

parameter [50]. Unfortunately, even though it is possible to identify the functional groups 

in the asphaltene fraction, this characterization is expensive and time consuming and the 

data are not generally available [46].  

Asphaltene precipitation basically happens in three steps: 

1. the molecules stick together and form dimmers, timers and other aggregates; 

2. the aggregates come together to form micelle structures; 

3. the attraction force between micelles cause the asphalte 

4. ne to precipitate as a whole; 

 

A number of theoretical models have been applied to study the precipitation phenomenon 

of asphaltenes. Flory-Huggins regular solution based models and others that use 

equations of state are examples of the thermodynamic approaches used for asphaltenes. 

They assume that asphaltenes are solvated in the crude oil and precipitate whenever their 

solubility drops below a certain threshold [51]. Another approach is to consider 

asphaltenes as colloidal systems [52] stabilized by resins.  

2.2 Asphaltene Model Compounds 

Several structures have been proposed for model compounds by different researchers 

such as: Andersen and Speight [51], Brandt et al. [53], Rogel [54], Murgich et al. [55] 
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and Zajac et al. [56]. Although these models have led to significant insight into the 

chemistry of asphaltenes, many aspects still remain to be established, such as the 

discrepancies by a factor of 10 on molecular weights.  

In this project, we used three model compounds – two porphyrin and one asphaltene 

model compound. Meso-tetraphenyl porphyrin (H2TPP) and Octaethyl porphyrin 

(H2OEP) are the porphyrin models and, 4’-Bis-(2-pyren-1-yl-ethyl)-[2, 2’] bipyridinyl 

(PBP) is the asphaltene model compound. The structures of these three compounds are 

presented in the figure below:  

NNH

N NH

 Meso-tetraphenyl porphyrin (H2TPP) 
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NNH

N NH

CH3

CH3

CH3

CH3
CH3

CH3

CH3

CH3

 Octaethyl porphyrin (H2OEP) 

 

N

N

(PBP) 

 

Figure 2-1 Structures of H2TPP, H2OEP and a model asphaltene compound PBP. 
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Chapter 3 

Molecular Dynamics Simulation 

 

3.1 Introduction 

Molecular dynamics (MD) simulation has been used for the investigation of various 

phenomena for a long time, and it is almost 40 years since the first report of a MD 

simulation of condensed matter [57]. The "mechanical" molecular model was developed 

out of a necessity to explain molecular structures and properties. If one is interested in 

thermal properties, it is possibly the most understandable way of using a computer to 

produce a phase-space trajectory for an assembly of interacting atoms, and amounts 

simply to the stepwise integration of Newton's equations of motion from a totally 

specified starting point. If a system follows the ergodic principle, we then have the 

guarantee that time averages over these phase-space trajectories are equivalent to 

ensemble averages, and we have, therefore, every macroscopic property that can be 

associated with atomic motions through statistical mechanics [58]. These include time 

dependent quantities such as transport coefficients, which clearly engage the dynamical 

motion of the atoms and their correlations in time [59, 60]. Also, MD can be used to 

investigate relaxation towards equilibrium, and as such is a way to look at the 

configuration-space of a system so as to find the local minima. The techniques of MD 

and the many algorithmic innovations which have been made are described in the books 

by Allen and Tildesley [61] and Haile [62].  

Molecular mechanics methods are based on the following principles:  
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• Nuclei and electrons are lumped into atom-like particles.  

• Atom-like particles are spherical (radii obtained from measurements or theory) 

and have a net charge (obtained from theory).  

• Interactions are based on springs and classical potentials.  

• Interactions must be preassigned to specific sets of atoms.  

Interactions determine the spatial distribution of atom-like particles and their energies. 

 

3.2 Formulation 

Molecular dynamics alter the intermolecular degrees of freedom in a step-wise mode, 

similar to energy minimization. The individual steps in energy minimization are simply 

directed at establishing a down-hill track to a minimum. The steps in molecular 

dynamics, on the other hand, significantly represent the changes in atomic position and 

velocity, ir  and iv , over time. 

Newton's equation is used in the molecular dynamics formalism to simulate atomic 

motion:  

1amF ii =                                                                                                                              (3.1) 

The rate and direction of motion (velocity) are governed by the forces that the atoms of 

the system apply on each other as described by Newton's equation. In practice, the atoms 

are assigned initial velocities that match the Maxwell-Boltzmann distribution, which in 

turn, is dictated by the required simulation temperature. This is carried out by gradually 
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"heating" the system (primarily at absolute zero) and then allowing the energy to come to 

equilibrium among the constituent atoms. The basic ingredients of molecular dynamics 

are the calculation of the force on each atom, and from that information, the position of 

each atom all through a specified period of time (normally on the order of picoseconds = 

10-12 seconds).  

The force on an atom can be calculated from the change in energy between its current 

position and its position a small distance away. This can be recognized as the derivative 

of the energy with respect to the change in the atom's position:  

   1Fdr
dV

i

=−                                                                                                                  (3.2)            

Energies can be calculated using either molecular mechanics or quantum mechanics 

methods. Molecular mechanics energies are limited to applications that do not involve 

severe changes in electronic structure such as bond making/breaking. Quantum 

mechanical energies can be used to study dynamic processes involving chemical changes. 

Knowledge of the atomic forces and masses can then be used to solve for the positions of 

each atom along a series of very small time steps (on the order of femtoseconds = 10-15 

seconds). The resulting series of snapshots of structural changes over time are called a 

trajectory. The use of this method to compute trajectories can be more simply seen when 

Newton's equation is expressed in the following form:  

2
1

2

dt
rd

m
dr
dV

i
i

=−                                                                                                              (3.3)            
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In practice, trajectories are not directly obtained from Newton's equation due to the lack 

of an analytical solution. First, the atomic accelerations are computed from the forces and 

masses. The velocities are next calculated from the accelerations based on the following 

relationship:  

dt
dv

a i
i =                                                                                                                                  (3.4)              

Finally, the positions are calculated from the velocities:  

dt
dr

v i
i =                                                                                                                                  (3.5)              

The slow solution of the equations of motion using a finite difference method is 

performed by the use of an integration algorithm. One widespread algorithm is the Verlet 

algorithm [64]. This is derived from a Taylor expansion of the positions about time, t: 

2)(2
1)()()( ttattvtrttr δδδ ++=+                                                                            (3.6) 

2)(2
1)()()( ttattvtrttr δδδ +−=−                                                                             (3.7) 

By adding the above equations, lead to: 

  2)()()(2)( ttattrtrttr δδδ +−−=+                                                                          (3.8) 

Velocities can also be calculated from: 

t
ttrttr

tv
δ

δδ
2

)()(
)(

−−+
=                                                                                            (3.9) 
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There are many modifications to the Verlet method to increase its efficiency and get more 

precise velocities.  

A trajectory between two states can be subdivided into a series of sub-states separated by 

a small time step, " tδ " (e.g. 1 femtosecond):  

21 StateState >−−−−−−−−−−−−−−−  

2
1

11 rrr a
ii >−−>−−>−−−>−−−>−−−  

t     t+ tδ     trajectory 

The initial atomic positions at time "t" are used to predict the atomic positions at time "t + 

tδ ". The positions at "t + tδ “are used to predict the positions at "t + 2* tδ ", and so on. 

The "leapfrog" method is a common numerical approach to calculating trajectories based 

on Newton's equation. The method derives its name from the fact that the velocity and 

position information in sequence interchange at 1/2 time step intervals. Molecular 

dynamics have no defined point of break other than the amount of time that can be 

basically covered. Unfortunately, the current picoseconds order of magnitude limit is 

often not long enough to follow many kinds of state-to-state transformations, such as 

large conformational transitions in proteins.  

In this work,a commercial software, Material Studio, was used to carry out all MD 

simulations. 
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3.3 Atomistic Models 

Atomistic models are the most comprehensive models used in simulation. Here molecules 

are represented as a number of atomic sites associated by chemical bonds. The interaction 

between these atoms is described by a potential, commonly known as a force field, which 

includes terms to clarify bond stretches, bond angle bends, torsional rotations and non-

bonded interactions. Additional terms to describe coupling between different distortions 

(e.g. coupling between a torsional rotation and a bond stretch) or other interactions such 

as hydrogen bonding that may also be present. The accurate form of each term can 

change from force field to force field. Bond stretches are usually described by a Taylor 

expansion of the energy about the equilibrium bond length l : 

....)()(
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lVlV llll                            (3.10)                                               

where l is the bond length. 

 The linear term in the above expansion is dropped as the force (- )
l
V
∂
∂

is zero at 

equilibrium. As bond stretches are of a large energy, this is often simplified at the 

quadratic term: 

   2
01 )(

2
1

)( llklV −=∆                                                                                       (3.11) 
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Where ∆V (l) =V (l) -V (l 0 ) and k 1 =
0

)( 2 lll
V

=∂
∂

. Similar terms are used for bond angle 

bending. Torsional rotations are modeled by a Fourier series:  

)3cos1(
2
1

)2cos1(
2
1

)cos1(
2
1

)( 321 ττττ ++−++= VVVV                                        (3.12) 

where Vi are the torsional force constants. The non-bonded interactions are usually 

separated into Van der Waals and electrostatic interactions. The electrostatic interaction 

is modeled by point charges on the atoms interacting through Coulomb's law  
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=                                                                                                        (3.13) 

where iq , jq  are the point charges, ijr  is the distance between the charges and 0ε  is the 

permittivity of free space. For more sensible models of particle interactions, the forces 

vary smoothly as a function of position. Under the influence of a continuous potential the 

motions of all the particles become joined together, giving rise to a many body problem 

that cannot be solved analytically. Thus, a numerical approach, the finite difference 

method is used to solve the equations of motion. The general idea of the finite difference 

approach is that time can be broken down into a series of discrete steps of length tδ . 

Given the molecular positions and velocities at a time, t, we attempt to find these at a 

later time t+ tδ with  sufficient accuracy. Then, we can attempt to use these new positions 

and velocities to calculate positions and velocities at time    t+2 tδ
 
Thus the equations of 

motion are solved on a step-by-step basis. 
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3.4 Ensembles in MD 

As the above equations produce trajectories with constant energy (within computer 

accuracy), it means that  MD produces the micro canonical (NVE) ensemble. However, it 

is often of more interest to carry out simulations in other ensembles, commonly the 

canonical (constant temperature NVT) ensemble or the isothermal-isobaric (NPT) 

ensemble. To do this, it requires modifications to the standard equations of motion. In 

this work, we used NVT ensemble so we just focus on this one. Simulations at constant 

temperature are important for studying the performance of systems at different 

temperatures. There have been a number of different approaches for performing constant 

temperature (NVT) MD. As the temperature of a system is associated with the average 

kinetic energy of the particles, the temperature can be controlled by scaling the velocities, 

i.e. at  each time step the velocities are scaled according to V=χV0 One such thermostat 

in this spirit is the Berensden thermostat [62] . Here the velocity rescaling parameter, χ, is 

given by 









−+= )1(1

0T
Tt

τ
δχ                                                                                                   (3.14) 

where tδ is the time step, T, is the current temperature, T0 is the set temperature, andτ is a 

time constant. A different method, like velocity rescaling, is to limit the velocities by a 

Gaussian constraint method [65]. Alternatively, the temperature can be held constant by a 

heat bath. In this method, the velocity of an arbitrarily selected particle is replaced by one 

selected from the Maxwell-Boltzmann distribution. This is correspondent to a collision 

with a particle in a made-up heat bath. A final possibility is the extended system method. 
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In this method, the system is assumed to be in contact with a heat bath. However, in this 

case the interaction between the simulated system and the heat bath is modeled by an 

interchange of energy between them. The equations of motion for this thermostat are  

m
p

r =&                                                                                                                  (3.15)              

pfp ζ−=&                                                                                                                (3.16)            

)1(
0

0 −=
T
T

Q
TgkBζ                                                                                                        (3.17)              

 

where ζ is a friction coefficient, g is the number of degrees of freedom, and Q is the 

thermal inertia coefficient, which describes the rate of energy exchange among the 

system and the heat bath. 

 

3.5 Periodic  Boundary Conditions 

Computer simulations using atomistic models are usually performed on small systems, 

usually on the order of a few hundred molecules. For a simple cubic lattice, containing 

1,000 molecules, around 50% of them lie on the surface. These molecules would 

experience forces different from other molecules. To resolve this issue, it is common to 

call up periodic boundary conditions. Here, the system is surrounded by an unlimited 

number of alike systems. During the simulation the molecules in each of the boxes move 

in the same way. Therefore, if a molecule leaves the simulation box at one side, an equal 

molecule enters the box at the other. 
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Here, we only consider interactions between each molecule and the closest periodic 

images of its neighbors. Short ranged forces are often truncated to raise computational 

efficiency. For reliability, this cut-off distance must be less than or equal to half the box 

length. Periodic boundary conditions can sometimes have an effect on the system under 

consideration. However, they have little effect on equilibrium properties. The most 

frequently formed simulation cell is cubic. It is also doable to use cells of other shapes, 

such as the rhombic or dodecahedron. For studying surfaces, it is common to keep 

periodicity in two dimensions, while discarding it in the direction perpendicular to the 

surface. 

 

Figure 3-1 A schematic view of a simulation cell subjected to periodic boundary condition. 

3.6 Force Fields 

The basis of atomistic simulation is the potential, often called a force field. Using a force 

field, the energy of the molecule and the forces on its atoms can be calculated from 

atomic positions. There are many diverse force fields which use different forms for a 
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variety of interactions within and between molecules. The specific form of a force field 

depends on the precision required for its intended goal. Force field parameters can be 

found from either experimental or theoretical data. An important element for both the 

force field form and the force field parameters is that those for a particular atom or group 

of atoms should be the same for different molecules, i.e. they should be transferable. 

Without this property a different force field would have to be made for each different 

molecule. The COMPASS force field is used throughout the simulations [62]. 

COMPASS is the first ab initio-based force field to have been parameterized using 

extensive data for molecules in the condensed phase. This explains why COMPASS is 

able to make accurate predictions of structural, conformational, vibrational, cohesive, and 

thermophysical properties for a broad range of compounds, both in isolation and in 

condensed phases. 

3.7 Minimization Methods 

There are several methods to minimize the energy of a molecular system. All these 

methods need the ability to calculate the value of the function given a particular set of 

parameters used for the model. There are methods which require only the function values. 

Some methods require gradient of the function as well. These methods, as a class, are 

called Gradient Descent methods.  

The method of minimization which uses the gradient and all of the second derivative (or 

bending) information is called the ``Full-Matrix'' method. The Full-Matrix method is 

fairly robust but the requirements of memory and computations for its execution are 
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computationally very demanding. Also, this algorithm can only be used when the model 

is very close to the minimum. For proteins, it has only been applied to cases where the 

molecule is small (< 1,000 atoms), which requires high resolution and have formerly 

been thoroughly refined with gradient descent methods.  

There are three algorithms used in the discover minimizer module in the Materials 

Studio: 

1) steepest descent 

2) conjugate gradient 

3) Newton method 

We used the conjugate gradient method for minimizing the energy of the system [62]. 

3.8 Water Models 

Since supercritical water was studied, we describe various water models in this section as 

the type of water model used in the simulations can play a major role in the results. Some 

models show a lack of strength due to their sensitivity to the exact model parameters. [66] 

A number of these models use water molecules with a wider (more tetrahedral) H-O-H 

angle and longer H-O bond length than those expected  of gaseous or liquid water and 

this is significant in terms of modeling hydrogen bonding. A recent review yielded 46 

distinct water models [67]. 

And Table 3-1 summarizes some of the most successful water models along with their 

relevant parameters. 
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Table 3-1 Water models and properties 

MODEL δ  Å ε  KJ 

MOL-1 

L1 Å L2 Å Q1 (E) Q2 (E) Θ° Φ° 

SPC[68] 3.166 0.650 1.0000 - +0.410 -0.8200 109.47 - 

TIP3P[69] 3.15061 0.6364 0.9572 - +0.4170 -0.8340 104.52 - 

TIP4P[69] 3.15365 0.6480 0.9572 0.15 +0.5200 -1.0400 104.52 52.26 

COS/G3[70] 
3.17459 0.9445 1.0000 0.15 +0.450672 

-

0.901344 
109.47 - 

Six-site[71] 3.115OO 

0.673HH 

0.715OO 

0.115HH  
0.980 

0.8892L 

0.230M 
+0.477 

-0.044L 

-0.866M  
108.00 111.00 

QCT[72] .140 0.753 0.9614 - +0.6064 -1.2128 104.067 - 

where σ and ε are the Lennard-Jones parameters. The separation and depth of the 

potential energy minimum between two similar molecules.  

The simulated pressures along the supercritical isotherm using MD simulation with SPC 

model for water molecules were in good agreement with experimental pressures [73]. In 

our simulations, we used SPC model and the resulting charges and the angle of separation 

Q1 (E), Q2 (E), θ° where the same as the model had predicted and so gives credit to the type 

of water model we chose for the simulation. 
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3.9 Simulation Procedure 

As mentioned, all simulations were carried out using Materials Studio v4.2.0.0 designed 

by Accelrys Software Inc. After the system was set up, it was minimized by the conjugate 

minimizer using Discover module. The convergence level which sets the level of 

accuracy required for all minimization methods was set at the medium level and the 

maximum iterations which specify the maximum number of iterations for a minimization 

calculation was set at its default value of 5,000. After minimization the amorphous cell is 

built. In this part, the number of the molecules determines the dimensions of the cell. 

After the cell is built another energy minimization is done with the same parameters as 

mentioned beforehand. Now, the system is ready to run the MD simulation using the 

Discover module. The ensemble was chosen as NVT and the temperature was set to the 

simulation temperature. The dynamics time which specifies the length of time of the 

simulations was 1,000ps. This also determines the number of steps. The time step set for 

each dynamic step was 1fs by default so the number of the steps during the whole 

simulation would be 1,000,000. During the simulation, a trajectory file was created which 

included information about the coordinates, velocities, energy components, pressure, etc. 

The data of the frames were written in the file every 5,000 steps. To control the 

temperature during the simulations a thermostat is used. The thermostats available were 

Velocity scale, Nose, Andersen and Berendsen. We used the Andresen thermostat. The 

collision ratio here which specifies the factor by which to multiply the collision period is 

1. After the simulation was done, the macroscopic properties of interest can be gained by 

analyzing the simulated data. 
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Chapter 4 

Results and Discussion 

 

4.1 Testing the force field with supercritical data 

First, we will examine if the force field used for the simulations (COMPASS) can be used 

for evaluating fluids at supercritical condition. Here, the calculated pressure is used for 

the validation. The pressure of supercritical fluids obtained from MD calculation was 

compared with those from the steam table. Pressure is a tensor. Each element of the 

pressure tensor is the force acting on the surface of an infinitesimal cubic volume that has 

edges parallel to the x, y, and z axes. The first subscript denotes the normal direction to 

the plane on which the force acts and the second one denotes the direction of the force. 

Pressure is given by two components: (1) the momentum carried by the particles as they 

pass on the surface area and (2) the momentum transferred as a result of forces between 

interacting particles that recline on different sides of the surface. 

P=
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
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                                                                                                          (4.1) 

In an isotropic situation, the pressure tensor is diagonal and the instantaneous hydrostatic 

pressure is calculated as: 
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P= ][
3
1

ZZYYXX PPP ++                                                                                                             (4.2)                                    

By using the NVT ensemble, 100 water molecules were simulated in the supercritical 

region and below are the pressure results compared to experimental data. Each simulated 

pressure is the average of the last 20 steps of the simulation; the error bars are shown on 

top of each column.  
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Figure 4-1 Pressure results, MD simulation vs. experiment 

 

Carbon dioxide molecules were investigated as well, Since the density of supercritical 

carbon dioxide is very low the molecular dynamics simulations were run under two 

different densities: the former is 0.004 (mol cm-3) and the latter 0.001. Experimental 

values for supercritical carbon dioxide come from Ref. [74].  
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Figure 4-2 Pressure results for carbon dioxide, experiment vs. MD simulation at 0.004 (mol/cm3) 
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Figure 4-3 Pressure results for carbon dioxide, experiment vs. MD simulation at 0.001 (mol/cm3) 
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In both cases, the simulated pressure of water and carbon dioxide match reasonably well 

with the experimental values, hence proves that the COMPASS force field is useful for 

investigating the supercritical regions of the two solvents. 

4.2 System Size Dependence of Errors 

It was noticed that the size of the errors of the computational results are dependent on the 

size of the amorphous cell used in the simulation. The cell size is altered by changing the 

number of the molecules in the simulation box from 5 to 400 molecules of water. 

Simulations were run in the NVT ensemble at 25 0C and 0.001 GPa. The results are 

shown in the graphs below (see Figure 4-4). There seems to be an optimum cell size for 

the simulations. The results were tested by other initial configurations and the same 

results were obtained. The optimum cell size is 21-23 angstroms. The reason for such an 

optimum point is not clear but it was viewed in literature that most of similar simulations 

were also run at this range of the cell. Therefore, all of our simulations were run around 

this cell size range for the sake of accuracy.  
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 Figure 4-4 Optimum cell size for a sample simulation at 25 0C and 0.001 GPa, obtained from two 
initial configurations for each cell size 
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4.3 Solubility Parameters of Selected Organic Solvents 

at Room Temperature 

Several organic solvents were simulated to gain their solubility parameters at ambient 

condition. One hundred molecules of each solvent were used to build the amorphous cell 

and the NVT ensemble was used for the simulations. The simulated results agree very 

well with the experimental values. Experimental numbers were obtained from the CRC 

handbook. Materials Studio uses the cohesive energy analysis to get the solubility 

parameter. The cohesive energy density (CED) calculation is performed on a series of 

structures obtained from the molecular dynamics trajectory. The energy of the system is 

recalculated for each structure without the periodic boundary condition to mimic the ideal 

gas situation .The CED is then calculated and reported in the output file together with the 

associated standard deviation, both in the form of a total CED and in terms of van der 

Waals and electrostatic components. In addition, a .tbl file is generated containing 

histograms of the cohesive energy densities and solubility parameters for all analyzed 

configurations. The results and the graph are shown as below: 
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Table 4-1 Calculated and experimental solubility parameters of four organic solvents and water at 
ambient temperature. 

 Experiment MD %error 

toluene 18.3 18.31 0.05 

benzene 18.8 18.9 0.52 

ethanol 26.2 26 0.77 

n-hexane 14.9 4.84 0.40 

water 47.9 47.67 0.48 
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Figure 4-5 Solubility parameters for different solvents 
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4.4 Solubility Parameters of Selected Organic Solvents 

in the Supercritical Regions 

Solubility parameters of 6 different solvents (water, ethanol benzene, toluene, n-hexane 

and CO2) were calculated at ambient and supercritical conditions. The data pointing to 

the most left in each curve belongs to the solubility parameter of the solvent at ambient 

condition and the rest lie in the supercritical regions. Ranging from (647 to 873 K) at 

22.5MPa. The solubility parameter of all solvents merges to approximately the same 

value (between 6 and 7 (MPa0.5) as the temperature increases. Supercritical carbon 

dioxide seems to have slightly lower solubility parameter compared to other compounds. 

 

 

 

 

 

 

 

 

Figure 4-6 Solubility parameters for different solvents in SC regions 
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4.5 Solubility Parameters of Model Compounds at 
Ambient Temperature 

Solubility parameters of the three model compounds were calculated with NVT ensemble 

and the results are in good agreement with experimental data. The asphaltene model 

compound shows greater deviation compared to the porphyrin model compounds. It is 

due to the branched structure of the asphaltene model compound; while the porphyrin 

structures are more symmetric.In our MD simulations the simulated solubility parameters 

have higher values than the experimental data. Other researches show asphaltene 

solubility parameter yields theoretical values that are lower than those reported 

experimentally of 19.5 MPa0.5 and 20 MPa 0.5 [75]. Other authors found that the solubility 

parameter of asphaltenes is in the range 17.7-21.4 MPa 0.5 [76].  

Table 4-2: Solubility parameters (MPa0.5) for the 3 model compounds at 20 °C 

 Experiment MD %error 

H2TPP 20 20.52 2.5 

H2OEP 19.9 20.34 2.1 

PBP 20.6 23 10.4 
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Figure 4-7 Solubility parameters for model compounds, Experiment vs. MD 

4.6 Solubility Parameters of Model Compounds in the 

Supercritical Regions 

Solubility parameters of the asphaltene model compounds also decrease as the 

temperature increases and get closer to the solubility parameters of carbon dioxide, water, 

and the selected organic solvents in their supercritical regions.  Here, the pressure used 

was 22.5 MPa as well.  
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Figure 4-8 Solubility parameters of model compounds and supercritical fluids in SC regions 
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As the results for solubility parameters of the compounds in the supercritical regions 

show, Figure 4-8, it is almost impossible that model compounds can dissolve in 

supercritical carbon dioxide, since the difference between their solubility parameter is 

more than 4 MPa0.5.  It is worth noting that according to the Hildebrand solubility 

parameter theory, if the difference between the solubility parameters of two compounds 

is less than 4 MPa0.5, they would dissolve into each other.  It seems that at a pressure of 

22.5 MPa, only water over a small range of temperature (~ 640-650 K) would dissolve 

the three model compounds. 

4.7 Aggregation of H2OEP Model Compounds in 

Supercritical Fluids 

Results of MD simulations with binary mixtures containing model compounds and 

supercritical fluids support the previous results. In Figures 4-9, 4-10, 4-11 and 4-12, it is 

shown that the H2OEP molecules stick together and form aggregates in supercritical 

fluids after 1,000 ps of MD annealing.the weight percet of model compound in the 

mixtures are 33%, 37%, 54% and 60% respectively. The simulations are run at 22.5 MPa 

and 700 K. This agrees with results gained from the solubility parameter approach 

reported in previous sections, the compounds do not dissolve in the chosen supercritical 

fluids. Also by comparing Figures 4-10 and 4-11 with Figures 4-12 and 4-13, it is evident 

that H2OEP molecules tend to form more stable aggregates in supercritical carbon 

dioxide than in supercritical water which also agrees with results in section 4.4 that the 

solubility parameter of supercritical carbon dioxide is lower than that of supercritical 

water. 
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Figure 4-9 Mixture of five H2OEP and one hundred CO2 molecules in the SC region 

 

 

Figure 4-10 Mixture of four H2 OEP and one hundred CO2 molecules in the SC region 
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Figure 4-11 Mixture of four H2 OEP and one hundred H2O molecules in the SC region 

 

Figure 4-13 Mixture of four H2 OEP and one hundred H2O molecules in the SC region 
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Chapter 5 

Conclusion and Future work 

 

5.1 Conclusion 

The main motivation behind this thesis was to study solubility properties of porphyrin 

and asphaltene model compounds in supercritical fluids. Water, carbon dioxide and 

several selected organic solvents in their supercritical states were studied. Three model 

compounds were used: Meso-tetraphenyl porphyrin (H2TPP) and Octaethyl porphyrin 

(H2OEP) are the porphyrin model compounds and; 4’-Bis-(2-pyren-1-yl-ethyl)-[2, 2’] 

bipyridinyl (PBP) is the asphaltene model compound.  

 

First, the viability of using the COMPASS force field for supercritical calculation was 

tested by calculating supercritical pressure in NVT ensemble for water and carbon 

dioxide and comparing the results with experimental data they agree favorably.  

 

Miscibility prediction based on a solubility parameter approach was used during this 

study. The solubility parameters of selected organic solvents and the model compounds 

were calculated at ambient pressure and temperature which compared favorably with 

experiment. The method to obtain the experimental values for model compounds was 

described in the text. 
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The relevancy of the concept of solubility parameter to supercritical fluid was reviewed. 

It was noticed that the computed solubility parameters of water and the selected organic 

solvents converge at elevated temperatures while the solubility parameter of carbon 

dioxide is less than the rest of the solvents in their supercritical regions. 

 

The solubility parameters of all three model compounds decreased by increasing 

temperature in their respected supercritical regions; the differences between the solubility 

parameters of the model compounds and the supercritical carbon dioxide were large 

indicating that they don’t dissolve into each other; however all three model compounds 

dissolve into supercritical water at it close to its critical point, 22.5 MPa and 640-650 

MPa. 

Finally, the validity of previous results is also proved using simulation of mixtures of 

model compounds and supercritical fluids. The simulations show that H2OEP forms 

aggregates in both supercritical water and supercritical carbon dioxide in agreement with 

solubility parameter approach. The aggregates in supercritical carbon dioxide are more 

stable than in supercritical water which shows the solubility power of supercritical carbon 

dioxide is less than supercritical water, also in agreement with the solubility parameter 

approach. 

5.2 Future Work 

As for future work, the association of the model compound molecules in binary mixtures 

containing supercritical fluids should be carried out to confirm the prediction from the 
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solubility parameter approach. Also, it is well established that a small amount of polar 

cosolvents can significantly increase the interaction between supercritical fluids and polar 

low-molar mass solutes, based on the experimental results [77, 78] and molecular 

simulation [79]. The impact of addition of a cosolvent to supercritical carbon dioxide on 

its solubility parameter can be a topic of interest for future work as well. 

For practical purposes, the fact that models compounds do not dissolve in supercritical 

carbon dioxide, means they would precipitate in it; hence supercritical carbon dioxide can 

be used to isolate asphaltenes from petroleum and its heavy residues. The method 

compromises the dissolution of a test sample in supercritical carbon dioxide or in a 

mixture of hydrocarbon solvent with supercritical carbon dioxide and the subsequent 

precipitation of asphaltenes under the carbon dioxide supercritical conditions.  
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