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Abstract

In this work, we present a peer-to-peer (P2P) multicast system for broadcast­

ing high bandwidth streams to large numbers of heterogeneous and transient 

users. A scalable swarm-based P2P scheme is introduced, which does not 

maintain a rigid logical topology. Instead peers self-organize into an un­

structured overlay in an ad-hoc fashion. A credit-based incentive mechanism 

is proposed to encourage peers to contribute their upload capacity. The 

proposed scheme is evaluated through simulations in a dynamic and het­

erogeneous environment. We find that it is able to operate under resource- 

constrained conditions where traditional tree-based approaches typically fail. 

At the end, we demonstrate the feasibility of our design by implementing an 

operational P2P prototype system for live streaming.
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Chapter 1 

Introduction

1.1 In troduction
Live media streaming over the Internet has gained significant popularity in 
recent years due to the continuous increase in network access speed of the end- 
users. Most today’s Internet broadcast systems are based on the traditional 
client-server model, which leads to limitations on the achievable performance. 
The streaming server becomes the bottleneck since the bandwidth required 
for serving many clients at once is huge and very costly for the broadcasting 
entity.

Technically speaking, IP multicast [2] is the most efficient approach to 
support scalable live media streaming. However, the deployment of IP mul­
ticast has been slow for a variety of reasons [3]. Application Level Multicast 
(ALM) [4] has been proposed as an alternative to IP multicast. ALM builds 
an overlay network via unicast connections between end hosts. Along this 
direction, many P2P live streaming systems have been developed in recent 
studies [5, 6, 7].

The end hosts in a P2P streaming system contribute their upload band­
width to spread streaming media to other peers. The bandwidth require­
ments are now being shared by the source and participating peers, providing 
a potentially scalable solution. However, there arises a few practical chal­
lenges when we shift the multicast functionality from highly available and 
dedicated routers to autonomous and vulnerable end-hosts.

• Live streaming usually requires high bandwidth and has rigorous con­
tinuity demands. Dynamic changes in network conditions ((available

1
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bandwidth and latency), which tend to be more frequent in a P2P 
environment, can greatly affect the playback quality.

• Extreme peer transience: The measurement study performed in [8, 
9] found that a significant number of live streaming users have very 
short sessions. The average lifetime is only in the order of minutes. 
Such observation implies that a successful P2P streaming system has 
to be able to handle a very high rate of failures and dynamics of peer 
participation (churn).

• Heterogeneity in upload capacity: In P2P streaming, the bottleneck 
resources can easily be identified as the overall upload capacity in the 
system. However peers are heterogeneous in how much bandwidth they 
can contribute. In the current Internet environment, a large percentage 
of peers rely on asymmetric connections with high receiving capacity 
and low forwarding capacity. They are likely to consume more and 
contribute less. Such inherent unfairness requires incentives for other 
more resourceful peers to donate more bandwidth.

We argue that to address these issues, the design of a successful P2P live 
streaming system needs the following characteristics: (a) it should maintain a 
flexible structure to withstand peer transiency; and (b) instead of relying on 
altruism it should provide incentives to encourage capable peers to contribute 
their resources.

1.2 C ontributions
Our major contributions in this work are three-fold. First, we identify two in­
herent problems of the traditional tree-based P2P overlay multicast, namely 
resource underutilization and premature saturation. We argue that prema­
ture saturation undermines the sustainability of a tree under constrained 
bandwidth conditions. To this end we propose a P2P live streaming system 
based on an unstructured swarm overlay, where each node is connected to 
a random subset of peers. To fully utilize upload capacities smaller than 
the stream bitrate, the stream data are divided into small data unit frag­
ments. Peers transact on the basis of concurrent uploads and downloads of 
unit fragments. In addition, an “informed” push-based scheduling strategy

2
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is introduced which helps propagate data efficiently while reducing duplicate 
transfers.

Second, we propose a credit-based incentive mechanism that is designed 
to accommodate a certain degree of “unfairness” naturally arising in a het­
erogeneous environment. Rather than ensuring everyone contributes the 
same amount of bandwidth, and turning away resource-constrained users, 
it encourages resource-rich nodes to donate more uplink bandwidth to sub­
sidize resource-constrained peers. Simulation results show that our incentive 
scheme can motivate capable nodes to upload more because it provides them 
with better stream quality as well as a higher probability of being placed 
closer to the source.

Third, to demonstrate that our swarm-based scheme is a feasible archi­
tecture for P2P live streaming, a substantial part of our work is devoted to 
design, implement, and deploy a prototype system based on this architecture. 
We believe our experience offers a good starting point for others to design 
and deploy future P2P live streaming systems.

1.3 O rganization
The rest of the dissertation is organized as follows: In Chapter 2 we present 
the background of our research, followed by a brief history of peer-to-peer 
live streaming techniques. The most relevant systems are categorized based 
on the architectural models they use. We compare the characteristics of var­
ious proposals, focusing on their strengths and weaknesses. In Chapter 3, 
we concentrate our analysis on the traditional tree-based overlay multicast 
systems, and further explain its two inherent problems. We then detail the 
design of a swarm-based P2P live streaming system in Chapter 4. We de­
scribe our experimental setup and evaluate the simulation results in Chapter 
5. In Chapter 6, we demonstrate the feasibility of our design by implement­
ing an operational prototype system. We describe the aspects that were not 
addressed in the design phase, and present the modifications to make the 
system work in a real world environment. Finally, in Chapter 7 we sum up 
the open problems not covered by this work.

3
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Chapter 2 

R elated Work

2.1 W h y not W ireless?
The seminal work by Gupta and Kumar [1] has seriously put into ques­
tion the ability of mobile ad-hoc networks to scale to a level applicable for 
“large” deployment. In simple terms, what [1] demonstrated is that the po­
tential of nodes to communicate with far away nodes cancels performance 
dividends stemming from spatial reuse. Certain “data diversity” approaches 
[40, 41] have been proposed as the means to avoid the aforementioned lack of 
scalability by injecting data traffic only within a restricted number of hops. 
However, exploiting data diversity requires the development of particular 
protocols that incite the cooperation of nodes.

In our work presented in [39], we re-examine [41] from the viewpoint of 
more realistic assumptions. In [41], a single data item is of interest to all 
the nodes in the system. Instead we assume different per-node interest and a 
large population of data items (files) with a popularity that follows a Zipf-like 
distribution. The particular shape of the popularity distribution has been 
identified in wired P2P networks [42]. To capture the shared nature of local 
wireless channel, we apply a simplified max-min fair bandwidth allocation 
algorithm. We also consider dynamic environments where, over time, new 
nodes join the network and some old ones depart.

Our approach exposes additional issues not originally studied, such as the 
throughput under different node interests in terms of the files available, or the 
need for nodes to possess a “healthy” fraction of the total population of files 
in order for the throughput to be maintained at high levels. As a second step,

4
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Figure 2.1: Performance of different policies.

we revisit the lessons from [40] and observe the fact that in an environment 
with restricted levels of mobility, the time horizon over which reception of a 
desired file can take place may be unreasonably long. We therefore propose 
how to leverage the design rule (limit the distance in terms of number of 
hops between communicating/exchanging nodes) but not interpreted at its 
extreme (exchanges only between adjacent nodes) that [41] assumes. We 
thus introduce a tradeoff whereby less throughput (due to paths limited to 
a few hops “congesting” locally the network) comes at the benefit of better 
delay for obtaining a file. However, before one can reasonably expect nodes 
to implement such limited-length paths, we need to answer the question of 
what is the incentive for a node that is not the endpoint of an exchange to 
participate in such exchange. We attem pt to find whether a simple policy 
can provide the incentive necessary so that nodes participate as intermediate 
hops.

In the end, three different cooperative policies are studied. A node with 
the cooperative policy is willing to contribute its resources for any file it 
doesn’t have. A node acting semi-cooperative is only willing to route traf­
fic carrying one of its desired files. The difference between the two semi­
cooperative policies is in the way of forwarding the file exchange query.

As shown in Figure 2.1, we find out semi-cooperative nodes do not help at 
all. During the simulation, most traffic is still direct transactions via one-hop 
path. When a semi-cooperative node tries to serve as an intermediate node

5
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Figure 2.2: Cooperative policy overhead.

by relaying a file exchange request, it will modify the information included 
in the request according to its own target file list resulting in an even more 
rigid query. Thus few next-hop nodes can fulfill the more restricted query 
and initiate a multi-hop file exchange. Since the semi-cooperative schemes 
are under-performing in a two hop maximum case, they will be performing 
even worse in multiple hop cases since the query becomes more and more 
specific to few (and possibly even down to zero) items. Certainly, if the set 
of files requested in common by all intermediate nodes is the empty set, the 
query is abandoned (dropped), and no exchange takes place. In environments 
with immense file populations, and few desired files for each node (compared 
to the total population of files), the semi-cooperative policies simply make 
no sense.

Although Figure 2.1 shows promising performance for the cooperative 
policy, further study shows that this performance increase comes at a price 
of higher power usage. In Figure 2.2, the number of desired files acquired 
per node is compared to the number of files transm itted per node. The gap 
between the two curves represents the overhead introduced by cooperative 
node behavior. When all nodes in the network are cooperative, the number of 
files transmitted by a node is almost twice as the number of its desired files. 
This is not particularly surprising because in addition to one-hop exchanges 
(that are guaranteed to be relevant to the desired files of the communicating 
nodes), the nodes are also forwarding traffic for nodes two hops apart. If we

6
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allow for longer paths, more of the node’s capacity is devoted to forwarding 
than to data items it desires. Therefore, the gap evidenced in Figure 2.2 
could increase even further if longer paths are introduced.

To clarify the last point we will look in more detail into the throughput of 
a single node, instead of the throughput of the system as a whole. We track 
the average per-node throughput during the simulation to see if cooperative 
nodes can enjoy better performance than non-cooperative nodes. 50 cooper­
ative nodes and 50 non-cooperative nodes are placed into the network. Per- 
node throughput is plotted against time in Figure 2.3. The per-node through­
put is expressed as average throughput (counted in units of file blocks) over 
a period of five successive time units. As shown in Figure 2.3, cooperative 
nodes have a higher per-node throughput than non-cooperative nodes. But 
if we only count the part of the throughput that carries desired files, the per- 
node throughput is indistinguishable to tha t of the non-cooperative nodes. 
Hence, the cooperative nodes receive the same “essential” throughput as non- 
cooperative ones but at the cost of having expended more energy forwarding 
traffic on behalf of others. This is the disadvantage of cooperation, and raises 
the question of whether we can seriously use any form of multi-hop routing 
in mobile environments without coming up with a better incentive scheme 
for nodes to participate in the exchanges of other nodes.

We note that our work in [39] essentially defines some form of peer-to- 
peer protocols between adjacent nodes in wireless environments . The rather

7
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pessimistic results of our experiments motivate us to look back into wired 
networks instead. In a wired system, a data item can be “discovered” and 
obtained however far away and however few nodes possess it. Hence, the 
performance of peer-to-peer protocols in wired environments is no longer so 
much dependent on user population and data diversity. The simplest case 
is to assume a single data item is of interest to all the nodes in the system 
(extending naturally to multiple items of interest to all nodes), where the 
criteria of success becomes how fast the data are being distributed, namely 
the system throughput and transmission delay. In the end peer-to-peer live 
streaming systems stand out as a perfect example for our study since users 
in live streaming systems naturally share common interest in the data being 
broadcasted, and the most important measurements in those systems are the 
average throughput and delay.

In the rest of this chapter we will give a brief discussion of the most 
relevant peer-to-peer based techniques that have been proposed and deployed 
in the area of live media streaming.

2.2 P eer-to -P eer N etw orks
The term “peer-to-peer” (P2P) refers to a class of systems and applications 
that employ distributed resources to perform a function in a decentralized 
manner. W ith the pervasive deployment of computers, P2P is increasingly 
receiving attention in research, product development, and investment circles. 
Some of the benefits of a P2P approach include: improving scalability by 
avoiding dependency on centralized points; eliminating the need for costly 
infrastructure by enabling direct communication among clients; and enabling 
resource aggregation [10]. The first popular P2P system was Napster [11] 
which allowed users to share MP3-files with each other. Since then, the main 
application for P2P networks has been file sharing, in which users make some 
files available on their computers and others can download these files.

Although there have been significant research efforts in peer-to-peer sys­
tems during the last years, one category of P2P systems has received less 
attention until recently: the P2P media streaming system [12]. These sys­
tems are different in the data sharing mode among peers, because media 
streaming systems use the “play-while-downloading” mode. In file-sharing 
systems, a client first downloads the entire file before using it. There are no

8
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Table 2.1: P2P file sharing vs. streaming

P2P File Sharing P2P Streaming
Mode Open-after-downloading Play-while-downloading
Download Order Our of order In order
Download Speed 
Requirement

Only average download speed 
matters

Require relatively steady 
download speed

Current Status Widely deployed and accepted Not widely accepted yet

timing constraints on downloading the fragments of the file; rather the total 
download time is more important. However, in media streaming systems, a 
client overlaps downloading with the consumption of the file. It uses one part 
while downloading another to be used in the immediate future. Timing con­
straints are crucial, since a packet arriving after its scheduled play back time 
is useless and considered lost. Some key diffences between P2P file sharing 
and media streaming are listed in Table 2.1.

2.2 .1  P 2 P  L ive S tream in g

Live streaming refers to the synchronized distribution of streaming media 
content to one or more clients. The content itself may either be truly live 
or pre-recorded. A live stream has the important property of being history- 
agnostic: the group-member is only interested in the stream from the instant 
of its subscription onwards [13].

The first attem pts to apply P2P systems for distributing live media date 
back to 2000 with the proposal of the Overcast [14] and Scattercast [15] 
architectures. They both employ a two-tiered infrastructure (the P2P part 
of the network is just the core, end-users don’t take an active role in the 
content distribution) to spread the load from a single server to a large pool 
of supporting nodes.

In the following years (2001 to the present), the research started focus­
ing on completely distributed systems for media broadcast. Many P2P live 
streaming systems have been proposed. They can be classified in three main 
categories based on their overlay architecture:

• Tree-based overlay approaches. In these systems peers are hierarchi-

9
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cally organized in a single-tree or multiple-tree overlay, and data are 
forwarded from the source to peers along the tree(s).

• Unstructured overlay approaches. The content is divided into pieces 
that are spread in the network by the source without following a pre­
defined structure. Peers establish relationships among themselves to 
retrieve missing pieces.

• Others. Some systems [18] use a hybrid approach that exploits both 
previous techniques.

In the following sections we are going to describe these three categories 
by presenting one or two examples for each of them .

2.3 T ree-B ased S ystem s
In these systems peers are organized in a fairly static structure upon which 
the stream is spread. This structure is a hierarchical (single or multiple) tree, 
with the source as root, where every node receives the whole data content 
from its parents and transmit it to its children.

2.3 .1  S ingle-T ree A pp roaches

The single-tree model is by far the most common approach to build a P2P 
live streaming system due to its simplicity. It reproduces the IP multicast 
structure as peers are organized into a source-rooted spanning tree across uni­
cast connections between them. Many P2P live streaming systems (Spreadlt 
[5], ESM [4]) have been proposed to create and maintain an efficient tree 
overlay. Differences between these systems mainly concern the way peers are 
organized and the algorithms used to create, to maintain and to repair the 
tree structure.

Spreadlt [5] is among the earliest attempts for streaming live media over 
a P2P network. It consists of a lightweight peering layer that runs between 
the application and transport layers on each peer, which maintains the con­
nectivity to the rest of the network under arbitrary joins, leaves, and failures 
of peers in the network. A simple redirect mechanism is used to provide 
hints to a requesting node and guide it to an unsaturated peer in the net­
work. Each join request starts by contacting the source, and then goes down

10
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(redirection after redirection) along the tree until a node offers to accept the 
newcomer. Redirections are done following deterministic policies or at ran­
dom. When an internal node wants to leave the tree, all its descendants have 
to be reattached in a new position. Prior to leaving, the node sends redirect 
messages to its children to gracefully hand them over to other nodes known 
to have free resources. In case of node failures, the recovery phase is more 
difficult: first the failure has to be detected (through heartbeat mechanisms, 
like periodic pings), then all the descendant nodes of the failed parent have 
to restart a join attempt.

2.3 .2  M u ltip le-T ree A pp roaches

One of the main issues of the single-tree approach is that the load of dis­
tributing the content is supported by a relatively small number of interior 
nodes while most nodes are leaves and do not share their upload bandwidth. 
This unfairness issue also leads to the error propagation problem that data 
loss near the root affects a large population of downstream nodes.

The multiple-tree architecture has been proposed to address these issues 
by building N  different trees, sharing the same source, among peers. One 
example of the multiple-tree approaches is the SplitStream system [6] from 
Microsoft Research. In SplitStream, the stream is divided into N  disjoint 
sections called stripes, each being didtributed by one tree. To receive the 
full stream, a node must join every tree. To ensure fairness, the trees are 
built such that every node is an interior node in precisely one tree. Since all 
peers are involved in the data distribution, the load is now spread among all 
nodes. Also a node failure only causes the loss of one stripe, which improves 
robustness.

A drawback of these systems is the higher control overhead with respect 
to the single-tree approach, due to the fact that there are now N  trees to 
build and maintain. Another problem of multiple-tree systems is that they 
are usually tightly coupled with advanced coding techniques like Multiple 
Description Coding (MDC) [16], which are not widely available yet.

2.4 U n stru ctu red  System s

In these systems peers are no longer organized in a hierarchical structure 
where the stream is forwarded as a continuous flow of data. Instead the

11
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source splits the stream into a series of pieces (often called chunks). There 
is not a predefined data path since every chunk follows a different route to 
arrive at peers. The connections established among nodes are “data driven” 
in the sense that a peer connects to potential providers in order to obtain 
missing pieces. As a consequence, it is not possible establish a precise time 
bound for packet reception. It is thus necessary to adjust the stream play 
out time according to the download rate. This is not a trivial task since the 
download rate can fluctuate during time. On the other hand, unstructured 
systems offer good performance in terms of robustness since peers naturally 
adjust their position in the overlay according to the network changes.

One example of unstructured P2P live streaming systems is CoolStream- 
ing/DONet [17]. In DONet, a gossip membership protocol is used to dis­
tribute the knowledge of other nodes in the network. When a node receives a 
membership message, it will update/create the entry in its membership list. 
Then it forwards the message to another randomly selected peer to spread 
the message. A node maintains connections to M partners selected from the 
peers present in its membership list. Data are exchanged among partners 
only. Information about what data chunks a peer has is spread among part­
ners using a bitmap. DONet assumes a cooperative environment where nodes 
upload willingly. Thus no incentives are provided to justify contributions.

2.5 O ther System s
There are some P2P live streaming systems that can not be easily classified in 
the previously discussed categories because they employ hybrid approaches. 
These system try to exploit the positive features of both structured and 
unstructured approaches while mitigating their drawbacks. For example, 
Bullet [18] combines a standard single-tree structure with an overlay mesh 
layered on on top of the tree. Bullet nodes begin by self-organizing into an 
overlay tree, which is used to convey control messages and most data packets. 
A highly variable mesh structure is then constructed among peers via random 
connections that are orthogonal to the tree. The mesh overlay enables nodes 
to quickly locate multiple peers and retrieve missing data items from them 
in parallel. Thus Bullet is able to avoid bandwidth bottlenecks in the tree 
by allowing leaf nodes to forward data as well. However since it still relies 
on the tree to disseminate most data, Bullet does not completely address 
the inherent issues in the single-tree structure. Namely a node’s position
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Table 2.2: General comparison of various P2P live streaming systems

Transmission
Delay

Robustness /  
Adaptiveness

Fairness Control
Overhead

Structured Low Bad Bad - 
Fair

Low - 
Medium

Unstructured Variable Good Good Medium 
- High

Hybrid Medium Fair Bad High

in the tree still determines the bandwidth it is likely to give back and the 
performances it can obtain. Also there are no incentives for Bullet nodes to 
contribute their resources.

2.6 C onclusions
In the previous sections we briefly discussed the most relevant results in the 
area of peer-to-peer live media streaming. It is not easy to make a com­
parison among them since the evaluation results would depend a lot on the 
assumptions, which include (but not limited to): peer behavioral model, net­
work topology, availability of upload bandwidth, nature of the media stream, 
and the application environment (i.e. small-scale, intra-company, large-scale, 
etc.).

In Table 2.2 we make a rough comparison between those different ap­
proaches. Structured systems are able to achieve optimal performance with 
respect to the transmission delay, but they suffer badly in the presence of peer 
transiency. Unstructured systems show a better resilience to peer transience. 
However the transmission delay is unpredictable due to the dynamic overlay. 
Hybrid systems seem like an overall balanced solution. However they require 
higher control overhead and higher management complexity since they have 
to maintain both a tree structure and a mesh overlay.

There is not a “best” approach. Every solution has its advantages and its 
drawbacks. An approach may thus be suitable or not depending on the goals 
the system needs to achieve and the environment where it will be deployed.
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Chapter 3

The Case Against Tree-Based  
Overlay M ulticast System s

We have seen that a tree-based application level overlay is by far the most 
popular, obvious and intuitive structure in P2P live streaming systems. In 
this chapter, we will analyze the tree structure in detail and identify two in­
herent problems of the tree-based overlay multicast systems, namely resource 
underutilization and premature saturation.

As a rigid structure, a tree is inherently vulnerable to network dynam­
ics. Unlike IP multicast, the non-leaf nodes in the tree are autonomous end 
hosts, which can crash or leave at will. When a non-leaf node leaves the mul­
ticast tree, its descendants, possibly a significant number of nodes, will suffer 
stream discontinuity until they find new parents. In addition, the bandwidth 
available to any host is limited by the bandwidth available from that node’s 
parent in the tree. As a result, any data loss or bandwidth fluctuation at a 
node near the root may affect a large population of downstream nodes.

Another difficulty with trees is that only the interior nodes are responsible 
for forwarding traffic, while the leaf nodes do not upload at all. This unfair 
sharing of load can cause a lack of incentives for interior nodes to contribute. 
Moreover, if a peer’s upload capacity is below the stream bitrate, it can only 
join the tree as a leaf node. For high bandwidth streams where only a small 
percentage of peers can forward the stream at full rate, the tree may easily 
become saturated.
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3.1 R esource Index
Here we introduce a metric called resource index that measures the service 
capacity of the system. The resource index R I  is defined in [19] as the 
ratio of the aggregate supply of upload bandwidth (from the source and 
peers) to the total demand for bandwidth in the system, which is the number 
of peers times the stream bitrate. R I  captures the theoretically available 
resources the system can offer to participating peers. However in a single-tree 
structure, the amount of bandwidth that can be utilized not only depends on 
the capacity of hosts, but also is related to the stream bitrate. For example, 
if the stream is encoded at 512kbps, a host with a upload capacity lower 
than 512kbps cannot contribute any resources. On the other hand, if a host 
has an upload capacity of 768kbps, this host can support at most one child, 
which leaves a residual capacity of 256kbps unusable. To reflect this resource 
underutilization of tree structure, we define another resource index R I tree 
by only considering the upload bandwidth usable to construct a tree for a 
particular stream bitrate. Evidently, R I tree is always smaller than R I .

To calculate the value of RItree-, we need to model the distribution of 
upload capacity of Internet end hosts. To simplify our analysis without 
loss of generality, in this work we divide hosts into two categories based on 
their upload capacity: resource-rich and resource-poor. Resource-rich hosts 
have a upload capacity exceeding the stream bitrate, representing users in 
academic institutions and large corporate entities. Resource-poor hosts have 
a upload capacity lower than the stream bitrate, mostly home users using 
ADSL or cable modems. Under this bimodal distribution of upload capacity, 
if each resource-rich host, including the source, is able to support d children 
on average, then a tree’s resource index RItree = d x a, where a  is the 
percentage of resource-rich hosts.

RItree plays an important part in determining a tree’s scalability and 
stability. When R I tree is well above 1, there are plenty of idle resources 
available in the system to support newcoming participants. Furthermore, 
after an internal node leaves the tree, its descendants can quickly find new 
parents and recover from disruption. As RItree drops closer to 1, the system 
becomes more resource-constrained. As a result, the tree has to grow deeper 
to accommodate the same number of nodes. The average recovery time for 
a disconnected node also increases. If RItree is smaller than 1, there are not 
enough resources in the system to support the current number of participants. 
New join requests will be blocked and the descendants of a failed node may
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Figure 3.1: A well-balanced tree Figure 3.2: An unbalanced tree

not be able to reconnect to the already saturated tree.

3.2 T he Im pact o f R esource Im balance
A favourable tree-overlay should be balanced to minimize the path length 
from the root to leaf nodes because a longer path is more prone to failure 
and congestion. Another benefit of a balanced structure is that each node 
departure affects a smaller number of descendants on average. However it 
is not easy to maintain an efficient tree structure due to the existence of 
resource-poor hosts.

Figure 3.1 shows a well-balanced tree structure, where shaded circles rep­
resent resource-rich hosts (note d = 2 and RItree > 1)- Figure 3.2 shows an 
unbalanced tree structure with the same set of hosts. We notice the tree be­
comes unbalanced in Figure 3.2 because there are a few resource-poor hosts 
(node 6 and 8) connected at higher levels of the tree. As a result, other 
resource-rich hosts near the root (node 1 and 2) become critical points in 
the tree as their descendants consist of most of the population. For example, 
when node 1 leaves, 8 nodes will be disconnected in Figure 3.2, while only 4 
affected in Figure 3.1.

Resource-poor peers near the root also cause a tendency for the tree to 
become prematurely saturated in a dynamic environment. A tree is satu­
rated when every node in the tree is unable to accept more children, leaving 
some other nodes unable to join the tree. Ideally a tree should only become
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Figure 3.3: Premature saturation Figure 3.4: Preemption avoids prema-

saturated when R I tree < P when R I tree > 1 all participants should be able 
to join the tree. However due to dynamics of peer participation, it is pos­
sible for a resourceful tree (R Itree > 1) to become saturated prematurely, 
causing a large portion of nodes including some resource-rich hosts discon­
nected. Premature saturation happens when some critical resource-rich host 
near the source fails and its position is taken over by another resource-poor 
host. An example of premature saturation is shown in Figure 3.3, which can 
be formed following a link failure between node 1 and node 2 in Figure 3.2. 
Premature saturation causes a damaging effect to the tree-based system. It 
happens more frequently in a resource-constrained environment where there 
are a lot of resource-poor hosts in the system and the tree tends to be more 
unbalanced.

3.3 W hat about Preem ption?
An apparent solution to avoid premature saturation is preemption. Preemp­
tion allows disconnecting resource-poor hosts from the tree and replacing 
them by incoming resource-rich hosts [19]. An example of preemption is 
shown in Figure 3.4. W ith preemption, resource-poor peers will eventually 
be pushed further away from the source, resulting in a more balanced tree. 
Preemption can also serve as an incentive scheme to reward contributing 
hosts [20].

However, a practical design of preemption has to be able to prevent cheat­
ing when identifying contributing hosts because users tend to deliberately

ture saturation
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misreport information if there is an incentive to do so [21]. If a node declares 
it has more resources than it has and attempts to accept more children than 
its capacity allows, it affects not only its own performance, but also its chil­
dren’s performance. We may try to measure and verify reported information 
from peers, but it requires expensive techniques to automatically estimate 
the outgoing bandwidth of hosts. Another question is how to ensure that a 
peer actually contributes its promised donations. A peer can cheat by ac­
cepting children but sending little data to them. We may catch such cheaters 
if children are allowed to audit their parent’s behaviors and complain when 
they believe they are being “mistreated” . But this leaves the possibility of 
fake complaints and collusion.

In this chapter, we have identified two key issues in a tree-based over­
lay. One is whether there are enough resources to sustain a scalable tree 
in a heterogeneous environment. Another issue is whether it is feasible to 
maintain a stable and connected tree in the presence of peer transience. We 
find that a tree-based overlay is susceptible to premature saturation in a 
resource-constrained environment. This observation poses serious questions 
on whether a tree-based scheme is feasible to support high bandwidth streams 
in the current Internet environment. To this end we seek to design a P2P 
live streaming system that does not rely on a rigid structure like a tree.
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Chapter 4

Design of A Swarm-Based P 2P  
Live Stream ing System

4.1 P 2 P  Sw arm ing
Recently, an unique peer-to-peer content distribution mechanism has become 
very popular, which is sometimes called P2P swarming or file swarming. The 
technology is most commonly implemented in the Bit Torrent protocol [22], 
though other variations have also been proposed [23]. Unlike many peer-to- 
peer systems, a P2P swarming system does not maintain a structured overlay. 
Instead, nodes self-organize into an unstructured overlay in an ad-hoc fashion 
whereby each node is connected to a random subset of neighbors, as shown in 
Figure 4.1. A swarm topology resembles a random graph, and thus is robust 
against partition even in the presence of high rate of churn [24, 25].

P2P swarming is commonly used for distribution of large static files. The 
file to be distributed is broken into small units, usually 256K B  to 1 M B  in 
size. Initial copies of these copies are distributed by the source among ran­
domly selected peers. At the same time each peer periodically exchanges unit 
availability information with its neighbors, and transacts with them to up­
load and download data units in parallel. After all the units are downloaded, 
a peer can re-construct the original file.

It has been shown, both in the literature [26] and in real-world appli­
cations [27], that P2P swarming content distribution is more efficient than 
traditional client-server and CDN approaches with respect to the utilization 
of upstream capacity. And we argue that some unique features of swarming
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Figure 4.1: Swarming: Peers form a random overlay

could make it a better live streaming solution than a tree-based one in situ­
ations where many hosts have asymmetrical bandwidth and short sessions:

• Splitting content into small units helps to fully utilize small granules 
of available service capacity. Resource-poor hosts that cannot support 
children in a tree are now able to act as suppliers in a swarm and 
contribute their upload bandwidth. In circumstances where there are 
barely sufficient resources, especially at the point when R I  > 1 > 
RItree> a swarm is able to sustain the demands of all participants when 
a tree cannot.

• In a tree a peer receives data from one single supplier - its parent. In 
comparison, a peer in a swarm downloads from multiple suppliers in 
parallel, which enables it to better cope with bandwidth fluctuations 
and recover from loss of supplier(s) with less quality degradation.

• The bidirectional property of data transfers in a swarm makes it feasible 
to implement a low-cost and robust incentive scheme, as shown by the 
effectiveness of the tit-for-tat variant policy used in BitTorrent [22].

However P2P swarming is originally designed for file downloading only. 
It is not trivial to extend it to support live streaming because live streaming 
has some distinct characteristics that put more stress on the system.

• One of the reasons that swarming achieves high throughput is that data 
units are distributed out of order. The most commonly applied algo­
rithm is the rarest-first policy [22], where the least duplicated data unit
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among neighbors is uploaded first in order to improve data diversity . 
However, live streaming requires data to be accessed sequentially. If 
every peer tries to acquire data in strict streaming order, the overall 
performance of the swarm will deteriorate due to overlapping data sets 
among peers.

• Compared to file downloading, live streaming is less tolerant toward an 
insufficiency of resources. A lower resource index only causes a longer 
waiting time in file downloading, but it seriously degrades the playback 
quality in streaming. If peers find the stream not watchable, they may 
decide to leave.

• Only the average download speed matters in file downloading. But 
for streaming, it is also important to receive the data at a relatively 
constant rate because the playback quality is subject to oscillations in 
download speed. Also to ensure the “liveliness” of the stream playout 
(i.e., to keep it as close to the ’’live” transmission instants at the source) 
the delay to disseminate a unit to all the peers must be kept relatively 
small.

• In file swarming, after the source has distributed a full copy of the 
file, it functions as a normal peer and may leave without damaging 
the system. For live streaming, the source remains as the only “seed” 
in the system throughout the broadcast session. If the source fails to 
distribute enough copies of some data units, those units may not be 
able to traverse the whole overlay in time.

We now start to present the design of our swarm-based P2P live streaming 
system in details. Note that some operations of the protocol are common in 
generic file swarming so we describe them concisely.

4.2 M em bership  M anagem ent
Like most P2P swarming systems, a peer joins by connecting to a number 
of peers that are currently in the swarm. We assume that there is a third- 
party membership service that provides random knowledge about current 
participants. It helps peers to form a random-graph togology that is robust 
against partition even in the presence of high rate of churn [24, 25]. There
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are some existing techniques to implement such a membership service, like 
the central tracker used in BitTorrent, or by a distributed mechanism, either 
flood-based (like Gnutella) or gossip-based [28]. Upon being queried by a 
joining peer, the membership service returns a random subset of m  peers 
that are currently in the system.

With the help of the membership service, each peer, including the source, 
tries to maintain connected to at least m  neighbors. The neighbor list is con­
tinuously updated during the session to accommodate membership dynamics. 
When a peer leaves the system, it will notify the membership service and its 
neighbors. When the number of neighbors connected to a peer becomes less 
than m  due to departures, the peer will query the membership service again 
to discover some new neighbors.

4.3 Buffering

The live stream content is broken into fixed size data units at the source. 
Each data unit is assigned a zero-based index number according to its position 
in the stream. We observe that peers are more interested in what is being 
broadcasted “now” , and therefore are loosely synchronized with the source 
in a broadcast session. At any time, a peer is only interested in a small 
continuous window of the stream depending on the latency between itself 
and the source. Thus only a small size buffer is needed to store the data 
units that are inside a peer’s current window of interest. As shown in Figure 
4.2, a peer’s window of interest scrolls at the same rate of the stream as the 
oldest data unit is being removed and later consumed by the media player. 
If a data unit is still missing upon its removal, it will cause a discontinuity 
at playback.

The size of the buffer determines how long a lag there is between a peer’s 
playback and the broadcast time at the source. A smaller buffer size produces 
a more “lively” stream but at the risk of causing higher data loss rate. On 
the other hand, a bigger buffer size improves the chances of obtaining data in 
time thus produces smoother playback. In this paper, we assume that each 
peer can tolerate an one-minute lag behind the broadcast time and as such 
allocates a corresponding size of buffer.

The availability of data units in the buffer of a peer is represented by a 
bitfield along with the index number of the oldest unit in the buffer. When 
two peers establish a connection, they exchange their bitfields during the
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Figure 4.2: A peer’s buffer is controlled by a sliding window. A is the index 
number of the latest data unit at the source.

handshaking. Each time a peer obtains a new data unit, it announces the 
availability to its neighbors by sending a have message, which includes the 
index number of the newly downloaded unit. After receiving a have mes­
sage from a neighbor, a peer updates that neighbor’s bitfield accordingly. It 
should be noted that the overhead of exchanging have messages is very small. 
Assume each data unit contains one second of media data, which implies that 
a peer generates have messages at an average rate of one message per second. 
Suppose the size of a have message is 40 bytes, the upload/download band­
width consumed by have messages is only about 16kbps for a peer connected 
to 50 neighbors. Such a small overhead is negligible compared to the stream 
bitrate.

The buffer is empty when first allocated. Therefore it is wise for a newly 
connected peer to defer playback until its buffer is filled up with contiguous 
data units to the average level of its neighbors. We define startup delay as 
the delay between the time a peer connects and the time it actually begins 
playback.

4.4 C red it-B ased  Incentive Schem e

Like many peer-to-peer applications, we allow users to configure how much 
upload bandwidth they are willing to contribute. Sometimes limiting the 
amount of upload bandwidth to contribute is necessary to avoid impeding 
other ongoing activities sharing the same connection. We also assume that 
users will not specify values exceeding the upload capability of their network 
connections. Note that it is not in a peer’s own interest to set its upload
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bandwidth to the physical capacity because doing so will likely lead to con­
gestion on the upstream link, which in turn hurts its download speed.

Realizing that peers are heterogeneous in their upload capacity, we do 
not require everyone to contribute a minimum amount of bandwidth to be 
admissible into the system. Instead, we aim to design an incentive scheme 
that encourages resource-rich peers to contribute more upload bandwidth and 
subsidize resource-poor peers. Ideally, resource-poor peers are to be served 
normally as long as there are sufficient resources available. But once resources 
become critical, the incentive scheme should allow peers that contribute more 
upload bandwidth to receive better playback quality in order to encourage 
them to continue their contribution.

A candidate solution is apparently the tit-for-tat upload algorithm de­
scribed in [22], which has been proven to work pretty well in real-world 
networks as shown by the success of BitTorrent. The algorithm works in a 
fully distributed way by letting each peer work independently to maximize 
its own download rate. A peer selects a fixed number of neighbors to upload 
while “choking” others. It decides which neighbors to upload strictly based 
on the current download rates it receives. As a result, peers that upload 
more tend to have higher download rates as well. Once a peer has finished 
downloading the whole file, depending on its level of altruism it either leaves 
or becomes a “seed” to continue uploading.

The above incentive scheme has the important property of being history- 
independent. When a peer determines which neighbors to reciprocate, it does 
not consider history transactions or long-term transfer rate. Instead only 
the instantaneous transfer rate is taken into account in order to maximize 
the download throughput. However, in live streaming the average download 
rate a peer can achieve is restricted by the stream bitrate. Once a peer 
has obtained all the data units currently available in the system, it stops 
downloading until it slides its window of interest to accommodate a new data 
unit generated at the source. W ith a history-independent incentive scheme, 
an adversarial move during such transient periods is to stop uploading as 
well because there is no direct reciprocity to continue uploading. Such selfish 
moves could cause underutilization of resources and fluctuations in download 
rates.

In order to encourage “seeding” behaviors from (potentially adversar­
ial1) peers, we introduce a credit-based incentive that is designed to be more

1 “Adversarial” in this context means a peer with selfish behavior tries to maximize
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history-dependent. A peer assigns a credit (CR)  to each neighbor to guide 
future reciprocation decisions. A neighbor’s credit is continuously updated 
solely based on the net amount of data the peer has received from that neigh­
bor. When a peer receives a data unit from neighbor i successfully (before 
playback), it increments neighbor Vs credit accordingly: C R % = CRi +  1.

With a history-dependent credit in effect, an adversarial peer cannot ex­
pect immediate rewards from short-term cooperative behaviours. Therefore 
it is encouraged to continue uploading to accumulate its credits regardless 
of the progress of its downloading. However, an ever increasing credit could 
bring another problem to the incentive scheme. Having uploaded a certain 
amount of data to a neighbor, an adversarial peer may decide not to upload 
anymore data to that neighbor because it has accumulated enough credits to 
secure reciprocations from that neighbor. Also in a dynamic environment, 
newly connected peers will find themselves in an adverse position to compete 
with peers that have been around for a while. Thus we introduce an aging 
factor (3 into credit computation to reduce old credits in the process. Each 
peer periodically (default is once every second) updates its neighbor’s credit 
by: CRi = (3 x  CRi, 0 < (3 < 1.

Each newly connected neighbor receives an initial credit e >  0. The value 
of e determines the competitiveness of a new neighbor. Note that a big e 
can undermine the effectiveness of the incentive scheme. In particular, if e 
is higher than its current credit, an adversarial peer is tempted to whitewash 
itself [29] by acquiring a new identity to avoid the penalty on free-riding. In 
this paper, new neighbors receive an initial credit e =  0 to impose a penalty 
on newcomers and discourage whitewashing.

In summary, the algorithm to calculate neighbor z’s credit can be de­
scribed as following:

• CRi — 0 (initially);

• CRi — CRi +  1, when successfully receives a data unit from z;

• CRi =  (3 x CRi, 0 < (3 < 1 (periodically).

Note that our incentive scheme is immune to cheating and collusion as 
peers make decisions strictly by observing the behaviors of their neighbors. 
As a result, malicious peers can not benefit from colluding because the in­
centive scheme only relies on local states.

its gains while still playing according to the rules of the P2P protocol, i.e., by exploiting 
weaknesses of the protocol.
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4.5 Inform ed P u sh -B ased  Scheduling A ssisted  
by Feedback

A common feature of many multicast systems is that data delivery is sched­
uled in a push-based fashion: Data are forwarded without explicit requests 
from the receivers in order to reduce overhead and accelerate the propagation 
of delay-sensitive data. Therefore a push-based scheduling is more desirable 
for broadcasting live stream to a large set of dispersed nodes in a short time 
limit.

However, there are a few disadvantages to a purely push-based scheduling. 
It is difficult to recover from data loss if the receiver is unable to ask for 
retransmission of lost data. The reason we would prefer retransimission in 
a live streaming environment is due to the one-minute buffer size, which 
gives us enough time to benefit from retransimission. Another disadvantage 
of push-based scheduling happens when there are multiple suppliers for a 
given receiver. Uninformed push may create duplicate transfers, which is 
particularly undesirable in a resource-constrained environment.

We devise an informed push-based scheduling strategy assisted by feed­
back from receivers, which works as follows. A peer always uploads to a 
fixed number of neighbors depending on its upload capacity. 2 When it 
finishes uploading a complete data unit, it selects the next recipient based 
on its neighbors’ credit rating: the neighbor having the highest credit will 
be chosen. Once a peer chooses a neighbor to reciprocate, it compares its 
own bitfield with the neighbor’s bitfield to determine a subset of data units 
it is able to offer. The particular unit to be uploaded is then selected from 
the subset in a random fashion. Note that we do not employ a rarest-first 
selection policy because a rarest first policy tends to postpone transferring 
units imminent to playback since those units are usually more common in 
the system. This can cause unnecessary playback discontinuity. On the other 
hand, always selecting units imminent to playback might yield better play­
back continuity, but doing so can undermine data diversity in the system, 
resulting in a lower throughput because the performance of a swarm-based 
system is directly subject to data diversity. We find that simply selecting

2 We assume that the underlying transport protocol is able to saturate the upload 
capacity and control congestion as the same time. In practice, a variant of TCP Friendly 
Rate Control (TFRC) protocol [30] may be used instead of TCP to avoid the abrupt 
changes of the sending rate, which are unfavorable in a streaming application.
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unit at random is a good compromise between data diversity and playback 
continuity.

W ith informed push, recovering from data loss caused by node failures is 
an automatic process. However there is still a possibility that a peer receives 
duplicate data from multiple suppliers, especially when only a few data units 
are still missing from its buffer. When a duplicate transfer happens, the re­
ceiver intervenes by sending back a feedback message, instructing the supplier 
to stop and instead send another data unit suggested in the feedback.

Because the source receives no upload, all its neighbors have a zero credit. 
To ensure fairness the source uploads to its neighbors in a round-robin fash­
ion. Also the source always pushes out the latest data units with higher 
priority. This is done to facilitate in-time data delivery and avoid late data 
loss.

27

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 5 

Evaluation

5.1 E xperim ental Setup
We developed a flow-level, discrete-event simulator to simulate the P2P live 
streaming network. The simulator models the pairwise latency between peers 
and it does not model packet losses and cross traffic for simplification. W ith­
out considering a physical network topology, we assume all nodes reside at 
the edge of the network and no bottleneck links exist in the core of the net­
work. This simplification implies that congestion only happens at the access 
links to the network [31]. In a P2P streaming system, the bottleneck re­
sources are indeed the limited upload capacity of end hosts. Therefore our 
simulator only models congestion at those outbound links, which is done by 
fairly divide available bandwidth between concurrent flows leaving a node.

5.1 .1  T h e N etw ork

The simulated network consists of 1740 nodes, with a pairwise latency matrix 
derived from measuring the inter-node latencies of 1740 DNS servers using the 
King method [32]. For simulations involving larger networks we assign each 
node a random pair of coordinates on a two-dimensional Euclidean space and 
derive the network delay between a pair of nodes from their corresponding 
Euclidean distance. The average and maximum round-trip delay between 
node pairs in both the King data set and the Euclidean plane is about 180 
ms and 800 ms respectively.
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Figure 5.1: Cumulative distribution of session length

5.1 .2  P eer  M em b ersh ip  D yn am ics

Based on the measurement’study of live streaming workloads in [8, 9], we 
model the interarrivals of newly joined peers by an exponential distribution. 
The average arrival rate is represented by A. After a peer joins the broadcast, 
it stays in the system for a random period of time before it leaves. Such 
period of time is defined as the session length, which follows a log normal 
distribution shown in Figure 5.1. Note there are a significant number of very 
short sessions and the median length is only about 5 minutes. However the 
mean length is around 15 minutes. This implies a heavy tail where a few 
peers tune into the broadcast for much longer periods of time.

5 .1 .3  S tream in g  M ed ia  M od el

We assume the source is broadcasting a constant bitrate stream encoded at 
512kbps. The stream consists of a sequence of media packets. Each packet 
contains the compressed media data spanning across a short time period, 
which is assumed to be one second in simulations. The loss of a single packet 
causes the media of that second alone to be not decodable, thus incurs an one- 
second playback discontinuity. Note that the media packet is interchangeable 
with the data unit defined in Chapter 4.
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5.1 .4  B im o d a l C onfiguration  o f  U p load  C ap acity

We divide peers into two categories according to their upstream bandwidth:
(a) resource-rich peers have an upstream bandwidth of 2048kbps, which is 
four times the bitrate; (b) resource-poor peers have a constrained upstream 
bandwidth of 25Qkbps, half the bitrate. Since we only consider congestion at 
upstream links, peers are assumed to have unlimited downstream capacity. 
The percentage of resource-rich peers a  controls the resource index R I  and 
RItree in the system as: R I  = 3.5a +  0.5 and RItree =  4a.

5.1 .5  A  T ree-B ased  P ro to co l

To compare the performance of the swarm-based live streaming protocol with 
a tree-based one, we implemented a simplified version of the tree overlay pro­
tocol borrowed from [19]. Like many existing P2P live streaming approaches, 
it builds and maintains a single connected tree rooted at the source. When 
a peer needs to connect to the tree, either at its join time or at the time 
of a reconnection, it contacts the peer membership service to get a random 
subset of m  peers that are currently in the system. It will then probe the 
m  peers to see if they are currently connected to the tree and have enough 
capacity to support a new child. If there are multiple positive replies, the 
peer selects the parent with the minimum depth. This process is repeated 
until the peer is able to find a parent and connect to the tree. Unlike [19], we 
do not give higher priority to join requests from potential contributors based 
on the reasoning that it is very difficult to realize such a preemption scheme 
in real-world networks (see Section 3.3). Therefore there may be cases where 
the tree becomes prematurely saturated, leaving some resource-rich peers 
unconnected and unable to contribute their upload bandwidth. We also em­
ploy a different tree repairing method when an internal node fails: Instead 
of having each disconnected descendant look for a new parent independently, 
only the children of the failed node try  to reconnect while others stay put in 
the subtrees. Such graft-like method generates fewer reconnection requests. 
It is also supposed to create a more stable tree structure.

5.2 S im ulation  R esu lts
Unless otherwise noted, each run of simulation simulates a period of two 
hours. To allow the system to reach steady state behavior, we start to collect
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Table 5.1: Default simulation parameters

Number of hosts returned 
by the membership service

m  = 20

Average arrival rate A =  1 arrival per second
Credit aging factor /? =  0.9 per second
Initial credit e =  0
Startup delay 30 seconds
Size of the sliding window 60 seconds
Source capacity 2560 kbps

statistics after a warm-up period of one hour in simulation time. Default 
simulation parameters are listed in Table 5.1.

5.2 .1  P erform an ce o f  th e  T ree-B ased  P ro to co l

We evaluate the performance of the protocols using two important metrics, 
average stream quality and aggregate system throughput. Average stream 
quality measures the playback continuity received at individual peers, defined 
as the number of data units arrived before playback over the total number of 
units. Aggregate system throughput measures the performance of the system 
as a whole, defined as the aggregate instantaneous download throughput over 
the total amount of demands (number of peers times the stream bitrate).

Figure 5.2 plots the average stream quality as a function of a, the per­
centage of resource-rich peers. It can be seen that the stream quality remains 
very low when there are few resource-rich peers in the system. Only after 
a  exceeds 0.25, the stream quality begins to improve to an acceptable level. 
When half of the participants are resource-rich peers, the tree is able to de­
liver a near perfect quality stream to all participating peers. Figure 5.2 also 
shows that the source’s capacity is very important in a tree-based proto­
col. A small fan-out degree at the source has a big negative impact on the 
performance because the tree is more likely to become unbalanced if a few 
resource-poor peers happen to be connected near the source.

Figure 5.3 shows the changes in the tree’s aggregate throughput over time 
under different resource conditions. We find that lack of resources causes in­
stability in the tree. When a  =  0.4, the system is able to quickly recover from
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Figure 5.3: Less resources cause more instabilities in the tree
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node failures. The sample standard deviation a of the system throughput 
over the shown time period is negligible, at 0.008. W ith a smaller a  =  0.3, the 
system becomes more vulnerable to peer transience. Oscillations in through­
put occur more frequently and last longer, resulting in a higher standard 
deviation of 0.08. When a = 0.25, the tree begins to experience large-scale 
and continuous breakdowns. The throughput plunges when a lot of peers are 
disconnected due to departures occurring near the source. W hat is worse is 
that some breakdowns continue for a long period of time if the tree becomes 
prematurely saturated. Such highly fluctuated throughput is destructive to 
playback continuity by causing frequent buffer underflows.

Figure 5.4 shows the underutilization of resources in the tree at a  =  0.25 
over time. Total resources ( RI )  are the total amount of upload bandwidth 
available in the system. Usable resources (RItree) are the amount of upload 
bandwidth that can be used to construct the tree. The difference between 
R I  and RItree demonstrates the inherent underutilization of resources in 
the tree-based protocol because resource-poor peers are unable to contribute 
their upload bandwidth in the tree. The capacity of the tree is determined by 
the amount of upload bandwidth from resource-rich peers that' are currently 
in the tree. Apparently the tree’s capacity is maximized and equal to RItree 
when all resource-rich peers are connected. However as shown in Figure 5.4, 
the tree’s capacity is only maximized in a few cases. Instead it often hap­
pens that many resource-rich peers are blocked from joining the prematurely 
saturated tree, which exacerbates the underutilization of resources.

To further illustrate the instability of the tree structure, we plot the 
cumulative distribution of disruption periods in Figure 5.5. A disruption 
period is the interval between the time a peer is disconnected from the tree 
and the time it finds a new parent, during which the peer suffers playback 
discontinuity. Figure 5.5 confirms that a tree is much more unstable in 
a resource-constrained environment. When a  =  0.4, most disruptions are 
recovered in less than 1 second; but when a  drops to 0.25, more than 30 % 
of disruptions last longer than 10 seconds .

5.2 .2  P erform ance o f  th e  Sw arm -B ased  P ro to co l

Figure 5.6 and Figure 5.7 show the performance results of the swarm-based 
protocol. Comparing Figure 5.6 to Figure 5.2, we find that the swarm-based 
protocol is much more resilient to scarcity of resources than the tree-based 
protocol. Because a swarm is able to fully utilize all the available resources,
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Figure 5.6: Swarm’s performance as a function of a  under different source 
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the average stream quality in Figure 5.6 quickly improves as the resource 
index increases. At a  =  0.2, the swarm-based system is able to deliver a near­
perfect stream while the stream in the tree-based system is still unwatchable 
(quality <C 50%). We also find that a swarm requires less source capacity 
to yield good performance than a tree does. The reason is that the data 
forwarding load in a tree is carried by a fraction of internal nodes only, while 
in a swarm all the peers are engaged in distributing data. Therefore the 
problem of premature saturation, which plagues a tree with limited fan-out 
degree at the root, seldom happens in a swarm.

Not only can it produce much better stream quality, a swarm is also more 
stable than a tree in the presence of churn. The reason is that a swarm does 
not need to maintain a rigid structure. Instead the propagation path of data 
units is constantly changing to be adaptive to network dynamics. Figure 
5.7 plots the swarm’s aggregate throughput over time. When a  =  0.25, the 
system throughput remains within a very small range below 1 and the sample 
standard deviation is only 0.003. This is in sharp contrast with what we see 
in Figure 5.3, where the throughput of a = 0.25 fluctuates intensively in an 
unpredictable way, resulting in an extreme standard deviation of 0.36.
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the swarm

5.2 .3  S ca lab ility  o f  th e  S w arm -B ased  P ro to co l

To study the scalability of the swarm-based protocol, we generate different 
workloads on the system by increasing the arrival rate A. Figure 5.8 shows 
how different network sizes affect the average and the maximum path length 
to deliver data units from the source to all participating peers. We find that 
the path length grows very slowly as the number of nodes increases. This is 
expected because the propagation routes for each particular data unit follow 
a spanning tree rooted at the source, whose depth grows logarithmically with 
the size of the network. As shown in Figure 5.8, even when there are ten 
thousands of nodes in the swarm, the propagation tree still stays within a 
practical depth, incurring a maximum end-to-end latency in the order of a 
few seconds if we ignore the waiting at each hop.

In the same set of experiments, we also find that the average stream 
quality is not affected by the network size in a noticeable way, and we omit 
the results for brevity. Moreover, because a peer is connected to a fixed 
number of neighbors regardless of the total number of nodes, the overhead 
at each peer is also independent of the network size.
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5 .2 .4  P rov id in g  In cen tives

To investigate the effect of the credit-based.incentive scheme, we compare 
the average stream quality received by resource-rich and resource-poor peers 
in Figure 5.9. As we expected, the incentive scheme works in an adaptive 
way, responding differently to different resource conditions in the system. 
When the resource index is larger than 1, both resource-rich and resource- 
poor peers are able to receive near-perfect stream quality because there are 
more than enough resources to sustain the whole population. However once 
the resource index drops below 1, the effect of the incentive scheme begins to 
show up: the stream quality received by resource-poor peers plunges, while 
resource-rich peers are not as remarkably affected. This difference in qual­
ity of service becomes more distinguishable if the resource index continues 
to drop. Therefore, resource-rich peers are encouraged to contribute larger 
amount of uplink bandwidth, because doing so will lead to better playback 
quality in the presence of resource variations. Another beneficial effect of 
the incentive scheme is when the system is short- of resources, resource-poor 
peers are more likely to leave due to poor stream quality, while resource-rich 
peers are more likely to stay since they see much less quality degradation. As 
a result, the system will be able to self-recover from resource shortage and 
restore the average stream quality.

Figure 5.10 plots the average path length of resource-rich and resource- 
poor peers as a function of a. It is desirable to receive data across shorter
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Figure 5.9: Resource-rich peers receive better stream quality under con­
strained bandwidth conditions

paths, since it reduces the propagation delay and the probability of service 
disruption. We find that there is a clear correlation between the path length 
of a peer and the amount of its contributions. Resource-rich peers receive 
data in fewer hops, which serves as another incentive for them to contribute 
more uplink bandwidth. This is a natural consequence of the credit-based 
incentive scheme that favors peers with higher credits. A resource-rich peer 
accumulate more credits at its neighbors by uploading more. Therefore it is 
able to preempt other resource-poor peers in the contention for upload slots. 
Since resource-rich peers have higher out-degree, placing them closer to the 
source also reduces the depth of the spanning tree.

5.2 .5  E ffect o f  S tartu p  D ela y

When a peer joins the system, it has an empty buffer and no credit as e =  0. 
Therefore the data loss rate is likely to be very high before the peer can 
obtain a few data units and accumulate some credits. Figure 5.11 shows the 
average data loss rate during a peer’s startup time under different resource 
conditions. With a reasonable resource index (a  — 0.25), a newly connected 
peer can expect its buffer to be filled up to the average level in less than 
30 seconds by its neighbors. From that point on, the peer is able to receive 
the stream with nearly no data loss. Therefore a 30-second startup delay is
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Figure 5.10: Resource-rich peers are placed closer to the source

enough for a new peer to start smooth playback. However we also find that a 
much longer startup delay is necessary if the resource index geijS lower. Such 
a penalty on newcomers can be partly lifted with a higher initial credit e.
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Figure 5.11: Data loss rate during startup period
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Chapter 6 

Im plem entation

In this chapter, we proceed to implement a real-world P2P live streaming 
system based on the proposed design in Chapter 4. Many challenges involved 
in developing a deployable and operational system are not considered in the 
design phase. For example, our system needs to support users behind network 
address translators (NATs) and firewalls, which consist of a large percentage 
of Internet users nowadays. The system also has to cope with a variety of 
popular media player and encoder softwares in order to import media data 
from encoders and provide them for playback in media players. In engineering 
our system, we have adopted some simple or existing solutions to accelerate 
the development. As a result, some compromises have been made to use 
suboptimal approaches with the hope that they can be revisted later. But 
still significant efforts have been invested to make the system robust and easy 
to use to meet the requirements of public release.

6.1 S ystem  O verview
Figure 6.1 gives a high-level overview of the live streaming system. The 
encoder converts the raw audio/video data generated by the camera into a 
compressed media stream, and sends it to the source peer. The source peer 
cuts the media stream into pieces of fixed size, typically each piece contains 
roughly one-second of media data. It should be noted that data integrity 
is not verified in the current implementation. The source peer and receiver 
peers run the same swarm-based P2P live streaming protocol to disseminate 
the stream data in the units of pieces along the overlay. Each receiver peer
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Figure 6.1: System overview

then forwards received data to the media player usually running on the same 
machine for playback.

The tracker is responsible to maintain a constantly updated list of peers 
currently in the session. A peer joins the broadcast session by contacting 
the tracker. The tracker responds with a list of contact information of peers 
randomly selected from the pool. W ith the help of the tracker, a random 
overlay among peers is maintained for each broadcast session. This technique 
is based on the existing BitTorrent specifications. In fact, an open-source 
implementation of BitTorrent tracker [33] is used as the codebase to develop 
our tracker software. In addition to help peers find each other, the tracker 
is also responsible to gather statistics from peers for both online and offline 
analyses. Currently, the data being collected include each peer’s IP address, 
upload/download rate, lifetime and average playback quality.

The architecture of our P2P software is depicted in Figure 6.2. The 
modules inside the broken line are the function blocks of a single peer node. 
Other than the media import and player service modules, the source peer and 
receiver peers share the same design and implementation, which simplifies 
the development and deployment. Each of these modules will be discussed 
in detail in the rest of this chapter.
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Figure 6.2: Diagram of the P2P software architecture. Arrows indicate data 
flow.

6.2 P u b lish in g  and Join ing a B roadcast Ses­
sion

To start a broadcast session, the source peer (publisher) first needs to define 
the content to be broadcasted. The content can either be a live event cap­
tured by Windows Media Encoder [34], or a list of prerecorded media files. 
Currently only the ASF file format [35] is supported. The publisher then an­
nounces the content by sending a HTTP POST request to the tracker. Upon 
receiving the POST request, the tracker assigns a program URL to identify 
the content, which includes essential information like an unique program id, 
average bitrate reported by the publisher, and some optional parameters like 
the name and description of the content. The program URL can either be 
distributed by the publisher to potential viewers separately, or be announced 
by the tracker to peers upon query.

To join the broadcast session, a user simply clicks the program URL and 
the installed P2P software will be invoked with appropriate configurations. 
The peer first sends a HTTP GET request to the tracker via its peer manager 
module. The parameters in the GET request include the requested program’s 
program id, the peer’s peer id, the port number that the peer is listening on 
for incoming connections, etc. Once receiving a random list of peers from the 
tracker, the P2P engine module will start to make connections to and accept 
connections from other peers in the same broadcast session. Note that all 
connections between peers can transfer in both directions, and are used to
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Figure 6.3: User interface including the publishing dialog 

forward and receive stream data at the same time.

6.3 P eer-to -P eer P rotoco l
Peers exchange state information and data pieces via the peer-to-peer pro- 
toocl, implemented by the peer connection module. In order to have a work­
ing prototype as soon as possible, we select TCP as the transport protocol 
because it is widely available and its congestion control algorithm has been 
well-tested. We are aware that TCP is not an ideal protocol for real-time 
streaming media due to late retransmissions and excessive rate oscillations. 
In the future, we plan to incorporate TFRC [30] into the system, which is a 
UDP-based congestion control protocol optimized for streaming media.

6.4 Buffer M anagem ent and Synchronization
Due to the nature of live streaming, received data quickly become obsolete 
after being sent to media player while new data are being generated at the 
source. Therefore a ring buffer is used to store the data pieces that are 
inside a peer’s current window of interest, which constantly moves itself by 
removing the oldest piece to make space for the newly generated one.

Buffer management is quite straightforward for the source peer, where the 
buffer manager retrieves pieces from the media import module in a sequential
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order, and informs the P2P engine module to announce new pieces to its 
connected peers. At a receiver peer, the buffer manager is also responsible to 
keep its buffer semi-synchronized with the source peer. This is achieved by 
monitoring have messages the peer receives, and moving its buffer accordingly 
once an out-of-boundary piece has been announced. If a peer is not connected 
to the source peer directly, the movement of its buffer tends to fall behind 
the source peer’s schedule. This is actually desirable since a peer only needs 
to move its buffer when a new piece is available among its neighbors.

6.5 M edia P layer Interface
We use Windows Media Player as the default media player in our system 
because of its dominant presence on Windows platforms. For other operat­
ing systems including Linux and Mac, we support the VLC media player, 
available at http://www.videolan.org/vlc/. The media player is directed to a 
fixed mms://localhost:port URL served by the player service module, which 
acts as a unicast streaming media server and reconstructs the original media 
stream with data pulled from the buffer manager module.

6.6 N A T s and Firew alls
NATs and firewalls impose fundamental restrictions on pair-wise connectivity 
of peers in the overlay. For two peers to setup a connection, at least one of 
them must be able to accept incoming TCP connections. In most cases, it is 
not possible for peers both behind NATs or firewalls to communicate directly 
with one another. To improve overlay connectivity without sacrificing the 
benefits of TCP, we have included support for the UPnP Internet Gateway 
Device (IGD) protocol [36] that makes it possible for our application to 
automatically configure NAT traversal. We also plan to incorporate the 
STUNT protocol [37] to traverse NATs and firewalls that do not support 
UPnP.

6.7  D ep loym ent and E xperim ents
After months of design and development, we have finished a working pro­
totype system, including the tracker and the P2P client application. It is
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written in C + +  and released at [38].
We have conducted some preliminary tests in a lab setting, where nodes 

are directly connected over a switched 100Mbit network with negligible delays 
and more than sufficient bandwidth. The prototype system works very well 
in these small-scale trials with 8-10 nodes involved. Peers are able to play 
the stream smoothly with little start-up delay. When the upload bandwidth 
of the source is intentionally limited below the system throughput, peers 
automatically take over the missing parts and the average playback quality 
is not affected.
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Chapter 7 

Conclusions

In this work we present the design and implementation of an incentive-aware 
P2P live streaming system, which does not maintain a rigid structure. In­
stead, nodes self-organize in an ad-hoc fashion into a random-graph overlay. 
An informed push-based scheduling strategy is employed to propagate data 
efficiently without, many duplicate transfers. Our simulation results *show 
that the architecture can scale to a large number of nodes and is resilient 
to high rate of churn. W ith the help of a credit-based incentive scheme, 
our system is able to work in a non-cooperative environments by reward­
ing contributors while penalizing non-contributing nodes. The main results 
of this study are that the swarm scheme outperforms comparable tree-based 
schemes but also provides performance dividends exactly when necessary, i.e., 
when resources are scarce. In fact, it is under resource-scarce conditions that 
the incentive scheme provides resource-affluent nodes with a performance 
advantage that encourages their continued presence and participation.

7.1 O pen Issues and Future W ork
An important open issue is how to make the swarm topologically aware so 
that the data propagation path is efficient in terms of metrics such as link 
stress and end-to-end latency. It is also important for recipients to be able to 
verify data integrity on the fly during a P2P live streaming session. However 
existing protocols to enforce data integrity are either expensive or inapplica­
ble to P2P streaming. Among the explored possibilities are reputation-based 
schemes, and in general schemes that do not have to rely on pre-existing
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trust relationships.
We intend to investigate the aforementioned issues in our future work. 

The work we foresee for this project also consists of improving and fine-tuning 
the algorithms by expanding the test environment in real-world conditions.
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