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Abstract Labrador Sea Water (LSW) is one of the main contributors to the lower limb of the Atlantic
Meridional Overturning Circulation. In this study, we explore the sensitivity of LSW formation to
model resolution, Greenland melt, absence of high-frequency atmospheric phenomena, and changes in
precipitation. We use five numerical model simulations at both (1/4)◦ and (1/12)◦ resolutions. A kinematic
subduction approach is used to obtain the LSW formation rate over the period 2004 to 2016. The control
simulation, with (1/4)◦ resolution, showed a mean annual production rate of 1.9 Sv (1 Sv = 106 m3/s) in the
density range of 27.68–27.80 kg/m3 for the period 2004–2016. Deep convection events that occurred during
2008, 2012, and 2014–2016 were captured. We found that with (1/4)◦ resolution the LSW formation rate
is 19% larger compared with its counterpart at (1/12)◦ resolution. The presence of Greenland melt and an
increase in the precipitation impact the denser LSW layer replenishment but do not decrease the overall
LSW formation rate nor the maximum convection depth. A dramatic response was found when filtering the
atmospheric forcing, which induced a decrease of 44% in heat loss over the Labrador Sea, strong enough to
halt the deep convection and decrease the LSW formation rate by 89%. Even if our experiment was extreme,
a decrease in the storms crossing the Labrador Sea with a consequent reduction in the winter heat loss
might be a bigger threat to deep convection and LSW formation in the future than the expected increases in
the freshwater input.

Plain Language Summary The Labrador Sea, located between Greenland and Canada, is
where strong winter cooling makes the surface waters lose heat to the atmosphere, get denser, and sink
to depths between 500 and 2,500 m. This sinking brings heat and dissolved gases like oxygen and carbon
dioxide into the deep ocean. The resulting water mass is known as Labrador Sea Water (LSW). The process
through which LSW is formed is sensitive to freshwater inflow into the formation region and storms
passing over the Labrador Sea. While an increase in freshwater would inhibit the densification and sinking
of surface water, fewer storms would reduce heat loss also reducing the ability of the surface waters to
gain in density and sink to greater depths. These are all changes projected to occur due to the ongoing
anthropogenic climate change. By using a numerical model, we explore how the increase in freshwater
from Greenland melt and precipitation, and the absence of storms could impact LSW formation. We found
that by having more freshwater going into the formation region the overall LSW formation rate does
not decrease, however, the water mass becomes lighter. In the absence of the storms, the formation rate
drastically decreased.

1. Introduction
The subpolar North Atlantic is a vital area for heat and freshwater exchange between the low and high lati-
tudes. Within the subpolar North Atlantic, the Labrador Sea, located between the Labrador coast of Canada
and Greenland, exerts a significant influence on the climate system. In the basin strong oceanic heat loss
during winter (Holdsworth & Myers, 2015; Jung et al., 2014; Schulze et al., 2016) together with a strong
cyclonic circulation (e.g., The Lab Sea Group, 1998), induces deep convection, which during severe winters
can reach water depths of 2 km (e.g., Yashayaev et al., 2008; Yashayaev & Loder, 2009, 2017). The resulting

RESEARCH ARTICLE
10.1029/2018JC014459
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Figure 1. (a) Schematic showing the boundary current system around the Labrador Sea: East Greenland Current
(EGC), West Greenland Current (WGC), Irminger Water (IW), Baffin Island Current (BIC), and Labrador Current (LC).
Also displayed in this sketch is the deep convection region (shaded ellipse) after The Lab Sea Group (1998), the region
with the higher incidence of eddies shed out of the WGC (pink region contoured by black dashed lines) after Chanut
et al. (2008), and the isobaths 500, 2,000, and 3,500 m. Panel (b) summarizes the results from different studies
investigating Labrador Sea Water (LSW) formation rates using four methods: Hydrographic observations, numerical
model output, chlorofluorocarbons (CFCs) inventories, and water mass transformation approach. Each horizontal bar
indicates the study period of the responding study (labeled with color). The resultant rate is notated adjacent to the bar.
The color scales on the right refer to the studies listed as follows: (1) Pickart and Spall (2007), (2) Yashayaev et al.
(2004), (3) Yashayaev and Clarke (2006), (4) Khatiwala and Visbeck (2000), (5) Böning et al. (1996), (6) Gerdes et al.
(2005), (7) Courtois et al. (personal communication, 2018), (8) Mauritzen and Häkkinen (1999), (9) Marsh et al. (2005),
(10), (11) and (13) Kieke et al. (2006), (12) LeBel et al. (2008), (14) and (15) Kieke et al. (2006), (16) Myers and Donnelly
(2008), (17) Khatiwala et al. (2002), and (18) Marsh (2000). ULSW = Upper Labrador Sea Water.

product of the deep convection is Labrador Sea Water (LSW). LSW is the lightest component of the North
Atlantic Deep Water, which feeds the deep and abyssal limb of the Atlantic Meridional Overturning Circu-
lation (AMOC; e.g., Haine et al., 2008; Rhein et al., 2015). Once formed, LSW spreads out from its formation
region loaded with high concentrations of dissolved oxygen and anthropogenic tracers like chlorofluorocar-
bons and can be tracked throughout the entire North Atlantic and beyond (e.g., Dickson et al., 2007; Kieke
& Yashayaev, 2015; Rhein et al., 2002, 2015).

In the upper layer of the Labrador Sea, the Labrador Current and West Greenland Current (LC and WGC,
respectively) pass around the Labrador Sea margins (Figure 1a). These two currents form a counterclockwise
boundary current, carrying sea ice, icebergs, and low-salinity water from the Arctic as well as runoff from
North America and the Greenland ice cap (e.g., Dickson et al., 2007; Yang et al., 2016; Yashayaev et al., 2008;
Yashayaev & Dickson, 2008). Warm and salty waters from the Irminger Current are also advected into the
Labrador Sea (McCartney & Talley, 1982). The Irminger Water (IW) is a component of the boundary current
system found in the Labrador Sea. It can be identified around the rim of the basin (Figure 1a), and its core
can be found at a depth range of 200 to 1,000 m over the slope (Myers et al., 2007).

Along the Greenland side, boundary current instabilities result in the formation of Irminger Rings (IR) (see,
e.g., de Jong et al., 2014; Lilly et al., 2003; Figure 1a). These warm-core eddies have a diameter of 30–60 km
and are known to contribute to the overall heat and salt budget of the basin (Lilly et al., 2003; Yashayaev,
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2007), playing an important role during the restratification phase after the winter convection in the Labrador
Sea (de Jong et al., 2014; Hátún et al., 2007; Gelderloos et al., 2011).

Convective eddies (CE) are also known to play an important role during the restratification phase (Marshall
& Schott, 1999). After convection, baroclinic instability generated by the strong density differences between
the mixed patch and the ambient fluid breaks up into cold CE with a diameter between 10 and 36 km (Lilly
et al., 2003). The CE mix the upper water column, while the denser and mixed water core spreads along
isopycnals at depth (Gelderloos et al., 2011; Marshall & Schott, 1999).

The boundary current system encircling the Labrador Sea is also associated with the doming of the isopyc-
nals toward the center of the basin. This brings water weakly stratified from the interior of the basin closer
to the surface, reducing the stratification and setting favorable conditions for deep convection to occur (The
Lab Sea Group, 1998).

The critical role played by the boundary currents and the eddies, which result from them makes model
resolution an important feature to investigate the LSW formation. Chanut et al. (2008) compared different
model experiments with a horizontal resolution of (1/3)◦ and (1/15)◦ to investigate the role of mesoscale
eddies in the variability of deep convection in the Labrador Sea. By using the (1/15)◦ horizontal resolution
experiment, they were able to have a better representation of IR, CE and boundary current eddies (BCE), the
interior heat budget of the Labrador Sea, and therefore the variability of deep convection. Also, Marzocchi
et al. (2015) found that when the resolution of the model is increased the boundary currents are better
represented, and thus the advection processes within.

The variability of LSW formation has been widely analyzed (see, e.g., Azetsu-Scott et al., 2003; Houssais &
Herbaut, 2011; García-Ibáñez et al., 2015; Kieke & Yashayaev, 2015; Rhein et al., 2011; Yashayaev et al., 2007).
Such variability is known to be closely linked to changes in the atmospheric forcing (see, e.g., Holdsworth
& Myers, 2015; Schulze et al., 2016) particularly to the phases and persistence of the North Atlantic Oscilla-
tion (NAO; e.g., Dickson et al., 1996; Kieke & Yashayaev, 2015; Yashayaev et al., 2008). During the positive
phase of the NAO there is a stronger mean cyclonic flow over the North Atlantic Ocean and an increased cir-
culation of cold air out of the Canadian Arctic. This generally leads to stronger heat loss over the Labrador
Sea and hence deep convection (Hurrell & van Loon, 1997). During the negative phase of the NAO the situ-
ation reverses, resulting in mild winters that leads to a decrease in the heat loss over the Labrador Sea and
reduced convective renewal of LSW (Hurrell & van Loon, 1997). However, this is not a one-to-one relation
as even during negative NAO years deep convection can occur due to the “memory” of the previous win-
ter preconditioning of the water column (Lazier et al., 2002). The years with negative NAO are also linked
to the advection of freshwater into the Labrador Sea exported from the Arctic Ocean through Fram Strait,
events that are known to have a negative impact on the winter deep convection (e.g., Dickson et al., 1988;
Gelderloos et al., 2012; McCartney & Talley, 1982).

Besides the freshwater exported from the Arctic Ocean, there are local sources known to have an influ-
ence on the freshening of the basin: an increase in the melting of Greenland Ice Sheet (GrIS; e.g., Bamber
et al., 2012; Brunnabend et al., 2015) and in precipitation (e.g., Myers, 2005). In fact, a likely consequence of
global warming is the increment of freshwater discharge due to ice melting or precipitation increase, adding
freshwater into the ocean with the subsequent risk of substantial changes in ocean circulation. If trans-
ported into the interior of the Labrador Sea, such freshwater discharges would reduce the surface salinity
(Josey & Marsh, 2005), contributing to the stability of the water column and potentially reducing deep water
formation.

High-frequency atmospheric phenomena such as cold-air outbreaks, polar lows, mesoscale cyclones, fronts,
topographic jets,and extreme winter events in general, known to impact the convection depth (Holdsworth
& Myers, 2015), are also expected to change with future climate warming (e.g., see details in Kolstad &
Bracegirdle, 2008; Zahn & von Storch, 2010) and questions about how the ocean will respond to those
changes are arising (Holdsworth & Myers, 2015).

The formation and downstream spreading of LSW and its contribution to the North Atlantic Deep Water
make the North Atlantic Ocean the only basin among the world's ocean where large concentrations of
anthropogenic CO2 penetrate mid and abyssal depths (Sabine et al., 2004). At the same time strong oxy-
gen intake occurs during deep convection events. As the mixed layer (ML) deepens it progressively exposes
large volumes of undersaturated water to the atmosphere allowing the ventilation of the deep ocean (e.g.,
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Kieke & Yashayaev, 2015; Stendardo & Gruber, 2012). So changes in LSW production, its properties, and
thickness would have a direct impact on the potential of the ocean to store anthropogenic carbon (see, e.g.,
Steinfeldt et al., 2009) and on the ventilation of the deep ocean. Given its relevance various efforts have been
made to investigate the LSW formation rate using numerous methods (chlorofluorocarbons inventories,
numerical models, hydrographic changes, mass budget, heat budget, etc.). Haine et al. (2008) summarized
various methods to infer the LSW formation rate and its variability, based on studies published between
1990 and 2008. The formation rates from some of those studies (in Haine et al., 2008), among others, are
illustrated in Figure 1b. Therein, our main goal is to illustrate some of the different methods used to study
the formation of LSW together with the associated rates and to use them to place our subduction estimates
in context. For more details on the specifics of the methods and LSW definition used in the different studies,
please refer to the manuscripts cited in Figure 1b.

The kinematic subduction approach has been used as a tool to investigate the ventilation of the ocean as
well as water mass formation (e.g., Courtois et al., personal communication, 2018; Da Costa et al., 2005;
Liu & Wang, 2014; Trossman et al., 2009). The approach integrates the local subduction rate over outcrop
areas and over density classes. In principle, it is similar to the transformation approach (Marsh, 2000) but
with consideration of advection. It quantifies the transfer of water below the ML into the deeper layers,
effectively connecting the atmosphere to the ocean interior. One of the main advantages of the method is
that it considers transfer into the ocean interior over a specific density range (Da Costa et al., 2005).

In this study we explore the impact of enhanced freshwater discharge (either by glacial melting or precip-
itation increase), high-frequency atmospheric forcing and model resolution on LSW formation by using
numerical model output. We use the kinematic subduction approach to quantify the LSW formation rate in
the period 2004 to 2016. To our knowledge this study is the first to use this method to investigate the vari-
ability of the LSW formation rate under different sensitivity experiments while using hourly atmospheric
forcing data that allows the representation of a wide range of atmospheric phenomena. The study is preceded
by Courtois et al. (personal communication, 2018) who, by using a high-resolution numerical simulation,
investigated the subduction rate in the Labrador Sea from 2002 to 2014.

These different scenarios covered in the present manuscript were selected to investigate how the LSW for-
mation might respond under changes predicted to occur due to the ongoing global warming (except in the
case of model resolution): increase in GrIS melt, decrease of precipitation over the midlatitudes, and the
decrease of high-frequency atmospheric phenomena over the Labrador Sea together with a poleward shift
of the extratropical storm track. In the case of SPG12 we were looking to tackle how the model resolution
might impact the results. Numerical ocean models play an important role in increasing our ability to com-
prehend oceanic processes, monitor the current state of the oceans, and, to a limited extent (for now), even
predict their future state.

Holdsworth and Myers (2015) also investigated the influence of high-frequency atmospheric forcing on the
deep convection of the Labrador Sea using model output from 2002 to 2010 (for details see Holdsworth
& Myers, 2015). One of the main differences between their and the present study is that they explored
the impact on the convective energy in the Labrador Sea, while we investigate the influence on the LSW
formation rate.

In order to explore the sensitivity of the LSW formation rate on changing conditions, a control simulation
and four perturbation experiments were carried out using a state-of-the-art coupled ocean-sea ice model, run
from 2002 to 2016. Each of the perturbation experiments has a specific alteration compared to the Control
simulation. The model and a description of the experiment setup are introduced in section 2. Section 3
gives a detailed description of the kinematic subduction approach used to estimate the LSW formation rates.
Section 4 describes the results obtained with the different experiments. Section 5 covers the discussion and
conclusions.

2. Model Description and Experiments Setup
This section describes the details of the model and the configuration used. The different simulations used
within each of the sensitivity experiments are also introduced.

2.1. Ocean-Sea Ice Model
The model used is the Nucleus for European Modelling of the Ocean (NEMO) numerical framework ver-
sion 3.4 (Madec, 2008). The sea ice module is the Louvain-la-Neuve LIM2 (Fichefet & Maqueda, 1997). The
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Figure 2. Horizontal resolution for (a) the ANHA4 domain and for (b) SPG12. The next panels show a comparison of
the Control simulation and observations regarding (c) mixed layer depth and over the mixed layer depth averaged
(d) salinity and (e) temperature, all over the black-contoured region in the map inset in (c) (Control vs. Argo floats),
and (f) overturning transport (Overt. trans.) at 26.5◦N (Control vs. RAPID array).
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configuration used to run all the simulations in this paper is called Arctic and Northern Hemisphere Atlantic
(ANHA) with a (1/4)◦ resolution (ANHA4; Figure 2a). The configuration covers the whole Arctic Ocean,
North Atlantic, and a part of the South Atlantic with two open boundaries, one close to Bering Strait and
the other one at 20◦S. Its mesh grid is extracted from the (1/4)◦ global tripolar grid, ORCA025 (Barnier et al.,
2007). The highest horizontal resolution (∼6 km) is in Dease Strait, an east-west waterway between the main-
land of Kent Peninsula and Victoria Island in Nunavut, Canada. The lowest resolution (∼28 km) is at the
equator. Over the Labrador Sea the horizontal resolution is around 16 km. The configuration has 50 vertical
levels, with the layer thickness smoothly increasing from 1.05 m at the surface, to 453.13 m in the last level.
No temperature or salinity restoring is applied, leaving the model to evolve freely without constraining the
drift.

ANHA4 initial temperature, salinity, horizontal velocities (zonal and meridional), and sea surface height
fields are obtained from Global Ocean Reanalysis and Simulations (GLORYS2v3) from MERCATOR (Masina
et al., 2017). The initial ice field is a combination of GLORYS2v3 simulation and satellite observations. Lat-
eral open boundary conditions (salinity, temperature, and horizontal velocities) are also from GLORYS2v3.
This approach helps to reduce the model spin-up time by starting from a spun-up realistic state. GLO-
RYS2v3 is a global ocean reanalysis produced by the MyOcean Global Monitoring and Forecasting Centre.
The reanalysis is built to be as close as possible to the observations (i.e., realistic) and in agreement with
the model physics. Using NEMO 3.1 and LIM2 EVP (elastic–viscous–plastic) sea ice model, GLORYS2v3
runs from January 1993 to December 2013. The mesh grid is extracted from ORCA025. It has 75 vertical
levels and an eddy-permitting horizontal resolution of (1/4)◦. It uses 3-hourly ERA-Interim as atmospheric
forcing as well as bulk Coordinated Ocean-ice Reference Experiments formulation with radiative flux correc-
tion and diurnal cycle. The data assimilated in GLORYS2v3 includes the following: sea surface temperature
(Reynolds AVHRR-AMSR (Advanced Very High Resolution Radiometer and Advanced Microwave Scanning
Radiometer) (1/4)◦), reprocessed sea surface height (Jason1, Jason2, Envisat, T/P, GFO, and ERS1-2), repro-
cessed in situ temperature and salinity vertical profiles from the Coriolis Data Center, CNES-CLS MSSH
(Rio 2009), and sea ice concentration (Cersat). For more details on GLORYS2v3 please refer to the website
(https://www.mercator-ocean.fr/wp-content/uploads/2015/08/FS-GLORYS2V3_EN.pdf).

The atmospheric forcing data used in ANHA4 come from the Canadian Meteorological Centre's Global
Deterministic Prediction System (CGRF; Smith et al., 2014). CGRF provides 10-m surface wind, 2-m air
temperature and specific humidity, downward longwave and shortwave radiation fluxes, and total precip-
itation. This data set has a temporal resolution of one hour and a spatial resolution of 0.45◦ in longitude
and 0.3◦ in latitude (which is still relatively coarse compared to the ANHA4 spatial resolution). The Coordi-
nated Ocean-ice Reference Experiments bulk formulae were applied to compute fluxes of heat, water, and
momentum (Large & Yeager, 2009).

Monthly interannual river discharge from the 1◦ by 1◦ Global River Flow and Continental Discharge Dataset
(Dai & Trenberth, 2002; Dai et al., 2009) is volume-conserved remapped onto the model grid. The original
data set goes up to 2007, after that the runoff from 2007 is repeated. The river discharge from the adjacent
areas of the Labrador Sea was found to be 117.9 km3/year in this data set. Freshwater fluxes from Greenland
(liquid component only) are based on Bamber et al. (2012). The liquid freshwater fluxes from Greenland
goes up to 2010, and afterward the runoff from 2010 is repeated.

The regional configuration ANHA4 has been used in the past by Holdsworth and Myers (2015) to explore the
influence of high-frequency atmospheric forcing on the circulation and deep convection in the Labrador Sea.
Dukhovskoy et al. (2016) used the same configuration to look at the spreading of Greenland freshwater in the
sub-Arctic Seas, while Gillard et al. (2016) explored the pathways of the melt-water from marine terminating
glaciers of the GrIS. Müller et al. (2017) used the ANHA4 configuration to explore the temperature flux
carried by individual eddies across 47◦N in the Atlantic Ocean. They ran two different simulations using
the ANHA4 configuration: one simulation with a horizontal resolution of (1/4)◦ over the entire domain
and a second simulation with a two-way nest over the subpolar gyre to increase the horizontal resolution to
(1/12)◦. Both simulations, called ANHA4 and ANHA4-SPG12 (in Müller et al., 2017), are used in the present
study. Here nevertheless they will be found under the names Control and SPG12, respectively.

2.2. Sensitivity Experiments Setup
Four perturbation experiments from a Control simulation were carried out using ANHA4 (Table 1): Sub-
polar Gyre (1/12)◦ (SPG12), Greenland Melt Removed, Filtered, and Precipitation Decreased (PD). All the
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Table 1
Set of Simulations Used in the Present Study

Simulation name Horizontal resolution Atmospheric forcing Greenland and river runoff
Control (1/4)◦ CGRF Interannual-Monthly with Greenland melt
SPG12 (1/12)◦ CGRF Interannual-Monthly with Greenland melt
GMR (1/4)◦ CGRF Interannual-Monthly with Greenland melt removed
Filtered (1/4)◦ CGRF (••) Interannual-Monthly with Greenland melt
PD (1/4)◦ CGRF (•) Interannual-Monthly with Greenland melt

Note. Control (reference simulation), SPG12 (horizontal resolution increased to (1/12)◦), Greenland Melt Removed (GMR), Filtered (filtered winds and temper-
ature fields), and Precipitation Decreased (PD). Bold emphasis is used to show what is different between the simulations of an experiment. CGRF (•) refers
to a version of the atmospheric forcing containing a decrease in precipitation. CGRF (••) refers to the filtered (temperature and wind fields) version of the
atmospheric forcing. The period considered for all the experiment was 2004 to 2016.

simulations, including the control run, were run from 1 January 2002 to 31 December 2016, with a temporal
output resolution of 5 days. No leap years were considered as it is traditionally done for ocean models.

The perturbation experiment SPG12 was designed to evaluate the impact of the spatial resolution when
calculating the LSW formation rate. To increase the resolution from (1/4)◦ to (1/12)◦, two-way nesting was
implemented using the adaptive grid refinement in Fortran90 (Blayo & Debreu, 1999; Debreu et al., 2008;
Laurent et al., 2005). The nest was centered over the region of the subpolar gyre, approximately between 36◦

to 68◦N and 60◦W and 10◦E, with the ANHA4 configuration as the parent domain (Figure 2b). SPG12 was
forced using the same collection of data sets used to force Control. The river runoff data set was interpolated
to (1/12)◦, though additional care was taken to ensure that all river runoff enters ocean grid cells. While
the resulting spatial area where runoff is applied to the ocean may differ slightly between the (1/4)◦ and
(1/12)◦ data sets, the runoff volume is identical. To preserve in SPG12 the same atmospheric conditions
present in Control, the CGRF data set is interpolated to (1/12)◦, as opposed to using a higher-resolution
data set. It should be noted that this does not imply true (1/12)◦ resolution of atmospheric forcing, as CGRF
has a native resolution of around 33 km in the Labrador Sea. CGRF has, however, sufficient temporal and
spatial resolution to capture the intense midlatitude cyclones, which heavily influence the Labrador Sea
(Holdsworth & Myers, 2015). While a higher-resolution atmospheric data set might present some smaller
scale features, the large-scale interaction between the atmosphere and the Labrador Sea will not change
if the mean state is not significantly affected. The SPG12 simulation examines if additional eddy-resolving
skill results with changes to the Labrador Sea subduction rather than the connection with the atmosphere
(or Greenland melt), which the other simulations cover.

By implementing the nest, the horizontal resolution over the Labrador Sea increased from 16 km in Control
to 5 km in SPG12. Due to the increased resolution, the following resolution-dependent parameters are con-
sequently different between Control and SPG12: time step, horizontal eddy diffusion, horizontal bilaplacian
eddy viscosity, and elastic wave time scale for sea ice (Table 2). The rest of the parameters for each simulation
were kept identical.

The second perturbation experiment, termed Greenland Melt Reduced (GMR), aims to determine the impact
of freshwater fluxes from the GrIS on LSW formation. Compared to the Control run, the simulation GMR
does not include the GrIS freshwater around Greenland from Bamber et al. (2012). The difference in LSW
formation between the two Control and GMR simulations is presented in section 4.2.

Table 2
Resolution-Dependent Parameters Whose Numerical Values Changed From Control to SPG12

Parameter Control SPG12
Time step 1,080 s 180 s
Horizontal eddy diffusivity 300 m2/s 50 m2/s
Background horizontal bi-Laplacian eddy viscosity −1.5 × 1011 m4/s −1 × 1010 m4/s
Time scale for elastic waves in sea ice model 320 s 120 s
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To investigate the influence of high-frequency atmospheric forcing, a third perturbation experiment called
Filtered was carried out. As high-frequency atmospheric phenomena appear as short time scale changes
in temperature and wind stress, the temperature and wind speed fields only were filtered. To do so, a
Kolmogorov-Zurbenko filtering (Rao et al., 1994; Zurbenko et al., 1996) was applied to the hourly atmo-
spheric forcing data (referred to as CGRF (••) in Table 1). The filter is based on an iterative moving average
of length m, and obtained after p iterations, that removes high-frequency (with respect to the window size
m) variations from the original data. We used a window length width of 10 days (m = 10) and one iter-
ation (p = 1). Thus, all the forcing acting over a time period of 10 days or less (e.g., storms, barrier, and
topographic winds and frontal jets) were removed from the original atmospheric forcing data set.

To analyze just the impact of the freshwater input as a consequence of changes in precipitation, a fourth
perturbation experiment called Precipitation Decreased (PD) is considered. The precipitation used in the PD
simulation is one third of that used in Control (referred to as CGRF (•) in Table 1). The Control simulation
is thus considered to be a case of increased precipitation here.

To account for the model adjustment from GLORYS2V3, we use only the output corresponding to the period
1 January 2004 to 31 December 2016. By analyzing some of the ocean fields from the model output, we found
that, although short, this 2-year adjustment period is sufficient for the model to develop realistic interannual
variability in the Labrador Sea, given the simulations start from the reanalysis solution.

2.3. Model Evaluation
We compared the mixed layer depth (MLD) obtained from Argo observations (for details about the Argo
data set, see: Holte et al., 2017) with the Control simulation (based on the analysis of Courtois et al., 2017).
The comparison was made over a region in the Labrador Sea selected following Yashayaev and Loder (2016;
Figure 2c). The MLD from Control shows a good agreement with that derived from the Argo floats, especially
during years when deep convection developed such as 2008, 2012, 2014, and 2015. Seasonal variability cap-
tured in the Control simulation corresponds well with that observed. The observed and simulated MLD time
series are correlated at 81% for both periods 2002–2016 and 2004–2016. Thus, there is no impact whether
we consider or not the short spin-up time. At the same time there is some disagreement as Control shows a
deeper (more than 300 m) MLD in years like 2009, 2010, and 2016. However, due to the nature of the Argo
floats, they do not happen to be always in the convection site when deep convection is occurring, as they
mainly drift within the mean flow. Based on observational data (annual conductivity-temperature-depth
survey of the AR7 W section from Fisheries and Oceans Canada), Yashayaev and Loder (2017) found that the
MLD during 2016 was deeper than 2,000 m; however, the Argo data do not reach that depth. Thus, the differ-
ences found in the MLD comparison in the years 2009, 2010, and 2016 might as well come from the absence
of observations from the convection region and not necessarily due to an overestimation of the model MLD.

We also compared over the MLD averaged salinity and temperature time series from Control and from Argo
floats (for details about the Argo data set see Holte et al., 2017; Figures 2d and 2e, respectively), both within
the same region used for the MLD comparison. We found that (although not perfect) the model does a decent
job representing the interannual variability and magnitudes of both fields, especially for temperature. This
is reflected in the agreement between model and observations during the convection (winter) season. The
mean model-observations temperature difference is 0.2 and 0.3 ◦C for the periods 2002–2016 and 2004–2016,
respectively. In the case of salinity the mean model-observations difference is 0.1 and 0.2 for the periods
2002–2016 and 2004–2016, respectively. We found that the modeled and observed salinity time series are 69%
and 74% correlated for the periods 2002–2016 and 2004–2016, respectively. At the same time in the case of
the temperature field, the model and observation time series are 95% correlated for both periods 2002–2016
and 2004–2016.

The overturning transport at 26.5◦N between Control and the observations from the RAPID-MOCHA-WBTS
(RAPID-Meridional Overturning Circulation and Heatflux Array-Western Boundary Time Series) array
(Smeed et al., 2017), was also compared (Figure 2f). In this particular case the comparison is done from 2004,
which is when the observations at the RAPID-MOCHA-WBTS array started. Both time series are correlated
at 50% with the model properly representing the interannual variability. However, the model overestimates
the overturning transport by 2 Sv with the difference increasing with time. The increase in the modeled
AMOC at 26.5◦N after 2009 seems to be related to numerical issues at the southern boundary (−20◦S) begin-
ning in December 2007. The signal, however, does not spread beyond 45◦N during our integration and thus
does not affect the Labrador Sea fields discussed in this manuscript.
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Figure 3. (a) Schematic showing the subduction and obduction process following Qiu and Huang (1995). The blue box
represents the processes involved in subduction. The red arrows represent the change in time of the mixed layer depth
(MLD), with the arrows pointing out the shallowing (up) and deepening (down) of the MLD ( 𝜕h

𝜕t ). In magenta is
illustrated the term that represents the convergence of horizontal transport into the MLD (v⃗ · ∇h). In green appears the
vertical transport of fluid (Wb) into the MLD. (b) The Labrador Sea with the region within the basin over which the net
subduction was calculated. (b) A sample field of the subduction averaged over 26 (included) to 30 April 2012. It is
chosen to illustrate a strong subduction period.
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Müller et al. (2017) compared the mean circulation patterns from Control and SPG12 with that from satellite
altimetry, with a focus on the region located between 60◦ to 5◦W and 40◦ to 55◦N within the subpolar gyre,
finding a good correspondence between them. However, they did point out, as one of the differences, a more
pronounced coastal branch of the LC represented in the simulations compared to that from altimetry data.

3. Analysis Methods
Ocean subduction involves water mass exchange through the moving ML base. When water masses are
transferred beneath the base of ML, they are shielded from the atmosphere and only subsequently modify
their properties by mixing in the ocean interior. The process describing the temporary movement of water
out of (into) the ML is known as detrainment (entrainment; (see, e.g., Da Costa et al., 2005). On the other
hand, when the water leaves the ML, passing through the seasonal pycnocline to the permanent pycnocline
(Figure 3a) irreversibly in 1 year, it is known as subduction (e.g., Qiu & Huang, 1995). Similarly, the annual
mean obduction rate is defined as the total amount of water going from the permanent pycnocline, passing
through the seasonal pycnocline, into the ML (Figure 3a) irreversibly in 1 year (e.g., Qiu & Huang, 1995). We
will use only the term subduction as it is the process linked to water formation, while obduction is mainly
related to water erosion (e.g., Huang, 2010; Qiu & Huang, 1995).

Two main approaches can be used for calculating subduction rates. One approach is based on the analysis
of ocean-atmosphere heat and mass fluxes and on the calculation of the density fluxes through the sea-air
interface (Speer & Tziperman, 1992). The second approach is the so-called kinematic method, which is based
on the analysis of the upper ocean circulation, and it can be carried out in a Lagrangian or Eulerian refer-
ence frame (e.g., Qiu & Huang, 1995). In the present work the kinematic subduction approach in Eulerian
coordinates, following Da Costa et al. (2005) and Courtois et al. (personal communication, 2018), is used
to calculate the subduction rate in the Labrador Sea (Figure 3b). According to Da Costa et al. (2005), the
approach addresses the subduction rate as the exchange through the moving ML caused by a deepening
(shallowing) of the MLD, convergence of horizontal transport out of (into) the ML and vertical transport out
of (into) the ML (Figure 3a). So all the processes contributing to the transfer of water into the ocean interior
are considered.

Following the discussion in Da Costa et al. (2005) and Courtois et al. (personal communication, 2018), the
subduction rate S is defined as follows:

S(𝜎) = −1
𝜏 ∫

𝜏

0 ∫A𝜎

[Wb +
𝜕h
𝜕t

+ v⃗ · ∇h]dA𝜎 dt, (1)

where S(𝜎) is the net subduction, 𝜏 is 1 year, and dA𝜎 is the element surface outcrop area associated with
A𝜎 = [x ∶ 𝜎 ≤ 𝜎h(x, t) < 𝜎 + 𝛿𝜎] with 𝜎h the instantaneous ML density, x ≡ (x, y) are the horizontal
coordinates, t is time, h is the MLD, v is the velocity, and 𝜎 and (𝜎 + 𝛿𝜎) represent the density of neighboring
isopycnals. A major advantage of this method is that it considers the three main ways in which a parcel of
water can leave or enter the ML: Wb represents the vertical velocity at the base of the ML, 𝜕h

𝜕t
represents the

changes in time of the ML thickness and (v⃗ · ∇h) the horizontal advection across the sloping base of the ML.

Wb is not extracted directly from the model output but instead is computed according to Huang (2010) where

Wb = We −
𝛽

𝑓 ∫
0

−h
vdz. (2)

Following Huang (2010), Wb is the contribution to the net subduction due to vertical pumping at the base of
the ML, which is slightly smaller than the Ekman pumping rate (We) due to the geostrophic flow ( 𝛽

𝑓
∫ 0
−h vdz)

in the ML. Accordingly, We is computed as the divergence between the meridional (𝜏y) and zonal (𝜏x) wind
stress, both given by the atmospheric forcing. The second term in equation (2), 𝛽

𝑓
∫ 0
−h vdz, is computed by

integrating v over the ML. 𝛽 = 𝜕𝑓

𝜕𝑦
and f is the Coriolis parameter.

Two density classes were considered for computing the subduction rate. Following Stramma et al. (2004),
Kieke et al. (2006) defined Upper Labrador Sea Water (ULSW) and deeper LSW to fall into the density range
𝜎𝜃 = 27.68–27.74 kg/m3 and 𝜎𝜃 = 27.74–27.80 kg/m3, respectively. In this paper, following both studies we
define ULSW in the same density range. In the case of deeper LSW we define it as a water mass in the den-
sity range 𝜎𝜃 = 27.74–27.82 kg/m3. Numerical simulation salinity drift in this region is a known problem
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Figure 4. Monthly subduction and obduction rates (in Sverdrup), from January 2004 to December 2016, considering
the density ranges of ULSW (Class1: blue), deeper LSW (Class 2: orange), and model LSW (Class 3: black). Shown are
the simulations: (a) Control, (b) SPG12, (c) GMR, (d) Filtered, and (e) PD. Maximum model MLD (dashed purple lines)
for each simulation appears overlaid on the subduction time series. GMR = Greenland Melt Removed;
LSW = Labrador Sea Water; MLD = mixed layer depth; MLSW = Modelled Labrador Sea Water; PD = Precipitation
Decreased; ULSW = Upper Labrador Sea Water.
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Figure 5. Averaged seasonal subduction and obduction rates as a function of the potential density, for each of the perturbation experiments compared to
Control: (a, c) SPG12, (b, d) GMR, (e, g) Filtered, and (f, h) PD. In all the cases the Control simulation appears in blue, while the perturbation (depending on the
experiment) appears in orange. The summer season is defined as the period from April to September, while the winter season goes from October to March.
GMR = Greenland Melt Removed; LSW = Labrador Sea Water; MLSW = Modelled Labrador Sea Water; PD = Precipitation Decreased; ULSW = Upper
Labrador Sea Water.

(e.g., Rattan et al., 2010). Thus, simulated density tends to increase as the time evolves. For this reason an
additional water mass is considered: A water mass with a fixed density ranges from 𝜎𝜃 = 27.82–27.92 kg/m3,
which will be referenced as Modelled Labrador Sea Water (MLSW). However, not all the simulations show
subduction occurring within such density range. In fact, the Control simulation shows no subduction
occurring at the MLSW density range.

By default in NEMO, the MLD is calculated using a density difference criterion of 0.01 kg/m3. As explained
in Courtois et al. (2017), the MLD computed this way is overestimated during strong deep convection events
due to temperature-salinity compensation. Given the dependence of the kinematic approach on the MLD,
we defined and computed MLD as explained in Courtois et al. (2017; Figure 2c for Control-MLD). Therein,
the MLD is estimated based on the intersection of two linear fittings, one defined by the ML and the other
one by the slope of the underneath layer, for both potential temperature and salinity.

4. Results
In this section we will describe the results from the different perturbation experiments. The order of
presentation will be as follows: SPG12, GMR, Filtered, and finally PD. For each of the experiments the
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Figure 6. March mixed layer depths in the Labrador Sea, averaged over the years 2004 to 2016, for (a) Control,
(b) SPG12, (c) GMR, (d) Filtered, and (e) PD. For SPG12 (b) no mixed layer depth values are shown outside the
high-resolution nest (region in white). GMR = Greenland Melt Removed; PD = Precipitation Decreased.
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Figure 7. Climatology of (a) Irminger Water and (b) Arctic Water spawned
out of the West Greenland Current into the study region in the Labrador
Sea (Figure 3b), for Control and SPG12. Arctic Water is defined as water
fresher than 34.8 and lighter than 𝜎𝜃=27.68 kg/m3. Irminger Water is
defined as a water mass saltier than 34.8 and lighter than 𝜎𝜃=27.68 kg/m3

(our potential density minimum for Upper Labrador Sea Water). Panel
(c) shows the climatology for the thermal forcing component of the
buoyancy fluxes for Control and SPG12 (heat loss only in this case), in the
same region as in (a) and (b).

monthly mean subduction, seasonal mean subduction, averaged March
MLD, mean total subduction, and the averaged subduction components
will be described for the period 2004–2016.

4.1. Changing the Horizontal Resolution (SPG12 Experiment)
Monthly averaged subduction time series together with the maximum
model MLD were plotted to investigate the evolution of the subduction
during the study period and its relation with the MLD (Figure 4). It is
worth noting that the time series in Figure 4 appear to be interrupted,
most of the time at the beginning of each year. This occurs when entrain-
ment and detrainment cancel each other resulting in no net subduction.
In any case, the seasonality of the subduction is well represented. As the
MLD deepens the water that once was beneath the ML enters it and gets
mixed with the ambient waters and thus ventilated. This process is fol-
lowed by the subduction (positive values), in late winter or early spring
(late March to the end of April), as the MLD starts to shallow from its late
winter maximum (Holte & Straneo, 2017). Under these circumstances the
water within the ML leaves it and gets again trapped underneath its base.

In Control (Figure 4a) the subduction values are between 0.2 and 6.5 Sv.
Three maxima occur: the first one (∼2.5 Sv) in 2008 in the density class of
deeper LSW (1 Sv at the ULSW density class); the second one in 2012, in
this case in both density classes, ULSW and deeper LSW, with values of
∼2.6 Sv and ∼2.5 Sv, respectively, and the third one in 2016, with the sub-
duction rate reaching 6.5 Sv in the density class of deeper LSW (and 0.5 Sv
at ULSW). These years (2008, 2012, and 2016) coincide with observations
of strong convection in the Labrador Sea (Yashayaev & Loder, 2017). Dur-
ing the years 2014 and 2015 the subduction was not as pronounced as
during 2012 even though they were years of strong convection. However,
strong convection does not mean that subduction will occur. Convection
can broadly be described as a strong mixing of the water column involving
downward and upward movement of fluid within the MLD, while sub-
duction refers only to the net downward movement of fluid beneath the
MLD. Nevertheless, during these years LSW was most likely building up,
resulting in 6.5 Sv of deeper LSW being subducted in 2016.

In SPG12 (Figure 4b) the values of subduction are in general smaller than those in Control. The annual
evolution of subduction in SPG12 also shows three noticeable maxima. As in Control, the first one occurs in
2008 at the density class of deeper LSW, with a value of 1.52 Sv and 1 Sv at ULSW. The second one in 2012,
with 2.5 Sv at deeper LSW, and 1 Sv at ULSW. The third one occurs in 2016 with a subduction rate of 1.75 Sv
at the deeper LSW and 0.25 Sv at ULSW.

In SPG12 from 2014 onward some subduction occurs at the density range of MLSW. Comparing the values
of subduction for the deeper LSW class in SPG12 with those from Control, we find that, for SPG12 in 2008
the subduction rate decreases by 39%, no differences are shown in 2012, while in 2016 it decreases by 73%.
As for the ULSW in SPG12, no differences are found in 2008, and it decreases by 62% and 50% in 2012 and
2016, respectively.

A seasonal decomposition of subduction for the SPG12 and Control allows a closer inspection of the process
by density ranges (Figures 5a and 5c). The subduction rates (positive) were averaged over two different
periods: The restratification period (summer), from the beginning of April to the end of September, and
the period when the ML is deepening from the beginning of October to the end of following-year March,
from 2004 to 2016. Both simulations show subduction occurring in the summer period (Figure 5a), which
is when the MLD shallows and water gets transferred below the MLD base. In Control (Figure 5a, blue line)
the subduction goes up to a maximum of ∼2.3 Sv, while for SPG12 the maximum is around ∼1.2 Sv. Both
the summer and winter subduction decrease with increased resolution. Both maxima occur at the density
range corresponding to deeper LSW. On average, when the resolution is increased over the subpolar gyre,
the seasonal subduction rate in the Labrador Sea decreases by around 48%.
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Figure 8. Mean total subduction rate as a function of the potential density. The average was done over the period
2004–2016 and for all the experiments. Each panel compares the Control simulations with is perturbations: (a) SPG12,
(b) GMR, (c) Filtered, and (d) PD. For each case Control appears in blues, while the rest of the simulations, depending
on the experiment, appears in orange. Notice that the x axis in (c) and (d) are different in order to better represent the
maximum subduction rate in Filtered and PD, respectively. GMR = Greenland Melt Removed; LSW = Labrador Sea
Water; MLSW = Modelled Labrador Sea Water; PD = Precipitation Decreased; ULSW = Upper Labrador Sea Water.

Even when the subduction is more prominent during the summer period, there is some subduction
occurring in the winter period (Figure 5c). This is more pronounced in the SPG12 simulation where the sub-
duction reaches 0.2 Sv at the interface between ULSW and deeper LSW density classes. In the case of the
Control simulation (Figure 5c), the subduction does not even reach 0.1 Sv. The difference in the subduction
magnitude found between Control and SPG12 can be explained by considering how the MLD varies from
one simulation to the other. Figures 6a and 6b show the March averaged MLD over the Labrador Sea, from
2004 to 2016, for Control and SPG12, respectively. By increasing the spatial resolution not just the maximum
depth of the ML decreases by around 17% but also the area where the ML is deeper than 1,000 m is reduced.

This could indicate an increase, due to increasing the resolution, in IR and BCE, which would transport IW
into the Labrador Sea interior. IR have warm and saline IW cores between 200 and 1,000 m and low-salinity
cores above 200 m. Indeed, Figure 7 shows higher transport of IW (Figure 7a) and freshwater (Figure 7b)
from the WGC directly into our study region, in SPG12 compared to Control. A larger thermal forcing com-
ponent (heat loss only in this case) of the buoyancy fluxes (Figure 7c) in SPG12 especially in fall and winter
appears to follow the larger advection of IW in this simulation compared to Control.

Given their cold and fresh caps, mostly observed during spring (and also captured in SPG12: Figure 7b),
IR are known to be an important source of freshwater to the Labrador Sea contributing significantly to the
rapid restratification of basin interior following wintertime deep convection (de Jong et al., 2014; Gelderloos
et al., 2011; Hátún et al., 2007). Hátún et al. (2007) observed and described IR spawned from the WGC as
they entered the Labrador Sea interior by using high-resolution autonomous Seaglider hydrography and
satellite altimetry. They suggested that the trajectory followed by these eddies keeps the observed region
of deep convection to be small and not spatially the same as where the atmospheric wintertime cooling is
most intense. This would explain the smaller convection region found in SPG12 compared to Control. BCE
and CE are also known to play an important role in extracting heat from the boundary current system and
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Figure 9. Time-averaged subduction components (equation (1)) as a function of the potential density. The average was
done over the period 2004–2016 and for all the simulations: (a) Control, (b) SPG12, (c) GMR, (d) Filtered, and (e) PD.
Vertical velocity (Wb) is represented in teal, the change in time of the mixed layer depth ( 𝜕h

𝜕t ) appears in green,
components of the horizontal advection, u 𝜕h

𝜕x and v 𝜕h
𝜕𝑦

, appear in blue and gray respectively, and the resultant
horizontal advective term v⃗ · ∇h is represented in red. Please notice that for the cases of (d) and (e), Filtered and PD
respectively, the x and y axes are different compared to the other panels. This was done in order to better show the
details of the components in each of the simulations. GMR = Greenland Melt Removed; LSW = Labrador Sea Water;
MLSW = Modelled Labrador Sea Water; PD = Precipitation Decreased; ULSW = Upper Labrador Sea Water.

transport it to the interior of the basin (Chanut et al., 2008). During deep convection all three types of eddies
would strengthen the stratification throughout the water column, shallowing the MLD and limiting the
LSW production. As the subduction calculations are highly dependent on the MLD, seasonal changes in the
MLD are also reflected in the seasonality of the subduction.

Figure 8a compares the mean total subduction rate as a function of the potential density for SPG12 with
respect to Control, from 2004 to 2016. Different from Figure 4, Figure 8 comprises both seasons that allow us
to determine an annual formation rate. For both simulations the maximum subduction rate, with values of
1.85 and 1.1 Sv for Control and SPG12, respectively, occurs at the density class corresponding to the deeper
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LSW. This represents a 19% decrease in the net mean subduction rate when the resolution increases. This
decrease is explained by analyzing all the components that impact on the net subduction rate (equation (1)).

Figures 9a and 9b show the components of the net subduction rate (1) as a function of the potential density,
averaged from 2004 to 2016, for Control and SPG12, respectively. The vertical component Wb (teal) has
almost no contribution to the net subduction in both simulations. A significant term in both simulations
is 𝜕h

𝜕t
(green), which represents the change in time of the MLD. For Control and SPG12 the term reaches

a maximum value of 1.4 and 0.6 Sv, respectively, being 57% higher in Control. This is consistent with the
average March MLD, which is deeper in Control. For both simulations 𝜕h

𝜕t
is maximum at the density range

of the deeper LSW.

The advective term v⃗ · ∇h (red) is larger (by 33%) at the density range of deeper LSW in Control relative
to SPG12. In Control it reaches 0.6 Sv, while in SPG12 it reaches 0.4 Sv. However, the advective term in
SPG12 is larger at the density ranges of ULSW and MLSW, resulting in subduction values of ≃0.25 and
≃0.75 Sv, respectively (Figure 8a). Meanwhile, in Control subduction at those density ranges is much smaller
or nonexistent. Also, in SPG12 this term is positive for all three water masses defined, contributing to the
subduction rate in every LSW layer, while it is not entirely positive in the Control simulation.

In Control, the subcomponents of v⃗ · ∇h do not reach their maximum values in the same density range. u 𝜕h
𝜕x

(blue) reaches a maximum value of 1.6 Sv at the interface between ULSW and deeper LSW density classes,
while v 𝜕h

𝜕𝑦
(gray) is maximum in the density range of ULSW, reaching −2 Sv. This explains why v⃗ · ∇h in

Control is negative in the density range of ULSW, while it is predominantly positive in the density range of
deeper LSW. In SPG12, u 𝜕h

𝜕x
and v 𝜕h

𝜕𝑦
reach a maximum of 3.5 and −3.4 Sv, respectively.

4.2. Impact of Removing Greenland Freshwater Discharge (GMR Experiment)
The perturbation experiment GMR serves to analyze the impact of runoff from GrIS. As the simulation Con-
trol was described in the previous section, we will proceed here to describe GMR and address the differences
or similarities between them. Monthly subduction for this experiment is shown in Figures 4a and 4c, for
Control and GMR, respectively. In GMR the subduction values are in general larger in magnitude compared
with the same events in Control. As in Control, maximum subduction occurs for GMR during 2008, 2012,
and 2016. The subduction rate in 2008 reaches a magnitude of 3 Sv at the density class of deeper LSW and
1 Sv at the range corresponding to ULSW. This represents an increase in the subduction rate of 20% at the
density class of deeper LSW, with no changes occurring for the subduction at ULSW.

For 2012 the subduction rate in GMR reaches values of 4.5 and 2.5 Sv in the density range of deeper LSW
and ULSW, respectively. This means that in 2012 the subduction increases by 80% for deeper LSW and
it decreases by 4% for ULSW, with respect to Control. In 2016, the subduction rate reaches 7.5 Sv at the
density class of deeper LSW and 0.5 Sv at ULSW. This represents an increase (with respect to Control) in
the subduction rate by 15% for deeper LSW, while no changes are found for ULSW. Without the presence of
Greenland melt the LSW gets denser, with an increase in the formation of deeper LSW from 2008 to 2016.
As in SPG12 there is some subduction occurring in GMR at the density range of MLSW after 2015.

The seasonality of the subduction for the GMR experiment is shown in Figures 5b and 5d. In the case of the
summer subduction (Figure 5b), the maximum rate occurs in both simulations (GMR and Control) at the
density of deeper LSW. The maximum rate for GMR is ∼2.4 Sv, which is 4.3% larger than the 2.3 Sv reached
in Control. During the winter season (Figure 5d) both simulations show very little subduction occurring at
the interface between deeper LSW and MLSW. The magnitude of the subduction in both cases is less than
0.1 Sv.

The averaged March MLD also responds to the presence or, in the case of the GMR experiment, the absence
of Greenland melt. Comparing this simulation with Control, we find that the maximum MLD (in GMR) is
∼5% deeper than in Control (Figure 6c). In GMR the area where the MLD is deepest also increases com-
pared with Control. This difference in the MLD is clearly reflected in the summer subduction (mainly over
the deeper LSW density class), which increases by 4.3% when the freshwater fluxes from the GrIS are not
considered.

The mean net subduction rate for GMR, averaged from 2004 to 2016, is represented in Figure 8b. While the
maximum subduction in Control occurs in the deeper LSW density class, for GMR it occurs at the interface
between deeper LSW and MLSW. This implies a density shift in the formation rate of LSW, being lighter
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Figure 10. Averaged January heat flux (W/m2) from 2004 to 2016 over the Labrador Sea, for (a) the Control and (b) the
Filtered simulations.

in Control due to the influence of Greenland melt. Concerning the magnitude, there is a decrease in the
subduction rate by 14% in GMR with respect to Control as the maximum subduction rate in GMR is ∼1.6 Sv.

The components of the net subduction rate for GMR are shown in Figure 9c. As in Control, the vertical
component Wb (teal) in GMR has almost no contribution to the net subduction rate. The term 𝜕h

𝜕t
(green)

reaches 1 Sv (only 0.4 Sv smaller than Control) in the interface between deeper LSW and MLSW, denoting
a shift in the density compared to Control. At the density of ULSW, 𝜕h

𝜕t
is no larger than 0.2 Sv, while it is

around 0.9 Sv at the density of deeper LSW.

The advective term v⃗ · ∇h (red) in GMR, just like in Control, reaches its maximum of 0.6 Sv at the density of
deeper LSW. By decomposing v⃗ · ∇h into u 𝜕h

𝜕x
(blue) and v 𝜕h

𝜕𝑦
(gray), we notice that although their maximum

values are higher than those in Control, their resultant component, v⃗·∇h, is effectively lower than in Control.
This results from the fact that v 𝜕h

𝜕𝑦
is larger in magnitude (−2.4 Sv) than u 𝜕h

𝜕x
(1.8 Sv), reaching both their

maxima at the density of ULSW. This is also why we notice that v⃗ · ∇h is negative at the density of ULSW,
becoming positive at the density of 27.785 kg/m3.

4.3. Impact of High-Frequency Atmospheric Phenomena (Filtered Experiment)
The Filtered experiment shows the important role of high-frequency atmospheric phenomena in driving
deep convection (e.g., Holdsworth & Myers, 2015). Monthly subduction for Filtered is shown in Figure 4d,
where the lack of subduction in Filtered shows the importance of the high-frequency atmospheric phenom-
ena. The maximum subduction in Filtered is ∼0.18 Sv and occurs in 2008 at the density class corresponding
to ULSW. This is 82% lower than that in Control. Besides 2008, there are only two other years where the
subduction is different from 0: 2009 with a rate ∼0.08 Sv and 2012 with a rate ∼ 0.15 Sv, both at the density
class of ULSW. Considering the same density class, the subduction in Filtered during the years 2009 and
2012 is 89% and 85% smaller than that in Control, respectively. No subduction events occur at the classes
corresponding to deeper LSW and MLSW. So even when in some years the ML reached 500- to 700-m depth
there is little or no LSW formation at all.

The summer subduction for Filtered (Figure 5e) reaches a maximum of ∼0.4 Sv at 27.63 kg/m3, this is even
lighter than ULSW. Compared with Control, this is 83% smaller in magnitude. There is no contribution at
the ranges of deeper LSW and MLSW. Furthermore, in the case of the winter season (Figure 5g), we find
that no subduction occurs during this period. The maximum depth reached by the averaged March MLD
for Filtered (Figure 6d) is no deeper than 500 m. This is, on average, 1,300 m (72%) shallower compared to
Control. The mean total subduction rate (Figure 8c) also decreases with filtered atmospheric forcing. The
maximum subduction rate for Filtered occurs at a density class lighter than ULSW (∼27.6 kg/m3) and is no
greater than 0.2 Sv.
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Table 3
Magnitude of the Components in Equation (1) and Maximum 2004–2016 Mean Subduction Rate, for the Five Simulations
Used in the Sensitivity Experiments

Simulation name 𝜕h
𝜕t (Sv) v⃗ · ∇h (Sv) Maximum subduction rate (Sv) Density of maximum subduction

Control 1.4 0.6 1.85 deeper LSW
SPG12 0.6 0.4 1.1 deeper LSW
GMR 1 0.6 1.6 27.82 kg/m3

Filtered 0.14 0.1 0.2 27.6 kg/m3

PD 1 0.6 1.25 27.94 kg/m3

Note. As there is almost no contribution from Wb to the maximum subduction rate, it was excluded from the table.

Figure 9d shows the components of the net subduction for Filtered, averaged from 2004 to 2016. In order
to have a better representation of the components in Filtered, the y axis and the x axis do not have the
same magnitude range compared to Control. In Filtered the maximum values for all the components are
concentrated in the density range between 27.5 and 27.68 kg/m3, lighter than ULSW. Just as in Control,
almost no contribution comes from Wb (teal). The leading component is 𝜕h

𝜕t
(green) and reaches 0.14 Sv. The

advective term v⃗ · ∇h (red) is 0.08 Sv, 87% lower than in Control. By decomposing v⃗ · ∇h we see that both
subcomponents reach their maximum values at∼27.6 kg/m3. u 𝜕h

𝜕x
(blue) is 0.38 Sv, while v 𝜕h

𝜕𝑦
reaches−0.3 Sv.

The shallow MLD and the low LSW formation rates appear to be a consequence of the 44% decrease in the
oceanic heat loss in Filtered (Figure 10b) with respect to Control (Figure 10a). We present the month of
January only as it is the one that shows the strongest heat loss in the Labrador Sea, thus a higher incidence
of high-frequency atmospheric phenomena. However, the overall statement of a decrease in the heat loss in
Filtered is also valid for the other months.

4.4. Impact of Decreased Precipitation (PD Experiment)
Here we compare the simulations Control and PD to explore the sensitivity of the LSW formation rate to
precipitation changes. Monthly subduction rates for PD are shown in Figure 4e. Two noticeable maxima
occur, one in 2012 with 6 Sv, and another in 2016 ∼5 Sv. In both cases the subduction occurs at the density
class of MLSW. In Control there is no subduction occurring at this density class. In PD after 2008 there is
no more than 1 Sv of deeper LSW being subducted, while in the case of the ULSW this behavior is not seen
since the beginning of the time series. This indicates a transformation of the LSW into the denser water
mass MLSW.

The averaged summer subduction rate for PD (Figure 5f) reaches a maximum of 2.6 Sv in the density range
of MLSW. In the density range of ULSW both simulations, Control and PD, show the same tendency as well
as similar magnitudes. In the density range of deeper LSW PD reaches 2.2 Sv, 8% smaller than Control. There
is no subduction occurring during the winter period (Figure 5h) for any of the water masses under study.

The average March MLD for the simulation PD (Figure 6e) also shows the impact of a decrease in the precip-
itation. The maximum MLD for PD increases by 20%. The spatial distribution of the deepest MLD (2,000 m)
also increases in PD. Surprisingly, the net subduction does not show an increase (Figure 8d). Instead, the
maximum subduction rate occurs at higher densities. Here, as in the GMR, the subduction rate decreases by
17% and shifts from 27.8 kg/m3 (in Control) to 27.94 kg/m3 (in PD). Nevertheless, in PD the effect is more
dramatic, as in GMR the freshwater anomaly occurs only around Greenland while in PD it is over the entire
ANHA domain.

The subduction components for PD are shown in Figure 9e. Compared to Control, the largest amplitudes of
each of the terms are found at larger densities. The term 𝜕h

𝜕t
has its maximum of 1 Sv at 27.85 kg/m3. This is

actually denser than MLSW and 29% decrease with respect to Control.

v⃗ · ∇h, on the other hand, is maximum in the density of MLSW and it reaches 0.6 Sv, similar (in magnitude
only) to Control. When decomposing v⃗ · ∇h, we find that both components are maximum in the density of
MLSW. u 𝜕h

𝜕x
goes up to 2.6 Sv, while v 𝜕h

𝜕𝑦
reaches −2.8 Sv. Comparing them with the same terms in Control,

we found that in PD the advective terms gain in magnitude but their resultant (v⃗ · ∇h) is actually smaller
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Figure 11. Climatological differences between Control and the perturbation
experiments in the study region (black contour in Figure 3b), for lateral
(a) heat and (b) freshwater fluxes and (c) buoyancy fluxes. Positive values
indicate that the magnitude of the field is larger in Control and vice versa.
GMR = Greenland Melt Removed; PD = Precipitation Decreased.

than in Control. The increase in the advective terms in PD is given by the
increase in the horizontal density gradients.

5. Discussion and Conclusions
We have explored the sensitivity of subduction in the Labrador Sea to
changes in spatial model resolution, Greenland freshwater discharge,
high-frequency atmospheric forcing, and precipitation. A control and
four perturbations experiments were implemented by using a coupled
ocean-sea ice model, with an eddy-permitting regional configuration and
an hourly atmospheric forcing. LSW formation rates were determined
using a kinematic subduction approach. The study considered the period
from 1 January 2004 to 31 December 2016.

Our Control simulation showed a maximum subduction rate of 1.85 Sv
(Table 3) in the density class of deeper LSW (Figure 8a). Deep convection
events that occurred during 2008, 2012, and 2016 (Yashayaev & Loder,
2017) were captured by Control (Figure 4a). During 2008, 1 and 2.5 Sv of
ULSW and deeper LSW, respectively, were formed (Figure 4a). In the year
2012, 2.6 and 2.5 Sv of ULSW and deeper LSW, respectively, were formed
(Figure 4a). The model convection event in 2016 resulted in formation
rates of 0.5 and 6.5 Sv of ULSW and deeper LSW, respectively (Figure 4a).
These numbers are within the range of previous studies; some of them
are summarized in Figure 1b.

As part of a study on recurrent replacement of LSW, Yashayaev and Loder
(2016) roughly estimated potential export rates of LSW. They did this by
looking at winter to fall LSW disappearance rates, based on computing
the area within the 550-m thickness contour of LSW. They indicated that
their approach made a number of assumptions and likely overestimated
the LSW export—which may or may not be directly tied to LSW produc-
tion. Still, their analysis concluded that annual LSW export was 8.9 ± 1 Sv

in strong convection year and 3.2 ± 1 Sv in weak convection years. Given more years of weak convection that
strong convection over our study period (Yashayaev & Loder, 2016), our long-term mean estimate of 1.85 Sv
in the density range of deeper LSW is not unreasonable. Furthermore, our largest formation rate, of 7 Sv
(0.5-Sv ULSW and 6.5-Sv deeper LSW), in 2016, is not inconsistent with Yashayaev and Loder's (2016) esti-
mate for strong convection years. We also note that Yashayaev and Loder (2017) point out that LSW newly
formed in 2017 is the deepest, densest, and most voluminous since the mid-1990s.

We found that by increasing the resolution over the subpolar gyre, even when the advective terms produce
more LSW, the LSW formation rate decreased in magnitude (Figure 8a). This was mostly due to shallower
MLD and a decrease in the area of the deep convection in SPG12 compared to Control (Figures 6a and 6b).

During deep convection events, strong density differences between the convective region and the ambi-
ent stratified waters induce baroclinic instability which breaks up into CE (approximately diameter of
20–30 km). The CE mix the upper part of the water column, while the main part of the dense water sinks to
its density level spreading later along isopycnals (see, e.g., Chanut et al., 2008; Lilly et al., 2003). These eddies
together with BCE are thought to reduce the depth of the convective events (Jones & Marshall, 1993, 1997)
as they are very effective at transporting heat and freshwater into the convective patch playing a major role
in the early stages of restratification throughout the patch. Recently, Kawasaki and Hasumi (2014) explored
in a modeling study the importance of eddy-induced near surface freshwater transport for inhibiting deep
convection. They concluded that lateral buoyancy transport caused by heat is actually significantly larger
than that from freshwater, with the later contributing mainly to the near the surface buoyancy transport
only in the northern Labrador Sea. Their results, however, might be impacted by the absence of Greenland
melt in their model. The freshwater advected into the Labrador Sea interior from the WGC mainly origi-
nated from the Arctic Ocean and runoff from the southeast GrIS (Gillard et al., 2016) and was transported
south by the East Greenland Current. Failing to include Greenland melt in their model might explain
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Figure 12. Mean total subduction rate as a function of the potential density
for the Control simulation with different adjustment periods: 2004–2016
with 2 years of adjustment (blue) and 2019–2030 with 18 years of
adjustment (orange). Red dashed line marks the density of the maximum
subduction rate for both cases. LSW = Labrador Sea Water;
MLSW = Modelled Labrador Sea Water; ULSW = Upper Labrador Sea
Water.

why the upper 100-m freshwater thickness in their model is half of the
observational estimates (Khatiwala et al., 2002).

Nevertheless, such processes potentially explain the averaged March
MLD being shallower in SPG12 than in Control. There is actually more
freshwater being advected into the study region in SPG12 (Figure 11b)
possibly due to an increase in IR and BCE. This is not the case, however,
for heat advection (Figure 11a), which is 3 orders of magnitude larger
in Control. This leads to the buoyancy fluxes being larger, especially in
winter and fall (Figure 11c), when (1/4)◦ is used.

The typical horizontal resolution of the numerical models used in the
assessment reports of the Intergovernmental Panel on Climate Change
is roughly 1◦ to 2◦ for the atmospheric component and around 1◦ for the
ocean (Flato et al., 2013). Our results suggest that the use of ocean numer-
ical models with coarse horizontal resolution results in LSW formation
larger compared with estimates from numerical models with higher hor-
izontal resolution. Thankfully, the upcoming CMIP6 (Overview of the
Coupled Model Intercomparison Project Phase 6) will have (1/4)◦ for the
ocean as the norm (Eyring et al., 2016). Nevertheless, the implications for
coupled models are unproven and highly depend on atmosphere-ocean
feedbacks, which are neglected in this study. At the same time differ-
ent outcomes may result when high-resolution forcing fields (rather than
interpolated low resolution fields) were considered.

We found that the presence of Greenland melt affects mainly the formation of denser LSW. The formation
of LSW at a density of 27.82 kg/m3 (in GMR), decreased by 14% when no Greenland melt is present, while
there is more LSW been formed at a density of 27.8 kg/m3 (Control) when freshwater fluxes from GrIS are
considered (Figure 8b). However, our results indicate that the current trend in freshwater discharge from
GrIS (Bamber et al., 2012) has not been followed by a decrease in the overall LSW formation rate. Also, the
maximum MLD was not found to be greatly impacted by the presence of Greenland melt (Figures 4a and
4c). At the same time Control and GMR hold very little differences concerning lateral heat and freshwater
and buoyancy fluxes (Figures 11a–11c)

In order to test if the integration time of the Greenland melt was actually an issue when looking at its
influence on the LSW formation rate, the Control simulation was rerun from 2017 to 2030 using the same
forcing that was used to run the period 2002 to 2016. Basically, the extended run (2017 to 2030) can be
treated as a simulation over the period 2002 to 2016 but with a much longer adjustment. Figure 12 shows
the formation rate for the two different periods: 2004 to 2016 and 2019 to 2030 (2004 to 2016 with a longer
adjustment period) for the Control simulation. By increasing the adjustment period, the formation rate does
not decrease, as might be expected as the Greenland melt water increases within the Labrador Sea. Instead,
the LSW formation rate increases without changes in the density of the maximum subduction rate.

The use of a (1/4)◦ configuration might also be seen as a limitation for the GMR experiment given the
poor representation of the eddy fluxes. By using the Parallel Ocean Program in two configurations, with
horizontal resolutions of 1◦ and 0.1◦, respectively, Weijer et al. (2012) explored the AMOC sensitivity to
enhanced freshwater input from GrIS. They found that a reduction in wintertime convection (and the AMOC
decline) is markedly more gradual and persistent in the 0.1◦ configuration. den Toom et al. (2014) used the
same two configurations as in Weijer et al. (2012) to investigate the impact of the AMOC reduction on the
freshwater advection in the North Atlantic. They also found a shallowing of the MLD in the Labrador Sea
as a result of a 0.5-Sv freshwater perturbation from GrIS in the strongly eddying configuration. However,
the freshwater fluxes from GrIS implemented in their experiments is “a worst-case scenario” compared to a
“catastrophic collapse” of the GrIS (0.1 and 0.5 Sv). These simulations should not be considered as a realistic
scenario for present-day climate change, which is the case of our study, where more realistic freshwater
fluxes from the GrIS are considered. Böning et al. (2016) explored the impact of Greenland melt on deepwater
formation in the North Atlantic Ocean by implementing a two-way nest over the polar/subpolar regions,
increasing the resolution from (1/4)◦ to (1/20)◦ (VIKING20). As in our study, they used Bamber et al. (2012)
to represent the freshwater fluxes from the GrIS. They found that the accumulation of freshwater from GrIS
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so far has not been (yet) significant enough to impact the freshwater budget of the subpolar North Atlantic.
In agreement with our results, they argued that the influence of meltwaters affects mainly the formation of
the denser LSW. They pointed out that the dynamical implications given the decrease in the replenishment
of the denser LSW might not be noticeable in less than a decade, in which case they might not emerge within
the time frame of our study. The agreement between their findings and ours might make one think that a
correct representation of freshwater fluxes from the GrIS is as important as the model horizontal resolution.

The experiment PD showed a similar behavior as the one from the GMR experiment. When a decrease in the
precipitation was not considered (in Control), the LSW formed was effectively lighter, reaching a subduc-
tion maximum at 27.8 kg/m3, while when the precipitation was reduced the subduction was maximum at
27.94 kg/m3. This transformation was as a result of a decrease in freshwater advection and hence buoyancy
fluxes in GMR over the study region (Figures 11b and 11c).

Our results suggest that an increased in the precipitation would impact mainly the replenishment of the
denser LSW (Figure 8d). As in the GMR experiment, the increase in freshwater fluxes from precipitation did
not impact greatly the maximum MLD in the Labrador Sea (Figure 4e)

Myers and Donnelly (2008) found an increase of P − E (precipitation minus evaporation) in the mid-1970s.
Similar to the freshening investigated here for the experiments GMR and PD, they suggest that the increase
must have played some role in causing freshening in the Labrador Sea. Freshwater accumulation at the ocean
surface is known to increase the water column stratification making it more difficult for deep convection to
occur (Dickson et al., 1988). During the last five decades GrIS has undergone significant mass loss (Forsberg
et al., 2017; Bamber et al., 2012; van Angelen et al., 2013; Velicogna et al., 2014) with the consequent
enhanced contribution of freshwater to the ocean. Future precipitation increases as a result of an intensi-
fication of the global water cycle (Huntington, 2006; Wang et al., 2017) are one of the warming-induced
hydrological changes. As temperature and water holding capacity of the atmosphere increases, so will the
precipitation. This means that warmer climates will irreparably lead to more intense precipitation events
(Wang et al., 2017), potentially impacting the winter deep convection in the Labrador Sea.

However, regardless of the warming-induced changes seen so far (e.g., Greenland melt increase), there has
been a progressive deepening in the observed convection in the Labrador Sea since 2012, and LSW2012− 2016
is one of the deepest ever observed back to 1983 (Yashayaev & Loder, 2017). Our results show that, within
the 12 years that our study spans, an increase in either precipitation or Greenland melt in the Labrador
Sea is not likely to decrease the overall LSW formation rate or the maximum convection depth. It would,
however, decrease the formation of denser LSW, which, by affecting the large-scale density gradients, would
have longer-term dynamic implications. In fact, we could speculate that an increase in freshwater fluxes
from the GrIS or an increase in midlatitude precipitation would likely impact the AMOC more by reducing
the replenishment of denser LSW, than by decreasing the convection depth. These implications, however,
cannot be further seen in our analysis as they are not likely to emerge within the 12 years of our study
(Böning et al., 2016).

High-frequency atmospheric phenomena, like polar lows and cold-air outbreaks, are projected to decrease
in the 21st century (Kolstad & Bracegirdle, 2008; Zahn & von Storch, 2010) also as consequence of global
warming. These phenomena regulate the formation of deep water in the Labrador Sea by inducing a strong
oceanic heat loss (Condron & Renfrew, 2013; Schulze et al., 2016), as they are accompanied by strong winds
and a decrease in the air temperature (Kolstad & Bracegirdle, 2008; Zahn & von Storch, 2010). Yashayaev
and Loder (2009) in their study argued that enhanced atmospheric cooling associated with below-normal
air temperatures in the Labrador Sea was the predominant factor contributing to the enhanced production
of LSW2008. Vȧge et al. (2008) found this strong cooling to be related with (among other factors) a shift of
the storms track more to the south compared to the previous winter, with the cyclones following a better
well-defined trajectory from the east coast of North America toward the Irminger Sea. We found that by
filtering out such events the heat loss over the Labrador Sea decreases by 44%. This reduction was enough
to shut down the deep convection in the basin, with the March MLD not going deeper than 400 m. It took
less than a year of filtered atmospheric forcing for the Filtered simulation to show a considerably decrease
the LSW formation rate. It is important to note here that high-frequency atmospheric phenomena are pro-
jected to decrease based on relatively coarse resolution coupled models. How this result would change if
high-resolution projections were available is still uncertain.
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We understand that our Filtered simulation is an extreme scenario as basically all the storms are removed.
In fact, if we translate the freshwater and heat fluxes of GMR and PD compared to those in Filtered into
buoyancy fluxes, it becomes clear that the increase in Filtered is much larger (Figures 11a–11c). In terms
of heat and buoyancy fluxes, the Filtered experiment could be compared with those in Weijer et al. (2012)
where a worst-case scenario freshwater perturbation is applied, either around the perimeter of Greenland
or over a broad swath (50–70◦N) of the northern North Atlantic, using two model configurations at different
resolutions. They found a reduction in ventilation in the Labrador Sea associated with a decrease in the
ocean surface heat loss, all within the first few years. In both of their configurations, the decrease in the
convective activity was reflected by a weakening of the AMOC within 10 years. Thus, our results point out
that, global warming in the future by reducing the occurrence of storm events over the Labrador Sea and
hence a decrease in the heat loss, is potentially as bigger threat for the LSW formation as an increase in
the freshwater input. However, caution is required when drawing implications for a coupled system, where
heat fluxes and sea surface temperature are not prescribed in the same way as in a forced numerical model
simulation.

Holdsworth and Myers (2015) explored the impact of high-frequency atmospheric forcing in the convective
energy on the Labrador Sea from 2002 to 2010 using model output. While convection represents vertical
mixing (upward and downward), subduction focus only in the net downward transport of a specific water
mass. A strong convection event (i.e., MLD deeper than 1,500 m) does not necessarily translate into an
increase in the formation rate (Figure 4a). We found that deep convection events like those in 2014 and 2015
(Figure 4a) where the MLD was deeper than 1,500 m were not followed by an increase in the formation rate.
We consider that, based on our results, care needs to be taken when directly linking convective energy to
LSW formation. Different from Holdsworth and Myers (2015), we offer an estimate of the LSW formation
rate when storms are not present. Our results not only support their findings but also extend their analysis
and objectives. At the same time, the different diagnostic used in our study adds to our understanding of the
link between LSW formation and convection.

We are aware that the presence of the artificial MLSW in the simulations SPG12, GMR, and PD (Figures 8b,
8c, and 8e) might be interpreted as if there is a significant influence from the model drift in our results.
Böning et al. (2016) defined upper LSW between 27.74 and 27.82 kg/m3, which is the density range we use
here to define deeper LSW. At the same time they defined lower LSW between 27.82 and 27.92 kg/m3, which
is the density range that we use to define the MLSW. Attention needs to be paid when comparing LSW rates
from different studies and their respective definitions in density ranges, and not just the names they were
given. This does not mean that we are ignoring the presence of a small drift in our simulations. However,
the Control simulation does not show the presence of subduction occurring in the density of MLSW, and
it shows formation rates occurring at a density range comparable to observations (see, e.g., studies within
Table 1). In the case of GMR and PD the transformation of ULSW and deeper LSW into MLSW is clearly
due to the lack of Greenland melt and precipitation compared to Control, which induces an increase in the
density, reflected in the deepening of the seasonal MLD.

The annual evolution of the subduction components in the case of SPG12 (not shown) links the transfor-
mation of ULSW and deeper LSW into the MLSW with an increase in the magnitude of the advective terms
from 2014. When analyzing the velocity field from the model output in SPG12 (not shown), we found that
there is an increase in the zonal velocities toward the east over the study region. The meridional velocities
have a similar behavior, with an increase mainly toward the south. When using SPG12 to explore the tem-
perature flux carried by individual eddies across 47◦N in the Atlantic Ocean, Müller et al. (2017) compared
its (SPG12) mean circulation patterns with satellite altimetry data, finding that the LC appeared to be more
pronounced in SPG12. This might be a reason for the increase eastward and southward velocities found in
our study region. Boundary issues between the parent domain and the nest might as well, eventually, lead to
spurious solutions within the nest or child domain (Nash & Hartnett, 2014). Nevertheless, all the five sim-
ulations used were able to correctly capture the physical processes leading to LSW formation. At the same
time the kinematic subduction approach has shown to be a useful tool when estimating LSW formation.
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