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Abstract—Highly-detailed equipment models for elec-
tromagnetic transient simulation provide an accurate in-
sight into the system characteristics and behavior. In
this article, a coupled field-circuit cosimulation employ-
ing detailed component-level models is proposed for the
solid-state transformer. To reveal comprehensive thermo-
electromagnetic information of the equipment, a high-order
nonlinear insulated-gate bipolar transistor (IGBT) model
is utilized for the modular multilevel converter, while the
finite element method (FEM) is adopted in modeling the
transformer. The heavy computational challenge posed by
the complexity of these models is alleviated by exploiting
model parallelism and the subsequent processing by mas-
sively parallel architecture of the graphics processing unit,
e.g., a pair of coupled voltage-current sources is adopted
for reducing the order of the matrix equation in the circuit
part, while in the FEM-based models, a matrix-free nodal
domain decomposition solution is utilized to parallelize
the overall system to the maximum. A multirate scheme
is applied for a further computational burden reduction of
the cosimulation due to a large disparity in the appropri-
ate time-steps between power semiconductor switches and
the magnetic component. Simulation of a multiterminal dc
system including the SST is carried out, and the accuracy
of proposed models are validated by offline tools such as
SaberRD, ANSYS, and PSCAD/EMTDC.

Index Terms—Electromagnetic transients, electrother-
mal, finite element method, graphics processing unit, nodal
domain decomposition, multiterminal direct-current, mod-
ular multilevel converter, parallel processing, solid-state
transformer.

I. INTRODUCTION

E LECTROMAGNETIC transient (EMT) simulation at sys-
tem level is an effective approach to study transient be-

havior of conventional power systems, and the power electronic
converters with a boom in construction of high-voltage direct
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current (HVdc) projects and the multiterminal dc (MTdc) grid.
Currently, the commercial EMT-type power system tools can
reveal the performance of the HVdc system with a sufficient
accuracy, and thus, are widely used for validation of new topolo-
gies and models, control and protection algorithms, and system
preview under various operating scenarios [1]–[3].

The involvement of high-frequency power converters com-
posed of power semiconductor switches and magnetic compo-
nents makes energy conversion efficiency a particular concern
in these high-power applications [4]–[7], and the trend towards a
more compact volume drives the adoption of detailed models for
design evaluation—preferably in the overall system simulation
that provides the exact electromagnetic environment where all
linear and nonlinear elements become interactive. However, the
system-level EMT simulation is incapable of revealing this sort
of information because of the lumped and linearized models
adopted for attaining fast computational speed. While complex
component-level models exist in some simulation tools such as
ANSYS Maxwell and ANSYS Simplorer for magnetic and cir-
cuit apparatus design [8]–[10], respectively, there are practical
limitations on the system scale due to the computational burden,
and a high chance of numerical divergence. Therefore, they are
seldom used in a large-scale power system or power electronic
system simulation.

The adoption of nonlinear high-order power switch models
improves the simulation fidelity by providing all necessary
information for converter design, including switching losses,
instantaneous voltage and current stresses, and the junction
temperature [11], [12]. However, the simulation quickly be-
comes untenable with an expansion in the scale that prolongs the
execution time by a larger matrix equation and more iterations
for convergence of nonlinear elements. It is also noticed that
most component-level EMT simulation tools for power elec-
tronics focus mainly on detailed modeling of the semiconduc-
tor switches whilst excluding complicated phenomena in the
magnetic components. An integrated circuit-field cosimulation
is available in ANSYS, which shows finite element method
(FEM) for magnetic components and device physics of power
semiconductor switches [13]. An obvious drawback is the slow
simulation speed due to the twofold complexity from com-
ponents in the circuit—and most noticeably the field domain
[14]–[16].
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Fig. 1. Component-level solid-state transformer based on MMC.

The solid-state transformer (SST) based on the modular
power converter topology and medium-frequency transformer
(MFT) [17], [18] has a high homogeneity that provides paral-
lelism, which is potentially a solution to efficient simulation.
The modular multilevel converter (MMC) contains a large num-
ber of submodules sharing the same configuration; and it is
intrinsic for FEM to have a substantial number of identical
units. Motivated by the heavy computational burden of both
the nonlinear component-level MMC model as well as the
FEM computation of the MFT within the SST, in this article,
a massively parallel cosimulation of these component-level
models is established on the single instruction multiple data
(SIMD) architecture of the graphics processing unit (GPU).
Nonlinear device-level modeling and circuit partitioning are
utilized to realize the massively parallel MMC model, which is
interfaced with a massively parallel matrix-free solution of the
FEM-based transformer model. The fidelity of this GPU-based
cosimulation is verified against respective commercial simu-
lation tools while attaining substantial gains in computational
speed-up.

The rest of this article is organized as follows. Section II
introduces the component-level MMC model, and Section III
gives details of the transformer parallel FEM modeling. Sec-
tion IV specifies the coupled field-circuit cosimulation of the
SST. Section V presents the results and discussion of an MTdc
grid case study. Finally Section VI concludes this article.

II. MMC NONLINEAR COMPONENT-LEVEL MODELING

The SST comprising of two front-to-front connected MMCs
is given in Fig. 1, where MMCH and MMCL are subjected to
different dc voltages. Power loss is concerned in the medium-
frequency transformer, which is able to operate above the
frequency of ac grid, and in the two converters as it affects
the operation status of the power semiconductor switch insu-
lated gate bipolar transistor (IGBT). Therefore, the two de-
vices are modeled at component level for gaining an accurate
insight.

Fig. 2. Nonlinear IGBT electro-thermal model. (a) Fourth-order circuit
model. (b) Transient electro-thermal impedance equivalent circuit.

A. IGBT Nonlinear Thermo-Electromagnetic
Transient Model

1) High-Order Circuit Model: As Fig. 2 shows, a data-
sheet-driven IGBT component-level model contains the equiv-
alent circuit of the IGBT and its antiparallel diode, and an
electro-thermal network that is solved independently.

The component realizing basic turn-ON and -OFF behaviors is
the essential part that can be expressed as following [19]:

imos =

⎧⎪⎪⎨
⎪⎪⎩
0, (vCge < Vt)||(vd ≤ 0)

a2 · vzd − b2 · v(z+1)
d , vd < (y · (vCge − Vt))

1
x

(vCge−Vt)
2

a1+b1·(vCge−Vt)
, (others)

(1)
where a1, a2, b1, b2 are constants, Vt is the threshold voltage,
and vd is the voltage of the current source. Calculated by

itail =

(∣∣∣∣vtail

rtail
− imos

∣∣∣∣+
(
vtail

rtail
− imos

))
· irat

2
(2)

the tail current appears only during the turn-OFF process and is,
then, superimposed onto the result of the MOSFET part.

The freewheeling diode takes an exponential form in the
continuous time-domain, as

iD = Is ·
(
e

vD
nVT − 1

)
(3)

where Is is the saturation current, VT is the thermal voltage, and
n is the emission coefficient. In addition, the reverse recovery
current realized by the voltage-controlled current source is pro-
portional to the voltage over the R-L pair vrr with a coefficient
of Krr, as

irr = Krr · vrr. (4)
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Discretization of each component is carried out for EMT
simulation. For example, it yields conductance and transcon-
ductance when the current source imos is discretized

Gimos
vd =

∂imos

∂vd
= a2 · z · vz−1

d − b2(z + 1) · vzd (5)

Gimos
vcge =

∂imos

∂vcge
=

1

b1
− a21

b1(a1 + b1(vcge − Vt))2
(6)

and the current contribution in the companion model is

Imoseq = imos −Gimos
vd vd −Gimos

vcgevcge. (7)

A single switch corresponds to a 4 × 4 admittance matrix
comprising elements from both the IGBT and the freewheeling
diode, written as (8) shown at the bottom of this page, and the
history currents forms a vector as given in (9) shown at the
bottom of this page.

2) Electro-Thermal Model: The IGBT power loss produces
heat that is diffused through its case which, as an integral part
of the switching device, can be modeled as the transient electro-
thermal impedance taking the form of the following analytical
function:

Zth =

n∑
i=1

Rth(i)

(
1− e

− t
τi

)
(10)

where the impedance Rth(i) along with the time constant τi can
be realized by a paralleled R-C pair for EMT simulation, as
given in Fig. 2(b) where

Cth(i) =
τi

Rth(i)
. (11)

In the equivalent circuit of the transient thermal impedance,
the input current source is numerically equal to the IGBT power
loss Ploss, and its terminal voltage is deemed as the semicon-
ductor’s junction temperature Tvj . With the inherent cooling
mechanism, the IGBT is exposed to the air and, therefore, the
other terminal of the R-C chain is a constant voltage source
denoting the ambient temperature Tamb which is 25 ◦C. The
electro-thermal chain has a total of five nodes, but the acquisition
of the junction temperature does not rely on solving matrix
equation; instead, knowing that the network injection current
provides an instantaneous solution

Tvj(t) =

(
4∑

i=1

Ploss(t) + Ihis(i)(t−Δt)

GCi +R−1
thi

)
+ Te (12)

where GCi = Δt/2Cth(i), and the capacitor history current is

Ihis(i)(t) = Ploss(t) +GCi

Ploss(t) + Ihis(i)(t−Δt)

GCi +R−1
thi

(13)

according to the Trapezoidal rule with a time step of Δt. The
outcome Tvj is, then, used to update temperature-dependent
parameters of the data-sheet-driven IGBT nonlinear model, e.g.,
Vt, a1, b1, which are linearly interpolated since in the data sheet
all tests are conducted at two different temperatures, i.e., 25 ◦C
and 125 ◦C.

B. Fine-Grained MMC Partitioning

The direct solution of an entire MMC is extremely inefficient
and—as a matter of fact—impractical since it tries to acquire
the circuit information via the Newton–Raphson (NR) iteration
of a high-dimension matrix equation, which would be subjected
to numerical divergence. Circuit partitioning enabling all MMC
submodules to be computed separately is adopted since the arm
current has a much lower frequency compared with that of EMT
simulation, as shown in Fig. 1. Then, the overall converter is
split into two types of subcircuits, the submodule where the
high-order nonlinear elements requiring an iterative computa-
tion process are confined to, and the purely linear main circuit.
The quantity of submodules in a practical application such as
the SST indicates a high parallelism, which is a key factor that
the GPU is able to gain a remarkable speedup over the CPU in
circuit simulation.

1) MMC Nonlinear Submodule: One prominent feature of
the MMC-based dc–dc converter is the fault blocking capability
even when the submodules are half bridge. After partitioning, the
submodules become physically independent and from a mathe-
matical point of view, they can be solved simultaneously. An ar-
bitrary half-bridge submodule corresponds to a six-dimensional
(6-D) matrix equation, where the admittance matrix and the
current vector are constructed as

GSM =

[
Gu

S4×4 04×2

02×4 02×2

]
+

[
03×3 03×3

03×3 Gd
S3×3

]
(14)

JSM =
[
Ju
S1×4 01×2

]T
+
[
01×3 Jd

S1×3

]
+
[
01×3 JA 01×2

]
. (15)

GS =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Gimos
vd +Gccg + Gimos

vcge −Gccg, −Krr −GLd −GRLd, −Gimos
vd −Gimos

vcge

Krr +GLd +GRLd,

−Gccg, Gcge +Gccg +Gg, 0, −Gcge −Gg

−GLd −GRLd, 0, Gvj +GLd +GRLd, −Gvj

−Gimos
vd −Krr, −Gcge −Gimos

vcge −Gg, Krr −Gvj , Gcge +Gimos
vd +

Gimos
vcge +Gg +Gvj

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8)

JS =
[
ILdeq − Imoseq − Iccgeq, Iccgeq + VgGg − Icgeeq, Ijeq − ILdeq, Imoseq + Iccgeq − VgGg − Ijeq

]
(9)
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Fig. 3. SST for formation of a four-terminal dc grid and the controller.

The superscripts u and d denote elements from the upper and
lower switches, respectively. The last node of the lower IGBT
is taken as the virtual ground, and therefore, elements related to
that node can all be ignored. The current vector JSM is composed
of the arm current JA in addition to two vectors contributed by
the IGBTs. An iterative NR process is involved in solving the
six nodal voltages in the highly nonlinear submodule, and the
IGBT elements are updated repeatedly; nevertheless, the arm
current maintains till the next time-step when a new value is
received. The involvement of a lot of nonlinearities requires a
small time-step of dozens of nanoseconds in order to prevent an
early termination of the simulation due to numerical divergence.

2) Linear Main Circuit: The MMC main circuit turns out to
be linear after separating all the submodules. The arm, composed
of voltage sources coupled to the submodules and the inductor,
can be expressed as

varm(t) = (iarm − Ieq) · ZLarm +

N∑
i=1

vpi. (16)

Unlike the submodule, the main circuit having a direct connec-
tion to the MFT can be solved by a large time-step in the range
of dozens of microseconds. Therefore, the multirate scheme is
adopted to reduce the computational burden: a time step of 100 ns
is used on the submodule side for capturing switching transients,
while it is 20 μs on the main circuit side.

C. MMC-Based DC Grid

An MMC-based 4-terminal dc grid composing of two HVdc
links interconnected by the SST is taken as the testbench, as
shown in Fig. 3. The HVdc system having a direct connection to
MMCH has a rated dc voltage of ±400 kV, while its counterpart
on the other side has a rating of ±200 kV. The two rectifier
stations REC1 and REC2 controls the power, and their inverter
counterparts INV1 and INV2 are in charge of dc voltage.

The medium frequency transformer in the center of the SST
has a turn ratio of 2 so as to interconnect the two HVdc systems.
At the high-voltage side, MMCH aims to produce a stable,
sinusoidal three-phase voltage on the primary windings, and
the other MMC regulates the power flow. All the six MMCs

share a similar control algorithm, which mainly contains three
parts, i.e., the outer-loop controller where the main difference
among various types of MMCs exhibits, the current-loop and the
inner-loop adopting phase-shift control (PSC) strategy specifi-
cally designed for balancing the capacitor voltages of all active
MMC submodules [20]. For example, in the outer loop, MMCH

compares the d-q frame voltages with their references, and for
the inverter, the dc voltage becomes the control object; on the
other hand, the two rectifiers are virtually identical to MMCL

other than the latter is able to operate under a much higher
frequency in its ac supply.

III. FINITE ELEMENT TRANSFORMER MODEL

A. Finite Element Model and Field-Circuit Coupling

The Ampere’s law, which states that the magnetic field in
space can be generated by both external impressed current and
eddy current, is the working principle of a transformer. A finite
element transformer model, which provides more accurate and
comprehensive information for simulation by considering the
factors from a design perspective such as geometries, winding
parameters, and material nonlinearity, is governed by the fol-
lowing partial differential equation [21] :

∇× (υ∇×A) = J − σ
∂A

∂t
(17)

where A is the magnetic potential and satisfies B = ∇×A, υ
is the nonlinear magnetic reluctivity, and the right-hand terms
are the impressed current and the eddy current, respectively.

The air has poor magnetic conductivity, and the boundary
conditions for the magnetic field usually uses A = 0 on the
artificial boundary of the problem domain. Note that the winding
zone with external impressed current density is assumed non-
conducting and the eddy current term is 0 in the winding zone.

Since the impressed current density J is associated with the
winding currents J = NI/S with N the number of winding
turns, I the winding current, and S the winding area, the un-
known magnetic potentials A(ip, is), which is a function of
primary and secondary winding currents, can be solved by the
finite element method with given winding currents. However, in
real application, transformers are usually not connected directly
to current sources; to interface the finite element model with the
external networks, an indirect field-circuit coupling scheme was
also proposed, which is very suitable for parallel processing
and multirate simulation. According to the Faraday’s law, the
following equation can be used to calculate the induced winding
voltage with the magnetic potentials:

U = rI +
Nl

ΔS

∫
S

∂A

∂t
dS (18)

where I is the winding current, r the winding resistance, N
the number of turns, l the axial length of each filament, S the
winding zone, and ΔS the area of the winding zone.

Since A(ip, is, t) is a function of winding currents and time,
according to the partial differential chain rule

∂A

∂t
=

∂A

∂ip

∂ip
∂t

+
∂A

∂is

∂is
∂t

(19)
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Fig. 4. Self and mutual inductances extracted from the finite element
model for electrical network coupling.

(18) can be rewritten as

U = rI +
Nl

ΔS

∫
S

∂A

∂ip
dS

∂ip
∂t

+
Nl

ΔS

∫
S

∂A

∂is
dS

∂is
∂t

. (20)

Applying (20) to the primary and secondary windings, respec-
tively

Up = rpip + Lp
∂ip
∂t

+Mps
∂is
∂t

(21)

Us = rsis + Ls
∂is
∂t

+Msp
∂ip
∂t

(22)

where the self and mutual inductances of the transformer can
be extracted as

Lp =
Nplp
ΔSp

∫
Sp

∂A

∂ip
dS, Mps =

Nplp
ΔSp

∫
Sp

∂A

∂is
dS

Msp =
Nsls
ΔSs

∫
Ss

∂A

∂ip
dS, Ls =

Nsls
ΔSs

∫
Ss

∂A

∂is
dS. (23)

Thus, the finite element transformer model can be represented
by the self and mutual inductances in Fig. 4 to interface with
external networks. Since the winding currents are time varying,
these nonlinear inductance values should be updated by the finite
element computation at each time-step for different winding
currents.

Once the winding currents ip and is are updated from the
networks, the inductance calculation in (23) can be performed
after solving A(ip, is), A(ip +Δip, is), and A(ip, is +Δis)
with the finite element method. The choice of Δip and Δis can
be a small increment value such as 0.001 A, and the partial
differentials can be calculated based on the Euler’s rule

∂A

∂ip
=

A(ip +Δip, is)−A(ip, is)

Δip
(24)

∂A

∂is
=

A(ip, is +Δis)−A(ip, is)

Δis
(25)

and the integral over the winding zone is intrinsically a weighted
summation of the values in the triangular elements. Note that the
winding currents are also time varying, which means the induc-
tances from the previous time-step are utilized to calculate the
current time-step. The error introduced by the indirect coupling

depends on the time step: the smaller the time step, the more
accurate the results will be.

Compared with the A-V formulation that solves the magnetic
and electrical potentials simultaneously in a global system [23],
the indirect coupling scheme extracting the coupling coeffi-
cients from the magnetic field computation is more flexible and
scalable. Also, it works for multirate simulation using different
time-steps.

B. Matrix-Free Finite Element Solution

Fig. 5 shows a 2-D transformer model with triangular mesh,
and the problem domain includes the air, transformer core, and
winding area. Applying the Galerkin’s FEM to (17) in each
triangular, the elemental equation can be obtained as

KA+ T
dA

dt
= J (26)

where A and J are 3× 1 vectors representing the unknown
magnetic potential and the impressed current source at the
vertexes of the triangle, respectively;K andT are 3× 3matrices
whose entries are determined by the material properties and
shape functions Ni, and within a specific element e they can
be written as follows:

Ke
ij = υe

∫
Ωe

∇Ni · ∇NjdΩ (27)

T e
ij = σe

∫
Ωe

Ni ·NjdΩ. (28)

The reluctivity υ is a function of the unknown magnetic
potential, thus, the problem is nonlinear. Traditional FE solution
of such a nonlinear problem usually involves assembly of the
elemental equations followed by the NR iteration to solve the
global system.

For finite element transient simulation with nonlinearities,
the repeat factorization of the Jacobian matrix is very intensive
computation, which can be potentially solved by the prevalent
high-performance computing (HPC) resources. However, the
main challenge lies in the parallelism of a program, which
is a prerequisite to utilized these HPC resources according to
Amdahl’s law [24].

The matrix factorization is sequential and can be hardly
vectorized for massively parallel processing. In order to ac-
commodate the SIMD paradigm of modern high-performance
computing resources, the nodal domain decomposition scheme
is utilized in our article.

Imagine that in the domain decomposition scheme, what will
happen if the domain is partitioned in such a way that each
subdomain contains only one unknown? Fig. 1 in [25] shows
such a case with the extreme domain partition. Each subdomain
is solved independently in an iterative manner. The subdomains
overlap with each other and information exchanges between
them during the iteration. Fig. 6 shows the detailed subdomain
solver (SDS) illustrating how the elemental equations are con-
verted to a linear or nonlinear equation with only one unknown.

As is shown in Fig. 5, each finite element node and its direct
neighbors make up a subdomain and calculation of each node is
mapped to each computing core in a massively parallel manner.
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Fig. 5. Finite element transformer model and the node-based
subdomains.

Fig. 6. Inside a SDS.

Compared with the traditional nonlinear FE solver based on the
NR algorithm, the nodal domain decomposition (NDD) scheme
has the following features [25].

1) There exists only one unknown in each subdomain and,
thus, no matrices are necessary, i.e., the NDD is matrix
free.

2) As an evolution-type algorithm, the problem is solved by
iteratively updating each node based on the values of its
neighbors in a massively parallel manner.

3) Each subdomain is solved independently following the
same pattern and the computation is concise since there
is only one unknown. Therefore, the NDD shows perfect
modularity for Kernel programming on GPU architec-
tures.

4) No matrices are involved and the required mem-
ory has a linear increase with number of unknowns;
and the only data communication between subdomains
is an implicit synchronization at the end of each
iteration.

C. Multidomain Interfacing

To consider the thermal effect of the transformer windings, a
linear heat conduction equation with the same problem domain
is also solved

∇ · (λ∇T ) = ρC
∂T

∂t
− q (29)

where λ is the thermal conductivity; ρ is the volumetric mass;
C is the heat capacity; q is the heat source.

The elemental equation has similar form with (26), and the
natural convective boundary conditions are employed

λ
∂T

∂n
= h(T − T0) (30)

where n denotes the outward normal direction on the boundary,
h is the convection coefficient, and T0 is the external environ-
mental temperature. In this article, we utilized a convection
coefficient of 50W/m2 K to the surface of the transformer, which
is equivalent to forced air cooling with moderate speed or natural
oil cooling conditions.

The winding material is copper and the transformer core is
made of electrical steel, and their conductivities σ(T ) altered by
the temperature can be represented with

1

σ(T )
=

1

σ0
+ α(T − T0) (31)

where T0 is the ambient temperature 20◦C, for copper, α =
3.8× 10−11Ω m/K and σ0 = 5.8 × 107S/ m; and for steel,
α = 5 × 10−11 Ω m/K and σ0 = 9.6 × 106 S/m.

Thus, the integrated model consists of three physics-bases
subsystems: external electrical networks, the magnetic field,
and the thermal field, thus, there exist three kinds of interfaces
between each other, as shown in Fig. 7.

The interfaces of the thermal field with the other two domains
are quite direct: the external electrical networks can provide
the time-varying winding currents, thus, the Joule-type loss
in the copper windings is available; the time-varying mag-
netic field will induce electrical field in the steel transformer
core, and the eddy current losses can also be obtained af-
ter postprocessing. Naturally, both the winding loss and eddy
current loss are fed to the thermal field as heat sources. In
turn, the thermal field updates the temperature distribution at
each time-step, and the conductivities of the copper wind-
ing and steel transformer core are altered due to change of
temperature.
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Fig. 7. Coefficients to couple the magnetic field, thermal field, and the
external electrical networks.

IV. COUPLED FIELD-CIRCUIT SST KERNEL

The parallel cosimulation executed on the GPU conforms to
the single-instruction, multiple-thread (SIMT) mode where sys-
tem components with the same attribute are written as a kernel—
the terminology of global function in CUDA C programming—
which is able to invoke a designated number of threads simul-
taneously [26]. Therefore, all electrical component models and
mathematical functions need to be categorized according to their
properties prior to being written into various kernels, as given in
Fig. 8(a), where a general classification is available in the SST
computational architecture.

It has been noticed that the SIMT implementation mode
neither forces the adoption of exactly identical functions and
circuit component models, or their quantities, meaning that
a maximum possible parallelism can be achieved to enhance
the computational efficiency. It is notable in the SST that its
two MMCs have distinct control targets, and their submodule
numbers are most likely unequal, which is the major factor that
makes the GPU program design intricate. As can be seen from
Fig. 8(a), all the submodules in both MMCs are written into
one kernel with a total thread number of 6 (N+P) in order to
maintain an efficient computational architecture. The probable
difference in the submodule numbers results in distinct structure
in the inner-loop controllers employing the phase-shift control
strategy, which requires a proper thread-based identification of
various submodules, MMC arms and legs, and even the two con-
verters. The PSC is intentionally split into two kernels, i.e., the
averaging (Ave) control and the balancing control for a thorough
utilization of the massively parallelism noticing that the latter
part is able to invoke the same large number of threads to the
SM kernel, both of which are, as can be observed, the dominant
factor in the circuit domain in determining the parallel simulation
efficiency; on the contrary, the Ave kernel accounts for merely
six threads in the SST and, therefore, is not a determinative factor
in the simulation efficiency.

While the GPU is in charge of the major computational tasks
of conducting the SST field-circuit cosimulation, the involve-
ment of CPU, termed as host, is still mandatory, as shown in

Fig. 8. SST computation architecture on the GPU. (a) Massively par-
allelism realization. (b) GPU cosimulation implementation process.

the general computation process depicted in Fig. 8(b). All the
variables transmitting among kernels need to be initialized in the
CPU and, then, copied via the PCIe bus to the global memory
of the GPU, which takes over once the cosimulation starts. As
can be seen, the independence between the field domain and
its circuit counterpart enables their concurrent computations,
with the only interaction taking place when one time-step is
completed in either domain, and the distinct transient times
between them promotes the multirate implementation, i.e., the
MMC submodules with nonlinear IGBT/diode model require a
much smaller time-step in the range of hundreds of nanoseconds
to ensure proper IGBT/diode device-level results and numerical
convergence while the FEM transformer tolerates a much larger
time-step.

In each domain, the kernels are computed one after another,
with their inputs read from the global memory where the outputs
are also stored. When an intact loop representing one time-step
finishes, the time moves forward by one step. When the simu-
lation ends on the GPU, the CPU takes over again to deal with
the signals, e.g., transferring the data back to the CPU.

At the end of each kernel, the synchronization order is carried
out to ensure that all threads launched by the same kernel with
exactly the same or slightly different contents are completed
before computing the next kernel either in the following NR
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iteration or a new time-step; otherwise, a potential data asyn-
chronization will lead to incorrect simulation results or even
numerical divergence.

V. MASSIVELY PARALLEL COSIMULATION RESULTS

The inclusion of IGBT fourth-order nonlinear transient model
and the transformer FEM model provides a comprehensive
and accurate view of the SST. The component-level results are
validated by SaberRD and ANSYS while the system-level per-
formance is verified by PSCAD/EMTDC. The power electronic
switch models in SaberRD have been subjected to rigorous
experimental tests [27], and thus, the tool provides indirect but
reliable validation. In the meantime, for power equipment design
evaluation, or system-scale performance study, the abovemen-
tioned industrial-standard offline simulation tools are widely
accepted and consequently extensively referred to. The fact that
those commercial tools become extremely slow in computing
when too many details, especially in component level, are in-
volved prompts exploitation of the GPU parallel cosimulation
in this article, which achieves functions beyond a single com-
mercial offline EMT-type solver, let alone with a much faster
simulation speed.

A. Comprehensive SST Component-Level Tests

As the scale of power converters with high-order nonlinear
power semiconductor switch models that current component-
level simulation tools able to solve is very limited due to
numerical instability, a single-phase nine-level MMC with a
reasonable dc-bus voltage of 8 kV, which is the maximum scale
that SaberRD can solve is employed for the proposed IGBT
model validation.

The switching transients peculiar to a device-level model,
e.g., the IGBT turn-ON currents and voltages, are provided.
In Fig. 9(a), a 5 μs dead time is set for the two complimen-
tary IGBTs, and their current waveforms demonstrate tolerable
overshoots; on the other hand, when the dead time is can-
celed, a tremendous surge which exceeds the capacity of the
BSM300GA160D IGBT module is observed in both switches,
as given in Fig. 9(b). More apparent results are provided by
showing the junction temperatures in Fig. 9(c) and (d). As
can be seen, in the former case, both of the IGBTs maintain
a normal temperature of around 55 ◦C, while without an ap-
propriate dead time the junction temperatures could reach over
100 ◦C, meaning the IGBTs cannot operate in such scenarios.
The good match between the proposed fourth-order model and
the SaberRD fifth-order model indicates that the proposed model
can be used in real applications such as the SST with dozens or
even hundreds of voltage levels to provide a thorough insight
into component-level details that otherwise current commercial
EMT-type solvers unable to achieve.

B. SST in DC Grid

In the four-terminal dc grid shown in Fig. 3, the rectifier REC1

initially delivers a total amount of 800 MW, around 600 MW
of which is fed to the inverter INV1, and the remaining is

Fig. 9. IGBT component-level model validation. (a) Switching dead
time 5 µs. (b) No switching dead time. (c) Junction temperatures when
the dead time is 5 µs (left) and 0 (right).

transferred via the SST to the other inverter, which also receives
a total amount of approximately 600 MW. Therefore, the dc
currents at the two inverter stations are about 1.44 kA and
2.92 kA, respectively, as given in Fig. 10. Then, at t = 6 s,
the load demand of the second HVdc link surges to 800 MW,
and consequently the power command in MMCL increases by
another 200 to 400 MW. After a transition lasting a few hundred
milliseconds, the dc current at the two inverters change to nearly
0.9 and 3.9 kA, or the powers are roughly 370 and 780 MW,
respectively. As can be seen, a surge in the power command in the
SST controller causes insignificant perturbations to the dc grid.
For example, the dc voltages in HVdc link 1 witness a 5 kV—or
1.25%—dip momentarily; while the voltages on both windings
of the MFT are kept sinusoidal with an amplitude ratio of 2. The
abovementioned results are validated by PSCAD/EMTDC with
a lower MMC level because otherwise it is unable to simulate.

C. Finite Element Results

Compared with lumped transformer model, the finite element
model trades computational efficiency for accuracy and de-
tailed physical information such as the distributions of magnetic
potential, flux density, eddy current density, temperature, etc.
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Fig. 10. DC grid reaction to SST power step (Left: Proposed model;
Right: PSCAD/EMTDC). (a) DC voltages of HVdc link 1. (b) DC currents.
(c) MFT 400 Hz voltages.

Fig. 11 shows these field distributions obtained from the pro-
posed model at certain time point, and these information includ-
ing magnetic saturation, temperature rise, and eddy current loss
will help engineers on designing and testing equipments. The
flux density distribution shows the transformer core is saturated
at this time point. The magnetizing current Im = Ip − IsNs/Np

from the circuit determines the time-varying field distributions;
and the field distributions in turn influence the inductances fed
to the circuit simulation to calculate the winding current for the
next time-step. Normally, the direction of the flux lines change
with the magnetizing current Im, with a phase delay caused by
the eddy current term.

Fig. 12 provides the temperature-time curve on the sample
point noted in Fig. 5. It takes approximately 20 min for the ther-
mal field to achieve steady state, and the maximum temperature
within the winding areas can reach 110◦ with the convection
coefficient 50 W/m2 K.

As mentioned previously, the NDD scheme is perfectly suited
for massively parallel architectures since each subdomain can be
solved independently within each iteration. The NDD scheme is
implemented on a parallel workstation using the many-core GPU
while the ANSYS cosimulation is executed using the multicore
CPUs. Specifically, the workstation has dual Intel Xeon E5-2698

Fig. 11. Field distributions at time point t=2000 s including: the mag-
netic potential A, the flux density B, the eddy current J , and the tem-
perature T .

Fig. 12. Temperature rise on the sample point for different case
studies.

v4 CPUs, 20 cores each, 2.2 GHz clock frequency, and 128 GB
RAM. The GPU is the NVIDIA Tesla V100-PCIE-16 GB with
5120 Cuda cores.

Since the nodal domain decomposition is an iterative scheme,
the number of iterations determined the accuracy. In our case
study, the relative tolerance between two successive iterations
is set to 10−5 as the convergence criterion, and the relative error
compared with ANSYS Maxwell is less than 0.5%. It takes 1.8 s
per time-step for ANSYS Maxwell–Simplorer cosimulation to
compute the nonlinear FE transformer with 1273 nodes, while
the execution time per time-step of the proposed NDD solution
on GPU is only 65 ms, implying a speedup of 27.7. In other
words, to run 105 time steps, it takes two days for ANSYS and
1.8 h on GPU. Note that the ANSYS Maxwell also has built-in
HPC license and the number of available cores are set to 40 for
the workstation. Meanwhile, the cosimulation achieves comput-
ing two high-level MMCs with component-level IGBT/diode de-
tails, which is infeasible for ANSYS, or even PSCAD/EMTDC
without proper optimization such as circuit partitioning pro-
posed in this article. Therefore, the component-level parallel
cosimulation of a complex electric-magnetic system features
the function that ANSYS incapable of achieving.

In the future work, we will implement the 3-D finite element
model with edge element using this massively parallel scheme
and deploy the computation on multiple GPUs and cluster of
workstations.
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VI. CONCLUSION

In this article, the component-level nonlinear modeling
of a solid-state transformer, including the power converter
and the FEM model of transformer, for field-circuit thermal-
electromagnetic transient cosimulation on GPU using kernel-
based massively parallel computation approach was presented.
The nonlinear high-order IGBT model provided accurate switch-
ing transients and, thus, revealed electro-thermal information
for converter design evaluation purpose, and so does the FEM-
based transformer model, which provided an insight into de-
tailed phenomena such as magnetic saturation, eddy current,
and temperature distribution that were otherwise not available
from system-level models. An interface between the FEM model
and the MMC required for the field-circuit cosimulation of the
SST was introduced. Modeling optimization algorithms such
as circuit partitioning and the nodal domain decomposition
were proposed to exploit parallelism and reduced the compu-
tational burden brought about by a lot of nonlinearities and
a huge number of nodes at both circuit and the field level.
The multirate implementation scheme was adopted to further
expedite the simulation by avoiding calculating power system
components at an unnecessarily high frequency while the accu-
racy of power semiconductor switches was retained. Using the
massively parallel feature, the proposed cosimulation on GPU
was demonstrated a computational capability far beyond that of
commercial offline solvers based on CPU, and the results were
sufficiently accurate for both equipment design evaluation and
system preview. With an increasingly higher demand for simu-
lation accuracy and a more comprehensive insight into circuit
information, the conventional CPU-based simulation exhibits a
dramatic inefficiency, whilst the proposed modeling and parallel
processing concept can be further extended for detailed analysis
of other types of complex electrical and magnetic systems where
the computational burden posed by the existence of a substan-
tial number of elements can be alleviated by the kernel-based
implementation on the GPU.

APPENDIX

The MMCs forming SST have following parameters.
Arm inductor Lu,d = 30 mH/1Ω; MMCH : 257-level, SM

capacitor 25 mF; MMCL: 129-level, SM capacitor 10 mF.
The medium-frequency transformer parameters are as

follows.
1000 MVA/180 kV/90 kV; 5.2 m × 3.6 m for the outer rect-

angle and 1.85 m × 2.6 m for the two inner rectangles; the coil
size is 0.25 m × 2 m, and the coil ratio is 400:200.
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