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Chapter 1

Introduction



1.1 DEAD box protein family

1.1.1 Identification and characterization ofDEAD box proteins

Helicases are a group of enzymes that are associated with all aspects of DNA

and RNA metabolism (1-17).These proteins unwind DNA, RNA or hybrid duplexes in an

ATP-dependent manner. The largest group of helicases is Super Family 2 (SF2) which

primarily consists of the DEAD box protein family of RNA helicases (7). DEAD box

proteins were first classified in 1988 and are characterized by 12 conserved motifs: Q, I,

la, Ib, Ic, II, III, IV, IVa, V, Va and VI (15,18). The family name originates from the

sequence of motif II: D(asp)-E(glu)-A(ala)-D(asp). DEAD box proteins are found

throughout all three domains of life and even a few viruses encode DEAD box proteins

(19).The human genome alone encodes 37 members ofthe DEAD box family (20-24).

The twelve conserved motifs of DEAD box proteins make up a core region of

approximately 350 to 400 amino acids (Figure 1.1). DEAD box proteins do not have

other identifiable motifs within their core region, with the exception of DEAD box 1

(DDX1) and DDX24 (25,26). Although some DEADbox proteins only consist ofthe core

region, most have amino (N) or carboxy (C) extensions which contribute to the

diversity of functions associated with these proteins.
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Figure 1.1 Structure of the DEAD-box helicase core.

(A) Schematic representation of the primary structure of the DEAD-box helicase core.

Helicase domain 1 and 2 designate the two RecA-like helicase domains. Consensus

sequences ofthe conserved motifs are shown. Motifs are colour labeled based on their

functions: ATP binding (purple), RNA binding (blue) and domain coupling (cyan). (B)

3D representation of elF4A indicating the location of the conserved DEADbox protein

motifs. Nine motifs are highlighted in the N-terminal (grey) or C-terminal (yellow)

domains. The dumbbell shape can be observed with the flexible linker (black)

spanning the cleft between the two domains. The elF4A structure was adapted from

Schutz et al. 2008 (27). (C) Structure of DEAD box protein DDX19 (blue and maroon)

bound to single-strand RNA (green), Mg2+ (yellow), and ADP (red). Conserved motifs

are highlighted in dark red with the N-terminal domain on the right and the C

terminal domain on the left. The RNA binds across the cleft that separates the two

domains. The structure was generated from [PDBID: 3GOH] using Pymol.
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1.1.2 DEAD box protein structure

Structurally, DEAD box proteins resemble other non-ring helicases which fold

into two tandem RecA-like domains (28,29). The first structures of DEAD box proteins

(elF4A and mjDEAD) were solved in 2000 and 2001, respectively (29,30). elF4A and

mjDEAD are two of the shortest DEAD box proteins and consist mainly of the DEAD

box core. Analysis of these two structures revealed an N-terminal RecA-like domain

which includes motifs Q -III and a (-terminal RecA-like domain which includes motifs

IV - VI. Motifs III and Va are primarily responsible for domain coupling to stabilize a

cleft formed between the two RecA-like domains (31-33). The ATP binding domain

resides within this cleft. The Q motif is responsible for adenine base specificity while

coordinating with motifs I, II and VI and a Mg 2+ ion to stabilize the phosphate groups

and complete the ATP binding pocket (34-36). Motifs la, Ib, Ic, IV, IVaand V are found

on the opposite side of the cleft. Different residues in motifs IVa and V are exposed

allowing interaction with the phosphate groups of the sugar-phosphate backbone of

the RNA. This type of interaction suggests little to no RNA sequence specificity.

Specific N- and (-terminal domains found in many DEAD box proteins likely play

important roles in the recognition of specific substrates through protein-protein or

protein-RNA interactions.

1.1.3 DEAD box protein functions

DEAD box proteins can modify RNA secondary structures or remodel

ribonucleoprotein (RNP) complexes (Figure 1.2). In most cases, ATP first binds to the

5



Figure 1.2. A model of how DEAD box proteins modify RNP complexes and

unwind RNA duplexes.

(i) Binding of ATP induces a high affinity RNA binding pocket in DEAD box proteins.

(ii}-(iii) DEAD box proteins then bind to RNA and either induce localized strand

separation (left) or act as a clamp to modify the RNP complex (right) by either

recruiting other proteins (shown in red and green) or dissociating proteins already

bound to the RNA(not shown). (iv) In the caseof strand separation, ATP is hydrolysed

following strand separation, which reduces the RNAbinding affinity of the DEAD box

protein and allows the release of the RNA.
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DEAD box protein at the cleft located within the DEAD box protein core. ATP binding

shifts the conformation of the other motifs resulting in the formation of an RNA

binding domain (37-39). The protein then binds to double-strand (ds) RNA duplexes

through a poorly understood loading mechanism. In most cases, this loading requires

a single-strand (ss) RNA overhang which serves as a docking site for the DEAD box

protein, with subsequent transfer of the protein to the dsRNAsubstrate. After docking

to the RNA, DEAD box proteins can take two different paths depending on whether

their role is to unwind RNA substrates or remodel RNP complexes.

Those family members that modify RNP complexes remain clamped to the RNA

duplex and recruit other proteins to the complex and/or modify the binding of other

proteins to the RNA substrate (39-41). DEAD box proteins that unwind RNA substrates

do so by inducing localized strand destabilization (16). This is in contrast to other

helicases which unwind their nucleic acid substrates in a processive manner by

moving along the substrate (5,31,42-44). When bound to dsRNA, DEAD box proteins

with RNA unwinding activity force the dsRNA into an unstable conformation which

causes the two strands to dissociate. When the strands separate, bound ATP is

hydrolysed to ADP which decreases the affinity of the DEAD box protein for the RNA

substrate. At this point, both the RNA substrate and ADPare released from the protein

and the cycle is repeated depending on availability of substrate. Several DEAD box

proteins have been shown to have unwinding activity in vitro including elF4a (DDX2),

An3 (DDX3) and Vasa (DDX4) (45-47). In most cases, DEAD box proteins are able to

unwind duplexes that are 9-15 base pairs in length with a single ATP molecule (47,48).
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There are a few examples of protein-protein interactions that enhance the

unwinding activity of DEAD box proteins. The prototypic DEAD box protein,

translation initiation factor elF4A (DDX2), is a key component in the translation

initiation complex (49,50). elF4A unwinds 5' double strand mRNA structures during

translation initiation (51} .ln vitro studies have demonstrated that elF4A can unwind

short RNA-RNA and RNA-DNA duplexes (52). elF4A on its own has a low affinity for

RNA when compared to other DEAD box proteins. However, when elF4G binds to

eIF4A, both RNA affinity and ATPase activity are enhanced (27). A second DEAD box

protein, Dbp5 (DDX19), has also shown enhanced activity when bound to Gle1 (53).Of

note, Gle1 and elF4G both bind to the same region of their respective DEAD box

proteins. Based on X-ray crystallography, Gle1 and elF4G have similar structures

despite their different sequences and functions (18). Other DEAD box proteins may

also have co-factors that interact in this manner to either enhance or reduce their

activity.

1.2 DDX1

1.2.1 Identification ofDDX1

DEADbox 1 (DDX1) was first identified by screening a subtracted eDNA library

prepared using human fetal tissue/LoVo cancer cell-depleted RNA from

retinoblastoma cell lines (54). DDX1 is located on chromosome 2p24, approximately

340 kb telomeric to MYCN (55,56). DDX1 orthologues are found in all animals, a few
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species of algae and even in a few protists; however, it is absent in prokaryotes and

fungi (Figure 1.3).

DDX1 shares high conservation with other DEADbox proteins over the twelve

conserved motifs (Figure 1.4). Unlike other DEAD box proteins which have unique

sequences both N- and (-terminal to the helicase core, the Q domain of DDX1 is found

immediately next to the start codon. The (-terminus of DDX1 (downstream of the

helicase core) has no homology to any other domains or proteins. Thus, the (

terminus of DDX1 may be associated with specific activities related to the function of

DDX1. DDX1 is also one of only two DEAD box proteins (the other being DDX24) with

an extra domain located within its core region.This internal domain was initiallyfound

to have high homology to hnRNPU, another RNA binding protein (26).This domain has

been identified as a SPRY domain and is 130 amino acids long.

1.2.2 The SPRY domain

The SPRY domain is named for the combined dual specific kinase sp1 a of

Dictyostelium and rabbit ryanodine receptors (57). SPRY domain containing proteins

have been shown to play roles in RNA metabolism, calcium signaling, cytokine

signaling and immune response (58-66). The SPRY domain is found throughout the

phylogenie tree, including all three domains of life, as opposed to the related 830.2

domain which has only been identified in human, mouse, chicken, and frog (58).Thus

the SPRY domain appears to be ancestral to the 830.2 domain, with the latter being

10



Figure 1.3. Sequence comparison of DDX1 orthologues.

The amino acid sequences of several DDX1 orthologues were aligned using the MAFFT

sequence alignment program with its global alignment mode. Sequences were

displayed and coloured using Jalview v2.8.0b1.
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retinoblastoma (RB) cell lines (71). RB is a tumour of the retina that predominantly

arises in young children before age 5 with an incidence of 1/20,000 live births (72). If

the tumour is relatively small when diagnosed, it can be treated with radiation,

chemotherapy and/or cryotherapy in order to preserve the eye (73-77). However,

when the tumours are large, the eye is removed by surgery. Although the cure rate for

retinoblastoma is very high (>90%), the treatment of these young patients remains a

challenge (78-80). Until recently, it was believed that the underlying cause of all

retinoblastoma was loss of the tumour suppressor gene RB 1. Recently, a subset of

retinoblastoma tumours have been identified which have two normal copies of the

RB1 gene and apparent normal pRB function (81). These retinoblastoma tumours all

showed amplification of the MYCN gene.

We have found that OOX1 is co-amplified with the MYCN gene in all MYCN

amplified retinoblastoma cell lines tested to date (4/4) [(71,82); Godbout R.,

unpublished data]. OOX1 maps to chromosome band 2p24, just 340 kb telomeric to

MYCN (56). MYCN amplification is common in another childhood tumour,

neuroblastoma (NB). NB is a tumour of neural crest cells which arises in a variety of

different tissues (83), with its most common site being the adrenal gland (84). Two

thirds of NB tumours and cell lines with MYCN amplification show OOX1 co

amplification (85). As OOX1 is located 340 kb from the MYCN gene and the MYCN

amplicons range from 300 kb to 1 Mb in size, this suggests that OOX1 is co-amplified

with MYCN due to its close proximity. In addition to OOX1, two other genes are

commonly found in MYCN amplicons: NAG and NSEI (86-88). Although genes other
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early stage and node-negative, asopposed the less restricted populations of patients

used in the former studies (97). Surprisingly, close to 50% of the breast cancer tissues

analysed by Taunk, et al. were labeled as DDX1-negative. This is in contrast to our

study where virtually every tumour expressed DDX1, albeit at different levels and with

different subcellular distribution patterns (96). The discrepancy in our results may

therefore reside in the quality of the breast cancer tissue analysed and/or the

specificity and affinity of the anti-DDX1 antibody used for these experiments.

1.2.4 Expression ofDDXl in vivo

Previous in vitro analysis found ubiquitous expression of DDX1 in all cell lines

tested (54,71). In chick embryos, DDX1 was detected in all tissues analyzed: retina,

brain, heart, liver and kidney (98). The highest levels of DDX1 were observed in the

retina and brain. By examining chick tissues at different stages of development, DDX1

was shown to be more highly expressed during early development. DDX1 protein

levels decreased from embryonic day E4 to E16 in chick heart, liver and kidney.

Knockout of the Ddx 1gene in Drosophila melanogasterwas serendipitously generated

a number of years ago and reported to cause early embryonic lethality (99).

Examination of Ddxl in Drosophila revealed highest levels of Ddxl RNA in early (0-2

hour) embryos with decreased expression observed in later stage embryos (100).

These data suggest the need for elevated levels of maternal Ddxl in Drosophila.

Together, these data suggest a role for DDX1 in highly proliferating cells both in early

development and in tumours.
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Infection with some viruses can result in dramatic redistribution ofDDX1 within

the infected cells. For example, infection of Vero cells with a coronavirus induces

relocalization of DDX1 from the nucleus to the cytoplasm (116). Although DDX1

redistribution is only associated with specific viruses, DDX1 has been shown to play an

important role in the efficient replication of several different types of viruses,

including HIV-1 , JC virus , and corona virus (116-121).

1.2.6 Biochemical activity ofDDX1

A number of DEAD box proteins can unwind small stretches of double-strand

RNA in vitro (43,45,46,48,122,123). Like other DEAD box proteins, DDX1 can unwind

RNA-RNA duplexes in vitro (117,124). DDX1 can also unwind RNA-DNA duplexes in

vitro, a property associated with a few DEADbox proteins such as elF4A (125). DDX1 's

ability to unwind double-strand RNA-RNA and RNA-DNA duplexes does not require

the presence of ssRNA overhangs indicating that DDX1 does not require ssRNA to

initiate the loading process. As well, DDX1 's unwinding activity is dependent on ADP

rather than ATP, and DDX1 is able to unwind much longer duplexes (29 bp) than most

other DEAD box proteins (9-15 bp) (124). While unwinding experiments were being

conducted, it was discovered that DDX1 also has ribonuclease activity. When using

substrates with ssRNA overhangs, rapid degradation of the ssRNA was observed

leading to the generation of a blunt double strand substrate. This ribonuclease activity

is energy independent but Mg 2+-dependent and heat sensitive (126).
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1.2.8 Role ofDDX1 in RNA storage, turnover and transport

Cytoplasmic mRNA is associated with many different proteins during its

lifespan. In some cases, mRNAs are packed together in discrete foci for delayed site

specific translation, translation stalling due to stress, or degradation (129). There are

several different types of RNA containing foci including germ cell granules,

chromatoid bodies, neuronal transport granules, stress granules, and processing

bodies (111,112,129-134) . Here, we focus on neuronal transport granules and two

related mRNA containing granules found in cells: processing bodies (PBs) and stress

granules (SGs).

Neuronal granules are RNP complexes found in neurons that contain stalled

RNAtranscripts required for translation at distant sites in the cell (111). Neurons have

processes called dendrites and axons that need to form specific connections with

other cells. Axons in particular have to cover long distances, over one meter in some

cases, in order to reach their final destination. Rather than transporting proteins along

the lengths ofaxons and dendrites, translationally stalled mRNA is packaged in RNA

granules and translated at localized sites. These RNA granules contain mRNA,

translation initiation factors, and other RNA binding proteins (e.g. Staufen, DDX3,

DDX5 and CGI-99) (111,112,135,136). Some RNA granules also contain ribosomal

subunits to further facilitate translation. Upon reaching their destination (e.g.

synapses), the content of the RNA granules is released in response to external stimuli

and the mRNAs undergo localized translation.
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Different types of neuronal RNA granules have been identified based on their

RNAand protein contents, with specific DEAD box proteins associated with different

types of neuronal granules (112). DDX1- and DDX3-containing neuronal granules are

associated with ribosomes. Granules that contain DDX1 and CGI-99, but not DDX3,are

not associated with ribosomes. DDX6-positive granules also contain ribosomes, a

surprising finding since DDX6 has been shown to be part of the processing bodies

associating with mRNA decay (described below). It has been proposed that RNA

transcripts containing ribosomes are more readily translated following transport as

they have already been partially assembled onto the translation machinery.

Processing bodies (PBs) contain proteins associated with the microRNA

(miRNA) pathway (Ago2, DDX6), 5' decapping enzymes (DCP1/2), and 5' to 3'

exonucleases (XRN1 and Lsm) (137-141). These proteins are part of the RNA

interference and mRNA degradation pathways indicating that PBs playa role in mRNA

silencing and degradation. PBs can be found in both stressed and unstressed cells.

Different cell types have different numbers of PBs; for example, HeLacells have several

PBs in each cell, whereas U20S cells only have PBs in 20-50% of cells (115). The

abundance of PBs also changes during development. PBs disappear during oocyte

maturation, but reappear during early stages of embryogenesis when maternal

transcripts are undergoing degradation (142). PBs have also been shown to be

dynamic structures that can move throughout the cytoplasm of embryos (143). Several

components of PBs are also found in stress granules (discussed below), including

Staufen (associated with RNA transport) and CPEB (associated with translational
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In summary, DDX1 has been found to associate with neuronal RNA transport

granules and stress granules. Although DDX1 has not been reported in PBs, similar

protein components have been found in SGs and PBs, suggesting that DDX1 mayalso

be found in PBs (111-113). In light of the known biochemical properties of DDX1

(nucleic acid unwinding and RNA degradation), it is possible that DDX1 associateswith

RNA containing granules and can assist in either the stabilization or degradation of

transcripts depending on cellular context.

1.3 Mouse development

1.3.1 Gametogenesis

Early mouse development is a highly regulated event that begins in the

gametes generated by the parents. The paternal contribution to the zygote is the

sperm. This specialized cell carries the compacted paternal genome to the oocyte for

fertilization. In mice, sperm development begins in the seminiferous tubules of the

testes as a stem cell (spermatogonium) that divides via mitosis to produce two

primary spermatocytes (149). The primary spermatocytes divide via meiosis I to yield

secondary spermatocytes which in turn undergo meiosis II to yield spermatids. Cell

division is incomplete during these stages leaving all the spermatids interconnected

to transport RNA or proteins in a passive or active manner. The spermatids then

undergo a final metamorphosis from round cells to individualized elongated

spermatozoa. All of these steps occur while in contact with Sertoli cells which provide

support and signalling. As the spermatid undergoes elongation, the Sertoli cells
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phagocytose the spermatid cytoplasm that is shed. The final stages of maturation

occur once the spermatids leave the seminiferous tubules and move along the

epididymis where they are stored until mating.

Transcription is active during the initial stages of sperm development; however,

during elongation the chromatin begins compacting and transcription stops . All

mRNAs required for further development are stored in various RNP complexes (150

152). Protamines are small proteins that replace the histones in order to compact the

genome into a size smaller than that of the somatic nucleus (153). Genome

compaction is essential for proper maturation asmouse knockouts of genes involved

in compaction such asthe transit ion nuclear protein genes (TP7 or TP2) or protamine

genes (Prm-7 or Prm-2) result in male infertility (154,155).The replacement of histones

with testes-specific histone variants occurs before and during meiosis, ultimately

generating a genome that is almost completely packed by protamines (156).ln mice,

99% of histones are replaced with protamines with the few remaining histone

containing nucleosomes concentrated around the centromeres and telomeres

(157,158). Human sperm retain a higher percentage of histones (10-15%) (159).lt has

been postulated that this higher retention of histone-containing nucleosomes is

associated with specific genes related to embryo development (160-162).

In addition to mRNAsrequired for development ofthe embryo, various miRNAs

have been identified in mature sperm although their roles in sperm remains poorly

understood (163,164). There is evidence that some of these miRNAs may regulate

gene expression in the developing embryo by causing altered epigenetic marks at

27







to the oocyte allowing the exchange of various metabolites. The cumulus cells are

responsible for triggering further maturation of the oocyte. Most transcripts are

directly translated, but some are stored for use later in development as discussed

below (172).

1.3.2 Fertilization

The act of fertilization triggers a calcium cascade which results in the activation

of a number of different pathways. Fertilization by additional sperm (polyspermy) is

blocked by two mechanisms (173,174).The first block is a rapid change in membrane

potential which prevents additional sperm from interacting with the oocyte surface.

The second block, which is slower, occurs through the release of the cortical granule

content found adjacent to the plasma membrane of the oocyte. The content of these

granules is released into the perivitelline space and expands the glycoprotein matrix

that surrounds the oocyte (zona pellucida) and generates an additional barrier that

lifts sperm from the oocyte membrane and prevents them from penetrating the zona

pellucida. Fertilization also triggers oocyte activation allowing completion of meiosis II

which releases the second polar body (175). The fertilizing sperm is transported into

the oocyte and the process of removing the protamines begins. The oocyte provides

the initial histones that replace the protamines allowing reorganization of the

chromatin into nucleosome structures (172). As the protamine-DNA structure is very

stable, the removal of protamines is an energy dependent process and directed by

maternally expressed proteins. In mice, over the next few hours, the two pronuclei
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undergo replication prior to fusion ofthe gametes (syngamy) . Following syngamy, the

first mitotic cleavage event occurs.

1.3.3 Maternal to zygotic transition

Regulation ofthe initial developmental stages is completely controlled by the

maternal complement of transcripts and proteins. However, in order for development

to proceed, the zygote has to undergo genome activation. The maternal to zygotic

transition (MZT) occurs just after fertilization and is mostly complete by the 2-cell

stage in mice and by the 8-cell stage in humans and bovines (176-178).

The first component of MZT is the active degradation of oocyte-specific

transcripts. The oocyte generates a large pool of transcripts that are necessary to

produce the proteins required by the oocyte and the fertilized zygote. Many of these

transcripts are stored for long periods of time, ranging from days to months in mice

(179). The degradation of these transcripts occurs in a very short time frame which

suggests a significant shift in transcript stability. In mice, >90% ofthe maternal mRNAs

have been degraded by the 2-cell stage. This degradation is believed to be one of the

developmental triggers that activates embryo transcription (178,180). Transcript

degradation is associated with the RNA induced silencing complex (RiSe) (181). The

endoribonuclease Argonaute 2 (Ago2) is one of the key proteins involved in the

degradation of maternal transcripts. Knockout of the Ago2 gene results in embryonic

lethality at the 2-cell stage (181). Several maternal transcripts (such asMsog and Gbx2)

were found to be stabilized rather than degraded in the Ago2 knockout embryos
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which suggests that these maternal transcripts must be actively degraded for the

embryo to progress past the 2-cell stage of development (181-183).

The second component of MZT is the reprogramming of embryonic genes

through chromatin remodelling. The initial stages of chromatin remodelling take place

during gamete formation. As previously mentioned, the sperm nucleus undergoes a

unique type of chromatin compaction through the use of protamines rather than

histones. The switch from histones to protamines means that paternal histone post

translational modifications cannot be passed on to their offspring. In mice, very few

histones are retained; however, 15% ofthe genome retains paternal histone packing

in humans, suggesting that histone post-translational modifications could be

inherited from the paternal genome in humans. Following fertilization, protamines are

actively removed from the paternal genome by glutathione produced by the oocyte

during oocyte maturation (184).Transcription factors such asSpl and Oct-4 have been

found to interact with the DNA resulting in transcriptional activity detected in the

male pronucleus but not the female pronucleus, suggesting that these factors are

involved in the chromatin remodelling of the paternal genome (185). The

nucleosomes that are re-established in the male pronucleus contain elevated levels of

acetylated histones compared to the female pronucleus suggesting transcriptional

activation. An additional difference between the male and female pronuclei is their

DNA methylation status .The oocyte DNA is highly methylated and becomes passively

demethylated following each round of DNA replication as the embryo divides. The
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genomes and they maintain their methylation patterns during early embryogenesis.

De novo DNA methyltransferases Dnmt1, Dnmt3A and Dnmt3B are essential in

maintaining ICR methylation patterns while the genome is undergoing global

demethylation. Dnmt1/3a/3b knockout mice die early in development (200-202). Upon

fertilization, eitherthe maternal or paternallCR influences the methylation pattern of

the other so that monoallelic expression is achieved.

Another form of epigenetic inheritance is called paramutation. In contrast to

imprinting which results in monoallelic expression, the term paramutation is used

when there is an interaction between the two alleles of a single gene so that one allele

affects the expression of the other. This type of interaction was discovered in Zea mays

where plant or seed pigments were found in non-Mendelian ratios in offspring (203).

One of the best described paramutations in plants is at the b 1 locus (204). The two

phenotypes 8-1 and 8' generate dark and light coloured plants, respectively. When

intercrossed, the 8' locus interacts with the 8-1 locus and changes it to 8' resulting in a

light coloured plant. The mechanism that changes 8-/to 8'is unknown, although there

are some models that suggest that non-coding RNA molecules may playa role . Some

paramutations in plants are very strong and have been shown to persist continually

from generation to generation, while other paramutations are weak and persist over

only a few generations (205).

The paramutation type of inheritance has recently been documented in

animals (165,206,207). The first paramutation described in mice was associated with

the Kit gene (165). Knockout of the Kitgene results in neonatal lethality. Kit": mice
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bred in the C57BL/6 background were found to have white spots in their fur, white tail

tips and white feet, in contrast to wild-type progeny which were uniformly brown.

When Kit":mice were backcrossed to C57BL/6 wild-type mice, a fraction of wild-type

offspring retained the spotting pattern observed in Kit:': mice. When these affected

wild-type mice (called paramutated) were crossed to other C57BL/6 wild-type mice, a

small proportion of the progeny again showed the spotting pattern characteristic of

heterozygous mice despite having two wild-type parents. This 'paramutant' state

could be maintained for at least five generations. It was ultimately determined that

miRNAs complementary to the Kittranscript (miR-221 and miR-222) were responsible

for the paramutant state through downregulation of the Kit gene. Injection of these

miRNAs into mice embryos induced the paramutant state in adult mouse.

Additional studies have shown that injection of other miRNAs in 1-cell embryos

can induce other types of paramutations in mice. For example, when miR-1 was micro

injected into embryos, the resulting mice had cardiac hypertrophy (167). This

phenotype could be propagated across several generations and was associated with

the continued inheritance of miR-1. Of note, inheritance of miR-1 through the sperm

was as effective as inheritance through the oocyte (167). The regulation of

paramutations and their mechanism of inheritance are under investigation.

1.3.5 Morula and blastocyst development

In mice, blastomere (individual cell of the embryo) cleavage occurs with

complete cytokinesis but the blastomeres do not divide in a synchronous manner. This
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differs from developing Drosophila embryos which do not undergo cytokinesis for

several divisions while the nuclei divide in a synchronous manner. At the 8-cell stage

in mice, the blastomeres have formed a morula (ball of cells) which begins to form

cell-to-cell interactions primarily through E-cadherin. E-cadherin knockout embryos

develop normally up to the blastocyst stage but fail to progress beyond this stage

(208).

Embryos normally develop apical-basal polarity following compaction at the

16-cell stage. The 8-cell morula lacks inner and outer cells as all cells are exposed to

the extraembryonic environment. Bythe 16-cell stage, cells can be defined as "inner"

or "outer" cells although the number of cells that make up either of these populations

is not necessarily consistent in mice due to variability in the axis of cleavage. The outer

cells become trophoblast cells which form the extraembryonic tissues. The inner cells

form the inner cell mass which develops into the embryo. Trophoblast cells can be

defined by the expression of the Tead4 transcription factor which upregulates a

number of genes associated with trophoblast differentiation including the Caudal

type homeobox 2 (Cdx2) (209). Pluripotency markers Oct-4, Nanog and SRY-box

containing gene 2 (Sox2) are main regulators of inner cell mass development (210

212).The mechanisms underlying cell fate determination in mouse embryo isan active

area of research.

The transition from morula to blastocyst occurs at the 32-cell stage. At this

developmental stage, trophoblast cells have undergone differentiation and micro

injection of embryonic stem (ES) cells into 32-cell stage embryos results in their almost
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complete association with the inner cell mass(213).The expression of water transport

molecules increases in trophoblast cells and small fluid filled cavities are formed (214).

Coinciding with cavity formation is the expression oftightjunction components in the

trophoblast cells to form a seal preventing water leakage. The small cavities fuse over

time to form a large cavity known as the blastocoel. Once this cavity is formed the

embryo is classified as a blastocyst. After an additional 24 hours (E4.5) of maturation,

the blastocyst is ready to implant into the uterine wall.

1.3.6 Implantation and early gastrulation

The next stage of development for the embryo is the transition from a free

floating mass of cells to a stationary mass implanted into the uterus. The embryo

undergoes a number of changes in preparation for implantation. The first step is to

"hatch" from the zona pellucida. Although the details are poorly understood, it is

believed that several enzymes may playa role in zona pellucida digestion including

strypsin and cathepsins which are released by the embryo allowing the embryo to

hatch (215,216). Originally, it was believed that the blastocoel also provided pressure

to assist in hatching; however, experiments where the blastocoel pressure was

artificially reduced showed no decrease in hatching efficiency (217). After hatching,

the trophoblast undergoes additional differentiation to form an inner layer

(cytotrophoblast) and outer layer (syncytiotrophoblast). The cells in the outer layer

fuse to form a multi-nucleated syncytium which is able to invade endometrial tissue,

allowing the embryo to implant.The trophoblast layers also begin to develop into the
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placenta by eroding the small maternal blood vessels to begin supplying the growing

embryo with oxygen and other nutrients.

The inner cell mass undergoes its own differentiation program. The first germ

layer to form is the endoderm which is determined by the late blastocyst stage and is

based on the positioning of cells within the inner cell mass. The primitive endoderm

forms a monolayer along the edge of the inner cell massthat faces the blastocoel. Cell

position is key to cell fate determination in the early embryo as there is little cell-to

cell variation in the transcription factors that are expressed in the inner cell mass pre

E3.5 (213). It is only when the blastocyst matures that variations in the expression of

transcription factors occur. Key transcription factors in promoting the endoderm cell

fate while suppressing the epiblast fate are Gata4 and Gata6 (218,219). Nanog, on the

other hand, is responsible for maintaining the epiblast fate (220). It should also be

pointed out that the cells in the inner cell massare very mobile with extensive cellular

rearrangements occurring which position endoderm-fated cells at the outer edge of

the inner cell mass (221). As the embryo continues to develop and increase in size,the

epiblast expands and the embryo takes on an elongated shape to form an egg

cylinder. The epiblast undergoes further differentiation as it progresses through

gastrulation to form the three germ layers: endoderm, mesoderm and ectoderm.

These layers in turn will ultimately differentiate into the various tissues that make up

the fully developed mouse.
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1.3.7 Knockout ofDEAD box genes in mice

One approach to determining the role of DEAD box proteins is to generate

mouse strains in which a DEAD box gene has been disrupted. Based on the published

literature, seven DEAD box genes have been disrupted in mice to date. The

phenotypes of the homozygous knockouts range from gender-specific infertility to

preimplantation lethality. One of the earliest DEAD box gene knockouts in mice was

that of Mvh/Ddx4 or Vasa. Knockout of the Ddx4 gene produces no phenotype in

females ; however, male Ddx4 knockout mice are unable to produce mature spermatids

(222). The developing spermatocytes do not differentiate, but rather undergo

apoptosis. Similarly, Ddx25-1- mice are characterized by male infertility. Similar to Ddx4

knockout mice, Ddx25-1- mice have a defect in spermatogenesis; however, the defect

appears later in the differentiation pathway and appears when the round spermatids

elongate to form mature spermatids (223).

In contrast to Ddx4 -1- and Ddx2Y- mice which are viable, disruption of the Ddx58

(RIG-7) gene results in an embryonic lethal phenotype with most of the mice dying at

E12-14;although, death isalso observed perinatally (224).The main defect observed in

Ddx58 knockout mice involves the liver which does not develop properly.These mice

also have defects in the interferon response pathway. A second strain of Ddx58-1

knockout mice was found to be viable although these mice had a number of defects

including the development of colitis after a few months and T-cell disruption (225).

One similarity between the two strains of DDX58-1- mice was that the interferon

response pathway was disrupted.
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Ddx5 (p68) and Ddx17 (p72) are the two most closely related members of the

DEAD box protein family, with 78% similar amino acids (226). DdxlT I-mice are fertile;

however, their progeny have vasculature defects and die shortly after birth at

postnatal day (P}2 (227}.ln contrast to Ddxl T I-, Ddx5-1- mice die around Ell .S. Double

knockout of Ddx5 and Ddx17 results in even earlier lethality than Ddx5 knockout, with

embryos dying pre-E8.S (227). Both DDXS and DDX17 are associated with miRNA and

rRNA processing by Drosha and their depletion affects cell survival and proliferation.

Mice with disrupted ChlRl (Ddx17) die earlier than single Ddx5 knockout mice,

with embryonic lethality observed at El 0.5 (228). Gross defects are observed prior to

this developmental stage and include an improperly formed placenta. In agreement

with a role for DDXll in maintaining sister chromatid and centromeric cohesion,

Ddxt t': embryos have significantly increased levels of aneuploidy.

The only DEADbox gene associated with a pre-implantation lethal phenotype

is Ddx20 (DP103), with Ddx20-1- embryos dying at the 2-cell stage (229). DDX20 is one of

the proteins that is upregulated during MZT and has been postulated to be associated

with the expression reprogramming that occurs at this stage of development

(229,230). As DEAD box proteins have been linked with virtually every aspect of RNA

metabolism, the wide variety of different phenotypes observed upon their disruption

is not unexpected. Further characterization of the mechanisms underlying the

phenotypic defects observed in DEAD box gene knockout mice will lead to a better

understanding of the specific functions of these ubiquitous yet poorly understood

proteins.
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1.4 Thesis objectives

1.4.1 Chapter 3: DDX1 structure and enzymatic activity

Several DEAD box proteins have had their structures solved using X-ray

crystallography.These structures have generated insight into how DEADbox proteins

interact with and modify RNA structures. DDX1 is one of two proteins containing an

additional domain (SPRY) within the conserved DEAD box protein core.The role of the

SPRY domain in DDX1 is not known but may be involved in RNA interaction. The first

component of Chapter 3 was to determine the structure of DDX1 both with and

without bound RNA-DNA duplex substrate using X-ray crystallography and to

compare these structures to other solved DEADbox proteins.The second component

of Chapter 3 was to pursue the biochemical characterization of DDX1 by studying its

ribonuclease activity and determin ing what reg ion of the protein is responsible for

this activity.

1.4.2 Chapter 4: Characterizing the Ddx 1 knockout mouse

Knockout mouse models have been used to study the function of some of the

DEAD box protein genes. Two mouse lines carrying a germ-line Ddx1 mutation were

previously generated in the lab and knockout of the Ddx1 gene was found to be

embryonic lethal. In Chapter 4, I identify the stage at which Ddx1 knockout is

embryonic lethality and address the mechanism underlying embryonic lethality. While

carrying out these studies, I found that some of the wild-type mice were also dying

41



during development. The second component of Chapter 4 was to study this

phenomenon and its non-Mendelian inheritance pattern.

1.4.3 Chapter 5: Subcellular localization ofDDX1

DDXl was previously shown to be highly expressed in proliferating cells and

cells of neuroectodermal origin. DDXl is primarily located in the nucleus of most cell

lines; however, in DDX1-amplified RB and NBcell lines, DDXl is primarily found in the

cytoplasm. Furthermore, localization of DDXl to the cytoplasm in breast cancer

tumours is associated with a poor prognosis. In Chapter 5, I study the localization of

DDXl in a number of mouse tissues.The second component of Chapter 5 was to study

the localization of DDXl in developing embryos with a focus on pre-implantation

development as the Ddx1-1- embryos were found to stall at the 2- or 4-cell stage. By

studying the subcellular localization of DDXl during early development, I found that

DDXl forms large aggregates in the cytoplasm that are highly dynamic in nature.

While these DDXl aggregates were dependent on the presence of RNA, I was not able

to identify any proteins previously associated with RNA granules in the DDXl

aggregates.
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Chapter 2

Materials and Methods
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Table 2.1.Primer pairs for generation of DDX1 recombinant protein.

aa 1 Sense 5'-AAAGGATCCGACGGGGTGAAGATGGCG

aa 620 Antisense 5'-TIGTACTCGAGTCATGCCACCAGGGAAATIGC

aa 633 Antisense 5'-CAGTACTCGAGTCAACGGCTGCTACATACATG

aa 645 Antisense 5'-CTGTICTCGAGTCATICCTIGAGTCTIGTGTIATA

aa 696 Antisense 5'-GTGTACTCGAGTCAAGCAGCCCnnCTGACC

aa 709 Antisense 5'-CAGTACTCGAGTCACAAAATATCCACATGGCCTI

aa 720 Antisense 5'-CTGTACTCGAGTCACnnCAAGGGCAGCCAA

Sense 5'-ATAGGATCCATGACTGCATICGAAGAG
Fly

Antisense 5'-TGATCTCGAGTIAGACCTIAAGACGTTIC

Sense 5'-TGAGGATCCATGGCGGCGTICTCGGAA
Chicken

Antisense 5'-TGTACTCGAGGCACAATCAGAATGTICT

Mouse Sense 5'-TGCGGATCCAAGATGGCGGCCTICTCC

Antisense 5'-GTIGCTCGAGTACATGACGTCAGAAGGT
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Table 2.2.Synthesized RNA substrates used for end-labelled degradation assays.

R29 5~GAUCCUCUAGAGUCGACCUGCAGGCAUGC

AR29 5'-AAAAAAAAAAAAAAAAAAAAAAAAAAAAA

CR29 5~CCCCCCCCCCCCCCCCCCCCCCCCCCCCC
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measured by monitoring under a microscope. DABwas rinsed with tap water.The DAB

signal was darkened by incubating the slides in a 1% copper (II) sulphate solution.

Counterstain was applied by incubating the slide in hematoxylin for 1-5 minutes.The

slides were washed with warm tap water for ~3 minutes. The slides were then

incubated in saturated lithium carbonate for ~2 minutes (until the colour reached

light blue). The slides were coverslipped with VectaMount AG (Vector Laboratories).

Images were captured with an Axioskop 2 Plus microscope with Zeiss Plan-N eoFLUAR

1OX/O.3, FLUAR 20X/0.75 and F FLUAR 40X/l.3 lenses.

2.4.4 Immunofluorescence labelling ofembryos in suspension

Embryos in 24 well dishes were transferred from flush media to PBS. Embryos

were then fixed in 4% paraformaldehyde (PFA) for 15 minutes, washed 3 times in PBST

(5 minutes per wash) followed by permeabilization in PBS + 0.5% TX-l00 for 10

minutes. The embryos were washed 3 times in PBST and incubated with primary

antibody in PBST for a minimum of 1 hour at room temperature. Embryos were

washed 3 times in PBST then incubated with secondary antibody in PBST for 1 hour at

room temperature. During the incubations, the dish was wrapped with foil to prevent

light exposure. After a final wash in PBST, the embryos were placed on a slide and

mounted in Mowiol (Calbiochem) containing 1 mg/mI4',6-diamidino-2-phenylindole

(DAPI) to stain the DNA. The slide was covers lipped and the mounting medium

allowed to polymerize overnight at room temperature in the dark. Method adapted

from Rossant lab protocol: "Antibody staining early embryos".
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200M microscope. Embryos were imaged with a Zeiss plan-apochromat 10X/O.14Iens.

Images were collected every 3 minutes for 1 second . Image processing was done using

Metamorph v.7.8.3.0 (Molecular Devices).
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Chapter 3

DDXl structure and enzymatic activity
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Like all DEAD box proteins, DDX1 has 12 conserved motifs involved in ATP

binding, ATP hydrolysis and RNA unwinding (54). Previous work in the lab indicates

that DDX1 can unwind RNA-RNA or RNA-DNA duplexes that are significantly longer

than the duplexes unwound by other DEAD box proteins (29 base pairs as compared

to 9-15 base pairs for most other DEAD box proteins), in an ADP-dependent manner

(124). Furthermore, DDX1 has a ribonuclease activity that is distinct from that of

ribonuclease A (RNase A) in that DDX1's ribonuclease activity is dependent on the

presence of Mg+2. Boiling destroys DDX1 ribonuclease activity in contrast to RNase A

which remains active after boiling (124).

The structures of several DEADbox proteins have been determined using X-ray

crystallography (27-29,33,39). From these structures it has been surmised that RNA

hel icases of the DEAD box protein family cause local ized destabil ization of the RNA

RNA duplexes wh ich results in RNA-RNA unwinding. This is in contrast to DNA

hel icaseswhich are processive enzymes. To further eluc idate the mechanism of action

of DEAD box proteins, structural analysis has been carried out in the presence of DEAD

box interacting proteins to determine how co-factors can modulate the RNA binding

or unwinding activity of DEAD box proteins. For example, Dbp5 (DDX19) is associated

with mRNA export acrossthe nuclear pore complex (235).The RNA remodeling activity

of DDX19 was found to be greatly enhanced through interaction with Gle1 aswell as

the small molecule inositol hexakisphosphate (IP6) (53). Gle1 was found to interact

with both helicase domains of DDX19 while IP6 bridged the N-terminal domain and

Gle1. The addition of Gle1 and IP6 induced a conformation change in the structure of
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DDX19 to a more open state which may promote RNA release. Biochemically, it was

found that Gle1 and IP6 greatly increase the rate of ATP hydrolysis by DDX19. The

interaction of Gle1 and IP6with DDX19 facilitates the release of RNA which allows the

protein to be recycled.

The primary amino acid sequence of DDX1 makes it an interesting candidate

for structural determination as it has a number of features that differentiate it from

other DEAD box proteins. The major differences between DDX1 and other DEAD box

proteins include: (i) a very short (3 aa) N-terminal region upstream of the first DEAD

box motif, (ii) a SPRY domain found within helicase domain I,and (iii) a non-conserved

carboxy (C)-terminal domain downstream from the DEAD box motifs. Structural

analysis may provide insight into how DDX1 unwinds longer duplexes compared to

other DEAD box proteins, and may help to identify the location of the ribonuclease

domain.

3.1 Generating constructs for recombinant DDX1 protein production

To determine the structure of DDX1,we prepared both wild-type and truncated

DDX1 expression constructs. Wild-type DDX1 expression constructs were prepared

using cDNAs encoding the entire open reading frames of human, mouse, chicken and

Drosophila DDX1 (Figure 3.1). The 5'-and 3'-primers used for PCR amplification were

designed to include BamHI and Xhol restriction enzyme sites, respectively, to facilitate

directional cloning (Table 2.1). The open reading frame of DDX1 was placed in-frame
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Drosophilal1 -727

Consensus

Figure 3.1 Alignment of human, chicken, mouse and Drosophila DDX1 proteins.

The amino acid sequences of human, chicken, mouse and Drosophila DDXl

orthologues were aligned using the MAFFT sequence alignment algorithm with its

global alignment mode. Sequences were displayed and coloured using Jalview

v2.8.0bl. The underlined sequences indicate the conserved DEAD box motifs.
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with the upstream GST to generate GST-DDX1 fusion proteins. The amplified peR

products were digested with BamHI and Xhol, purified by polyacrylamide gel

electrophoresis and phenol extraction, and ligated to the pGEX-4T3 vector. All

constructs generated were tested by both restriction enzyme digestion and

sequencing to confirm that the inserts were correct and that there were no mutations

in the inserted DNA.

As DDX1 is a large protein (740 amino acids), so two sets of DDX1 truncated

constructs were generated to improve the likelihood of generating crystals (Figure

3.1).The first set of truncated constructs was designed to split the N-terminal helicase

domain and the (-terminal helicase domain. These mutants were predicted to be

more likely to crystallize as they are much shorter in length than wild-type DDX1 and

have less overall flexibility than the full-length protein. Solving the structure of just

the N-terminal mutant would yield insight into how the SPRY domain interacts with

the other DEAD box motifs as well as provide insight into how DEAD box motifs

interact with each other. The (-terminal region of DDX1 downstream of motif VI

shares no homology with any other proteins, domains, or motifs. Any structural

information obtained with the (-terminal domain of DDX1 would thus provide insight

into its function should structural homology with other proteins be identified. The

drawback to solving the N-terminal and (-terminal structures independently is that

we will be unable to determine how the domains interact with each other and how

they compare to other solved DEAD box proteins.

74



The second set oftruncated constructs was designed to shorten the full-length

DDXl protein at either the (-terminal end in order to reduce flexibility or the N

terminal end by deleting the SPRY domain.The (-terminal truncations were based on

secondary structure prediction of DDXl and involved amino acids located

downstream of motif VI (Figure 3.2). The (-terminal region of DDXl was predicted to

have several helices (Figure 3.3) and truncation mutants were designed around these

regions to reduce the amount of potential structural perturbations.

The DDXl truncated constructs were generated by peR amplification using

pGEX-4T2-huDDXl DNA as the template. DDXl with deletion ofthe SPRY domain was

generated by quickchange peR whereby primers were designed to loop out the SPRY

domain while amplifying the rest of the vector. Following peR amplification, the

parent vector was degraded by the addition of Dpnl. Some of the DDXl orthologues

and truncated DDXl were subsequently subcloned into the pETvector as a means of

generating recombinant proteins (DDX1,-64s, N-DDX1, and (-DDX1) for biochemical

analysis.

3.2 Recombinant DDXl protein production and purification

Recombinant GST-DDXl proteins were purified using Glutathione Sepharose

beads.Typical GST-DDXl protein concentrations varied from 3 mg/ml to 8 mg/ml. As

highly concentrated DDXl is required in order to carry out X-ray crystallography, we

attempted to concentrate the recombinant proteins using filter membranes with a 30

kDa (for>70 kDa recombinant proteins) or 10 kDa (for <70 kDa recombinant proteins)
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Figure 3.2 Schematic representations of DDX1 truncation mutants.

The helicase domains and the conserved DEAD box motifs are shown to scale. The

numbers listed represent the amino acid residues of interest.Two truncation mutants

containing Helicase Domain 1 or Helicase Domain 2 were designated as N-terminal

and (-terminal, respectively. DDXl1-62o and DDX1,-645 represent two different

truncations at the (-terminus. In the SPRYless mutant, the SPRY domain consisting of

amino acids 131-269 was deleted.
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c> 1 >1 >r=>
WQMNPYDRGSAFAIGSDGLCCQSREVKEWHGCRATKGLMKGKHYYEVSCHDQGLCRVGWSTMQASLDLGTDKFGFGFGGTGKKSHNKQFD
-- - -----100------ -110--- - ---120- ------130----- --140-- - ----150------ -160---- ---170- - -----180

r=> ()OOO
NYGEEFTMHDTIGCYLDIDKGHVKFSKNGKDLGLAFEIPPHMKNQALFPACVLKNAELKFNFGEEEFKFPPKDGFVALSKAPDGYIVKSQ
-- - -----190------ -200--- - ---210- ------220----- --230-- - ----240------ -250---- ---260- - -----270

(XXXXX) ()OOO ()OOO
HSGNAQVTQTKFLPNAPKALIVEPSRELAEQTLNNIKQFKKYIDNPKLRELLIIGGVAARDQLSVLENGVDIVVGTPGRLDDLVSTGKLN
-- - -----280------ -290--- - ---300- ------310----- --320-- - ----330------ -340---- ---350- - -----360

c> ()OOO i=:> OOOCX) i=:>
LSQVRFLVLDEADGLLSQGYSDFINRMHNQIPQVTSDGKRLQVIVCSATLHSFDVKKLSEKIMHFPTWVDLKGEDSVPDTVHHVVVPVNP
-- - -----370------ -380--- - ---390- ------400----- --410-- - ----420------ -430---- ---440- - -----450

()OOO ()()()()()QQQ OOOQO
KTDRLWERLGKSHIRTDDVHAKDNTRPGANSPEMWSEAIKILKGEYAVRAIKEHKMDQAIIFCRTKIDCDNLEQYFIQQGGGPDKKGHQF
-- - -----460------ -470--- - ---480- ------490----- --500-- - ----510------ -520---- ---530- - -----540

()OOO 000 ~ 000
SCVCLHGDRKPHERKQNLERFKKGDVRFLICTDVAARGIDIHGVPYVINVTLPDEKQNYVHRIGRVGRAERMGLAISLVATEKEKVWYHV
-- - -----550------ -560--- - ---570- ------580----- --590-- - ----600-------610---- ---620- - -----630

00. oaoooao oaoooao lXXX)QQQQ
CSSRGKGCYNTRLKEDGGCTIWYNEMQLLSEIEEHLNCTISQVEPDIKVPVDEFDGKVTYGQKRAAGGGSYKGHVDILAPTVQELAALEK
-- - -----640------ -650--- - ---660- ------670----- --680-- - ----690-------700---- ---710- - -----720

lX)QQQQ
EAQTSFLHLGYLPNQLFRTF
-- - -----730------ -740
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Figure 3.5 Images of DDX1 protein crystals that were further optimized for
diffraction.

(A) Full length recombinant huDDXl protein crystals formed in 0.2 M tri-Iithium citrate

and 20% (w/v) PEG 3350. (B) Full length recombinant huDDXl protein crystals formed

in 0.2 M sodium acetate, 0.1 M Tris-HCI pH 8.5 and 30% PEG 4000. (C) N-terminal

recombinant DDXl protein crystals formed in 0.1 M MES pH 6.5 and 40% (vlv) PEG 200.

(D) N-terminal recombinant DDXl protein crystals formed in 0.1 M MES pH 6.5 and 25%

(vlv) PEG 600. Scalebar represents 50 mm.
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Table 3.1 Summary of crystallography experiments including small and large scale and crystals
diffracted.

Protein Suite Well Additional additives Large scale Diffracted

1-480 Classics 20

1-480 Classics 21

1-480 Classics 23

1-480 JCSG I 6

1-480 JCSG I 11

1-480 JCSG I 28

1-480 JCSG I 52

1-480 JCSG I 61

1-480 JCSG III 12

1-480 JCSG III 23

1-480 JCSG III 63

1-480 JCSG IV 32

1-480 JCSG IV 34

1-480 JCSG IV 39

C-terminal Classics 5

C-terminal JCSG I 16

C-terminal JCSG I 28

C-terminal JCSG I 40

C-terminal JCSG II 16

C-terminal JCSG III 47

C-terminal JCSG IV 89

flyDdx1 JCSG I 95 Mg2+/RNA-DNA Duplex

flyDdx1 JCSG III 6

flyDdx1 JCSG III 6

flyDdx1 JCSG III 12

flyDdx1 JCSG III 12

flyDdx1 JCSG III 23

flyDdx1 JCSG IV 22

flyDdx1 JCSG IV 32

flyDdx1 JCSG IV 89

flyDdx1 Nucleix 46 X

huDDX1 Nucleix 5 ATP

huDDX1 Nucleix 56 ATP

huDDX1 PACT 91 ATP
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Table 3.1 Continued

Protein Suite Well Additional additives Large scale Diffracted

huDDX1 JCSG IV 31 GTP

huDDX1 JCSG IV 32 GTP

huDDX1 PACT 23 GTP

huDDX1 JCSG IV 32 Mg2+/ATP/ Duplex

huDDX1 Nucleix 46 Mg2+/ATP/ Duplex X

huDDX1 Nucleix 56 Mg2+/ATP/ Duplex

huDDX1 Nucleix 13 Mg2+/ATP/ Duplex

huDDX1 Nucleix 27 Mg2+/ATP/ Duplex

huDDX1 Nucleix 31 Mg2+/ATP/ Duplex

huDDX1 Nucleix 39 Mg2+/ATP/ Duplex

huDDX1 Nucleix 42 Mg2+/ATP/ Duplex

huDDX1 Nucleix 64 Mg2+/ATP/ Duplex

huDDX1 Nucleix 89 Mg2+/ATP/ Duplex

huDDX1 PACT 17 Mg2+/ATP/ Duplex

huDDX1 PACT 20 Mg2+/ATP/ Duplex

huDDX1 PACT 34 Mg2+/ATP/ Duplex

huDDX1 PACT 35 Mg2+/ATP/ Duplex

huDDX1 PACT 96 Mg2+/ATP/ Duplex

huDDX1 JCSG I 4 Duplex

huDDX1 JCSG I 30 Duplex

huDDX1 JCSG IV 1 Duplex

huDDX1 JCSG IV 12 Duplex

huDDX1 JCSG IV 29 Duplex

huDDX1 JCSG IV 32 Duplex

huDDX1 JCSG IV 57 Duplex

huDDX1 Nucleix 36 Duplex

huDDX1 Nucleix 62 Duplex

huDDX1 Nucleix 78 Duplex X

huDDX1 Nucleix 90 Duplex X

huDDX1 Nucleix 93 Duplex

huDDX1 Cations 58

huDDX1 Cations 59

huDDX1 Classics Lite 2

huDDX1 Classics Lite 65
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Table 3.1 Continued

Protein Suite Well Additional additives Large scale Diffracted

huDDX1 JCSG + 32 X

huDDX1 JCSG III 26 X

huDDX1 JCSG IV 18 X

huDDX1 JCSG IV 26 X

huDDX1 JCSG IV 28

huDDX1 JCSG IV 32 X

huDDX1 JCSG IV 89 X

huDDX1 JCSG+ 22

huDDX1 JCSG+ 88 X X

huDDX1 JCSG+ 89

huDDX1 JCSG+ 95

huDDX1 Mb Class II 12

huDDX1 Mb Class II 15

huDDX1 PEGs 7 X X

huDDX1 PEGs 95 X X

huDDX1 PEGs 96 X X

huDDX1 pH Clear II 17 X

N-terminal JCSG II 14 Mg2+/ATP

N-terminal JCSG II 35 Mg2+/ATP

N-terminal JCSG III 5 Mg2+/ATP

N-terminal JCSG III 6 Mg2+/ATP

N-terminal JCSG III 17 Mg2+/ATP

N-terminal JCSG III 21 Mg2+/ATP

N-terminal JCSG III 23 Mg2+/ATP

N-terminal JCSG III 28 Mg2+/ATP

N-terminal JCSG III 31 Mg2+/ATP

N-terminal JCSG III 46 Mg2+/ATP

N-terminal JCSG III 47 Mg2+/ATP

N-terminal JCSG III 48 Mg2+/ATP

N-terminal JCSG IV 9 Mg2+/ATP

N-terminal Nucleix 27 Mg2+/ATP

N-terminal JCSG II 14

N-terminal JCSG II 23
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Table 3.1 Continued

Protein Suite Well Additional additives Large scale Diffracted

N-terminal JCSG III 4

N-terminal JCSG III 5

N-terminal JCSG III 6

N-terminal JCSG III 7

N-terminal JCSG III 9

N-terminal JCSG III 12

N-terminal JCSG III 17

N-terminal JCSG III 17

N-terminal JCSG III 21

N-terminal JCSG III 23

N-terminal JCSG III 28

N-terminal JCSG III 31 X
N-terminal JCSG III 46 X X
N-terminal JCSG III 47

N-terminal JCSG III 63

N-terminal JCSGIV 4

N-terminal JCSGIV 9

N-terminal JCSGIV 10

N-terminal JCSGIV 11

N-terminal JCSGIV 15

N-terminal JCSGIV 16

N-terminal JCSGIV 21

N-terminal JCSGIV 23

N-terminal JCSGIV 31

N-terminal JCSGIV 32

N-terminal JCSGIV 35

N-terminal JCSGIV 39

N-terminal JCSGIV 89

N-terminal Nucleix 27

N-terminal Nucleix 38

N-terminal Nucleix 39

N-terminal Nucleix 43

N-terminal Nucleix 46 X
N-terminal Nucleix 47
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substrates effectively, although AR29was degraded faster than CR29, with complete

degradation observed for AR29 by 10 minutes. In contrast, low amounts of CR29 could

still be detected after 20 minutes of incubation. In an attempt to identify the types of

degradation products produced by DDX1,we included free 32P-ATP asa size markerfor

single nucleotides to determine whether the substrates were degraded to single

nucleotides. We observed that the size of the degradation products was larger than a

single nucleotide with a predicted sizeof approximately 3-8 nucleotides in length.The

other difference noted was that there was also a larger product of approximately 15

nucleotides in length found in small amounts when R29was degraded in the absence

of nucleotides, as compared to when AR29 or CR29 were degraded. This larger

product may be the result of R29 forming secondary structures that are refractory to

DDX1 degradation. However, in the presence of ATP or ADP, DDX1 is able to unwind

these secondary structures and degrade the ssRNA to fragment sizes of ~3-8

nucleotides. The AR29and CR29 substrates, on the other hand, are simple chains of A

or Cwhich cannot form secondary structures, and thus are digested by DDX1 even in

the absence of ATP or ADP to a size of 3-8 nucleotides.

When studying ribonuclease activity of recombinant proteins, there is always a

concern that the protein preparation may be contaminated with RNase A. We have

previously shown that DDX1 's ribonuclease activity is different from that of RNase A

when R29 is used as the ssRNA substrate. We therefore incubated our AR29and CR29

substrates with RNase A under the same conditions as indicated for DDX1 (Figure 3.7).

We found that RNase A was able to degrade CR29 under all conditions and was not
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Figure 3.7. RNase A has sequence specific ribonuclease activity. Fifty fmol of

5'-labeled AR29 (A, a stretch of 29 As) or CR29 (B, a stretch of 29 Cs) substrates were

incubated with 0.1 unit RNase A in the presence of 1 mM ATP, ADP, GTP or CTP (lanes

2-5). Boiled RNase A was used in lane 6. No RNase A was added in lane 1 in both (A)

and (B).All reactions were incubated for 20 minutes at 37°C prior to electrophoresis in

a 15% polyacrylamide gel followed by autoradiography.
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affected by boiling. As expected, we also found that RNase A was unable to degrade

AR29 as RNase A cleaves specifically after pyrimidines and is unable to degrade a

purine substrate. In accordance with these data, we suggest that the ribonuclease

activity observed upon incubation of CR29 and AR29with DDXl is solely due to DDXl

activity.

Next, we tested the consequence of adding nucleotides other than ATP or non

hydrolysable ATP and ADP analogues on DDXl degradation activity. We used the

AR29substrate for these analyses to ensure that we were only observing degradation

and not unwinding activity. We found that DDXl was able to effectively degrade AR29

regardless of nucleotide added including ATP or ADP analogues (Figure 3.8),

indicating that DDXl can degrade ssRNA in a nucleotide-independent manner.

Our results indicate that DDXl degrades R29 ssRNA to products of

approximately 3-8 nucleotides; however, due to gel length we were not able to

resolve the exact size of these small oligonucleotide products. In an attempt to

accurately resolve the size of the degradation products, we utilized a 40 cm gel

apparatus. A single nucleotide ladder was generated by acid hydrolysis. Recombinant

DDXl was incubated with AR29 at increasing 2 minutes intervals to identify

intermediate as well as final products. We observed bands of virtually every possible

size at the shorter incubation times. A significant enrichment of fragment sizes

ranging from 3-6 nucleotides in length was observed in all lanes (Figure 3.9). One of

the limitations with this gel is that the reaction seemed to be almost complete even

after just 1 minute of incubation. Together, the degradation data may suggest that
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AR29

1 2 3 4 5 6 7 8 9

Figure 3.8 DDXl degrades ssRNAin the presence or absence of nucleotides.

(A) Fifty fmol of 5'-labeled AR29 substrate (a stretch of 29 As)was incubated with 0.6 ~g

recombinant DDX1 protein (lanes 2-8) in the presence of 1 mM ATP, ATPrS, ADP,

ADP~S, CTP, GTP, or UTP. No nucleotides were added to the reaction in lane 9. DDX1

was omitted in lane 1. All reactions were incubated for 20 minutes at 37°C prior to

electrophoresis in a 15% polyacrylamide gel followed by autoradiography.
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poly AR29 R2929* R29°S*

29 nt

1 nt

1 2 3 4 5 6 7 8 9

Figure 3.10 Degradation of S'-labeled and internal labeled ssRNAsubstrates by
recombinant DDX1.

(A) R29 substrate was radio-labeled either at 5'-end or internally (32P-UTP). Fifty fmol of

end labeled R29 substrate or 50 fmol of internal labeled R2929*, R2905*, R2915*

ssRNA substrate was incubated with 0.6 fl9 recombinant DDX1 protein (lanes 3, 5, 7,

and 9). The * represents the position of 32P-labeled nucleotide. All reactions were

incubated for 20 minutes at 37°( prior to electrophoresis in a 15% polyacrylamide gel

followed by autoradiography.
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products were observed between the two internally-labeled and end-labeled

substrates. Both R2929* (*denoting the labeled nucleotide) and R29°s* were poorly

degraded by DDX1; however, R291S* was almost completely degraded after 20

minutes. In addition to a major band at 1 nucleotide, we also observed a minor band

at around 3-6 nucleotides when the end-labeled substrate was incubated with DDX1.

The single nucleotide band suggests that DDXl may degrade ssRNA in an exonuclease

manner in the 3'-5' direction. Additional experiments will be required to determine

whether DDXl is an endo- or exoribonuclease or both.

3.5 Mapping key regions of DDXl required for ssRNA degradation

The amino acids or amino acid motifs responsible for DDX1's ribonuclease

activity remain to be identified. Sequence comparisons reveal no regions of similarity

between DDXl and other ribonucleases. Furthermore, no other DEAD box proteins

have been shown to have ribonuclease activity. One major region of interest is the (

terminal end of DDXl as the sequence downstream of conserved DEAD box motif VI

shares no homology with any other proteins. Previously, we had generated (-terminal

truncations of DDXl aspart of our X-ray crystallography experiments.We selected two

of these (-terminal truncation constructs, DDXl1-62o and DDX1 1-64s, to determine

whether they retained ribonuclease activity. We also tested several other recombinant

DDXl proteins for ribonuclease activity including SPRYless DDX1, the N-terminal

domain of DDX1, and a mutant DDXl protein previously generated in the lab with

motif II (D-E-A-D) mutated to AAAD.
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R29 was incubated with the different recombinant DDX1 proteins under the

same conditions used for full-length DDX1 protein analyses (Figure 3.11). We found

that the SPRYless, N-terminal and DDXl1-62o mutants were unable to degrade R29.The

AAAD mutant showed very weak ribonuclease activity, whereas DDX1,-645 had similar

ribonuclease activity compared to full length. It is unlikely that the SPRY domain has

an enzymatic role as the SPRY domain is found in several other proteins and is

primarily responsible for protein-protein or protein-RNA interactions. The SPRYless

mutant may not be functional due to misfolding of the N-terminal domain, or the

SPRY domain may playa role in RNA binding. The lack of ribonuclease activity when

the DEAD motif is mutated to AAAD is not surprising as the DEADmotif is responsible

for ATP and Mg2+ binding, and wild-type DDX1 in the absence of Mg2+ has already

been shown to have no ribonuclease activity. Thus, the most informative result from

these experiments is the observation that DDXl1-62o has no ribonuclease activity

whereas DDX1 1-645retains full ribonuclease activity, suggesting the presence of a

ribonuclease motif in the (-terminus of DDX1 .
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Chapter 4

Characterizing Ddx1 knockout mouse
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DDX1 is expressed in all tissues and cell lines tested to date, although at

different levels. Proliferating cells and terminally differentiated cells derived from the

neuroectoderm express the highest levels of DDX1 (98). DDX1 isalso highly expressed

in cancer cell lines (54,89,90,92,237), as well as in a subset of neuroblastoma

(71 ,82,85,93,238) and breast cancer tumours (95,96). Ddx1 knockout in Drosophila was

reported to be embryonic lethal (99); however, work performed in our lab indicates

that Ddx1 knockout flies are viable but infertile (Devon Germain, unpublished data).

DDX1 is highly expressed in Drosophila embryos (100). Together, these data suggest

that DDX1 is important in a wide range of cell types, and that it may playa key role in

proliferating cells during development.

Knockout mice are useful tools to study the role of disrupted genes. Mouse

knockout models have been generated for a number of DEAD box family members

(222-224,227-229). A variety of phenotypes have been observed in these DEAD box

gene knockout models, in agreement with DEAD box proteins having a wide array of

functions. Many of the phenotypes observed are developmental defects resulting in

lethality as early as the 2-cell stage to 2 days postpartum.

DDX1 plays a role in the repair of DNA double strand breaks by homologous

recombination [(124) and Lei Li, unpublished data]. Disruption of a number of genes

involved in DNA repair has been shown to be developmentally lethal. For example,

mutation of Mre 11, whereby the nuclease activity was abolished, resulted in

embryonic lethality at E8.5 (239).ATR knockout mice die by E7.5 with ATR-I-blastocysts
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line (Figure 4.1 B). Using a 32P-labeled cDNA probe corresponding to exons 10-17 of

Ddxl, we confirmed the presence of the mutant Ddxl allele, with a band of

approximately 4 kb observed in heterozygous mice compared to wild-type mice

(Figure 4.1 C). Subsequent genotype analysis was performed by multiplex PCR with

primers designed to specifically amplify the Ddxt : and Ddxt alleles (Figure 4.1 D).

4.2 Ddxl:" embryos die pre-implantation

We initially genotyped 21 weaned pups obtained from heterozygote

intercrosses by PCR analysis. No DdxJ-I- pups were identified, suggesting that the Ddxl:

1- genotype was lethal. Ultimately, 408 weaned pups generated from heterozygote

intercrosses from both the C6 and C7 lines were genotyped by PCR and not a single

Ddx 1-1- mouse was identified (Table 4.1). As no deaths were observed either perinatally

or postnally from these heterozygote intercrosses, we surmised that Ddxt': lethality

was prenatal. To determine when the Ddx1-1- mice were dying, embryos were collected

between E6.5 and El 0 and genotyped (Figure 4.2). No homozygous mutant embryos

were identified at these stages, suggesting that Ddxt": embryos die pre-implantation.

To further define when the Ddx1-1-embryos were dying, we collected fertilized

embryos from heterozygote intercrosses at EO.5, removed the cumulus cells and

placed them in culture. Embryos were observed daily. After 24 hours, most of the

single cell embryos had divided into 2 cells (92%). By 48 hours, only 68% of the

embryos were at the 4-cell stage and by 72 hours, 64% of the embryos were at the
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Table 4.1. Genotyping weaned progeny of heterozygous matings

Strain Total Genotype by PCR
+/+ +/- -/-

C57BL/6/Ddx1+/- 408 42 (10%) 366 (90%) 0
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Figure 4.2 Ddxt:': mice die pre-implantation.

Heterozygote mice were intercrossed and progeny genotyped at

different stages. No Ddxr': mice were observed out of a total of 758

postnatal offspring, 225 E6-10 embryos and 91 E3.5 blastocysts

genotyped. A significant decrease in the percentage of wild-type mice

was observed post E3.5.
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Table 4.2. A portion of embryos generated from heterozygous intercrosses
stall during preimplantation development

24 hours 48 hours 72 hours

8-cell - - 16 (94%)

Wild-type 4-cell - 16 (94%) 0

intercrosses 2-cell 15 (88%) 0 0
(2 crosses) 1-cell 2 (12%) 1 (5%) 1 (5%)

Total embryos 17 17 17

8-cell - - 94 (64%)

Heterozygote 4-cell - 99 (68%) 16(11%)

intercrosses 2-cell 134 (92%) 35 (24%) 24 (16%)
(17 crosses) 1-cell 12 (8%) 12 (8%) 12 (8%)

Total embryos 146 146 146
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WTxWT
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embryos
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Figure 4.3 Immunofluorescent staining of developmentally stalled embryos.

Wild-type embryos were collected and fixed with 4% paraformaldehyde in PBS for 15

minutes and permeabilized for 5 minutes in 0.5% Triton-X-100/PBS. Embryos were

stained with anti-00X1 antibody (batch 2910) and OAPI. Stalled embryos were

collected from cultured embryos generated from Ddx7+1- intercrosses. Embryos (from

wild-type and heterozygote crosses) were collected at EO.5 and the cumulus cells were

removed by incubation in 0.3 mg/ml hyaluronidase for 30 seconds. The embryos were

cultured in 25 III droplets of KSOM media under mineral oil at 37°C in 5% CO
2

incubator

for 72 hours. After 72 hours, embryos should be at the 8-16 cell stage. Embryos were

displayed as 20 projections of Z-stacks imaged by confocal microscopy. Scale bars =20

urn.
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500 bp f3-GAL

Figure 4.4 Expression of DDXl is initiated at the 2-cell stage.

Wild-type female mice were mated to Ddx1 heterozygote males and the resulting

offspring were collected at EO.5 and E1.5. Eight embryos were pooled and RNA was

isolated. cDNA was generated using primers specific to f3-GAL. Semi-quantitative

RT-PCR was performed with primers specific to f3-GAL and the products were run

on a 1% agarose gel.
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Figure 4.5 Live cell imaging of embryos derived from Ddxt": intercrosses.

Embryos were collected at E1.5 in M2 media. These embryos were transferred to glass

bottom culture dishes containing1 0 III droplets of M16 media under oil at 37°C in 5%

CO
2

in air. The lid of the culture dish was replaced with a glass topped lid. Images were

collected every 3 minutes with a Zeiss Axiovert 200M microscope and a Zeiss

plan-apochromat 1OX/0.14 lens. Image processing was done using Metamorph v.7.8.3.0

(Molecular Devices). The arrowhead indicates the stalled embryo.
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4.3 Live cell imaging of embryos collected from heterozygote

intercrosses.

The 2- and 4-cell embryos that were stalled in their development also had

multiple nuclei per cell and the nuclei looked abnormal. We used digital interference

contrast (Die) imaging in conjunction with time lapse photography to determine if

there were any obvious problems with cell cycle progression (Figure 4.5). For these

experiments, we collected embryos at the 2-cell stage, and recorded their

development in culture over a period of 48 hours. While the embryos were able to

divide normally, stalled embryos did not seem to be able to initiate cytokinesis. After

the completion of the live cell imaging experiments, stalled embryos were

immunostained with anti-DDX1 antibody. Reduced levels of DDX1 were observed as

well as abnormal subcellular localization, with staining patterns that were virtually

identical to those shown in Figure 4.3.

4.4 Non-Mendelian ratios are observed in progeny generated by

intercrossed Ddxl +/- mice

The expected Mendelian ratio of progeny from intercrossed heterozygous mice

is 1 wild-type to 2 heterozygotes to 1 knockout. The predicted ratio is 1 wild-type to 2

heterozygotes, as the Ddxt": genotype is lethal pre-blastocyst. Surprisingly, when we

genotyped 408 weaned pups, the resulting ratio was 1 wild-type to 9 heterozygotes

(Table 4.3). To rule out the possibility that reduced numbers of wild-type progeny
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Table 4.3. Genotypes of weaned progeny from heterozygote matings

Strain Total
Genotype by PCR

+/+ -t- -/-

C57BL/6/Ddx7+1- 408 42 (10%) 366 (90%) 0

FVB/Ddx7+1- 292 34 (12%) 258 (88%) 0

117



from heterozygote intercrosses was due to a recessive lethal allele linked to the wild

type Ddx7 loci in the C57BL/6 background, Ddxl": mice were backcrossed to FVB mice

for six generations. After 6 generations, >99% of the genome will be derived from the

FVB background. At this point, we initiated heterozygote intercrosses with FVBIDdxl+l 

mice. We observed a genotype ratio of 1:9 from an initial count of 40 weaned pups. A

total of 292 weaned pups from FVB intercrossed heterozygotes were ultimately

genotyped, generating a ratio of 1:7.3 wild-type to heterozygote pups. As the

apparent lethal effect of the Ddxt: allele was independent of background strain, we

concluded that wild-type lethality in intercrossed heterozygote mice must be related

to the Ddx15 allele itself.

4.5 Identification of two distinct populations of Ddxt": mice

To examine the distribution of Ddx i:" progeny per litter, we plotted the

proportion of wild-type progeny per litter for all litters that contained at least 5 pups

(Figure 4.6A). An unequal bimodal distribution was observed, suggesting that two

distinct groups were present within the data set. The majority of litters generated no

Ddx lr" progeny; however, a second peak was observed with the expected proportion

of wild-type to heterozygote mice (approximately one third wild-type). Given that

Ddx7+1- mice are genetically indistinguishable, the only difference between the

different crosses is parental genotype.

Distinct genotypic distributions were observed when heterozygote intercrosses

were separated into the two following groups, one where the parental cross was a
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Figure 4.6 Bimodal distribution of wild-type progeny.

(A) All litters of heterozygote intercrossed mice that contained at least 5 pups were

examined for the percentage of wild-type mice generated (n= 178). A normal

distribution plotted around the expected value of 33% wild-type is included for

comparison . (B) Ddxl" :and Ddxl": intercrosses were separated (n= 32 and n= 146

respectively) and the percentage of wild-type mice generated was plotted.
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heterozygous intercross (+/- X +/-) and the other where the parental cross was a

backcross (WTx +/-). Ddxl+l-mice generated from the latter parental crosses (WTX+/-)

generated the expected proportion of wild-type progeny (~33%) (Figure 4.6B). In

contrast, Ddxl": mice generated from parental heterozygous intercrosses produced

significantly reduced numbers of wild-type progeny (~5%).Thus, heterozygote mice

which had inherited their "wild-type" allele from a wild-type parent produced the

expected ratio of wild-type to heterozygote progeny. However, mice which had

inherited their "wild-type" allele from heterozygote parents produced very few wild

type progeny. As the lethal effect was associated with "+" alleles inherited from

heterozygous parents, we designated Ddxt: alleles inherited from heterozygous mice

as Ddx1 5 (S for super allele) in order to differentiate them from Ddxl+ alleles. While

Ddx l: and Ddxl' alleles are genetically identical, the lack of wild-type progeny

associated with Ddxl' suggests that this allele has been marked in some way, perhaps

by epigenetic modification.

4.6 Ddxt? associated lethality

Our data indicate that the homozygous Ddx15 state results in embryonic

lethality. Next, we examined whether the presence of a single Ddx1 5 allele could also

affect viability. To address this possibility, we analysed the genotype of all crosses

between Ddxl heterozygotes and wild-type mice. Similar to heterozygote crosses, a

reduction in wild-type progeny was observed in heterozygote X wild-type

backcrosses. Genotyping of 562 progeny from Ddx 1+/- backcrossesto wild-type FVB or
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wild-type C57BL/6 mice resulted in the expected ratio of approximately 1wild-type to

1 heterozygote (Figure 4.7). Notably, genotyping 295 progeny from Ddxl ":

backcrosses resulted in a ratio of approximately 1 wild-type to 3 heterozygotes,

indicating reduced viability of Ddxt -» mice. This effect is similar, albeit less severe,

than that observed in Ddx7 sIS mice (approximately 1 wild-type to 19 heterozygotes).

These data lend further support to the idea that Ddxl: and Ddxt! alleles can be

distinguished from one another, and that the Ddx7 5 allele is the cause of lethality in

wild-type embryos. Bycomparing expected and actual numbers of wild-type progeny,

we have determined that approximately 95% of Ddxt'" and 50% of Ddxl '" mice die.

Next, we analyzed the ratio of wild-type to heterozygote progeny from Ddxl ":

intercrosses at early developmental stages. At E3.5, a slight, but non-significant,

reduction in the number of wild-type progeny was observed compared to Ddx t":

intercrosses (Figure 4.8). After implantation (E6.5), a statistically significant reduction

in wild-type progeny was observed, with Ddxl": intercrosses generating

approximately 5% wild-type progeny. As this percentage is similar to the percentage

of wild-type pups recovered, we propose that the lethal effect of Ddxt' occurs after

E3.5, and before E6.5. Thus, Ddxt: mice die at the 2- or 4-cell stage, whereas Ddxl sl S

mice die in the post-blastocyst stage around the time of implantation suggesting two

different mechanisms for Ddx7-mediated death of mouse embryos.
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Figure 4.7 Percentages of wild-type progeny were decreased in Ddxt":
intercrosses compared to Ddxt": intercrosses.

The percentage of wild-type mice at ages E3.5, E6-1 0 and PO from Ddxt": (n= 22, 61,

229, respectively) or Ddxt": (n= 69, 164,529, respectively) intercrosses were plotted

against the expected percentage. Fischer exact tests were performed to determine

significant differences between the expected and experimental groups.
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Figure 4.8 Wild -type lethality in progeny derived from backcrosses.

Percentages of wild-type progeny derived from either Ddxl" : or Ddxl+/-backcrossed

were plotted (n= 562 and 295, respectively). The expected percentage (50%) is

shown . The Fischer exact test was performed to determine significant differences

between the expected and experimental groups.
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Figure 4.9 DDX1 mRNA and protein expression in mouse brains of different
genotypes of Ddxl mice.

(A) Fifty uq of whole brain Iysates from PO-3 mice electrophoresed in a 10%

SDS-polyacrylamide gel. Proteins were transferred to a nitrocellulose membrane and

immunostained with anti-DDX1 antibody (top) and anti -actin antibody (bottom). (8)

Semi-quantitative RT-PCR was performed on cDNAs generated from PO-3 mouse brain

RNA collected from mice of different Ddx1 genotypes. Equal amounts of cDNA were

amplified with primers 5' to the gene-trap, 3' to the gene-trap, specific to the insertion,

spanning the 3' end of the insertion into the 3' region of DDX1, and to GAPDH as a

control for the amound of cDNA. PCR products were electrophoresed in a 1% agarose

gel.
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4.8 Epigenetic inheritance of the Ddxt? allele

Multi-generational matings of Ddxt ! allele-carrying mice suggest that Ddxl

transcript levels can be modified from one generation to the next in order to

compensate for the absence of Ddxl transcripts from one of the Ddxl alleles. Genomic

DNA methylation is a common way of regulating gene expression epigenetically. With

the exception of genomic imprinting, all forms of genomic DNA methylation are

removed at the zygotic stage of development. Genomic imprinting allows

propagation of genomic DNA methylation from one generation to the next. Genomic

imprinting can be maternal or paternal, with the methylation pattern of one allele

affecting the other allele. This process occurs early in development as the imprinted

alleles maintain their methylation patterns despite the global demethylation that

occurs during the pre-implantation stages of development. If genomic imprinting is

responsible for generating the Ddxt' allele, then the lethal effect should only be

observed when the allele is either maternally or paternally inherited.

When backcrossed to wild-type mice, male and female Ddxl": mice generate

normal proportions of wild-type progeny (Figure 4.10). In contrast, both male and

female Ddx i": mice generate a significantly lower proportion of wild-type progeny

when backcrossed to wild-type mice (-50% reduction from the total expected). As this

effect is observed whether the "5" allele is maternally or paternally inherited, genomic

imprinting is not a plausible explanation for the modification ofthe Ddxl allele.Thus,

our results indicate that: (i) the Ddxt! allele can be inherited (Figure 4.11 A), (ii) the

Ddx l " allele is associated with increased Ddxl transcription or transcript stability, (iii)
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Figure 4.10 Decreased percentage of wild-type progeny generated from
backcrosses of male and female Ddxt": mice.

Backcrosses from both FVB and C57BL/6 mice were separated by genotype and

gender of the heterozygote.The percentage of wild-type mice was normalized to

the Ddx1+1- backcross. Fischer exact tests we re used to determine significance.
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Figure 4.11. Inheritance model of the Ddx l? allele.

(A) There are two types of wild-type alleles determined by parental crosses. (8) When

Ddxl": mice are intercrossed they produce an abnormal ratio of wild-type to

heterozygote progeny, whereas the Ddxt:': intercrosses produced the expected ratio.

(C) This effect is also partially observed in backcrosses using Ddxt" : mice, where the

Ddxl": mice produce the expected ratio of wild-type to heterozygote. (D)We propose

that in Ddx i" : mice each allele contributes to the total level of DDX1. The wild-type

allele (+) undergoes an unknown epigenetic change when both parents are

heterozygotes which results in twice the normal levels of DDX1 (5 =super allele) .The

increased dosage to ~3x from 2x results in partial lethality of the Ddxl?" mice. This

lethality is more apparent in the Ddxt"" mice which are proposed to produce ~4x

rather than 2x DDX1.
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both the maternal and the paternal Ddx7 loci can be modified, and (iv) Ddx7 loci

modification is not through genomic imprinting.

Importantly, our results indicate that the observed Ddxt ! effect is cis-acting.

The observed cis inheritance is most likely epigenetic in nature since Ddxt": mice

generate Ddx7+1- progeny when backcrossed to wild-type mice, as demonstrated by

normal ratios of wild-type mice observed from first generation heterozygous (Figure

4.11C) mice. If the effect was trans in nature, we would predict a similar effect to that

observed in the c-kit mouse line where a miRNA induces a paramutation which is

propagated by only one type of heterozygote mice (see Discussion) (165).ln the case

of Ddx 7, we clearly have two different heterozygotes as determined by their ability to

generate viable wild-type mice. These combined observations all support cis-acting

epigenetic modification of the Ddx7 gene.

Although genomic imprinting as an explanation for the inheritance of the

Ddxt' allele has been ruled out, and all other DNA methylation marks are believed to

be removed at the zygotic stage, we still pursued the investigation of DNA

methylation pattern changes between the different Ddx7 genotypes. We examined

two regions of the Ddx7 loci predicted to contain CpG islands: the promoter region

(Figure 4.12A) and a region in the gene body towards the 3' end of the gene (Figure

4.12D).ln collaboration with Dr.lgor Kovalchuk (Department of Biology, University of

Lethbridge), we used a digestion based method (COBRA) to detect differences in the

methylation status of the Ddx7 promoter region in Ddxl :", Ddx7+1-, and Ddxt" : mice

(232). Our initial results suggested that there was some difference between the three
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Figure 4.12. Methylation analysis of Ddxl .

(A) Ddx7 has a CpG island containing 55 potential sites of modification from --200 to

450 bp spanning the transcription start site (241) . Genomic DNA prepared from

Ddxt :", Ddx7+1- and Ddxt": mice (in triplicate) was treated with bisulfite, amplified

using the indicated primers, and digested with either HpyCH41V (8) or Taql (C). The

digested DNA was electrophoresed in a 1% agarose gel and the ratio between the

digested DNA and the total amplified DNA yielded the approximate percent

methylation. (D) Ddx7 is predicted to have a CpG-enriched reg ion containing 12

potential sites of modification from -25150 to 25430 bp. The CpG island spanning the

transcription start site (E) and the CpG-enriched region in the gene body (F) were

bisulfite sequenced. The white squares indicate no data, the blue squares indicate no

methylation and the red squares indicate sites of methylation.
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aggregates. From the microinjection experiments, we obtained 8 chimeric males and 1

chimeric female from lines B06 and FOS, with varying degrees of coat chimerism. No

chimeric animals were obtained from the B071ine. From the aggregated embryos, we

obtained 9 chimera males and no females (5 from FOS, 1 from B06 and 3 from B07).

Chimeric mice were mated to CS7BL/6 mice to generate first generation

heterozygotes. Tail samples were taken from these mice and genomic DNA was

isolated and screened by PCR for the presence of the targeted allele. Unfortunately,

none ofthe 62 genotyped mice produced heterozygote offspring indicating that none

of the chimeras had germ line transmission of the targeted allele.

To address the reason for the absence of germline transmission, fresh Iysates

were prepared from the FOS, B06 and B07 cell lines and again screened by PCR.

Surprisingly, there was a significant decrease in the targeted allele band intensity in

cell lines B06 and FOS compared to the previous PCR results (Figures 4.13F). The

intensity of the band representing the targeted allele remained the same in B07.

Although both the B06 and FOS cell lines generated chimeras, none of the

chimeras produced offspring with the targeted allele. One possible explanation forthe

lack of germ line transmission in chimeras produced from the B06 and FOSlines is that

these lines consisted of a mixture of cells, only a small proportion of which had the

targeted allele.The B07 cell line generated three chimeras which were obtained using

the aggregation technique; however, these chimeras also failed to produce offspring.
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Chapter 5

Subcellular localization of DDXl
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DDX1 has been shown to play various roles in somatic cells, including DNA

repair and RNA transport (112,124) . Previous analysis of DDX1 expression patterns in

tissues has been primarily conducted by in situ hybridization (98). In chicken

neuroectodermal tissues such as the retina and brain, DDXl RNA was found to be

highly expressed throughout these tissues early in development (98). As the tissues

matured, the expression pattern became more restricted to specific cell types, some of

which were still undergoing proliferation at E16, the latest stage analysed.

Although in situ hybridization isvery useful for determining which cells express

DDXl RNA, it provides no information regarding subcellular localization of the protein.

In most cell lines, DDX1 localizes primarily to the nucleus (101,102). Its localization to

the cytoplasm has been observed in breast cancer as well as in DDXl-amplified and

overexpressing neuroblastoma and retinoblastoma cell lines (85,96). In breast cancer,

the presence of elevated levels of DDX1 in the cytoplasm has been shown to be a

negative prognostic factor (96). As shown in the previous chapter, DDX1 is essential

for development pre-implantation as Ddxt: embryos die at the 2- or 4-cell stage. The

role that DDX1 is playing at this stage of development is unknown and may be

associated with its RNA transport function. The localization of DDX1 in adult and

embryonic tissues may shed light on the different roles that DDX1 plays in the cell.

5.1 DDXl localization in mouse tissues

We collected heart, liver, small intestine, kidney, ovary, testis, brain and retina

tissues from mice. Tissues were fixed with 4% formalin and paraffin-embedded. The
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sectioned tissues were labeled with anti-DDXl antibody. DDXl was expressed in all

tissues tested although not in all the cells of those tissues. Approximately half of the

nuclei of the cardiac cells were positive for DDXl (Figure 5.1 A, B). DDXl was also

found in the cytoplasm of a subset of cardiac cells where it had a filamentous staining

pattern (arrowheads). DDXl was expressed in the majority of kidney cells (Figure 5.1

C/D) but was found in the nucleus of only a subset of cells in the glomerulus (arrows).

The tubules of the kidney had both nuclear and cytoplasmic DDX1. The proximal

convoluted tubules (PCT) had higher levels of DDX1, especially in the cytoplasm,

compared to the distal convoluted tubules (DCT) which showed a primarily nuclear

staining pattern (arrowheads). The staining of DDXl in the liver was consistent

throughout the tissue with high nuclear localization in the hepatocytes (Figure 5.1

ElF). The cytoplasmic staining of DDXl in the liver was granular in appearance. In the

small intestine, DDXl was expressed in most cells with highest levels in the epithelium

cells of the villi (arrows) (Figure 5.1 G/H). The staining of DDXl was also stronger in the

nucleus of cells found in the crypts (arrowheads) as compared to the outer columnar

epithelial cells (arrows). Similar to the cardiac muscle, DDXl was found at low levels in

the smooth muscle lining the villi (asterisk) and only present in some ofthe muscle cell

nuclei.

DDXl was differentially expressed in the various cell types of the retina. At Pl,

DDXl was most highly expressed in ganglion cells, with lower levels in the amacrine

cell layer (Figure 5.2). A similar expression pattern was observed at P15, although

fewer amacrine cells were positive for DDX1. In adult retina, the ganglion cells were
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Figure S.l DDXl expression in adult mouse tissues.

Formalin fixed paraffin-embedded sections of adult C57BL/6 mouse heart, kidney, liver

and small intestine were subjected to immunohistochemical staining with anti-DDX1

(2910) antibody. Images were taken using an Axioskop 2 Plus microscope with

20X/0 .75 and 40X/1.3 lenses. The final images were processed using Adobe C56.

Arrowheads in B indicate the DDX1 filamentous staining. Arrows in D indicate the cells

with nuclear staining of DDX1 in the glomerulus. The arrowheads identify two

different tubules in the kidney, the PCT and the DCT.The arrowheads in Findicate the

granular staining that was present in the liver hepatocytes. The arrows in H indicate

the predominantly nuclear staining of DDX1 in the columnar epithelia of the villi. The

arrowheads indicate the stronger nuclear and cytoplasmic staining of DDX1 present in

the crypt cells. The asterisks indicate cells of the smooth muscle with DDX1 staining.
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Figure S.2 DDXl expression patterns in mouse retina.

Formalin-fixed paraffin-embedded sections of PO, P15and adult (57BL/6 mouse eyes

were subjected to immunohistochemical staining with anti-DDX1 (2910) antibody.

One slide from each stage of development was counterstained with hematoxylin (left

panels) . Images were taken using an Axioskop 2 Plus microscope with a 20X/0.75Iens.

The final images were processed using Adobe (56.The positions of the different layers

of the retina are indicated. The arrows point to a subset of amacrine cells with higher

expression of DDX1 in the inner nuclear layer.
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still strongly positive for DDX1, along with one layer of amacrine cells located closest

to the inner plexiform layer. DDX1 was primarily found in the nucleus of both ganglion

and amacrine cells.

We also carried out a more detailed analysis of DDX1 expression in developing

mouse brain. At PO, DDX1 was found in most cells ofthe brain and localized primarily

to the nucleus (Figure 5.3). DDX1 levels were higher in the olfactory tubercle and at

the dorsal surface of the midbrain compared to most other regions of the brain.

Considerable variation in DDX1 expression was observed in the PO cerebellum: DDX1

was barely detectable in the granule cell progenitors (arrowheads), with higher levels

of DDX1 observed in the adjacent cell layer which contains Purkinje cells and

Bergmann glial cells (arrows). In the adult brain, DDX1 was again found in most cells

and localized to the nucleus (Figure 5.4). DDX1 was highly expressed in the thalamus

(Figure 5.4 C, D), olfactory bulb (Figure 5.4 E, F), and cerebellum (Figure 5.4 G, H).ln the

adult cerebellum, DDX1 was expressed in the granule cell layer in addition to the cell

types previously shown to express DDX1 in PO cerebellum.

The last adult tissues examined were the gonads. In the testis, DDX1 was found

in both the developing spermatids and the supporting Sertoli cells (Figure 5.5 A, B).ln

the ovary, DDX1 was predominantly found in the developing oocytes and the

surrounding granulosa cells (Figure 5.5 C, D). The stromal cells between the oocytes

generally had low to no expression of DDX1. The cells of the corpus luteum were

positive for nuclear DDX1 with weak diffuse cytoplasmic staining. All oocytes,
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Figure 5.3 DDXl expression in neonatal mouse brain.

Formalin-fixed paraffin-embedded sections of PO mouse brain were subjected to

immunohistochemical staining with anti-DDX1 (2910) antibody. Multiple images

spanning the entire brain were taken using an Axioskop 2 Plus microscope with a

1OX/O.3 lens. The multiple images were merged using Adobe (56. (A) Tissue section

immunostained with anti-DDX1 antibody. (8) Tissue section immunostained with anti

DDX1 antibody and counterstained with hematoxylin to detect the nuclei. (C, D) The

olfactory tubercle has elevated levels of DDX1 next to the ventral edge (arrows). Some

cells in this region have low levels of DDX1 (arrowheads). (E, F) Most ofthe cells in the

dorsal mid-brain also show elevated expression of DDX1. (G, H) The Purkinje cells of

the developing cerebellum are positive for DDX1 (arrows), with little or no DDX1

detected in the granule cell progenitors (arrowheads).
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Figure 5.4 DDXl expression in adult mouse brain.

Formalin-fixed paraffin-embedded sections of adult mouse brain were subjected to

immunohistochemical staining with anti-DDX1 (2910) antibody. One slide from each

stage of development was counterstained with hematoxylin (bottom panel). Multiple

images spanning the entire brain were taken using an Axioskop 2 Plus microscope

with a 10X/0.3 lens. The multiple images were merged using Adobe (56. (A) Tissue

sections were immunostained with anti-DDX1 antibody. (8) Tissue sections were

immunostained with anti-DDX1 antibody and counterstained with hematoxylin to

detect the nuclei. High levels of DDX1 were found in the thalamus (C,D) and olfactory

bulb (E, F). The cerebellum was also strongly positive for DDX1, particularly the

Purkinje cells (arrows) (G, H).
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Figure 5.5 DDXl expression in mouse ovary and testis.

Formalin-fixed paraffin-embedded sections of adult mouse ovaries and testes were

subjected to immunohistochemical staining with anti-DDX1 (2910) antibody. Tissues

were counterstained with haematoxylin. Images were captured using an Axioskop 2

Plus microscope with 20X/0.75 and 40X/1.3 lenses. Arrows point to DDX1 granules

present in the developing oocyte. Scale bars represent 200 urn.

150



regardless of maturation stage, showed strong DDX1 cytoplasmic staining.

Intriguingly, DDX1 formed large granules in the cytoplasm, suggesting significant

aggregation of DDX1 in specific regions of the cytoplasm. These granules appeared

quite different from those found in the other adult tissues such as the liver.

Our data indicate that DDX1 is highly expressed during development, with

some differential staining in the post-natal tissue compared to adult. Next, we

examined DDX1 expression in whole embryos at E6.5. Embryos were fixed in 4%

formalin and mounted in paraffin or OCT. Sectioning was along the sagittal plane.

DDX1 was present at low levels in the cells of the maternal decidua (Figure 5.6, see

arrowheads). Red blood cells (indicated by asterisks) present around the embryo

(caused by invasion of the implanting embryo) were negative for DDX1 expression. In

comparison to the maternal decidua, the embryo proper had much higher levels of

DDX1. However, unlike adult tissues, DDX1 was localized primarily to the cytoplasm as

opposed to the nucleus. Nuclear DDX1 was observed in a few cells located in the

extraembryonic ectoderm which will develop into the amniotic sac (marked by circles).

Some of the trophoblast cells of the ectoplacental cone had large DDX1 granules in

their cytoplasm (marked by arrows). These cells are highly invasive and are required

for embryonic implantation into the decidua.

In conclusion, DDX1 was highly expressed in cells undergoing proliferation,

such asthose found in early development or in adult small intestine. DDX1 localized to

the nucleus of most cells, although some cells also showed cytoplasmic staining.Some
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Figure 5.6 DDX1 expression in E6.5 embryos.

OCT-embedded sections of E6.5 decidua were subjected to immunohistochemical

staining with anti-DDX1 (2910) antibody. Multiple images spanning the entire embryo

were taken using an Axioskop 2 Plus microsope and a 20X/0.75 lens. The multiple

images were merged using Adobe C56. Cellsof the maternal decidua had low levels of

DDX1 expression (arrowheads). Trophoblast cells had large DDX1-positive granules in

the cytoplasm (arrows). Some of the ectoplacental cone cells showed strong nuclear

localization of DDX1 (circles).
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tissues had no or low levels of DDX1 including the stromal cells of the ovary, the

decidua, some muscle cell nuclei, endothelial cells, red blood cells, and some of the

glomerulus cells. The early embryo was unique in expressing DDX1 primarily in the

cytoplasm with little to no nuclear DDX1 .

5.2 DDX1 in pre-implantation embryos

lmmunostaining of E6.5 embryos with anti-DDX1 antibody demonstrated a

predominantly cytoplasmic pattern, suggesting different roles for DDX1 at early

developmental stages compared to later stages of development and mature cells. As

indicated in Chapter 4, Ddxt': and Ddx15
/
5 embryos die pre-implantation. To address

the DDX1 staining patterns in pre-implantation embryos, we first carried out

immunofluorescence analysis of E3.5 blastocysts. Theseembryos were immunostained

with three different anti-DDX1 antibodies (batch 2910, 2923 and 2290) in order to

compare consistency of staining patterns using different antibodies. Similar to the

staining patterns observed in oocytes and E6.5 embryos, all three antibodies produced

a predominantly cytoplasmic signal (Figure 5.7). Anti-DDX1 antibodies from batches

2910 and 2923 both generated similar staining patterns although the signal obtained

with the 2910 antibody was much cleaner with low background staining. DDX1 was

found in large granules or aggregates throughout the cytoplasm of the E3.5

blastocysts (Figure 5.7).

In contrast to the 2910 and 2923 antibodies, the 2290 antibody (generated

using a 3' region of DDX1 that contains most of the conserved motifs found in DEAD
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2290
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Figure 5.7 DDX1 staining in blastocysts with different DDX1 antibodies.

E3.5 stage embryos were collected and fixed with 4% paraformaldehyde in PBS for 15

minutes and permeabilized for 5 minutes in 0.5% Trlton-x- l OO/PBS. Embryos were

then immunostained with different DDX1 antibodies: 2910 (generated using

denatured N-terminal DDX1 (aa 1-186) as antigen), 2290 (generated using native

(-terminal DDX1 (aa 187-740) as antigen), and 2923 (generated using native

N-terminal DDX1 (aa 1-186) as antigen). Nuclei were visualized with DAPI. Embryos

were imaged as single optical sections by confocal microscopy. Scalebars = 10 urn.
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box proteins) produced a diffuse staining pattern throughout the blastomeres with

some patches of stronger cytoplasmic or nuclear staining. Asboth 2910 and 2923 anti

DDX1 antibodies have been shown to specifically recognize DDX1 (101), all

subsequent immunostaining was done using the 2910 antibody as it produced a

strong signal with low background.

The granular appearance of DDX1 in the cytoplasm of blastocyts was different

from all previously documented DDX1 immunostaining. In particular, the staining

pattern of cytoplasmic DDX1 in other cell types shown to have elevated levels of DDX1

in the cytoplasm (e.g. neuronal cells, breast cancer cells and DDX1-amplifed

ret inoblastoma and neuroblastoma cells (85,112)), was much more diffuse than that

observed in blastocysts. To determine whether the large DDX1 aggregates were

specific to E3.5 blastocysts, we collected 1-,2-,4-, 8-cell, and blastocyst stage embryos

and labeled them with 2910 anti-DDX1 antibody. Dramatic differences in staining

patterns were observed at these different stages of development (Figure 5.8).Multiple

images of each embryo were collected using laser scanning confocal microscopy to

generate a Z-stack. These 3D images were then flattened using a maximum intensity

projection algorithm in Zen (Zeiss).The resulting 2D image has all the layers stacked in

order to show the staining throughout the embryo asopposed to a single optical slice.

Using Imaris software the size of the DDX1 foci/aggregates was calculated using

surface rendering (Figure 5.9). 1-cell embryos underwent an additional step of

deconvolution prior to the calculations to reduce background noise.
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Figure 5.9 Analysis of DDX1 aggregates in pre-implantation and oocyte

development.

Surface rendering by Imaris software was used to calculate the number (A, B) and

volume of DDX1 aggregates (C) at the different stages of oocyte and preimplantation

development. A total of 8 embryos or oocytes were analyzed at each developmental

stage. Statistical differences were calculated by one-way ANOVA and Student

Newman-Keuls was used as a post-hoc test to determine significant differences

between the groups. Significant differences (p < 0.05) between the different groups

are shown by the overlying lines. Statistical outliers are indicated by the red triangles.
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Figure 5.10 Staining for DDXl in germinal vesicle stage oocytes and maturing
oocytes.

GV oocytes were collected by puncturing ovaries collected from adult female mice. MI

oocytes were obtained by culturing GV stage oocytes denuded of granulosa cells for

24-48 hours in KSOM media under oil. Mil stage oocytes were collected from

superovulated female mice. All oocytes were fixed with 4% paraformaldehyde in PBS

for 15 minutes and permeabilized for 5 minutes in 0.5% Triton-X-1 DO/PBS. DDX1 was

labeled with anti-DDX1 antibody 291 o. Nuclei were visualized with DAPI. Embryos were

displayed as 2D projections of Z-stacks imaged by confocal microscopy. Scale bar = 20

urn.
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nucleus of GVoocytes. By MI, DDXl foci were more evenly distributed throughout the

cytoplasm. At Mil, larger aggregates similar to those found in the fertilized oocyte

were observed.

5.4 Co-immunostaining of DDX1 and other cellular components

The subcellular localization of DDXl and the size ofthe DDXl foci/aggregates

are highly dynamic during development. During oogenesis, DDXl is found in small

foci distributed throughout the cytoplasm. Asthe embryo develops into a blastocyst,

DDXl is found in increasingly larger aggregates. As DDXl aggregates are relatively

large and numerous, we first tested whether these aggregates might be associated

with cell organelles such as ribosomes, mitochondria, endoplasmic reticulum and the

Golgi complex by co-labeling cells with anti-DDXl antibody and markers specific to

each type of organelle (Table 2.3). Embryos were collected at different pre

implantation stages of development and were treated as previously described for

immunofluorescence labeling. The embryos were visualized by laser scanning

confocal microscopy. DDXl did not co-localize with any of the organelles mentioned

above (Figure 5.11).

To determine whether DDXl might be co-localizing with previously identified

DDX1-interacting partners in early stage embryos, we carried out co-immunostaining

analysis of embryos with anti-DDXl antibodies and antibodies to the following DDX1

interacting proteins: RanBPM, (stF64, RIFl and SMN. RanBPM is a scaffold protein that

isassociated with nucleocytoplasmic transport and signal transduction (68,242-244). It
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Figure 5.11 Localization of DDXl and cytoplasmic organelles at various stages of
pre-implantation development.

Embryos were collected and fixed with 4% paraformaldehyde in PBS for 15 minutes and

permeabilized for 5 minutes in 0.5% Triton-X-1 DO/PBS. Embryos were then

double-stained with anti-DDX1 antibody and either anti-calnexin (A) fo r endoplasmic

reticulum, anti-56 (B) for ribosomes, mitotracker (C) for mitochondria, or anti-golgin97

(D) for the Golgi complex. Nuclei were stained with DAPI. Note that images shown

represent a single optical slice through the cell to facilitate co-localization analysis.

Embryos were imaged as single optical sections with confocal microscopy. Scale bar =

20 urn.
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Figure 5.12 Immunostaining of DDX1 and known DDX1 interacting proteins in
2-cell stage embryos.

Embryos were collected and fixed with 4% paraformaldehyde in PBS for 15 minutes

and permeabilized for 5 minutes in 0.5% Triton-X-1 DO/PBS. Embryos were

co-immunostained with anti-00X1 antibody and either anti-RanBPM (A), anti-CSTF64

(B), anti-RIF1 (C), or anti-SMN (0) antibodies. Nuclei were visualized with OAPI.

Embryos were imaged as single optical sections with confocal microscopy. Scale bars

=20 11m.
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Figure 5.13 Immunostaining of DDXl and cytoskeleton markers in E2.5 and
E3.5 mouse embryos.

Embryos were collected and fixed with 4% paraformaldehyde in PBS for 15 minutes

and permeabilized for 5 minutes in 0.5% Triton-X-1 DO/PBS. (A) Embryos were

co-immunostained with anti-DDX1 and anti-f-tubulin antibodies, followed by

incubation with Alexa 488-conjugated goat anti-rabbit secondary and Alexa

555-conjugated goat anti-mouse secondary antibodies respectively. (B) Embryos

were co-stained with anti-DDX1 antibody followed by Alexa 488-conjugated goat

anti-rabbit secondary and Alexa 546 conjugated phalloidin. Nuclei were stained

with DAPI. Embryos were imaged as either single optical sections (A) or as a 20

projection of Z-stack images (B) collected with a confocal microscope. Scale bars =

20 11m.
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proteins might be present in DDX1 aggregates. To detect RNA, cells were stained with

acridine orange. Although aggregates of RNA were identified using acridine orange,

there was little if any overlap with DDX1 aggregates (Figure 5.14). DDX3 is a

multifunctional DEAD box protein which is associated with mRNA processing (254

256). Like DDX1 , DDX3 is involved in HIV-1 viral transcript transport as well as mRNA

transport in neuronal granules (254,256,257). None of the embryos that were co

immunostained with anti-DDX1 and anti-DDX3 antibodies showed co-localization of

these two proteins even though, like DDX1, DDX310calized to numerous cytoplasmic

foci at the blastocyst stage.

EXOSC5 isa component of the RNA exosome which plays a major role in all RNA

degradation processes (258,259). EXOSC5 was detected in numerous foc i throughout

the embryo (F igure. 5.14). EXOSC5 foci were considerably smaller than DDX1

aggregates. Finally, we investigated the possibility that DDX1 might be associated

with RNA degradation in early stage embryos.To address this possibility, we used an

antibody to GW182, a component of RNA processing bodies involved with mRNA

degradation (260-263). Although the antibody to GW182 detected aggregates within

the embryos, there was no co-localization of these aggregates with DDX1 aggregates

(Figure 5.14). Thus, we have yet to identify any protein that co-localizes with DDX1 in

pre-implantation embryos.
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Figure 5.14 Co-staining of DDX1 and RNA or RNA binding proteins at various
stages of pre-implantation development.

(A) Embryos were incubated with acridine orange at 2 11M for 20 minutes prior to

fixation and staining for DDX1. (B-D) Embryos were fixed with 4% paraformaldehyde

in PBS for 15 minutes and permeabilized for 5 minutes in 0.5% Triton-X-1 OO/PBS.

Embryos were co-immunostained with anti-DDX1 antibody andand anti-DDX3

antibodies (B), anti-DDX1 and anti-EXOSC5 antibodies (C), or anti-DDX1 and

anti-GW182 antibodies (D) antibodies. Nuclei were visualized with DAPI. Embryos

were imaged as single optical sections with confocal microscopy. Scale bars = 20

11m.
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Figure 5.15 Formation of DDXl aggregates at the 2-cell stage is RNA-dependent.

El.5 embryos were permeabilized prior to fixation in 0.1 % saponin for 6 minutes

followed by PBS treatment (control) or 150 uq/rnl RNase A/PBS for 20 minutes at 31OC.

Embryos were then fixed with 4% paraformaldehyde in PBS for 15 minutes and

permeabilized for 5 minutes in 0.5% Triton-X-l DO/PBS. Embryos were immunostained

with anti-DDXl antibody. Nuclei were visualized with DAPI. Embryos were imaged as

single optical sections with confocal microscopy. Scale bars =20 urn.
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Figure 5.16 Effectsof transcription or translation inhibition on DDX1 aggregates
in E1.5 embryos.

E1.5 embryos were incubated in either 200 11M cordycepin for 8 hours to inhibit

transcription or in 150 uq/rnl cyclohexamide for 8 hours to inhibit translation. The

embryos were then fixed and labeled with anti-DDX1 antibody. Nuclei were visualized

with DAPI. Control and cordycepin embryos were displayed as 2D projections of

Z-stacks while the cyclohexamide treated samples embryos were displayed as single

optical slices using confocal microscopy. Scale bars =20 11m.
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Chapter 6

Discussion
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6.1 Structural analysis of DDX1

Several DEAD box protein structures have been solved using X-ray

crystallography (28,29,33). The two helicase domains fold to form a dumbbell-like

shape with the two helicase domains separated by the interdomain region. Motifs

from both helicase domains are required to form the ATP binding pocket, RNA

binding, and domain interactions. ATP binding was also found to require a magnesium

ion. Several structures were solved in both the presence and absence of RNA

substrates aswell asnon-hydrolysable ATP analogues (37,264,265). Comparing these

structures demonstrated the apparent flexibility of DEAD box proteins and how

protein conformation is affected by substrate binding. The RNA binding motifs are

found in both helicase domains and in the open state these motifs fail to form an RNA

binding pocket and requ ire additional conformational changes generally caused by

ATP binding (33). Following ATP binding, RNA binding shifts the protein into its fully

closed conformation (33). It has been proposed that the hydrolysis of ATP results in

further conformational changes which alter the DDX-RNAinteraction such that bound

RNA is shifted to a strained position which promotes its remodeling by duplex

destabilization and localized unwinding.

DEAD box protein structures have allowed a better understanding of how this

family of proteins modifies RNA secondary structure and interacts with other proteins.

DDX1 is unusual when compared to other DEAD box proteins in that it has a SPRY

domain found within helicase domain I.Only one other DEAD box protein identified to

date (DDX24) has a domain inserted into the helicase core (25). SPRY domains in other
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proteins have been postulated to be involved in either protein-protein or protein-RNA

interactions (67-69).The role ofthe SPRY domain in DDX1 function is not known. Our

goal in generating the structure of DDX1 was to determine the structural impact of the

SPRY domain on the overall folding pattern ofthe helicase domain. Ideally, co-crystals

obtained in the presence of DDX1 and either RNA-RNA or RNA-DNA duplexes would

be expected to generate additional information regarding the role ofthe SPRY domain

in RNA binding.

Despite multiple attempts to crystallize DDX1,the structure of DDX1 still eludes

us. Our attempts at generating protein for crystallography were met with challenges

including protein solubility in the sub-10 mg/ml concentration range, and the

presence of a doublet band in the purified full-length DDX1 protein suggesting the

presence of a degradation product. Despite these problems, we were still able to grow

some crystals in the small and large scaleexperiments. Unfortunately, the crystals that

were produced failed to generate any diffraction patterns even at low resolution. We

found that DDX1 tended to form crystals in the presence of Mg 2+ and negative ions

such as citrate and sulphate. DEAD box proteins are known to bind Mg2+ so this ion

may be stabilizing the protein structure. Negative ions are likely associating with the

RNA binding pocket which is positively charged due to exposed lysine and arginine

residues and have been shown to be required for the generation of several other

DEAD box protein crystals (33,37,38,266).

The inclusion of ATP was also found to help in the generation ofDDX1 crystals.

Some of the other DEAD box proteins have been shown to shift between open and
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closed states and these conformational changes were influenced by ATP analogue

binding or RNA binding (38,266). A number of labs have shown that crystallization of

DEAD box proteins can also occur in the presence of RNA substrates, with the proteins

taking on a more closed conformation (37,38,264). Our attempts to stabilize DDX1 by

co-crystallizing DDX1 in the presence of an RNA-DNAduplex resulted in the formation

of some crystals using small scale conditions; however, large scale conditions failed to

generate crystals for diffraction.

The DDX1 protein is a relatively large protein, with a predicted molecular mass

of 83 kDa. In order to increase protein yields and reduce degradation of the purified

protein, we also tested large truncation mutants for their ability to crystallize. The N

terminal proteins were designed to divide the protein into its two helicase domains to

yield 60 kDa and 30 kDa truncated proteins. Very low yields of the (-terminal DDX1

protein (30 kDa) were obtained, generating low protein concentrations. Despite this,

we observed a few crystals in the small scale experiments; however, because of low

yields, we were unable to proceed to the large scale experiments. The N-terminal

DDX1 protein was much easier to produce and generated the highest concentrations

of recombinant protein (although still below 10 mg/ml). N-terminal DDX1 protein

generated crystals; however, they failed to produce a diffraction pattern. In retrospect,

the design of the mutants may have resulted in excess linker sequences on the (

terminal end of helicase domain I. It is possible that truncated mutant protein with

shorter linker sequences would produce more stable structures.
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There are reports in the literature indicating that widely different results can be

achieved using proteins from different species (267).For example, Stringent starvation

protein A (SspA) is a bacterial protein that failed to generate quality diffraction data

when the protein was prepared from E. coli; however, the same protein prepared from

Y. pestis orthologues generated a diffraction pattern (268). We prepared recombinant

DDX1 protein from 4 different species: human, chicken, mouse and Drosophila. Ddxl

was cloned from cDNAs prepared from each of these four species and inserted into

GST-tag expression vectors. Large quantities offull-Iength recombinant DDX1 protein

were produced from human and Drosophila, but not mouse and chicken. Drosophila

DDX1 is 68% identical to human DDX1 and is shorter by 20 amino acids. Human DDX1

protein generated more crystals than Drosophila DDX1 in the small scale experiments.

The large scale attempts to grow Drosophila DDX1 crystals were unsuccessful;

however, there are still several conditions that could be tested for growth.

Although a few attempts were made to test human DDX1 for large-scale crystal

formation in the presence of RNA-DNA duplexes, additional experiments should be

carried out using both human and Drosophila DDX1. Future experiments should focus

on pursuing the small scale hits of human DDX1 supplemented with ATP, Mg2+, and

RNA-DNA duplex that were identified from the Nucleix suite. In particular, conditions

containing spermine should be tested as this is a known nucleic acid binding protein

and may assist in stabilizing the RNA-DNAduplex bound to DDX1 . Additional focus on

the N-terminal DDX1 protein in the presence of different concentrations of ATP and

Mg2+ may also yield useful data . Furthermore, all crystals were grown at room
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temperature and future work should include growing crystals at either reduced or

increased temperatures to help stabilize the protein or protein-nucleotide complexes

during crystallization (269-272). Decreasing the temperature may increase overall

protein stability and decrease the rate of evaporation thereby prolonging the

crystallization stage and reducing the formation of small crystals or precipitates.

Increasing the temperature may lead to solubility differences which may increase the

likelihood of nucleation events resulting in crystal formation.

The failure to generate a diffraction pattern could be due to a number of

reasons including poor purity ofthe crystals or poor crystal conditions. The full-length

DDX1 protein was not purified as a single band and the presence of multiple

degradation products may have contributed to heterogeneous crystal formation and

the failure to generate a diffraction pattern. Recently, there have been attempts using

in situ proteolysis to generate crystals of proteins that have previously failed (273-277).

This method includes a small amount of protease, such as trypsin or chymotrypsin, in

addition to the mixture of protein and buffer in the crystallography drop. The in situ

cleavage is thought to generate proteins more likely to generate crystals by cleaving

flexible regions. This is similar to designing truncation mutants; however, in this case

the truncations are formed during the crystallization step . An additional structure of

the RIG-1 ATPase domain was recently solved using this method as it was

hypothesized that the protein contained several flexible regions which prevented

previous crystals from diffracting (278).Using this method, we may be able to improve
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the quality of the crystals or generate alternative crystal forms that can be used to

generate a complete or partial structure for DDX1 .

6.2 DDX1 is a non-specific ribonuclease

Based on a previous publication from the lab, DDXl is able to degrade ssRNA in

an energy-independent and magnesium-dependent manner (124).ln this paper, Li et

at. report that DDXl plays a role in the repair of DNA double-strand breaks and that

retention of DDXl at DNA double-strand breaks is dependent on DNA-RNA structures.

Li et at. therefore proposed that DDXl facilitates the removal or degradation of RNA

from sites of double-strand breaks thereby allowing more efficient DNA repair. In

keeping with the idea that DDXl has ribonuclease act ivity, our in vitro data have

shown that DDXl is able to degrade ssRNA molecules made up of mixed nucleotides.1

pursued these analyses by demonstrating that DDXl can degrade ssRNA substrates

made up of either pure purine or pyrimidine stretches. These data support the

hypothesis that DDXl does not have sequence specificity in regards to its

ribonuclease activity and may degrade any RNAsubstrate, with the following caveats:

(i) reactions were carried out using excess of DDXl which may mask true substrate

specificity, and (ii) DDXl activity was low suggesting that DDXl may interact with

other proteins to optimize its ribonuclease activity.

Using the R29 (mixed nucleotides) ssRNA substrate labeled at the 3' end, the 5'

end or internally-labeled, I found that DDXl degrades ssRNAs to short

oligonucleotides between 3-6 nucleotides in length. My results indicate that DDXl
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does not have any nucleotide specificity. Furthermore, DDX1 may not be an

exoribonuclease as a single nucleotide ladder would be expected if it had 3'-5'

exoribonuclease, and only single nucleotides if it had 5'-3' exoribonuclease activity

(using a 5' end-labeled substrate). Single nucleotides were observed when internally

labeled substrates were used which argues against endoribonuclease activity. In order

to resolve whether DDX1 is an endoribonuclea, and exoribonuclease, or both, we will

need to test additional substrates including R29 substrates labeled at the 3'end.

The minimum size of RNAthat DDX1 can interact with is unknown, although it

is likely an oligonucleotide of at least 6 nucleotides as one of the major degradation

products was 6 nucleotides in length. These data are supported by crystallography

data of protein-RNA co-crystals whereby the RNA binding pocket for DDX4, DDX19

and DDX48 were all shown to have 6 nucleotides directly interacting with the protein

(38,266,279,280). Experiments could be carried out to determine the size of the

smallest ssRNA that DDX1 can digest by testing progressively smaller

oligonucleotides. Identifying the smallest ssRNA substrate for DDX1 ribonuclease

activity would allow us to perform kinetics studies as there would be a single

enzymatic event occurring on each RNA molecule.

Timed experiments were carried out in an attempt to identify intermediate

digestion products of DDX1 .lntermediate-size bands were observed when DDX1 was

incubated with end-labeled R29. As R29is made of 29 mixed nucleotides, it is possible

that R29 is able to form secondary structures which can slow down or inhibit the

ribonuclease activity of DDX1. The other substrates containing single stretches of a
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single nucleotide were rapidly digested. AR29 (29 A's) was more rapidly and

completely digested as compared to CR29 (29 C's). DDX1 has been previously shown

to bind to poly(A) RNA and but not poly(C) RNA in vitro (281). Based on these data,

DDX1 likely requires a ssRNA substrate for efficient degradation and may act

preferentially on naked poly(A) RNA. Further analysis using decreasing DDX1

concentrations will be required to determine DDX1 sequence specificity and activity.

As some of our reactions may have been within a few minutes of incubation, using less

DDX1 per reaction would allow for kinetic analysis of the ribonuclease activity.

Additionally, we could design longer or more complex oligonucleotides to study the

effect of RNA secondary structure on the activity of DDX1 . Longer oligonucleotides

could be designed to fold into specific secondary structures, such as stem loops, to

determine whether DDX1 can degrade these substrates. We could also design

chimeric RNA-DNA oligonucleotides to further investigate how DDX1 cleaves RNA

substrates.

The ribonuclease activity of DDX1 is weak in vitro and requires a significant

molar excess of protein to substrate. It is possible that DDX1 requires co-factors or

needs to be post-translationally modified to stimulate its activity. We have proposed

that DDX1 plays a role in the clearance of RNA present at sites of DNA double-strand

breaks. Proteins recruited to these sites may facilitate direct stimulation of DDX1 's

ribonuclease activity. It is important to note that different proteins may facilitate or

inhibit the enzymatic activity of DDX1 depending on cellular context. For example,

interaction between DDX1 , Rev, and HIV genomic RNA facilitates the transport of full
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length RNAs and prevents splicing, suggesting that DDX1's ribonuclease activity may

be down-regulated in HIV-infected cells (117,282,283). DDX1 is also found in RNA

transport granules involved in the transport ofmRNAs to sites of translation (111,112).

Again, the presence of a ribonuclease in RNA transport granules would seem

counterintuitive to transporting full-length mRNA.

DDX1 activity could also be regulated by post-translational modification. DDX1

has been shown to be phosphorylated by the ATM kinase (124) and 2D gel

electrophoresis suggests that there are as many as 6 different post-translationally

modified forms of DDX1 in HeLa cells (Lei Li, unpublished data) . Other DEAD box

proteins have been shown to undergo post-translational modification (6). For

example, DDX5 and DDX17 (p68 and p72) are heavily regulated through various

modifications including polyubiquitylation, sumoylation and phosphorylation.These

modifications regulate protein-protein interactions can influence DEAD box protein

localization and function.

RNA is a key biological molecule and it is tightly regulated in the cell.

Degrading RNA is a rapid process and occurs through a variety of different

mechanisms. One of the best characterized enzymes is the secreted endoribonuclease

Ribonuclease A (RNase A), a common lab contaminant. The primary role ofthis family

of proteins is to degrade foreign RNA (284,285). RNase A was one of the first proteins

to have its structure determined by X-ray crystallography (286). RNA is by nature

unstable due to the reactive 2' hydroxyl group present in the sugar base. RNase A

catalyzes the reaction of the 2' hydroxyl group to form a 2', 3'-cyclic phosphate which
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breaks the backbone. RNase A has some specificity in that it cleaves ssRNA following

pyrimidine residues. Histidine and lysine residues play key roles in the active site to

catalyze the reaction. RNase A is an incredibly stable enzyme due primarily to its small

size and high number of cysteine residues which form disulphide bridges (287).One of

the approaches used to purify RNase A was to treat tissue with sulfuric acid and bring

the reaction close to boiling temperatures, with the RNase A being the only surviving

protein (288). RNase A's impressive stability make it an important lab contaminant. As

a result, we have had to ensure that the ribonuclease activity associated with DDX1 is

not due to RNAse A contamination. For this reason, we have gone to considerable

trouble to ensure that the ribonuclease activity of DDX1 was different from that of

RNase A both described above and previously published (124). In particular, DDX1's

ribonuclease activity is destroyed by boiling, and unlike RNase A, DDX1's ribonuclease

activity is magnesium-dependent.

There are several other ribonucleases, some which degrade dsRNA (e.g. Dicer,

Drosha.) and some which degrade ssRNA in a general manner (e.g. RNase L) or in a

specific manner (e.g. G3BP) (289). The mechanisms of RNA cleavage are known for

some ofthese enzymes whereas others are still poorly understood. Structural studies

have been key to determining the active sites of these enzymes. For example SMG6, a

member of the nonsense: mediated mRNA decay pathway, has a similar structure to

that of the RNase H family (290,291).

A number of ribonuclease domains have been identified including RNase A, H,

P and III. Searching the DDX1 sequence for known ribonuclease domains was not
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successful, with no putative domains identified (292,293). Identifying the different

substrates that DDXl is able to degrade may provide insight into which residues are

essential for its ribonuclease activity as DDXl may use similar mechanisms to that of

other known ribonucleases. In addition, we used a truncation mutant strategy to

identify possible ribonuclease domains of DDX1 . We found that shortening the (

terminal region by 120 amino acids abolished DDX1's activity and shortening the

protein by 95 amino acids reduced DDX1's ribonuclease activity. The role of the non

conserved (-terminal region of DDXl is unknown with no identifiable domains

located in this region. The (-terminal region of DDXl could either playa role in its

enzymatic act ivity or facil itate RNA binding to DDX1 . Add itional truncation and

substitution mutations within this region may ident ify the minimal amino acid

sequence required for ribonuclease activity. Electrophoretic mobility shift assays

(EMSAs) could also be used to test the binding of RNA to wild-type DDXl and mutant

DDXl proteins.

Another region of DDXl that may contain a ribonuclease domain is the

interdomain region between the two helicase domains. The interdomain region of

DDXl was targeted as a possible ribonuclease domain because it shares little

homology with other DEAD box proteins and no other DEAD box protein has been

shown to have ribonuclease activity. As the interdomain region resides between the

two helicase domains, it is possible for it to fold in such a way as to interact with

ssRNAs bound to DDX1 . We performed sequence analysis of DDXl from all known

orthologues to identify highly conserved residues in the interdomain region. We
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found that residues corresponding to human D430, D466, H470,5486, K490, and K493

were all highly conserved between the different orthologues of DDX1 .These types of

amino acids are also associated with the active sites of other ribonucleases although

mutational analysis will be required to determine whether any ofthese residues playa

role in DDX1-mediated RNA degradation (294-302).

The degradation of internally-labeled R29 ssRNA produced an interesting result

in that we observed both single-labeled nucleotides and the larger oligonucleotides

(3-6 nts) that were also present when end-labeled substrates were degraded.

Previously, we had not observed any single nucleotide products. This may be due to

the nature of the substrate as it was end-labeled. Perhaps DDX1 is able to cleave the

RNA at multiple positions which in some cases would release single nucleotides. At

this point we do not know the active site of DDX1 so additional experiments will be

required to determine how DDX1 degrades RNA to single nucleotides or

oligonucleotides 3-6 nts in length.

As previously discussed, most other ribonucleases catalyze the inherent

instability of RNA by facilitating the interaction between the 2' and 3' hydroxyl groups

to form a 2', 3'-cyclic phosphate (289,303).To determine whether DDX1 degrades RNA

in a similar manner, we could perform the following two experiments. First, to

examine whether the 5' end of the products generated by DDX1 have a hydroxyl

group, we would degrade unlabelled ssRNA with DDX1 then perform a kinase labeling

reaction on the products. RNA products retaining a 5' hydroxyl group will be labeled

with protein kinase. Second, to examine whether the 3' end is modified, we would
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subject the labeled ssRNA to periodate oxidation following degradation by DDX1

(304). The periodate oxidation breaks the bond between the 2' and 3' carbon in the

ribose molecule which would a product visibly larger in size. Should no difference

between the treated degradation products be observed, this would indicate that the

3' end is likely modified through the formation of the 2', 3'-cyclic phosphate (304).

6.3 Ddxl": mice die during pre-implantation development

Knock-out of several genes encoding DEADbox proteins has been found to be

lethal during development (222-224,227-229).To date, only one other DEADbox gene

knockout (Ddx20) has been shown to result in pre-implantation lethality (229).

Although the function of DDX20 is still poorly understood, it is upregulated during

MZT which suggests that DDX20 plays a key role in embryonic gene expression

(229,230). Our data indicate that DDX1 is essential for pre-implantation in mice.

Although we were unable to genotype embryos at the pre-blastocyst stage, the

presence of developmentally arrested embryos in culture and the DDX1

immunofluorescence staining data lead us to hypothesize that the Ddxt': embryos

stall at the 2- or 4-cell stage. The embryos stalling at different time points is likely due

to residual DDX1 protein present as maternal complement. Based on sq-RTPCR we

found that DDX1 is first expressed by the embryo at the 2-cell stage. The timing of

embryonic lethality in mice suggests that DDX1 may playa role during the maternal to

zygotic transition in the utilization of transcripts. DDX1 may facilitate the protection of

some specific maternal RNAs, or perhaps it is associated with regulation ofthe newly
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generated zygotic transcripts.The apparent lack of DDXl in the nucleus of early stage

embryos (l-cell to blastocyst stages) suggests that its cytoplasmic rather than nuclear

role is essential for early development.

By placing 2- and 4-cell embryos in specialized culture medium, we were able

to follow their developmental progress over the course of 48-72 hours. Stalled

embryos were routinely observed upon crossing Ddx7+1- mice. Immunostaining

analysis of the stalled embryos revealed low levels of DDX1, with few DDXl

aggregates remaining in the cytoplasm of embryonic cells after 72 hours in culture.

Stalled embryos were also found to contain multiple nuclei suggesting that the cell

cycle was able to progress despite the lack of cell division. Using live cell imaging we

found that the embryos did not initiate cytokinesis and were stalled during interphase.

The next step will be to carry out live cell imaging in conjunction with Hoechst

staining of the nuclei and fluorescence imaging to determine whether stalled embryos

have a normal cell cycle, other than absence of cytokinesis.

Ddx7 knock-out results in early embryonic lethality in mice, likely at the 2- to 4

cell stage. These results are different from those obtained using the Drosophila

melanogaster model which is also being studied in the lab. Ddx7 knockout flies are

viable but infertile, indicating that there is no need for embryo-derived DDXl during

fly development. The early stages of development differ substantially between mice

and flies and may account for the difference in survival of Ddx7 -1- embryos. Drosophila

melanogaster nuclei divide in a synchronous manner; however, they do not form cell

membranes and the entire embryo is a syncytia until just prior to gastrulation
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(approximately 13 mitotic divisions). Also unlike mice, Drosophila embryos retain

many maternal transcripts and proteins during early stages of development and these

early stages of development progress at a much faster rate than those in mice. It is

therefore possible that there is no need for DDXl in flies until the following

generation when there is no longer any protection effect caused by maternal DDX1.

Also, given that: (i) our stalled mouse embryos do not undergo cytokinesis and (ll) fly

embryos form a syncytia thereby circumventing the need for cell division, the

fundamental defect underlying Ddxl knock-out may be related to a role for DDXl in

cytokinesis in early stage mouse embryos.

The early embryonic lethality observed in Ddxt": mice limited our ability to

study the biological role of DDXl during development. To bypass this problem, we

attempted to generate a tissue-specific Ddxl knockout using the Cre/loxP

recombinase system . Although three embryonic stem cell lines carrying a mutant

allele of Ddxl were tested, we were not able to obtain any chimeric mice with

germline transmission of the targeted allele. Analysis of the genomic DNA isolated

from the three embryonic stem cell lines revealed a mixed population of cells, with

cells bearing the mutated allele being outcompeted in culture over time. It may be

possible to re-establish the Ddx lr/: cell line by placing the cells under selection again .

These selected cells could then be used to generate chimeras by microinjection or

aggregation.

Generation of a Ddxl f10x mouse strain would allow examination of the role of

DDXl using two different approaches. First, we could use a oocyte specific promoter
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to determine the role of DDX1 in oocyte development and what role the maternal

complement of DDX1 plays in the very early stages of zygotic development. This

approach might shed light on whether the Ddxt: embryos stall due to maternal

complement RNAs being misregulated or whether DDX1 plays a key role in the

maternal to zygotic transition. Second, we could examine the role of DDX1 at later

stages of development by crossing the floxed mice to mice expressing ere

recombinase under the control of tissue-specific promoters such as the Dkk3

(Dickkopf-3) promoter to knockout Ddxl specifically in retina progenitor cells (305). As

shown in this thesis, DDX1 is highly expressed in the retina and then becomes

restricted to specific cell lineages following differentiation such as the ganglion and

amacrine cells. The loss of DDX1 in retinal progenitor cells would likely produce a

mouse with retinal defects but otherwise normal. Bystudying the perturbations to the

developing retina we would gain a better understanding of the role of DDX1 in

differentiated cells.

6.4 Subcellular localization of DDX1

Based on previously published expression analysis, DDX1 is expressed in most if

not all tissues, with highest levels found in early development and neuroectoderm

derived tissues (98). The results presented in this thesis for mouse tissues are in

agreement with previous reports. We found DDX1 expression in all tissues tested,

although not all cells were positive for DDX1. As expected based on cell line data

(85,101), DDX1 was primarily localized to the nucleus of most cells. Interestingly, DDX1
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was also found in the cytoplasm of some cells; e.g., in the intestinal crypts and the

developing gametes. The cells of the intestinal crypt have high rates of proliferation as

a constant supply of cells are required to replace the cells of the villi which are

constantly being shed. Similarly, the highly proliferative spermatogonium cells ofthe

testes have higher expression of DDX1 than mature spermatids.These data link rapid

proliferation, at least in some cell types , to a requirement for cytoplasmic DDX1 .

DDX1 expression in mouse cerebellum was quite different in PO versus adult

brain. At PO, when the cerebellum is still immature, DDX1 was expressed primarily in

the Purkinje cell layer with no DDX1 detected in granule cell progenitors. These

progenitor cells exit the cell cycle at approximately E1 0.5 so are not proliferating at PO

(306). The granule progenitor cells re-enter the cell cycle at P4and greatly increase in

number, ultimately making up 2/3 of the total number of neurons in the brain (307). In

the adult mouse brain, DDX1 was found in the nucleus of the granule cell neurons in

addition to the Purkinje cells. Intriguingly, granule cell progenitors are very

susceptible to DNA damage (308-310). The absence of DDX1 in these cells at PO may

contribute to the susceptibility of these cells to DNA damage. It would be interesting

to examine DDX1 expression at additional developmental stages to determine when

DDX1 is first expressed in granule cells.

A striking difference in the localization of DDX1 was observed in the ovary .The

cortical stroma cells were found to have both nuclear and cytoplasmic DDX1 while the

cells of the theca externa (cells directly surrounding the follicles) showed either low or

no DDX1 expression. The follicles containing the granulosa cells were strongly positive
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for DDX1 in both the nucleus and cytoplasm. The granulosa cells of the follicle

undergo multiple rounds of proliferation during follicle maturation, but the individual

oocyte within each follicle only increases in size.The oocytes also had very high levels

of DDX1, but in contrast to the granulose cells of the follicle, DDX1 was primarily

observed in the cytoplasm in the cells. Large aggregates were observed in the

developing oocyte and in the GV and M stages, with changes in numbers and sizes

noted during oocyte maturation. In the future, earlier stage oocytes could be collected

from young mice in order to determine whether DDX1 aggregates are present at all

stages of oogenesis or only in the later stage oocytes when transcription is halted

prior to ovulation. Collecting oocytes for immunoprecipitation or RNA

immunoprecipitation studies followed by mass spectrometry or RNA sequencing

would shed light on the protein-protein or protein-RNA interactions that DDX1 makes

during oogenesis.

6.5 DDX1 forms large aggregates in early stage embryos

The localization of DDX1 in pre-implantation embryos was unexpected as all

previous staining in cell lines and tissues, with the exception of DDX1-amplified

retinoblastoma and neuroblastoma cells, showed a predominant localization of DDX1

to the nucleus with little cytoplasmic staining (85,96,101). Here, we report that DDX1 is

primarily a cytoplasmic protein in early stage embryos with a very dynamic

localization pattern as demonstrated by the localization changes from meiotically

maturing oocytes to cells of the mature blastocyst. We found that DDX1 localizes to
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cytoplasmic foci or aggregates in the maturing oocyte; however, DDX1 localization

begins to change around the time of fertilization. For example, the number of DDX1

foci/aggregates goes down in the 2-cell embryo and DDX1 aggregates tend to be

found closer to the cell membrane than the nucleus. The transition from the 4-cell

embryo to the blastocyst is accompanied by further changes, with fewer but larger

DDX1 aggregates. During this time, the localization of the DDX1-containing

aggregates shifts from close to the cell membrane to where the bulk of the DDX1 is

located on one side of the nucleus. It would be interesting to quantitate levels of

DDX1 protein from fertilization to the blastocyst stage. For this experiment to be

feasible, we would have to collect several hundred embryos.

As the role of DDX1 in early development is not known and DDX1 is found in

large foci or aggregates in the cytoplasm, we examined whether DDX1 aggregates co

localized with cellular organelles. This analysis was carried out with markers for

endoplasmic reticulum, ribosomes, mitochondria and Golgi. We were especially

interested in the possibility that DDX1 might co-localize with mitochondria as the

mitochondria in the pre-implantation embryo develop in a hypoxic environment, and

are different in their appearance and activity from the mitochondria that develop in

older embryos (311 ,312). Using Mitotracker Orange, we found that mitochondria in 2

cell stage embryos had a similar appearance to that of DDX1, forming aggregates

throughout the cytoplasm; however, there were more mitochondria surrounding the

nucleus than DDX1 aggregates. Similarly, despite similar staining patterns for DDX1

and mitochondria at the morula and blastocyst stages of development, we did not
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observe any co-localization. The ribosomes were also of particular interest as DDXl

was previously shown to be associated with RNA granules and even RNA granules

containing ribosomes (112). However, the ribosomes in pre-implantation embryos

were found in small punctate foci which did not overlap with DDXl aggregates. DDXl

also did not co-localize with endoplasmic reticulum and Golgi markers.

DDXl has previously been shown to co-localize with proteins associated with

nuclear bodies, such as CstF64 (cleavage bodies) and RIFl (DDXl bodies) (1 01 ,1 02,124)

(Lei Li, unpublished data) and to reside adjacent to Cajal bodies and gems (SMN).

Cleavage bodies are sites of 3' mRNA processing and polyadenylation (101-103). The

Cajal bodies are sites of snRNPand snoRNP biogenesis aswell as pre-rRNA and histone

mRNA processing (104-106) . We were interested in determining whether components

of cleavage bodies, Cajal bodies and gems might also relocate to the cytoplasm during

early embryonic development. To address this possibility, we carried out co

immunostaining analysis using anti-DDXl antibody in conjunction with antibodies to

proteins normally associated with cleavage bodies, Cajal bodies and gems. We found

no evidence of co-localization of DDXl with CstF64 (cleavage bodies), SMN (Cajal

bodies, gems), or Rifl. CstF64 was located in the nucleus of pre-implantation embryos

as well as the scaffolding protein Rifl. These results indicate that the cytoplasmic

localization of DDXl in early stage embryos is unlikely to be related to the roles that it

plays in nuclear bodies such as nuclear mRNA processing.

A significant amount of mRNA is stored in the developing oocyte (80

picograms). mRNA in the oocyte is highly regulated, both in translational activation
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and degradation (313). RNP complexes found during mouse development, such as P

bodies, germ cell granules and stress granules, are poorly understood unlike their

counterparts in Xenopus and Drosophila mainly due to the difficultly in acquiring

sufficient material for study (314,315).Only recently, it was found that P-bodies are not

present at all stages of mouse development and are actually lost during meiotic

maturation and only reappear at the blastocyst stage (316). Some of the components

of P-bodies were found to localize to another RNA-containing body in the cortex of

the oocyte during early stages of oogenesis when P-bodies are lost (316).The primary

difference between these 'alternative' P-bodies and P-bodies is the absence of

proteins associated with degradation such asthe decapping protein DCP1 A. Based on

these data, it has been proposed that the alternative P-bodies (also known as

subcortical RNP domains or SCRD) are likely sites of RNA storage rather than RNA

degradation. Bystaining RNAs in the 2-cell embryo with acridine orange, we observed

large foci; however, these foci did not co-localize with DDX1 and were found primarily

near the nucleus of the cell.

The DDX1 staining pattern in early-stage embryos is unlike that of other known

RNAbinding proteins expressed during embryonic development such asMSY2(317).

We also did not observe any co-localization between DDX1 and either the exosome

(EXOSC5) or P-bodies (GW182). The staining of GW182 has not been previously

reported in the 2-cell embryo and other markers may be required to show the lack of

co-localization with P-bodies, such as DCP1 A (316,318). Although there was no co

localization of DDX1 and GW182 in 2-cell stage embryos, it remains possible that these
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two proteins do co-localize at later stages of development when P-bodies first appear.

It would also be worthwhile to carry out co-immunostaining experiments with markers

for SCRD or alternative P-bodies (DDX6) as well as for other RNP structures found

during embryonic development such as those containing Zar1-like protein. Zar1-like

protein has been shown to associate with P-body proteins during preimplantation

development and its overexpression results in developmental arrest at the 2-cell stage

(319). Zar1-1 foci are quite large and are also found throughout the cytoplasm, with a

staining pattern that is similar to that of DDX1 at the 2-cell stage. Zar1-like protein has

been proposed as another alternative mRNA storage granule. At this time, we cannot

exclude the possib ility that DDX1 is part of one or more of these alternative mRNA

storage complexes.

We also examined whether DDX1 aggregates might be affected by inhibition of

transcription or translation. Translation inhibition, which had been shown to affect P

body size and formation (318), had no effect on the localization pattern of DDX1.

Treating the cells with cordycepin for 12 hours to inhibit transcription caused the

aggregates to increase in size and lose their even distribution pattern. This supports

the hypothesis that DDX1 interacts with some species of RNAat early developmental

stages. Note that the long incubation time with cordycepin was to ensure that

transcription was actively inhibited as MZT is occurring at the 2-cell stage with

transcription taking place in waves during this stage of development (179,320,321).

However, a caveat of doing such a long incubation with cordycepin is that it could

affect overall levels of RNA aswell as prevent additional synthesis of DDX1 which may
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be required to maintain aggregate structure as we have found that DDX1 is first

expressed at the 2-cell stage of development. The shift towards larger granules upon

cordycepin treatment suggests that transcription inhibition alters the composition of

the DDX1 aggregates. Perhaps an even longer incubation with cordycepin would

result in a DDX1 staining pattern resembling that observed in the 4-cell embryo.

Our most striking results were obtained upon digesting 2-cell embryos with

RNase A. This treatment almost completely abolished the DDX1 aggregates.

Additional experiments at both later and earlier time points are required to determine

whether all DDX1 foci/aggregates have an RNA component. If so, this may suggest

that DDX1 is playing a RNA-protecting role during early development, perhaps by

stabilizing or extending the half-life of specialized RNAs in the aggregates. The

suggestion that DDX1 plays a specialized RNA-protecting role comes from the fact

that DDX1 aggregates are present post-fertilization when most maternal mRNAs are

already degraded. If this is the case, one may postulate that the interaction partners of

DDX1 in the aggregates inhibit its ribonuclease activity. In this regard, it is interesting

that the size and number of DDX1 aggregates in the cytoplasm undergoes dramatic

changes from the maturing oocyte to the blastocysts, with the gradual increase in the

size of the aggregates accompanied by a concomitant decrease in the number of

aggregates suggesting that the amount of DDX1 may remain the same as

development progresses.

A dramatic change in the localization of DDX1 occurs during morula and

blastula formation. The DDX1 protein found in the blastomeres assembles in much
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larger aggregates as the embryo approaches late E3.5.ln many cases, the DDX1 signal

appears to be predominantly a single large complex located adjacent to the nucleus.

This complex may contain DDX1 which is being targeted for degradation asDDX1 may

no longer be required in as high quantities as during pre-implantation development.

Alternatively, DDX1 may playa specific role involving general RNA metabolism. We

have yet to carry out co-localization experiments to identify any proteins that may be

associated with the very large DDX1 aggregates in E3.5 embryos. It would be

interesting to compare the proteins associating with DDX1 in different stage embryos

to determine whether DDX1 plays different roles in 2-cell stage embryos versus

blastocysts.ln addition, cell lines that predominantly express cytoplasmic DDX1 could

be used to identify proteins that bind cytoplasmic DDX1. Any identified partners could

then be examined in pre-implantation embryos. Although not conclusive, these data

suggest that DDX1 is neither associated with RNAdegradation in early-stage embryos,

nor is it associated with sites of active transcription or translation.

6.6 Wild-type lethality observed in the Ddxl gene-trapped mouse line

Using our Ddxl gene-trapped mouse line, we found that both knockout and

wild-type mice displayed lethality. Intriguingly, only wild-type mice that were derived

from second generation or later heterozygous parents displayed this lethality (Figure

6.1 C), as well as a portion of wild-type mice derived from abnormal heterozygote

backcrosses (Figure 6.1 D). The wild-type embryos die between E4.5 and E6.5. Strain
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background is irrelevant as similar observations were made in both the FVB and

C57BL/6 strains.

Our observations regarding the inheritance pattern of the wild-type lethality

indicate that it occurs in a non-Mendelian fashion. Two types of non-Mendelian

inheritance have been previously reported: paramutation and imprinting (322,323).

Paramutation is a type of epigenetic inheritance where the two alleles of a single gene

interact to affect overall gene expression. In some cases, the process occurs through

an intermediate such as an RNA molecule (see Kitknockout mouse described below)

(165). Imprinting is the most widely studied mechanism of non-Mendelian inheritance.

Imprinted genes are generally clustered and expressed from a single allele due to

epigenetic silencing of the other allele. Silencing is primarily the result of DNA

methylation and the regulation of the methylation pattern is influenced by either the

maternal or paternal genome. Based on our data, Ddx7 cannot be classified as an

imprinted gene as it is biallelically expressed and wild-type lethality is inherited from

either the male or female parent. Thus, the mode of inheritance resembles that of

paramutation; however, unlike previously described paramutations, we observe two

types of heterozygote mice indicating a two stage inheritance mechanism or a more

complex inheritance mechanism.

While we were able to clearly delineate the inheritance pattern underlying the

lethality associated with the Ddx7 wild-type genotype, we have yet to find the cause of

the wild-type embryonic lethality. Furthermore, we have yet to determine by what

mechanism the trait is passed on from one generation to the next. The fact that there
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are two different types of heterozygote mice in our Ddx7 mouse strain suggests that

the mechanism of inheritance is directly associated with the DNA. The inheritance

pattern that we observe is different from the paramutation-like effect found in the

c-Kit mouse strain where a miRNA species was being transmitted through multiple

generations resulting in gene silencing even in the wild-type mice (165). This miRNA

caused illl heterozygotes to transmit the effect (white spots in their fur, white tail tips)

and the affected wild-type mice in turn continued to pass on this miRNA for several

generations. Since the inheritance pattern ofthe Ddx7 5 allele appears to be cis-acting

in nature, we analysed the methylation status of the Ddx7 gene in progeny der ived

from different Ddx7 heterozygote crosses. Preliminary methylation analysis of the

Ddx7 gene showed no significant difference between any of the genotypes tested.

Other types of base modifications may explain the observed wild-type lethality.

Alternatively, there may be changes in base methylation which reside outside the

region selected for analysis.The unusual phenomenon observed upon crossing Ddx7

heterozygote mice needs to be analysed further as it may provide insight into another

mechanism of non-Mendelian inheritance.

Previous data in the lab suggest that overexpression of DDX1 may have

detrimental effects on development. For example, all attempts to generate transgenic

mice overexpressing DDX1 have failed, with DDX1 levels in any surviving lines being

similar to that found in wild-type mice (our unpublished data). Similarly, while it is

possible to transiently overexpress DDX1 in cell lines, stable lines generated by

transfecting DDX1 expression constructs consistently express similar levels of DDX1 as
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wild-type embryos. Wild-type mice generated by back-crosses of Ddxt":mice are also

affected but at a reduced rate as Ddx1 5/+ mice only inherit a single compensating

allele. The survival of Ddx1 5/+ wild-type mice may be due to an acceptable range of

variability in DDXl levels.This concept would explain why we only recover 50% of the

expected wild-type mice from Ddxt": backcrosses ascompared to Ddxi": backcrosses.

In order to pursue this hypothesis, we would need to culture blastocysts generated

from Ddxt": intercrosses and Ddxt" : intercrosses up to the hatching stage. Hatched

blastocysts would then be harvested for RNA and DNA isolation. The embryos would

be genotyped and RT-PCR used to determine whether DDXl is overexpressed in the

Ddx i'" mice . Immunofluorescence staining would also be performed to study the

subcellular localization of DDXl in the different categories of wild-type embryos.

Trophoblast cells playa major role in hatching and implantation of mouse

embryos. There are several different types of trophoblast cells which are formed at

different stages of development. As we observe no resorbed embryos and normal

numbers of wild-type mice at E3.5, we hypothesize that the trophoblast cells are

affected in the Ddxl s/S mice in a manner which results in their inability to implant or

induce decidua swelling of the uterus. Knockout of the transcription factor TEAD4

results in failure of trophoblast growth (324).TEAD4was found to regulate a subset of

specific trophectoderm genes including Cdx2 and esomesodermin (Eomes). Knockout

of either Cdx2 or Eomes in mice also results in peri-implantation lethality and cultured

knockout embryos fail to form trophectoderm outgrowths (209,325). By culturing

embryos derived from Ddxt" : intercrosses, we could determine whether the Ddxl s/S
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embryos are able to adhere to the dish and form outgrowths. We could also stain

embryos for markers oftrophoblast development including TEAD4,Cdx2, Eomes. We

could also study whether other epiblast-specific markers are perturbed, such as Oct4

and Nanog. Oct4 is believed to repress the expression of genes associated with

trophoblast development, whereas Nanog promotes expression of epiblast-specific

genes (211,220,326). Further analysis of both the Ddxt': and Ddx15
/
5 embryonic

lethality may lead to a better understanding of the different roles that DDX1 plays

during development.

6.7 Concluding remarks

In conclusion, based on the cytoplasmic localization of DDX1 at early stages of

development, the embryonic lethality resulting from Ddxl knock-out in mouse, and

the interaction of DDX1 with RNA in early stage embryos, we propose that DDX1 plays

an essential role in RNA metabolism in pre-implantation embryos. The change in the

appearance of the DDX1 aggregates from small aggregates in oocytes to the larger

organized aggregates at the 2-cell stage suggests that DDX1 may be associated with

the specific regulation of some RNAs between the 1- and 4-cell stages. Disruption of

DDX1 expression at these stages results in developmental arrest at the 2- or 4-cell

stage. The pre-implantation embryo undergoes a significant shift in its RNA pool

following fertilization, with most of the maternal mRNAs being degraded and the

initiation of embryonic transcription (177,180,183). DDX1 may playa role in regulating
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specific transcripts or even specific types of RNAs, by either facilitating or preventing

their destruction.

While we have shown that DDX1 functions asan ribonuclease in vitro, we have

no direct evidence that DDX1 has ribonuclease activity in vivo. It will be important to

determine under what conditions DDX1 might use this activity in vivo. If DDX1 can

indeed cleave RNAs at specific sites, or degrade small segments of RNAwhich in turn

facilitates digestion by the major degradation complexes such asthe RNA exosome or

processing bodies, this could have broad implications for our understanding of RNA

protection and RNA degradation in the developing embryo.

An unexpected result of this thesis is the wild-type lethality associated with

Ddxl wild-type allele when inherited from second generation intercrossed

heterozygote mice (Figure 4.11). The pattern of inheritance precludes imprinting as

wild-type embryonic lethality can be inherited from both parents. Furthermore,

paramutations described to date do not conform to our observed pattern of

inheritance. The identification of a novel non-Mendelian inheritance pattern resulting

in wild-type embryo death is a unique observation that may lead to the identification

of a new mechanism for the transmission of information from parent to offspring.

Despite the growing body of work regarding DDX1, we still have more

questions than answers regarding its functions and roles in development. Based on its

various subcellular localizations in different tissues and cell types, DDX1 likely plays

multiple roles in the cell. Previous work supports an important role for DDX1 in the

nucleus of the cell, particularly as related to the repair of DNA double-strand breaks.
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The work described in this thesis suggests an equally important role for cytoplasmic

DDXl during development. The unusual distribution pattern of DDXl in pre

implantation embryos and our inability to co-localize DDXl with a variety of proteins

previously associated with DDXl and RNA metabolism suggests that we have

identified a novel DDX1-RNA containing structure which may shed light on how RNA is

processed and utilized in early stage embryos.
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