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ABSTRACT

It has been determined that surface tension is required in quantifying the fluid
dynamics of a stream exiting an orifice under the influence of gravity under certain
circumstances. Liquids of high surface tension (i.e. melts) and low density typically
exhibit low Bond numbers and indicate situations where surface tension must be included
in the formulation relating flow rate and head with the discharge coefficient.

A new formulation is presented that relates experimental quantities of head and
flow rate, with surface tension, viscosity and density, facilitating the calculation of all
three properties. Experiments performed with molten aluminum as a function of
temperature indicate that surface tension and density is within 6.5% and 2.5%
respectively of values obtained in the literature. The viscosity has been determined to be
significantly less than data reported from other sources. Results are also presented for

AZ91D magnesium alloy.
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CHAPTER 1: INTRODUCTION

Knowledge of the physical properties of melts is of fundamental importance for
many metallurgical processes. The term “melt” refers to molten materials such as metals,
salts, slags, etc. For the purposes of this thesis, this term refers only to these liquids and
not molten materials such as polymers or any other non-metallurgical liquids. The
productivity and efficiency of many high temperature applications rely on accurate
knowledge of surface tension, viscosity and density of the melt under consideration.

Density is required in studies ranging from simple mass balance calculations to
the study of thermal natural convection phenomena in furnaces. Other examples include
predicting the separation of slag/metal systems or calculating the terminal velocity of
inclusions submerged within a melt. Density is also required to quantify other physical
properties such as surface tension and dynamic viscosity.

Viscosity is a quantity of fundamental importance in fluid transport problems, as
well as issues concerning reaction kinetics in melt processing. The viscosity of molten
systems often dictates the castability (or ability to fill a mold cavity) of many metals and
their alloys [1]. Furthermore, the mechanisms of solidification often depend on the
viscosity of the melt [2,3].

Surface tension is significant in terms of the efficiency to which atomization
processes operate in the powder metallurgy industry [4]. Of considerable significance is
the Marangoni effect, which describes the convection induced within a liquid from a
gradient in surface tension. This results, from either concentration or temperature

differences at the gas-liquid interface, in surface tension driven flow that can often have



significant implications. An example is welding, where the penetration of the liquid
phase depends on the movements of the liquid pool [5]. This is also relevant in
steelmaking applications, where the Marangoni effect plays a crucial role in the corrosion
of refractory material at slag-gas and slag-metal interfaces. The rate of nitrogen
absorption in iron (which impacts the mechanical properties) is also dependent on this
phenomenon in steelmaking [6].

These processes exemplifying the fundamental significance of density, viscosity
and surface tension are merely a diminutive measure of the vast range of phenomena
requiring concise knowledge of these properties. In order to manipulate metallurgical
processes, a complete database of information should be available for these properties so
that fluid dynamics can be understood. Unfortunately, there is much work that needs to
be done in applying property data to many processing environments. For instance,
despite years of experimentation, large discrepancies in experimental viscosity values
exist for many pure metals such as iron, aluminum, and zinc. This is attributed to the
highly reactive nature that many materials exhibit at high temperatures. Contamination
issues are thus a continuous source of frustration. In measuring surface tension, this issue
becomes monumental since many of the contaminants, in particular oxygen, have a
drastic effect on the surface tension of metallic liquids [5,7,8]. Consequently, many of
the techniques used in measuring the physical properties of low temperature liquids are
not applicable in consideration of these realities. Material selection, temperature control
and monitoring, and other such notions place constraints on measurement techniques and

modes of operation.



Dealing with melt systems often results in appreciably different fluid dynamic
behavior than if low temperature liquids are used. A firmly established concept in
comparing low temperature liquids and melt systems is that densities are much larger in
metallurgical processes. A less obvious concept is the contribution of surface tension to
many high temperature applications. Quantifying the fluid dynamics of melt systems
often results in more complex relationships since surface tension is frequently required in
the analysis. This study focuses on such a case where surface tension has traditionally
been neglected. In the analysis of a liquid draining through an orifice under the influence
of gravity, potential and kinetic energies have conventionally been used to predict
throughput. Anomalies have been observed in the prediction of flowrate of melts for this
system. This is attributed to neglecting the surface tension in an energy balance.
Through proper characterization of potential, inertial, viscous as well as surface energy, a
more complete model is formulated where the effects of surface tension can be analyzed.

A fortunate aspect of the draining vessel system is that surface tension, viscosity,
and density are inherently part of the formulation making it possible to determine all
three properties by measuring processing variables. This has statistical advantages over
conventional measuring techniques in that conditions change during the course of an
experiment making a series of determinations possible. Also, the dynamic nature of the
experiments is advantageous over more stagnant conditions since the surface is
continuously replenished. Contaminants do not accumulate at the surface under such
conditions. Finally, the simultaneous measurement of all three properties using one

experimental setup is convenient and unique in comparison with conventional methods.



In Chapter 2, this study will report theory, experimental techniques, and results
that establish the current status of knc;wledge of surface tension, viscosity and density of
melts. The challenges in measuring these properties at high temperatures will be
emphasized not only in Chapter 2, but Chapter 3 as well, where a description of the
experimental apparatus used in this study is presented. Details of measurements at high
and low temperatures will be given with information on heat supply, oxygen control, and
operational procedure.

Chapters 4 and 5 present the mathematical formulations necessary to determine
the physical properties using the new dynamic approach. Validation of the model will be
presented in both chapters. Chapter 4 illustrates the characterization of friction through
the orifice using the new model. With a rigorous error analysis included, Chapter 5
demonstrates how the surface tension, viscosity, and density can be determined from the
formulation presented in Chapter 4.

A discussion of the method applied to systems of molten aluminum and AZ91D
alloy is presented in Chapter 6. The highly reactive nature of aluminum and AZ91D
alloy with oxygen makes for challenging measurements in this study. By measuring the
surface tension, viscosity and density of molten aluminum, it is possible to compare
results with data available in the literature and provide a discussion of the merits and
limitations of a draining vessel analysis. With measurements of AZ91D alloy
(approximately 91%Mg-9%A1-0.5%Zn-0.15%Mn), a valuable contribution is made to the
current status of information for commercial alloys. The low density and excellent
strength of this material contributes to its success in automotive applications [8];

however, studies of the physical properties of this alloy are lacking. From a fundamental



perspective, it is possible to test theories related to the physical properties of metallic
mixtures in consideration of AZ91D.

Finally, conclusions and recommendations will be presented in Chapter 7.
Important information from Chapters 2 through 6 will be highlighted and used to
generate recommendations for improvements on the technique. Systems of practical

importance in process metallurgy will also be considered for future experimentation.



CHAPTER 2: LITERATURE REVIEW

The physical properties of molten metals are fundamental quantities used in
understanding many metallurgical processes, as discussed in Chapter 1. Theoretical
concepts must be understood in order to gain knowledge from the information available
for surface tension, viscosity and density. This chapter will provide theory describing the
effects that composition and temperature have on each physical property. A review of
the literature on the properties of molten aluminum reveals that issues of oxygen
contamination are paramount in making these measurements. Finally, the current

methods used to measure surface tension, viscosity, and density will be discussed.

2.1 Surface Tension of Molten Metals

In defining surface tension, it is necessary to analyze fluids on a molecular level,
where attractive and repulsive forces dictate the magnitude of cohesion between
molecules. Within the bulk of a pure fluid, attractive forces are balanced in all directions.
However, when considering the interface between two separate phases, the resultant
forces are not of the same magnitude, nor do they uniformly act in the same direction.
Refer to Figure 2.1 for an illustration of a gas-liquid interface. An imbalance of the
cohesive forces at the surface results in the asymmetric resultant force acting inward to

the direction of the bulk liquid.
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Figure 2.1: Molecular forces acting at an interface separating a liquid from a

gas.

Referring to Figure 2.2, there exists between pure phases a and B, a region called
the interface region where the concentration of either phase varies and properties change
from those characteristics of either phase. If a liquid-gas system is considered, the focus
of this thesis, the cohesive forces are much higher in the liquid phase [7]. ~ The surface
tension can be defined as the property related to the intermolecular forces acting normal
to the surface of the gas-liquid interface and has units of Newtons per meter. The surface
energy of a liquid-gas system is the product of the surface tension and surface area
separating the two phases. The effect of surface energy is to minimize the number of
molecules at the surface (i.e. reduce the surface area) [10]. In this study, surface tension

will always be referred to as the interfacial tension at a gas-liquid interface only. The



term interfacial tension, however, is used to describe interfacial phenomena between any

two phases (e.g. gas-solid, solid-liquid, or gas-liquid).

T
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4,

0 Concentration of

Figure 2.2: Interface region representing the concentration gradient that
exisits between phases a and .

In dealing with interfacial phenomenon, it is of interest to note the high magnitude
surface energy that molten metals exhibit compared with other fluids. A useful approach
to quantifying surface tension is to relate it to other physical properties. This does not
condone the determination of surface energy by circumventing experimental techniques.
It does, however, provide useful insight into the relative magnitude of surface energy of
different fluids, so that the unique characteristics of molten metals can be put into
perspective. For example, the heat of vaporization seems to be an indication of surface
energy (see Figure 2.3). The surface energy referred to in Figure 2.3 is determined by
dividing the surface tension of the liquid by the surface excess concentration that will be
derived in Section 2.1.1. From analysis of Figure 2.3, metals clearly have the highest

surface energy relative to a wide range of fluids.
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Figure 2.3: Surface energy for a variety of fluids plotted against the respective heats
of vaporization. (From Utigard, T. [10]).

2.1.1 Gibbs Adsorption Equation: Effects of Composition

As explained previously, the surface tension of a particular liquid is a measure of
intermolecular forces that are asymmetric in nature at the interface between the liquid and
the gas. Often, solutes are “surface active” and preferentially adsorb at the surface, even
at low concentrations. The result is a significant decrease in the magnitude of the surface
tension because the cohesive forces between molecules at the surface are disrupted with
the presence of the solute molecules. This phenomenon is widely observed when
considering surface effects of molten metals. Figure 2.4 illustrates the surface tension of

aluminum alloys with varying composition of copper, silicon, zinc, tin, antimony,



magnesium and lead. It is clear that elements such as bismuth and lead have a much

greater impact on surface tension than other elements.
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Figure 2.4: Surface tension of Al-based alloys as functions of alloying composition
at 973 K. Atmosphere and oxygen concentration are not specified.
(From Lang, G. [11]).

Interfacial effects can often be greatly affected even by very low levels of
impurities. Many impurities drastically affect surface tension, especially oxygen, sulfur,
selenium and tellurium [12]. The presence of oxygen is of particular concern in high
temperature systems since it is an impurity that is frequently encountered. For a variety
of processing conditions, it is difficult to purge atmospheric oxygen from an apparatus to

low enough concentrations to avoid surface oxidation. Figures 2.5 and 2.6 illustrate the

drastic impact that oxygen has on the surface tension of moiten iron and copper,
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respectively. The effects of oxygen contamination in aluminum systems have been
examined thoroughly in the literature. This will be discussed in detail separately in

Section 2.1.5.
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Figure 2.5: Effect of oxygen present as a solute on the surface tension of molten
iron. Temperature and atmosphere are not specified.
(From Keene, B.J. [7]).
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Figure 2.6: Effect of oxygen present in the gas phase on the surface tension
of copper. Temperature and atmosphere are not specified. (From Keene, B.J. [7]).

To understand how a solute adsorbs at the surface of a liquid, the Gibbs
adsorption formulation is used. The presence of an interface introduces an additional
term to the function relating the changes in internal energy with changes in volume ),

entropy (S), and molar quantities of species, i (n;) [5].

dU =—PdV +TdS + ) pdn, + cd4,’ 1)
i

where A is the area of the interface and & is the surface tension of the liquid.
The Helmholtz free energy is:
F=U-TS @

The variation in Helmholtz free energy is:

12



dF =dU -TdS —- SdT (3)

Substituting Equation (1) into Equation (3) yields:

dF =—PdV - SdT +_ p,dn, +cdA,’ @
i

This is a useful relation in understanding the effects of pressure, temperature and solute
composition on the free energy of a particular system. When these variables are constant,

the thermodynamic definition of surface tension can be stated:

oF
o= (5)
(aA' Jl'J'.n,

The surface tension of a pure liquid is therefore a measure of the amount of Helmholtz

free energy that is necessary to extend a surface by a unit area at constant temperature,
volume and composition. In the Gibbs model for surface excess properties, the
concentration in the bulk of phase o is assumed to be constant up to a dividing surface
that represents the interface (Figure 2.7). At the dividing surface, the concentration of
component i instantaneously changes to and assumes the concentration in the bulk phase
B. The interface region is thus simplified by a distinct dividing surface between phases o
and B. The number of moles of component i at the dividing surface is determined by

using knowledge of the total number of moles and the concentration in phases o and B:
B =N —n" —n (6)
Similarly, the change in free energy at the surface is:

dF* =dF —dF® —dF°* )]
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Figure 2.7: a) Interface region separating phases a and B. b) Dividing surface
used in Gibbs Model approximating the interface region separating phases a and B.

Where the change in free energies in the bulk phases are given by:

dF® =—P°dV® —S°dT® + Y p dn, ®)
dF? =—PPdv? -S*dT? +Y p’dn,” ©)

Whether component “i” is associated with phase o or B, its chemical potential is equal in
either phase when at equilibrium. Since the entropy of constituent subsystems is additive
[13], substituting Equations (4), (8), and (9) into Equation (7) yields the excess free

energy of planar interface, for a constant volume and constant temperature system.

dF* =-8"dT + ) pdn,’ +cdd,’ (10)
i
From Euler’s theorem for a dividing surface and the definition of the Helmholtz function:

(11)

F* n’
Satyrad W i
4 Z’A,

Differentiating Equation (11) and substituting Equation (10):
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do = ’JdT E.- —dy; (12)

Equation (13) is the Gibbs Adsorption equation:

do=-s'dT - ) T,dy, (13)
i

where s° is the surface entropy per unit surface area, and the symbol I'; represents the
surface excess concentration which has units of moles per unit surface area.
Binary Systems

The significance of I'; will now be made clear for binary liquids in contact with a
gas. Consider an isothermal binary (i.e. s°dT=0). Equation (13) can be written as:
do =-T,du, -T,du, (14)
Where subscripts | and 2 represent the solvent and solute constituents of the binary liquid
respectively. The dividing surface can be defined at the point where the surface
concentration of the solvent, I is zero. Equation (14) can now be expressed as:
do = -Ty,,du, (15)
[y is surface excess of component (2) given that the dividing surface was placed at the
location where there is no surface excess of component (1). It is theoretically possible to
calculate the surface coverage of the solute at the interface. Using Equation (6), and by
measuring the concentration of the solute in the liquid and vapor phases, the number of
moles of solute at the interface can be determined. The precision required in this
determination, as well as practical limitations inherent with molten systems, are such that

these computations are rarely cairied out.
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At constant temperature, the change in chemical potential of species 2 at the
interface can be obtained by implementing the activity coefficient of a chemical species
in solution, v, [14].
du, = RTdIn(y,x,) (16)
Equation (16) applies at equilibrium when pz = o°. The mole fraction of the solute in the
liquid phase is x,. For a dilute solution, the activity coefficient is assumed to be unity.
For solutions that are not considered dilute, experimental determination of the activity
coefficient is required. Substituting Equation (16) into Equation (15) yields the equation

for the adsorption in a binary system at constant temperature.

1 do
T, =—— e 17a
0 RT (d In(y,x, )J (172)
For dilute solutions:
1 do
r,,=-——— 17b
20 RT (d In(x, )J (170)

A plot of o vs. In(xz) provides an analysis where it is possible to determine the effect of
concentration of a chemical specie on surface tension due to adsorption at a liquid-gas
interface. If an increase in surface tension is observed with increasing concentration, the
solute has preferentially transferred to the bulk phase from the surface. A decreasing
slope indicates that there is an affinity for molecules in the bulk to adsorb to the surface,
typical of a surface active solute [14].
Ternary Systems

The Gibbs adsorption equation can prove to be a useful relation in understanding

ternary systems, where interesting interfacial phenomena have been observed. Figure 28
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illustrates results obtained for iron-carbon-chromium alloys of varying chromium
compositions. Equation (13) written for a ternary system at constant temperature such as
the one depicted in Figure 2.8:

do =-T,,du, —Ty,,du, (18)
Similar to the analysis for binary systems, the dividing surface is defined at the position
where the surface excess concentration of the solvent is zero. It is not possible to obtain a
simple relationship between solute concentration, surface tension and surface coverage,
like Equation (17), due to complex interactions between constituents that often take place
at the interface. In Figure 2.8, it is clear that the surface tension of a three component
system are not additive because of the presence of a minimum at chromium levels
between 0.1 and 0.2 atom %. In order to predict this phenomenon, a formulation was
presented that makes use of “interaction coefficients” [16]. It is obtained by

differentiating Equation (18) with respect to In(x) and substituting in Equation (16).

1 do
‘ﬁ(dlnxz ]:l"zm[l + 2,6, 1+ Ty X285 (19)

Where & represents the interaction coefficients with respect to component 2, defined as:

2 _din(y,)

& = ———dx2 (20)

Knowledge of activity coefficients is thus a requirement in this formulation. At the
minimum, the right hand side of Equation (19) equals zero. Belton [16] used this
formulation to predict the concentration of chromium at the minimum. He determined
this value to be 0.18 atom fraction, which confirms the minimum observed by Whalen et

al. in Figure 2.8.
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Figure 2.8: Surface tension of iron-3% carbon alloy with varying
concentrations of chromium at 1623 K. Atmosphere and oxygen concentration are
not specified. (From Whalen et al. [15]).

2.1.2 Dependence on Temperature

From analysis of the Gibbs Adsorption equation (Equation (13)), the temperature

dependence of surface tension for a pure liquid is defined as the entropy per surface area

at the interface:

do

0 ¢t 21
gy (21)

It is expected that the magnitude of do/dT increases with temperature since entropy

increases with temperature. In the literature, however, it is the norm to express the
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surface tension as a linear function with temperature [2,7,17]. The linearity is attributed
to the fact that measurements are made near the melting temperature relative to the
vaporization temperature. Non-linearity is expected as temperature approaches T since

entropy would rapidly increase near vaporization of the melt.

Rearranging equation (21):

4 T

[do=-|sar (22)
O Ta

Integrating both sides for constant s° yields:
oc=0,-5(T-T,) (23)

where o, is the surface tension at the melting point. Substituting Equation (21) into
Equation (23) gives the traditional format in which surface tension is expressed as a

function of temperature [2,7,17].
do
c=0,+—(T-T, 24
m dT ( m ) ( )

For a multi-component system, and by applying the Gibbs adsorption equation, the

temperature dependence of surface tension is expressed as:

do_ S’ _yr% (25)
ar 47 5T

r

For a binary system, and in terms of activity coefficients and molar fractions for constant

Xo:
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do ‘
= ~ T, RIn(y,x;) (26)

Equations (25) and (26) indicate that in multi-component systems, the temperature
dependence of surface tension depends not only on the entropy at the surface but also on
the activities of the components in the bulk liquid as well. In pure liquids, it is not
thermodynamically possible to have the surface tension increase with increasing
temperature, as Equation (21) would indicate. In multi-component systems, not only
does Equation (26) state that it is thermodynamically possible to have an increase in
surface tension with temperature, but it has been confirmed experimentally to occur in
some instances. This has been observed with slag melts with high levels of SiO, in which
large complex molecular structures are formed. As temperature is increased, these
structures dissociate producing an increasing number of broken molecular bonds. The
increasing number of unsatisfied bonds increases the free energy at the surface, resulting
in an increase in surface tension [7]. Figure 2.9 illustrates the temperature dependence of
a silver based alloy with varying lead composition. This phenomenon is attributed to

strong surface segregation as temperature is increased [5].
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Figure 2.9: Temperature dependence of surface tension as a function of lead
concentration exhibiting positive values for do/dT. Temperature, atmosphere,
oxygen concentration not specified. (From Joud and Passerone, [SD.

2.1.3 Dynamic Surface Tension

For liquids in general, measuring the surface tension in the presence of surface
active substances requires that mass transfer and kinetic issues be considered. When an
interface between a liquid and gas is created, surface tension varies from its initial or pure
value (oo) to its equilibrium value (o) in the presence of surface active substances. The
time it takes for this to occur varies from approximately 10 to hours or days, depending

on the system under consideration [29]. For molten metals, the characteristic times for
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the surface to reach a saturated state with oxygen (indicating equilibrium condition) have
been predicted. This is accomplished through consideration of Knudsen diffusion and
imposing saturation values of oxygen pressure [40]. Figure 2.10 illustrates the time
required for melts to reach oxide saturation at oxygen pressures of 1Pa (in a vacuum).
By definition, the “pure dynamic surface tension” is that measured at the instant of
formation of a new surface [5]. In this thesis, the term “pure dynamic surface tension™
will refer to this definition. The term *“dynamic surface tension” will refer to the surface
tension of the liquid at any instant before equilibrium is established. This is an
experimentally challenging quantity to determine. Typically, equilibrium surface tension
is quoted in the literature with very little experimental studies done on the dynamic
surface tension of molten metals. Ricci et al. [40] performed a study on liquid tin. The
review of the results is beyond the scope of this study; however it was determined that
surface oxidation depends on the dynamics of metal and oxide vapor exchange at various
partial pressures. Also, it was determined that the response of surface oxidation depends
on the gradient of temperature with time. More relevant to this discussion is the
experimental apparatus Ricci et al. used [40]. The sessile drop technique (explained in
the next section) was used in this experiment, which implemented an “jon-gun” that
removed any oxides formed on the drop prior to taking measurements. The response
time of the experimental set-up ranges from 0.5s to hours making it an especially
practical procedure for analyzing the response of molten systems to kinetic and mass
transfer issues. The observable times that the apparatus could accommodate are within
the dotted lines indicated in Figure 2.10. The precise observation times are not stated

[40].
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Figure 2.10: Characteristic times of a 0.01m diameter droplet to be
saturated with oxide at a total pressure of oxygen of 1Pa, for various metallic
systems (From Ricci et al. [40]).

2.1.4 Techniques to Measure Surface Tension

Techniques used to measure the surface tension of a liquid are based on a force
balance in which surface tension plays a significant role. Again, for reasons of clarity,
the term surface tension refers to gas-liquid interfaces only. Most methods rely, in some
form, on the Laplace equation that relates the excess pressure (AP) at a curved interface

with the radii of curvature (R; and Ry) at a point on the surface:



Ap:a(L+-‘_) @7

Analysis of Equation (27) indicates that:
For a spherical surface (Ri=Ry>=R): AP =20/R;
For a cylindrical surface (R=R; Ry=x): AP =0o/R;

For a planar surface (R|=Ry=x): AP =0.

The Bond number is a non-dimensional number used to determine the magnitude
of the surface forces relative to the potential forces in a particular system. The potential
force often will take the form of gravity such as the weight of a droplet resting on a
surface or the weight of a droplet suspended from a capillary. The techniques outlined in
this section will outline similar potential forces. The form of the Bond number may vary,

but it always follows this convention:

_ PotentialForce (28)

0 =
SurfaceForces

When the Bond number is small, indicating substantial surface forces, it is often possible
to measure surface tension by properly quantifying relevant experimental variables. For
most surface tension measurement techniques, a curved interface is usually present with a
small radius of curvature resulting in a significant pressure difference according to the
Laplace equation. The sessile and pendant drop methods; drop weight, maximum bubble
pressure, capillary rise, and detachment techniques all rely on these principles.
Exceptions in the following discussion are the vibrating jet and levitating drop techniques
that use the principles developed by Raleigh [41]. These approaches involve the

influence of surface tension on the instabilities inherent to oscillations on a liquid surface.
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Shape Methods: Sessile and Pendant Drop Techniques

Sessile Drop (SD):

This technique uses the dimensions of a stationary droplet resting on a horizontal
surface. The resting drop assumes a shape in which a balance of gravitational forces and
surface forces is achieved. The Laplace equation is used, but due to the gravitational
environment of the droplet, a complex form is required to describe the surface
dimensions. Bashworth and Adams [42] determined that the surface tension is related to

the dimensions of the droplet as follows:

o= 8P1 (29)

Where q and j are parameters determined from Bashforth and Adams tables [42] using

the measured values of X and Z illustrated in Figure 2.11.
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Figure 2.11: Dimensions of sessile droplet required for calculation using the
analysis approach of Bashford and Adams [42].
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This technique facilitates another analysis, which is described by Young’s
equation to obtain the difference in interfacial tension between the gas-substrate, Ags, and
liquid-substrate, As, using the gas-liquid surface tension, o, and contact angle, 6.
Young’s equation is defined as:

Ags =Ays + 0 cosb (30)
The surface tension is obtained from Equation (29) and substituted into Equation (30).
Note that in the SD technique, only one measurement of & and 8 is made per droplet.
Pendant Drop (PD):

Similar to the sessile droplet, the pendant droplet technique makes use of the
gravitational and surface forces that are in equilibrium, except that the droplet is hanging
from the end of a capillary tube. Shape factors are also required to describe the surface of

the droplet. Refer to Figure 2.12.
( x \
[ X

Figure 2.12: Dimensions of pendant droplet required for calculation using
formulation by Andreas et al. [43]. (From lida and Guthrie, [2]).
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A relationship involving the dimensions of the pendant droplet (X/X’), and a set
of tables used to determine yet another shape factor (y) was proposed by Andreas et al.

[43]:

Both the sessile and pendant drop techniques described above rely on numerical
solutions that take the form of shape factors presented in tables. Consequently, there is
truncation error associated with the calculations for surface tension. In recent years,
however, computerized numerical calculations, enhanced photographic resolution, and
effective image analysis techniques have yielded improved accuracy of results. Even
with these improvements, many errors associated with these techniques still exist.
Camera-monitor distortion, discretization of the surface profile, and evaluation of the
system magnification factor (in deriving real drop profile from photograph) all contribute
to error in measurements. In order to obtain the magnitude of error, the effect of each
source of error must be understood and quantified. Consequently, there are different
sources of errors expected depending on the apparatus that is used. When dealing with
liquid metals, both techniques are also particularly vulnerable to contamination with the
environment since a small quantity of liquid metal is used in a stagnant situation with the
surrounding atmosphere. The pendant drop method is not a suitable technique to
determine temperature variations. This is because there is a relatively small contact
surface between the droplet and the capillary, making it difficult to maintain the droplet’s
temperature. The capillary is heated to the desired temperature; however, there may be

significant temperature gradients between the capillary tip and various areas on the
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droplet surface. Similar to the SD technique, the PD method will only provide one
measurement per droplet.
Drop Weight (DW):

The basis of this technique utilizes the maximum weight a droplet achieves,
forming from the tip of a capillary, before detachment takes place due to the influence of
gravity. Under ideal circumstances, the gravitational force acting on the droplet at the
point of detachment is equal the surface force, and is given mathematically by:

m,g =2mr,,,0c 32)
where, my is the mass of the droplet and re,p is the radius of the capillary. In reality,
however, it has been determined that the formation of the droplet is not as trivial as
Equation (32) suggests. Typically, as the drop grows, the neck of liquid connected to the
capillary elongates and premature detachment ensues. This often results in liquid that is
still attached to the capillary that may even result in the formation of satellite droplets [7].
Harkins and Brown [44] produced tables of factors that relate the real and ideal droplet
weights. A slightly modified form of Equation (32) is:

m,g = 27r,,,0W (33)
The factor, W has been determined from calibrations with low temperature fluids such as
water and other organic fluids. It has not yet been established if these factors can be used
for liquid metals.  Since there is a small contact area between the heated capillary and
the rest of the droplet, significant temperature gradients are expected making this method

an undesirable technique if the effect of temperature is of concern.
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Maximum Bubble Pressure (MBP):

The maximum bubble pressure technique utilizes the maximum pressure within a
bubble that is formed before detachment from a capillary tube that is submerged at a
given location within a liquid. The maximum pressure is the summation of the static
pressure of the liquid at a depth, h, and the surface pressure induced due to the curved

surface of the capillary, P, defined by rcsp.

=Pa+pgh=—2—z+pgh (34)

Teap

P,

ax

The density p, is the difference between densities of the liquid and gas and is
approximately equal to the density of the liquid. When Ppma is plotted versus h, the slope
will yield the density and the y-intercept will produce the surface tension of the liquid.
Equation (34) represents an ideal situation where it assumed that the contours of the
menisci are spherical. However in many situations involving larger capillaries, and due
to gravitational effects, this assumption is rendered invalid. Schrddinger [45] formulated
a modified version of equation (34), which addresses this issue:

2
O A

2 3 (Prte — pgh) 6 (Puee — PER)

MBP is an effective technique in determining the temperature dependence of surface
tension since the equipment easily facilitates the use of thermocouples. Also, a fresh
surface is created within the liquid, meaning that contamination due to the surroundings
is only possible through the introduction of impurities present in the inert bubbling gas.
Since gas suppliers can only guarantee a certain purity level in their product, there is

always a trace level of oxygen present that is expected to impact the surface tension
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measurement. This will be discussed in detail in Section 2.1.5. It is important when
using MBP that the “true” radius of the capillary is considered. This refers to cases when
the liquid wets the capillary resulting in spreading of the liquid to the outer radius of the
tip. This would result in a significant systematic error. There have been instances
published in the literature where erroneous data was presented due to this phenomenon
[46]. Due to the fact that the bubble is submerged in the melt, it is not possible to make
visual observations of the bubble generation. Abnormalities cannot be pinpointed in the
experimental method via visual means because of this factor.

Detachment Methods:

This class of techniques is based on measurement of the maximum force that is
exerted by a body as it is pulled from the surface of a liquid. The body may be a ring,
plate, etc. The force that is required to detach from the surface is directly a function of
the surface forces exhibited by the liquid. These techniques are also referred to as

“tensiometric methods”. The equation used for a ring-shape body is the following [47]:

- =( F, ), (36)

4n,

Where, F, is the force required detaching the ring from the surface of the liquid, r; is the
radius of the ring and 1 is a correction factor that is related to the shape of the menisci,
which is determined through calibration using a liquid of known surface tension. This
technique is limited to liquids that exhibit very good wetting behavior.
Capillary Rise (CP):

A relationship used to calculate surface tension is based on the analysis of the
capillary rise of a liquid through a narrow tube. This technique has been used extensively

for organic liquids, but for practical reasons, it has rarely been used for molten metals [7].
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When a capillary tube is immersed in a liquid, the level will rise in the tube to a height,
heap, due to capillary action of the fluid. Refer to Figure 2.13. For a meniscus of a

spherical profile:

—=h,gp €Y))

Figure 2.13: Capillary rise method for determining the surface tension of a liquid.

The radius of curvature, R, is related to the contact angle and the radius of the
capillary, resp, by R=Tcap/cos0. Equation (37) can be expressed as a function of contact

angle as:

h
o =| L8P e (38)
2cosé

Vibrating Jet Method (VJ):

It is possible to determine the surface tension of a liquid flowing out of an
elliptical orifice. This orifice geometry results in oscillations on the liquid jet that
continue on the surface until they are dampened out due to viscous dissipation. The

formulation of the method is beyond the scope of this discussion; however, it was
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determined that the surface tension is related to the frequency of oscillations. The surface
tension acts as a restoring force, meaning that low surface tension results in relatively low
frequency oscillations and long wavelengths. A series of measurements may be taken on
the surface of the jet that corresponding to the length of time the surface is exposed to the
atmosphere. This facilitates time dependant surface tension calculations since the
distance from the orifice may vary (refer to Section 2.1.3). Physically unrealistic surface
tensions are usually obtained from the first few wavelengths using this technique [39].
Because of the large surface tension of liquid metals, break-up of the jet usually occurs
very close to the orifice plate due to the disruptions on the liquid surface under these
circumstances. The vibrating jet technique is, therefore, considered not to be an option
for molten metal systems.
Levitating Droplet (LD):

A relatively recent method for measuring surface tension, a levitating droplet
makes use of an electro-magnetic field induced by an induction coil. Approximately 0.5g
of an electrically conducting material is placed in the electromagnetic field where it

levitates and melts. The resultant droplet oscillates due to perturbations inherent in the

system and the frequency, o, is measured. Using the Raleigh equation [41]:
3 2
o =2 mo (39)

Where, m is the mass of the sample. This technique is attractive from the point of view
that there is no contact between the droplet and any materials in the apparatus eliminating
contamination via that route. However, the atmosphere must be of sufficient purity to
ensure that the sample is as clean as possible. Since such a small quantity of sample is

used and it is the only hot object in the apparatus, it is particularly vulnerable to
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contaminants in the atmosphere. Because electrical conductivity is a requirement for
materials subjected to LD, it is confined only to metallic systems. Finally, it is difficult
to obtain the temperature of the sample since it is not possible to insert thermocouples.
Pyrometric methods can be used; however, sufficiently high temperature must be used
such that emissivity data, if available, can be applicable.
Considerations For Molten Metals

Of all the methods that are introduced in this chapter, the sessile drop and
maximum bubble pressure method are most frequently used for measuring surface
tension of high temperature liquids such as molten metals [2]. Practical issues such as
temperature control and measurement, and implications involving equipment design are
among the reasons why SD and MBP are typically used. The sessile drop technique is
used because it is experimentally simple and it is possible to maintain good temperature
control. Contamination issues, however, are at the forefront of limitations when applying
SD. The maximum bubble pressure technique is an attractive alternative from the point
of view of surface contamination. A fresh surface is created, submerged in the liquid and
is not in contact with the atmosphere surrounding the liquid. The main source of
contamination is from the bubbling gas that must be of sufficient purity. As mentioned
previously, it is not possible to make visual observations of the bubbling process since
the capillary is submerged in the melt. It is also important that the pressure transducer
used in determining the pressure within the bubble is calibrated and making correct
measurements. However, fast bubbling rates can be applied so that under certain
circumstances, measurements can be made before the surface is completely oxidized.

This facilitates measurements that approach the “pure dynamic surface tension”. Recall
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from Section 2.1.3 that this term represents the surface tension at the moment a fresh
surface is created. However, under the best conditions for any liquid, the response time
for MBP is typically 0.1s to minutes [39]. Given the highly reactive environment at high
temperatures, obtaining the “pure dynamic surface tension” is not possible using

conventional methods.

2.1.5 Experimental Data

As alluded to in Section 2.1.1 and 2.1.4, measuring the surface tension of a pure
liquid metal is difficult due to the presence of oxygen that tends to act as a highly surface
active contaminant in most circumstances. It is often difficult to obtain experimentally,
the surface tension of a “pure” liquid metal since it is extremely difficult to remove all the
oxygen from a particular system. The surface tension measurements of molten metals are
done in a vacuum or within an inert atmosphere to ensure that oxygen is kept at a
minimum. The quality of the equipment, and the measures taken for oxygen removal
vary for different sources of data. Keene [7], in a recent review of the surface tension of
pure metals proposed a relationship for surface tension of molten aluminum as a function

of temperature. It takes the following form:
c, =0.871-0.155T -T,) (N/m) (40)

Where Ty, is the melting temperature (for aluminum, T = 933K (660°C)), and 6 =

0.871 N/m is the surface tension at the melting point. This relationship is based on an
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average of a series of functions that have been proposed in the literature [10,17-34].
Table 2.1 summarizes a number of sources and the conditions and methods of

measurements that were utilized.

Table 2.1: Surface tension of aluminum quoted from a variety of sources. The
temperature coefficient, atmosphere and purity are included. SD: Sessile Drop.
MBP: Maximum Bubble Pressure.

Authors Yr | Method | Atmosphere | Purity CAlM) do/dT
(%) (N/m) | (N/
Levinetal. [15] {1968 | SD Helium 99.99- 0.865 | -0.15x10”
99.996
Vatolin etal. [30] | 1969 | SD Helium 99.999 0.873 | -0.15x10°
Yatsenko etal. | 1972 SD Vacuum 99.999 0.865 | -0.16x10°
[25]

Lang [29] 1974 | MBP Ar 99.999 0.868 | -0.152x10°
Gourimi et al. [14] | 1979 SD Vacuum 99.999 0.865 | -0.15x10”
Pamies et al. [31] | 1984 | MBP Ar 99.999 0.873 | -0.12x10°

In his review, Keene also acknowledged the fact that the data used to generate this
relationship are based on measurements in which a certain degree of oxidation is
expected. Levin et al. [19] performed a series of experiments and generated data that
were in reasonable agreement with other sources. The purity of the aluminum he used
was greater than 99.99 %. As well, he implemented titanium getters to remove residual
oxygen from the helium atmosphere. As part of the analysis, Levin et al. purposely
contaminated a series of the aluminum tests by re-melting the material in air prior to
experimentation, consequently increasing the amount of Al,O3 in the system. Figure 2.14
illustrates the results that clearly indicate an increase of oxygen contamination has a

significant impact on the magnitude of surface tension. The linear relationship is the
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recommended function presented by Levin et al. in Table 2.1 and represents the

uncontaminated results.
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Figure 2.14: Surface tension of high purity aluminum, and aluminum deliberately
contaminated with oxygen (From Levin et al. [19]).

In studying the effects of surface oxidation for an aluminum-based system,

chemical equilibrium between aluminum, oxygen, and aluminum oxide must be

considered [8]:
241+ 3,0, = 41,0, (41)

The ratio of the surface activities of Al;0; and Al depend on the partial pressure of

oxygen as follows:
kPO = Tmotuo (42)
Alel)z
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The equilibrium constant for the formation of AlLO3 is 1.23x10"" at 1000K
(723°C) [36]. The magnitude of this number dictates that the reaction will proceed even
under exceptionally low oxygen partial pressures. An oxygen pressure of less than 10
atm is needed to avoid oxidation [38]. From a practical point of view it is very difficult
to reach low enough pressures to avoid oxidation. Kaptay [8] proposed that the surface
of aluminum in the presence of the oxide layer is, at relatively low temperatures, in a
state of super-cooled Al,O; This concept is illustrated in Figure 2.15, where it is

suggested that:
o(Al,Oxidized, T) = o(A1,0;,T) (43)

The temperature being referred to is the melting point of AL,0s.
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Figure 2.15: Surface tension of aluminum and alumina as a function of
temperature, quoted from a variety of sources (From Kaptay 8D).
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In the 1980’s, insight into the surface tension of “pure” aluminum was obtained
both theoretically and experimentally. Chacén et al. [37] theoretically calculated the
surface tension of pure aluminum to be 1.184 N/m. Previous to this calculation, Gourimi
and Joud [32] also published experimental results that indicate that the surface tension of

pure aluminum is indeed significantly higher than what has published in the literature.

Gourmiri and Joud used the sessile drop method to determine the surface tension
of “pure” liquid aluminum. The extraordinary measures taken in this study to clean the
aluminum of oxygen contamination consisted of a combination of heating and ion
bombardment of the surface. Using Scanning Auger electron spectroscopy (AES), the
surface concentration of oxide on the surface of aluminum-tin alloys was determined.
The principle behind this technique is the detection of emission of secondary electrons
from a specimen after the surface has been excited with electrons. This acts as a
fingerprint of the chemical species on the surface of a specimen. The technique is
operated at very low pressures (<1.0x10’7 Pa), but allows for the incident beam to move
from one specimen surface region to another for mapping of the elemental distribution on
the surface. The experimental results from this study are presented in Figure 2.16.
Goumiri and Joud have expressed the surface coverage of Al,O; in terms of monolayer
units. When X = 1, the surface is considered to be covered by one layer of AlLOs
molecules. It is clear from Figure 2.16 that the surface tension of aluminum decreases
rapidly at initial oxidation levels and much slower at concentrations greater than one
monolayer. It is reasonable to say that because of these results, the surface tension
quoted from various sources prior to this study correspond to “oxidized aluminum”. It is

proposed for low surface coverage (X < 0.3), that oxide “islands” are present [8]. As the
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oxide coverage increases (X > 0.5), the islands form a network that holds the specimen
together, which results in surface tension measurements that are more closely related to

the values of super-cooled AlO; [8]. Refer to Figure 2.17.
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Figure 2.16: Surface tension dependence on the coverage of Al,O; of pure
aluminum determined experimentally [32], and theoretically [37] at 973°C.

Al ALO; Al AlLO;
a. b.

Figure 2.17: Surface of aluminum subjected to coverage of Al,Os:
2) X <0.3; b) X>0.5.
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Referring to Table 2.2, the surface tension of aluminum and magnesium is
available in a number of reference books [2,17]. These sources incorporate the data that
was obtained from Allen [57). The method used by Allen in determining the surface
tension of aluminum and magnesium is not specified in these references. Keene’s
thorough review of the surface tension of pure metals is considered to be an excellent
source for the surface tension of pure metals. This is because the relation is based on the
average of a series of measurements made by a variety of researchers. Of the 20 sources
referenced by Keene [10,17-34] for aluminum, 8 used MBP and 12 used SD. For the
magnesium relationship, 5 sources are referenced, including 3 MBP determinations, 1 SD
determination and 1 for which the method is not specified. Table 2.2 also includes the

surface tension of un-oxidized aluminum obtained from Gourmiri and Joud [32] that was

determined using SD.
Table 2.2: Surface tensions of aluminum and magnesium from sources in the
literature [2,7,17,32].
Source Material Surface tension at Temperature
melting point, o, dependence of
(N/m) surface tension,
do/dT
Nm'K)
1. Physical Properties of Aluminum 0.914 -0.35x10”
Liquid Metals [2], 1988;
2. Smithells Metals Magnesium 0.559 -0.35x10”
Reference Book [17], 1998
Keene [7], 1996 Aluminum 0.871 -0.155x10”
Magnesium 0.577 -0.26x10e™
Gormiri and Joud [32], Aluminum 1.050 N/A
1982 (un-oxidized
aluminum) Magnesium N/A N/A
Recall 6=6 +do/dT(T-Tw)
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When discussing results for AZ91D alloy in Chapter 6, knowledge of the physical

properties should be available to provide a complete analysis of the data. Unfortunately

data were only found for surface tension. Regrettably, the data was only relevant at 1023

K. The surface tension of Mg-Al-Zn-Mn alloys at 1023 K is summarized in Table 2.3.

The source is from Patrov et al. [58], who summarized a matrix of alloy compositions as

follows:

Table 2.3: Surface tensions of Mg-Al-Zn-Mn alloys as a function of alloying
composition at 1023 K. Atmosphere and oxygen concentration not specified.

(From Patrov et al. [58]).
Alloying Element (wt%) Surface Tension
Aluminum Zinc Manganese (N/m)
0 0 0 0.570
10 25 0.25 0.522
5 5 0.25 0.522
5 25 0.5 0.552
0 5 0.5 0.522
10 0 0.5 0.539
10 5 0 0.496
0 0 0.5 0.57
0 5 0 0.57
10 0 0 0.566
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2.2  Viscosity of Molten Metals

Viscosity is a physical property that quantifies the resistance to flow when
subjected to an external force, F,. The shear stress that causes the relative motion
between layers of fluid is expressed as function of the velocity gradient. For Newtonian

fluids:

d
r=f7£ (44)

Where T is the shear stress exerted on the fluid and u is the velocity which varies with
position, z. The proportionality constant, n, is the dynamic viscosity of the fluid (N sm'z).
All liquid metals are considered to be Newtonian; however, it is important to keep in

mind that Equation (44) is only valid if the flow is laminar (refer to F igure 2.18).
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Figure 2.18: Velocity profile of fluid subjected to external force.
Figure 2.18 illustrates Couette flow, a laminar flow pattern. The lower plate is stationary
and the upper plate moves with a uniform velocity. There is no pressure gradient in the
x-direction. The only forces acting in the fluid are the shear forces due to the action of
viscosity described by Equation (44). This flow configuration is relevant to rotational

methods that will be described in Section 2.2.2. Other laminar flow configurations used
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to determined viscosity are the Hagen-Poiseuille law for laminar flow in pipes. In this
case a parabolic velocity profile is the result of fully developed flow in circular pipes
where entrance effects are insignificant. This flow configuration is relevant to capillary

methods that will also be described in Section 2.2.2.

2.2.1 Theoretical Determination of Viscosity

The Andrade formula is often used to predict the viscosity of melts at their
melting point [48]. The model is based on momentum of atomic vibration. The
formulation produces the following relationship:

e = LT,SM Fop % (43)
Where N is the viscosity at the melting point, Tr, is the liquidus temperature, M is the
molecular weight of the metal, py, is the density at the melting point, and L is a constant
determined from viscosities of metals at their melting points. By plotting the known
viscosities of certain metals at their melting points versus Ta' M 8p, 2%, the constant, L,
is determined from the slope. Hirai [3] quoted the magnitude of L to be 1.7x107
(correlation coefficient of 0.95). In terms of varying composition and temperature, Hirai,
provided an analysis of estimating the viscosity of liquid alloys. For superheats that are
not excessive in relation to the liquidus temperature of the alloy, there appears to be a
linear relation between Inm and I/T [3]. The Arrhenius’ formula is thus used to
determine the temperature dependence of viscosity:

n=Aexp(B/RT) (46)
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where A, and B are constants. A plot of Inn versus I/T yields the slope B/R, which
changes in relation to the composition of the alloy. By experimentally determining the

value of B for a variety of melts, Hirai plotted B versus Tr, and proposed the following:
B =265T," (47)
The correlation coefficient for Equation (47) is 0.96. By substituting Equations (47), and

(45) into Equation (46), an expression for Constant A is determined:

-1 By By H
_ L7x107 p, AT, M “8)

2.6 027 /
exp( ST, /R)

As outlined by Hirai [3], in terms of multi-component systems, pm and M, are determined

by taking the weighted average of the pure metals. For binary systems, the liquidus

temperature can be determined from a binary phase diagram [49].

2.2.2 Techniques to Measure Viscosity

There are a variety of techniques used to measure the viscosity of liquids.
However, due to constraints of working at high temperatures, the methods applicable to
molten metals are limited. The definition of viscosity by Equation (44) only holds for
laminar flow. The techniques to measure viscosity that are described in this section all
rely on this fundamental concept [2]. Some conventional methods for measuring
viscosity are the following:

a) Capillary Method,
b) The Oscillating—Vessel Method,

c) Rotational Method, and



d) The Oscillating Plate Method.
These techniques will be qualitatively explained; however, formulations and the
procedural approaches are available from lida and Guthrie [2].
Capillary Method

The capillary method measures the efflux time for liquid to flow through a capillary
under a given pressure. The time required to discharge a certain volume of fluid depends
on the viscosity of the liquid. A simple relationship used to relate the efflux time with the

kinematic viscosity is the following:

veloce-&2 (49)
P t

Where t is the efflux time and C, and C; are constants that are related to the dimensions
of the capillary. By using fluids of known properties, the constants are determined by
calibration. Visual observation is typically made through the viscometer to determine the
time required for the volume to be completely discharged. The material is thus
constructed of heat resisting glass and quartz glass meaning that only low melting point
elements (Pb, Sn, Cd, etc.) are typically measured using this technique. The kinematic
viscosities of molten metals are much lower than those of organic liquids due to the fact
that density is of greater magnitude. It is thus necessary to construct a capillary of a
suitably small radius so that the efflux time can be measured over a sufficiently long
period of time. The cleanliness of the metal is an important issue since even minute
inclusions would have a drastic impact on the efflux of the small capillary. Cleanliness in

this case refers to solid inclusions and not impurities in solution.
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Oscillating Vessel Method

The principle behind this technique is monitoring the motion of a vessel or
crucible that contains the liquid and is set in vertical oscillations by a suspension rod.
Due to viscous dissipation in the vessel, the viscosity can be determined by measuring the
decrease in the period of oscillation. This technique has been applied extensively for
high temperature applications due to the relatively simple design and ease of
implementation. Unfortunately, there is no definitive analytical formula that relates the
viscosity to the period of oscillation. A number of equations have been formulated from
different sources and have been frequently used [50,51].
Rotational Method

This method makes use of a rotating vessel or crucible containing the liquid, and a
cylinder that is placed in the center of the vessel. The vessel is rotated at a constant
angular velocity, which, due to the viscous nature of the liquid, exerts a torque on the
cylinder. The torque is registered by measuring the angular rotation of a suspension
fiber. The mathematics is relatively simple in this case. However, for non-viscous fluids
(typical of molten metals), the gap between the vessel and the inner cylinder must be
small enough such that the cylinder experiences sufficient torque. This puts a difficult
constraint on the design capabilities, particularly at high temperatures.
Oscillating Plate Method

The principle behind this technique is viscous dissipation monitored by a flat plate
immersed in the liquid that experiences oscillations. If the oscillations are operating at
constant force, the amplitude of the oscillations is a direct function of the viscosity of the

liquid. A simplified version of the formulation is:
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Am, ?
pn=Y -1 (50)
Am,

where Am,; and Am;, are the resonant amplitudes of the plate in air and in the liquid
respectively. Y is an apparatus constant which is determined through calibration
methods. The oscillating plate method is attractive from the point of view of equipment
design and the simplicity of measurement. The product pn can be determined over a
large temperature range because the amplitudes can be monitored as the liquid is heated.
The technique is unsuitable, however, for low viscosity fluids because a very large plate

would be required, which often presents serious experimental difficulties.
2.2.3 Experimental Data

Often, experimental viscosities are of different magnitudes than the theoretical
formulation derived in Equations (46-48). Theoretically, the Andrade approach is based
on a molecular basis (momentum of atomic vibrations). Dissimilarly, the experimental
approach is based on bulk flow in the laminar regime that produces shear stress exerted
by a surface on the fluid flowing in one direction (refer to Equation (44) and Figure 2.18).
Experimentally, however, the effect of temperature on viscosity, is often described by
Arrhenius’ equation (Equation (46)).

Despite the numerous measurements for many liquid metals that have been
performed in the past one hundred years, there exist discrepancies in the data reported for
certain metals, including aluminum, iron, and zinc [2]. The high reactivity of these

elements and the difficulties of taking measurements at high temperatures are considered
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to be among the main reasons for these discrepancies. Oxide contaminated aluminum has
been quoted to have a viscosity 8% higher than melts that are nearly oxide free [52].
Figure 2.19 presents the results from a number of studies in measuring the viscosity of
aluminum. Both Jones and Bartlett [53] and Kisunk’o et al. [56] used the principle of the
rotational method. Both Rothwell [55] and Yao and Kondic [54] used a modified version
of the oscillating plate method by incorporating a sphere rather than a flat plate. The
most recent results published by Kisun’ko et al., and Rothwell are within the closest
agreement compared with other researchers. Assuming that recent technological
advances have improved the accuracy of the measurements, it is assumed that results
published from these researchers are more reliable, and that the viscosity is much lower
than what was determined from previous analyses. It is most interesting to note the
results of Yao and Kondic that indicate a difference in purity between 99.96% and
99.9935% results in a dramatic difference in viscosity. The importance of providing

conditions of minimal contamination is illustrated from these results.
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Figure 2.19: Experimental viscosity of molten alaminum as a function of
temperature from different sources.
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The viscosity of a wide range of pure metals is available from “The Viscosity of
Liquid Metals” from Liquid Metals [52]. The data are presented in the form of the

Arrhenius formula with constants A, and B included. Smithells Metals Reference Book

[17] directly quotes the values obtained from this study. The Physical Properties of
Liquid Metals [2] does not include the variation of viscosity with temperature and is not
included in this study. Table 2.4 summarizes data for aluminum and magnesium. The
viscosities of aluminum and magnesium using these constants are illustrated in Figure
2.20 as a function of temperature. At the respective melting points, the viscosities of both
metals are similar; however, the viscosity of magnesium appears to decrease with
temperature at a greater rate.

Table 2.4: Viscosity of aluminum and magnesium from sources in the literature

[17,52].
Source Metal Viscosity at Constants for
melting point, N, Arrhenius’
(Nsm’) Formulation
A (Nsm'z)
B (J/mol)
1. Smithells Metals Aluminum 1.25x107 A = 1.49x10”
Reference Book [17]
2. “The Viscosity of Liquid B = 16500
Metals” from Liquid Metals
[52] Magnesium 1.22x10~ A =2.4x10"
B = 30500
Recall 'r'|=Aeﬁ‘r
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Figure 2.20: Viscosity of aluminum and magnesium quoted in the literature [17,52]

2.3  Density of Molten Metals

Density is a physical property of fundamental importance. There have been
extensive data published in the literature on the density of pure metals; however, more
data is needed for high melting point metals and alloys. Nonetheless, in relation to
viscosity and surface tension, there is generally more information available for the
density of molten metals. In terms of alloy systems, it has often been found that the
atomic volumes of each alloying element is additive, indicating that the following

relation is of use [2]:
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v= Zx,v, (62))

The terms “v;” and “x;” refers to the atomic volume (m*/mole) and mole fraction of the
alloying elements respectively. The density is determined by diving the molecular
weight by the atomic volume of the liquid (p = M/v). Equation (51) indicates that
metallic mixtures may behave as ideal solutions. This concept will be tested in Chapter 6
when Al-Mg-Zn-Mn alloys will be discussed.

There appears, in most cases, to be a linear dependence of density with

temperature. It has been found that density can be represented by:
dp
— +——{T- T 52

Where pm is the density at the melting point, and dp/dT is the linear temperature

coefficient of the metal.
2.3.1 Techniques to Measure Density

Constraints, including contamination and reactivity as well as the difficulties in
operating at high temperature are also pertinent in measuring density as they were for
surface tension and viscosity measurements. There are a variety of methods used to
measure the density of molten metals. Some are more advantageous than others
depending on the particular systems that are to be measured. Five techniques will be
briefly described.

a) Archimedian Method,

b) Pycnometric Method,
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c) Dilatometric Method,
d) Manometric Method, and
e) Maximum Bubble Pressure Method.
A full discussion of each is available in Iida and Guthrie [2]. A brief summary
will be given below.
Archimedean Method
When a solid body of known weight is immersed in a liquid specimen, a new
apparent weight is observed. This is due to the buoyant effect the liquid has on the solid

object. The difference between the two weights is used to calculate the density of the

liquid, using:
Aw

p=—2 (53)
gV

where, Awg, is the difference of the weight of the object before and after being
submerged in the liquid, and Vg is the volume of the object. The apparent weight is
measured by hanging the object from a wire that is attached to the arm of a weighing
balance. This technique is attractive due to its relative simplicity; however it has been
observed that there are surface tension effects between the wire and the liquid that often
must be quantified in the analysis. Also the apparatus must be corrected for thermal
expansion if accurate measurements are to be made. Although metals are frequently used
for the suspension wire, problems of reactivity between the liquid metals and wire
material, as well as the immersed object, are frequently encountered.
Pycnometric Method

The basic concept of this technique is simple. The density is determined by

filling the liquid metal in a vessel of known volume and the mass is measured following
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solidification. The volume must be known with a great deal of confidence if this
technique is to provide reliable data. The apparatus must be machined to appropriate
tolerances, and there must be no reaction between the walls of the vessel and the liquid
metal. Finally, the apparatus material must have a defined coefficient of thermal
expansion so that any modified volume from heating can be accounted for. Despite these
issues, accurate measurements have been made using this method. It is worth noting,
however, that the temperature dependence of density is not practically measured using
this method since only one measurement can be made at one temperature. This is
because the material is solidified after performing one test made at one particular
temperature.
Dilatometric Method

This technique has been widely used to measure the density of many molten
systems. It consists of a vessel of known volume that is fitted with a long narrow neck of
known dimensions. A finite mass of material is added to the apparatus where it is melted.
The height of the meniscus of the melt is monitored in the neck portion to determine the
precise volume of that particular mass of liquid. This technique is useful in that it is
considered to be quite accurate and it requires very little material. This technique can
only be used for low melting point metals, however, since Pyrex or quartz must be used if
the level is to be visually ascertained. Height measurements have been made, however,
using electrical contact methods with non-transparent materials.
Manometric Method

If a pressure of known magnitude is applied to one of the columns of a u-tube

monometer containing a liquid metal, a height differential will be established between the
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columns of the u-tube. By measuring the difference in height, the density can be
calculated as follows:

L (54)
P= ok

Where P, is the gage pressure applied to one of the columns and Ah is the resulting height
differential. Like the dilatometric method, visual observation can only be made if the
material is constructed of Pyrex or quartz.
Maximum Bubble Pressure Method

The final technique that will be discussed in this section is identical to the
technique of the same name that measures surface tension in section 2.1.4. It was stated
that from analysis of Equation (34) that it is possible to measure both surface tension and
density by varying the depth that the capillary tube is submerged in the liquid. The slope

of maximum pressure versus depth yields the density of the liquid.

2.3.2 Experimental Data

The density of molten metals is available from a variety of sources. Table 2.5
summarizes the density of aluminum and magnesium as a function of temperature
represented by dp/dT. The references used here are quoted from The Physical Properties

of Liquid Metals [2] as well as Smithells Metals Reference Book [17].
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Table 2.5: Density of aluminum and magnesium from sources in the

literature [2,17].
Source Metal Density at melting Temperature
point, pr (kg/m’) dependence of
density, dp/dT
(kgm K
Physical Properties Aluminum 2380 -0.35
of Liquid Metals [2],

1988 Magnesium 1590 -0.260
Smithells Metals Aluminum 2385 -0.26
Reference Book

[17], 1998 Magnesium 1590 -0.264

2.4 The Saybolt Viscometer

A standard that measures viscosity deserving of considerable attention is the

Saybolt viscometer [65-78]. The formulations and experiments performed in this thesis

have striking similarities with this device. By measuring the efflux time of a liquid from

a vessel through an orifice of specific dimensions, it is expected that viscosity can be

determined since it is a function of the efflux time. In Chapters 4 and 5, it will be shown

that flow through the orifice is induced from the hydrostatic pressure of the liquid head

above the orifice much like it is in the Saybolt viscometer. This section will provide the
theoretical basis behind the Saybolt viscometer. Of particular relevance to this thesis are
the effects of surface tension at the orifice tip. It is of interest to determine if surface

tension has played a role in the development of this device; and more importantly, if

surface tension has been properly quantified in the formulation.
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There are a variety of techniques that consist of orifice-type viscometers. Among
them are the Redwood, Engler and Saybolt viscometers. The Saybolt viscometer is used
predominately in the petroleum industry and is most widely referenced when researching
this type of viscometer. All devices follow the same principle in that the efflux time
taken to drain a given volume of liquid can be expressed as a relative viscosity
measurement. For instance, the unit “Engler degrees” is the unit measure of viscosity for
the Engler device. This unit is the ratio of efflux time for the liquid being tested to the
time taken for water at 20°C. The Saybolt viscometer simply takes the efflux time and
quotes units of Saybolt Universal seconds (SUS) or Saybolt Furol seconds (SFS). The
Saybolt Universal second is the measurement made through a calibrated Universal orifice
under specified conditions. The Saybolt Furol second is the measurement made through
a calibrated Furol orifice, which should be used if the Saybolt Universal second is greater
than 1000s as specified by ASTM standard D 88 —94 [77].

The Saybolt viscometer was originally published in the Annual Book of ASTM
Standards in 1923 as ASTM D 88 — 21. Before this date, the device was accepted as a
standard from an initiative of G. M. Saybolt (the inventor of the device) and the Bureau
of Standards in 1917 [66]. To comprehend the theoretical basis of the Saybolt
viscometer, it is necessary to understand the work published at this time.

The principle of these viscometers is similar to the capillary viscometers
discussed in Section 2.2.2 except that Hagen-Pouiseuille flow is certainly not established
within the short section of the orifice length. For this flow to be established, the length to

diameter ratio of the orifice must be greater that 10 [76]. This ratio for the Saybolt
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viscometer is approximately 7.0 [65,66]. For fully developed flow, the following

equation applies [65,66]:
v, mPd,’ (55)
t 128nl,,

For flow in capillary tubes, the time a certain volume takes to discharge (V4) depends on
a difference in pressure, the diameter of the capillary (dcsp) and the length of the capillary
(leap)- The viscosity, 1, is calculated by quantifying each of the terms in Equation (55).
This relationship has successfully been used to model viscous flow in capillaries;
however it has been observed that results have not agreed with this law when the velocity
was very high in the shortest of capillaries [65]. A correction factor has been proposed
that accounts for part of the pressure that is in reality expended in setting the liquid in
motion and not in overcoming viscous resistance [65,66]. A “kinetic energy correction
factor”, represented by the symbol &, is deducted from the pressure difference to account
for this phenomenon. Another term that accounts for “end effects” for a specified length
of tube is the “Couette correction factor”, represented by the symbol y [65,66]. A
modified form of Equation (55) that accounts for these terms is the following written in

terms of kinematic viscosity:

ditd ' (. E&?
yoll_  iley [p oH (56)
p 1287,0,-v)' ¢

The average velocity in the tube is represented by . Equation (56) states that hydrostatic
pressure of the liquid above the orifice induces the flow. Hence, the gravitational

constant, density, and the “average head”, symbolized by h, is introduced in the
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formulation. The average head is considered a constant and is determined using the

following relationship [66]:

h= i—'hi’—— 7
.4,

The head before draining is h; and head after discharge is ho. Using the dimensions of
the device, most of the terms in Equation (56) can be substituted with the exception of
values related to kinetic energy and Couette correction factors [66]. Table 2.6 gives the
dimensions of the first standard Saybolt Universal viscometer in 1917. These dimensions
are the same today as outlined in ASTM D 88 — 94 [77]. Refer to Figure 2.21 for a
representation of the Saybolt Universal viscometer. The Saybolt Furol orifice is different
than the Saybolt Universal orifice in that dcap = 3.150£0.002m and drupe = 4.3+0.2m [77].

Herschel rewrote equation (56) in terms of kinematic viscosity, efflux time, and
two constants determined empirically since the kinetic energy and Couette correction
factors are unknown [65,66]:

Cz

v=l_ge-=22 (58)
p t

Note that Equation (58) is of the same form as Equation (49), used in capillary measuring
methods. This is not surprising since this device is modelled from principles of Hagen-
Pouiseuille flow. The constants C; and C, must be determined through calibration using
fluids of known viscosities. Using a number of fluids of varying viscosities, the constants
can be graphically determined. Dividing the left and right hand side of equation (58) by

t

(59)
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Plotting n/(pt) versus 1/? for a variety of liquids yields an intercept value of C, while the
slope of the linear relationship determines the value of C,. This approach conducted by
Herschel in the standardization of the Saybolt viscometer was performed with a variety of
liquids that are referenced in [66]. It was determined that water was an unsuitable
calibration fluid because a departure from linearity was observed for low kinematic
viscosities associated with water. This is attributed to turbulent flow, which is an
indication that Equation (56) no longer applies since this relationship describes laminar-
viscous flow in a capillary only [65]. It has been observed from experimental results that
when Reynolds numbers are in excess of 1500 the Saybolt Universal viscometer is
unsuitable for testing [65,66]. Glycerol solutions were also determined to be inapplicable
as calibration fluids due to issues concerning evaporation during the draining of the liquid
[66]. Sucrose solutions were also scrutinized for calibration purposes due to the high
surface tension of these liquids compared with other calibration liquids. For the
standardization of the Saybolt viscometer, Herschel described tests with sucrose solutions
that were consistent with one another, but produced lower positions of the calibration
curve than tests obtained with alcohol solutions. He directly attributed this difference to
the effects of surface tension, and stated that calibration liquids must be selected with
surface tensions most nearly equal to that of oils, since Saybolt viscometers are mainly
used for testing oils [66]. Although Herschel confirmed the influence of surface tension
effects on the dynamics of the Saybolt instrument in 1917, there was no attempt in
quantifying this effect. In the literature, there has been no further reference made in

pursuing this matter [65-78].
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The standardization of the Saybolt viscometer in 1917 determined that kinematic
viscosity could be converted from Saybolt Universal seconds as follows:

1.80 £0.02

v="1-(2220+0.14)x107¢ - (60)
pP

Presently, the form this equation assumes is similar. For example, in The Measurement,

Instrumentation, and Sensors Handbook [76], €, and C; are said to equal 2.226x10” and

1.95 respectively. An ASTM standard exists today that publishes tables that convert

Saybolt Universal and Furol seconds to kinematic viscosity values [78].
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Figure 2.21: Dimensions of the Saybolt viscometer.
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Table 2.6: Standard dimensions of the Saybolt Universal viscometer.
Dimension Min Normal Max

(m) (m) (m)
Length of outlet tube (capillary), lesp 1.750x10” | 1.765x107 | 1.780x10”
Diameter of outlet tube (capillary), deap 1.215x107 | 1.225x107 | 1.235x10™
Outlet diameter of tube, dupe 28x10° | 3.0x10° |3.2x10™
Height of overflow rim above outlet tube, h; 1.240x10" | 1.250x107 | 1.260x10™
Diameter of vessel, dy 2.955x102 | 2.975x107 | 2.995x10™
Average head, h 7.16x10° | 7.36x107% | 7.56x10

2.5 Conclusions

Operating at high temperatures in particularly reactive environments, (i.e. in the
presence of oxygen), poses many challenges in experimentally determining the physical
properties of molten metals. Techniques used for low temperature work (i.e. organic
liquids), do not apply in many cases due to such challenges. This will be clearly
demonstrated in the next chapter where a new apparatus for measuring the physical
properties of molten metals will be described. It will be compared with another apparatus
based on similar principles, but operating at lower temperatures. This will illustrate the
challenges in operating at high temperatures in a very practical manner.

Attempts to understand the sensitivity of surface tension, viscosity and density to
temperature and composition have been made throughout the literature. Surface tension
and density are assumed to vary linearly with temperature [2,7]. Viscosity, however, is

assumed to vary with temperature according to the Arrhenius formulation [3].
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Theoretical determination using the Andrade formulation for viscosity is much lower
than experimental results for aluminum. For molten aluminum, the magnitude of the
surface tension is a strong function of the amount of oxide that covers the surface of the
melt [8]. The surface tension of multi-component systems is often a complex issue;
however, the Gibbs adsorption equation has explained the results for a number of studies
[5,15,16]. Finally, it has also been shown that the surface energy in molten systems is
much higher than systems of organic liquids. In fluid dynamic applications of
metallurgical processes, surface energy must be accounted for more often, and the
scarcity of accurate information is problematic. Such a situation will be explored in
subsequent chapters where the problem of free jets from small orifice tanks will be
discussed. These tests differ from the Saybolt instrument in that the principle
experimental variables are head and flow rate, and not simply the efflux time. There
have been numerous studies in the literature addressing this issue for low temperature
liquids, and throughput has traditionally been characterized by quantifying potential,
inertial and viscous energies in the system [59,60]. This system will be re-examined for
molten metals systems to determine if it is necessary to account for surface energy; and if

so, under what conditions.
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CHAPTER 3: EXPERIMENTAL

This chapter will describe the equipment used in generating controlled flow
through an orifice such that head and flow rate, the two principle variables, can be
accurately measured. There are two purposes to this discussion. First, this exercise will
provide a better understanding of the system and the limitations of the experiment.
Secondly, the difficulties intrinsic to high temperature applications will be clearly
demonstrated by discussing the apparatus used in both low-temperature and high-
temperature work. Issues dealing with heat supply and atmospheric control, relevant to
melts, will be addressed in this chapter. A full description of the experimental procedure

will be presented as well as the specifications of metal purity and quality of the gases.

3.1 Low Temperature Apparatus

The apparatus for low temperature applications is illustrated in Figure 3.1. A
rectangular Pyrex draining vessel (0.035m x 0.075m x 0.250m) was constructed so that
visual observations can be made of fluid head. The fluid drains through the orifice plate
and is collected into a 1 litre beaker that is placed no less than 0.03m below the orifice
plate. The orifice plate and vessel are held together using a system of threaded rods.

The beaker is mounted on the loadcell as shown.
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Figure 3.1: Low temperature apparatus.



The loadcell (LCCA-25 supplied by Omega) is used to measure flow rate by
measuring the mass poured through the orifice with time. It generates a voltage signal
that is detected by the data acquisition system described in section 3.2.6. Using an
excitation of 10 Vdc, and outputting 3mV/V + 0.0075mV/V (obtained from Omega), the
loadcell registers up to 11 kg of mass. It is important that the collection beaker is placed
as close as possible to the orifice plate so that the stream does not break-up before
impact. [f this precaution is overlooked, an erratic signal will be registered by the
loadcell, directly resulting in scatter in data collection. The erratic signal is due to
discrete droplets formed after breakup that impact the loadcell at irregular intervals. The
result is a highly variable detection of strain. A second order polynomial is fitted to the
cumulative mass that is plotted as a function of time. This relation is differentiated,
which results in a new function describing flow rate as a function of time. This will be
discussed further in sections 3.1.2 and 3.2.8.

The head of the fluid is measured in two ways. Visual observation through the
draining vessel can be made and recorded using a video camera. A Sony color video
CCD camera (DXC-151) is used with a 35mm lens approximately 1 m away to record the
experiment onto a VHS videotape. The head is also calculated through careful
calibration of the draining vessel geometry. Prior to experimentation, water samples of
known volume are related to head measured in the draining vessel. The volume is
measured indirectly by measuring the weight of the water, using an Ohaus GT 8000
scale. Temperature is measured so that the volume can be calculated using reliable
density data [61]. The scale used for visual observations as well as for the calibration of

the crucible is accurate to 0.0005m (500um).
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3.1.1 Orifice Plates

Refer to Figure 3.2 for dimensions of the orifice plate. Teflon was used to
construct a 0.016m thick plate with a 0.003m orifice hole in the center where the fluid
drains through. The entrance of the orifice is chamfered so that entrance effects will be

lower than in the case of a square entrance. The holes for the threaded rods are also

indicated.

& & |+ odfzm
«%}- .é?_ ~
Orifice Hole
0.0p4m
Threaded rods inserted here
& N |+
_q;_ 1\&_ 0.0IZm
A
bt i bt
e -
L NN 1
THN 00 T 0.0169m
1 |ll| 1h Il:ll|
ATERE 30 1,1l v
—Die—> 0.003m —die
- 0.012m . 0012m
0.057m o 0.057Tm

Figure 3.2: Orifice plate design for low temperature apparatus.
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3.1.2 Procedure for Low Temperature Experiments

L. The thermocouple is inserted through the top and placed approximately 0.005m
from the orifice inlet. The thermocouple is positioned at this distance to measure
the temperature at the orifice without interfering with the dynamics of the
experiment.

2. A stopper is placed through the orifice outlet to ensure that the fluid does not
begin pouring out once it is added to the draining vessel.

3. The draining vessel is filled to a head no greater than 0.19m registered on the
adjacent scale.

4. Once it is determined that the fluid appears still and the experiment is ready to
proceed, the stopper is removed and the fluid is allowed to flow into the beaker
placed on top of the loadcell.

5. The loadcell and temperature data are registered and recorded on the data
acquisition system and saved onto a floppy disk. A sample rate of 5Hz (0.2s per
data point) is selected.

6. The data is imported into Excel (Microsoft corporation) where a polynomial is
fitted to the cumulative mass curve versus time data. This function is
differentiated to obtain the experimental flow rate at the respective head heights
taken every 0.2s.

7. For an initial head height of 0.17m, the time taken to drain through the 0.003m
orifice is approximately 70s for water and ethylene glycol between 293K and

353K.
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3.2  Overview of High Temperature Apparatus

There are a variety of design and implementation challenges in measuring the
physical properties of molten metals. Besides providing equipment that measures head
and flow rate accurately, an apparatus is required that provides sufficient heat to melt the
material and that can be closely monitored and controlled. Material selection becomes
less trivial under these circumstances. As discussed in Chapter 2, since molten metals are
often susceptible to surface oxidation, conditions must be provided to ensure that oxygen
is kept at sufficiently low levels.

Refer to Figure 3.3 for a schematic of the high temperature apparatus. The
material to be melted is placed in the crucible that rests on a bottom plate, 0.6m in
diameter and 0.04m thick. The rest of the frame consists of a smaller plate that rests on
top of the crucible that provides a level and rigid surface. The frame is contained within
a stainless steel shell that contains the atmosphere. Air in the shell is evacuated using a
vacuum pump (Speedivac supplied by Edward High Vacuum Ltd. Manor Royal,
Crawley, Sussex, U.K.).

Once air is removed, gas enters the shell and exerts an overpressure of
approximately 34000 Pa (Spsig). The gas is purged out of the shell through a valve and is
replaced by fresh gas from cylinders located near the unit. A sample of the purging gas is
analyzed using an oxygen sensor and monitored. A safety release valve is located on the
top of the tower and ensures that the pressure in the unit never exceeds 103000 Pa

(15psig). The material is heated using an induction furnace. Induction leads enter the
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tower and connect to the coil that is wrapped around the crucible. The temperature in the

crucible is monitored using two k-type thermocouples, 0.0012 m in diameter.
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2. Frame 7. Induction Furnace- display
3. Shell Power Supply 10. Stopper Rod
4. Vacuum Pump 8. Induction Coil 11. Collection Vessel
5. Gas Supply 9.a. Thermocouple to data 12. Loadcell
acquisition

Figure 3.3: High temperature apparatus.
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Before heating, the oxygen level that is obtained from the oxygen sensor must
reach 20ppm. It is not possible to obtain oxygen levels below this level before heating
using the existing apparatus. Once the material is molten and the oxygen content in the
unit has reached equilibrium, the material is poured through the orifice plate and onto the
loadcell (same as the low temperature work). During heating, a stopper rod is placed
through the bottom of the orifice and released when the experiment is ready to proceed at
a specified temperature and oxygen content. The loadcell supplier recommends that the
loadcell never exceed 363 K. To ensure it is kept sufficiently cool, the melt is captured
onto a stainless steel pan 0.30 m in diameter and 0.10 m high. For tests with aluminum,
the pan contains SiO; (sand) for the purpose of dissipating heat. Also, the sand makes it
possible to remove the material from the pan after it has solidified. For experiments with
AZ91D alloy, MgO replaces SiO; due to concerns that magnesium may reduce SiO;
resulting in an exothermic reaction. Insulation is placed between the loadcell and the pan
for further protection.

Similar to the low temperature work, the head of the melt is determined using
precise knowledge of the vessel geometry. Since a crucible is used, it is not possible to

make visual observations of the head during the course of an experiment.

3.2.1 Orifice Plates

AlIl6 graphite, supplied by Speer Canada Inc. (Kitchener, Ontario), is used

because of its durability and strength to machine orifices. The frictional characteristics of

the orifice may change if the material is brittle and susceptible to wear. It has been
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observed in practice that AIl6 graphite is suitable for repeated use under these
conditions. Refer to Figure 3.4 for a schematic of the orifice plate design. Larger holes
are required with molten metals than if low temperature liquids are used because of the
high surface energy these systems exhibit relative to low temperature systems. Since
small orifice sizes result in higher surface effects, the stream may break-up before
impacting the loadcell resulting in the erratic signal discussed in Section 3.1. If surface

effects are too high, a continuous stream is not formed at all and dripping ensues.

0.05m
(50mm)
04 07m (7mm)
h /3.60’ }
P | i 0.0097m
X : (9.7mm)

0.005m (Smm)

Figure 3.4: Orifice plate dimensions for aluminum and AZ91D experiments.
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3.2.2 Crucibles

For molten aluminum and AZ91D, clay graphite crucibles were supplied by
Morganite Crucible Inc (Berkshire, U.K). Graphite is a suitable material for many high
temperature applications because of its ability to withstand high temperatures and its inert
characteristics with respect to aluminum and magnesium alloys. The dimensions of the
crucibles are illustrated in Figure 3.5. The crucible will provide a capacity of
approximately 0.9 litres of melt. A hole is machined through the bottom of the crucible
with a depression in which the orifice plate is inserted. The orifice plates are cemented to
the bottom of the crucible and cured at 366 K for 2 hours using "Graphi-Bond", a product

used for graphite materials available from Aremco Products Inc.

3.2.3 Induction Furnace

An Inducto 20 model furnace from Inductotherm Corp. was used for melting.
The coil was wrapped around the crucible nine times, providing sufficient coupling to the
crucible. Water is run through the copper coil so that excessive heat that is generated
within the coil itself is removed. It is possible to monitor the lag/lead of the current and
voltage signals to the coil so that an appropriate capacitance can be selected to ensure that
power is being transferred efficiently. Insulation is placed between the coil and the
crucible to ensure no direct contact is established that would result in a short circuit.
Table 3.1 indicates the amount of power the furnace generates in order to reach a specific

temperature.
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Figure 3.5: Schematic of clay graphite crucible used for aluminum and AZ91D
experiments.
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Table 3.1: Power requirements of induction furnace.

Material Temperature (K) Power to Furnace (kW)
1275g - 99.9% Aluminum 923 4
1275g — 99.9% Aluminum 1073 4.5
1275g — 99.9% Aluminum 1173 6
650g-AZ91D alloy 903 3.5
620g-AZ91D alloy 1073 5
660g-AZ91D alloy 1173 5.5

Figure 3.6a represents the time it takes to heat up aluminum to 1173 K. The
melting point at 933K can be seen as that location on the curve where latent heat is being
added with no change in temperature. The time required to heat AZ91D to 1073 K is
represented in Figure 3.6b. The liquidus temperature of 903 K for this alloy is observed

as that location on the curve where there is no change in temperature during heating.

3.24 Purging Gas

The gas used during these experiments was argon supplied by Praxair. The purity
of this gas is of importance since surface tension depends strongly on the degree to which
the atmosphere is contaminated. The grade of argon used is “pre-purified” which
specifies a purity of 99.998%. The maximum amounts of oxygen and water present are

both Sppm. The maximum amounts of oxygen, water, carbon dioxide, THC and methane
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do not exceed 20ppm. During the course of one experiment, one cylinder (49 litres) is

typically consumed containing 19MPa (2640 psig) of gas.
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Figure 3.6a: Time required to heat 1.275 kg Aluminum to 1173 K.
Aluminum Test# 29.
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Figure 3.6b: Time required to heat 0.620 kg AZ91D to 1023 K.
AZ91D Test# 4.

3.2.5 Metal Selection

The aluminum used in these experiments is supplied by Alfa Aesar and takes the
form of 8-12mm granules. The surface tension is a strong function of the amount of
impurities present in the melt, a number of which are presented in Table 3.2. Aluminum,
Manganese, and Zinc are the principle alloying elements present in AZ91D. Silicon,
copper, nickel and iron are elements commonly present as impurities [9]. Refer to Table

3.3.
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Table 3.2: Percent of elements found as impurities present in aluminum [62].

Element Percentage-metals basis (wt %)
Aluminum 99.93
Copper 0.001
Iron 0.0038
Lead 0.001
Nickel 0.001
Silicon 0.037
Zinc 0.001
Vanadium 0.003

Table 3.3: Percent of elements added to or contained within AZ91D alloy [9].

Element Percentage-metals basis (wt %)
Aluminum 8.3-9.7
Manganese (min) 0.15
Zinc 0.35-1.0
Silicon (max) 0.1
Copper (max) 0.03
Nickel (max) 0.002
[ron (max) 0.005
Magnesium (balance) ~91
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3.2.6 Data Acquisition System

Voltages from the loadcell, thermocouple, and oxygen analyzer are recorded
using Instrunet, a data acquisition system supplied by GW Instruments Inc. (Somerville
MA). Figure 3.9 illustrates how the system is connected. A network device box (0.10m
x 0.12m x 0.25m) is connected to the controller board (inserted into PCI Slot of laptop
computer) where devices are installed (loadcell, thermocouple, and oxygen analyzer).
Instrunet software is displayed on the laptop monitor and data is saved on a floppy disk as
text files. The laptop system is NEC Versa P series, 75 MHz CPU, 8MB standard RAM,
16 KB cache RAM (internal), 256 KB cache RAM (external), 256 KB ROM.

The loadcell requires an excitation voltage that is supplied directly from the
network control box from the Vo, terminal. The strain is registered between the Vi, and
Vi’ terminals. By selecting the strain gage option in the program, Instrunet recognizes
the application and outputs units of strain. By manually measuring the mass that is
collected following the experiment and comparing that value to the strain on the loadcell,
a calibration constant is determined by taking the ratio of these two quantities. This
constant is used to convert strain into mass. The output on the loadcell is linear and
facilitates this calculation. The accuracy of the loadcell, as quoted from the supplier, is
0.037% full scale.

Temperature is measured directly by measuring the difference in voltage between
the Vi and Vi, terminals. By selecting k-thermocouple in the hardware menu, voltage

is directly converted to degrees celcius.
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The oxygen sensor does not output units of concentration. A voltage is also
measured between the V;,” and Vi," terminal; however, this quantity must be converted to

concentration independently of the DAS. The conversion is explained in section 3.2.7.
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Figure 3.7: Data acquisition system used to acquire loadcell, thermocouple,
and oxygen sensor data.
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3.2.7 Oxygen Analyzer

The oxygen sensor used is model 2D-220 supplied by Centorr Vacuum Industries.
The principle behind the sensor is a voltaic cell that measures oxygen concentration. The
ratio of the oxygen partial pressures at the two electrodes dictates the magnitude of the
cell voltage. The electrolyte in the cell is solid yttria stabilized Zirconium dioxide
operated at 800°C, which ensures high mobility of oxygen. The concentration of oxygen
in air establishes the potential for the reference electrode, while the concentration in the
sample establishes the potential in the second electrode. The difference in potential of
these two electrodes is the cell voltage. There is an LCD display that indicates the
amount of oxygen in the gas stream by converting the voltage into parts per million units.
The quantity of oxygen is determined from the voltage by applying the Nemst Equation.

RT (PO, 4ir) (PO, 4ir)
E=—log, ——2>—-~=0.0496T L 2
aF b (PO, Sample) %810 (PO, Sample)

(61)

Where E is the voltage in milli-volts, T is temperature in degrees Kelvin and 0.0496 is a
constant expressed in millivolts’/K. Because the amount of oxygen in the sample is
inversely related to the cell voltage, an increase in oxygen content results in a lower
voltage in the cell. The oxygen content for each experiment is typically less than 20ppm,

corresponding to an output > 150 millivolts. The cell voltage is connected to the data

acquisition system and recorded.
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3.2.8 Procedure for High Temperature Experiments

I. The crucible is mounted into the frame of the apparatus, where two
thermocouples are inserted. From one thermocouple, the temperature is displayed
on an LCD display and from the other the temperature is recorded to the data
acquisition system. The material to be melted is added to the crucible. The top
portion of the shell is bolted to the plate that the crucible rests on.

2. The pan containing SiO, for aluminum and MgO for AZ91D alloy rests on the
loadcell. The bottom portion of the shell is bolted to the plate. The stopper rod is
positioned at the bottom of the orifice plate.

3. Air is evacuated from the unit using the vacuum pump.

4. The vacuum is turned off and argon is pumped into the apparatus until a2 pressure
of 34000 Pa (5psig) is registered.

5. Steps 3 and 4 are repeated to ensure more complete oxygen removal.

6. Once 34000 Pa of argon is exerted on the unit, the purge valve is turned on. The
gas flow rate is regulated such that the pressure is held constant despite the
presence of a continuous purge.

7. The oxygen content in the unit is monitored until 20ppm is registered on the
oxygen sensor. This information is recorded on the data acquisition system every
30s.

8. Once the oxygen content reaches 20ppm, the induction furnace is turned on.
Recall that 20ppm is the minimal oxygen content that the existing apparatus can

achieve. Approximately 1 kilowatt (Power = Voltage*Current in induction coil)
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10.

1.

12.

13.

14.

is applied to the crucible for every 100 °C until the desired temperature is
reached. This information is also recorded every 30 s.

When the material approaches the desired temperature, the induction power is
turned down until the temperature remains steady. The conditions are held for 20
minutes to ensure that the system is stabilized in terms of temperature and oxygen
content.

When the melt is ready to pour through the orifice, the furnace is turned off. This
is important because it eliminates induction stirring that may seriously affect the
dynamics of the experiment.

Within approximately 10s, the stopper rod is removed and the melt flows from the
orifice onto the pan.

The loadcell, thermocouple, and oxygen sensor are recorded by the data
acquisition system at a sample rate of 5Hz (0.2s). The data is saved to a floppy
disk.

The data is imported into Excel (Microsoft corporation) where a 2™ order
polynomial is fitted to the cumulative mass curve versus time data. This function
is differentiated to obtain the experimental flow rate at the respective head heights
taken every 0.2s.

For an initial head height of 0.11m, the time taken to drain through a 0.005m
(5mm) orifice is approximately 35 s for molten aluminum (973K-1165K) and

AZ91D alloy (921K-1169K).
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33 Conclusions

Both the low temperature and high temperature equipment is designed to provide
conditions where head and flow rate are measured with a minimal amount of uncertainty.
The high temperature apparatus efficiently provides heat and atmospheric control, a
necessity for such experimentation. By making use of the equipment and procedures, it is
possible to calculate the frictional characteristics of the orifice using measurements for
head, flow rate, and sound knowledge of the physical properties of melts. This is
discussed in detail in Chapter 4. Chapter § illustrates how measurements for head, flow
rate, and knowledge of the frictional characteristics of the orifice, make it possible to

measure the physical properties of a melt.
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CHAPTER 4: CHARACTERIZATION OF FRICTIONAL LOSSES

This chapter will present the Bernoulli approach to analyze the fluid dynamics of
a stream draining from a vessel. Two models will be presented. The first model under
consideration will not include surface tension in the formulation. A second model will
account for the surface energy of a stream exiting an orifice. Non-dimensional numbers
will be introduced that provide insight into the relative magnitude of forces, a useful

analysis in designing similar dynamic systems.

4.1 Flow From a Draining Vessel: Neglecting Surface Tension

For a vessel having an orifice in the bottom, it is assumed that a free jet will form
when the vessel is filled with a fluid, and that flow rate is dependent on the head of the
fluid. To predict the flow rate, the Bernoulli formulation will be applied. This approach
is considered to be macroscopic meaning that exact solutions obtained from these
methods are correct “on the average” [80]. The assumptions made in the derivation will

be clearly outlined.

4.1.1 Formulation

Refer to Figure 4.1 for an illustration of unsteady flow through an orifice. The

two reference locations under consideration are defined at points 1 and 2.
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Figure 4.1: Schematic of draining vessel system depicting flow rate of a fluid
through an orifice placed at the bottom.
Bernoulli Approach
Referring to Figure 4.2, frictionless unsteady flow can be considered along a
streamline. Unsteady flow conditions can be considered using this method; however, the
moving boundary located at reference point 1 is not considered in this analysis. The
forces acting on the small cylindrical element of fluid that acts in the direction of the

streamline will be applied along with Newton’s second law (i.e. F, = d(mu)/dt). This
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formulation is outlined in Daugherty et al. [79]. The Bernoulli equation applied
specifically to a draining vessel system has been formulated in Whitaker [80]; however,

transient terms were neglected.

PdA.
o
~——
P8

z dz

!
\

+«— R —»

Streamline \ (P+dP)dA.

Figure 4.2: Control element on streamline neglecting frictional losses.
The forces tending to accelerate the fluid mass are the pressure forces at the ends of the
element:
PdA_ - (P +dP)dA, =dPdA, (62)
Where P is the pressure exerted at the inlet of the element, dP is the change in pressure
across the element and A_. is the cross sectional area of the element.

The weight of the element in the direction of motion is:

mg = pgdA dz (63)
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The sum of the forces expressed by Equations (62) and (63) equal the change in
momentum of the control element:

—dPdA, +pgdA,__dz=i%":l‘l (64)

Daugherty et al. [79] considered the case of unsteady flow (velocity as a function of both

position and time). The following relationship is obtained:

ou ou
—dPdA_ + pgdA.dz=m| u— + — 65
. +pgdA, ”’(“az az) (65)

Equation (65) can be expressed as:

— dPdd, +pgdAcdz=pdAcdz(u@+i“-) (66)
0z ot

Dividing by -pdA.:

P _ oz = _dz(u o ?5) (67a)
P 0z Ot

Q-gdn-udu-dz(@) (67b)
P ot

2 2 2 2

j'i'i-gjdujudu:{@)jdz (68)
2 T ot /i

The term dw/ét is considered to be constant since the relation between velocity and time
at reference points 1 and 2 is essentially linear. Refer to Figure A.1 in Appendix A for
validation of the linear assumption. Integrating Equation (68) between points 1 and 2

yields:

_ 22
——(Pz pPl)‘g(Zz _zl)+£1f2__2ﬂ_)=_(zz _z[(%llt_) (69)
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Note that the formulation has thus far neglected viscosity effects in the derivation. The
balance is therefore considered to be valid for inviscid flow only. The frictional effects
will be charcterized by the discharge coefficient that will be introduced later in this
section. The term (z — z)) is the head of fluid above the exit of the orifice, h, as indicated
by Figure 4.1. The velocity at point 1 can be expressed as the velocity at point 2

(continuity):
r,

u, =-su, (70)
rv

An assumption is made at this point in the formulation. Since ry >> ro, U1 = 0[79].

Rearranging in terms of outlet velocity, uy, yields:

)

The term h/g(0wdt) represents the accelerative head term within the vessel [79]. This

term is neglected in the final form of the equation. The assumption that the accelerative
head term is negligible is validated in Appendix A. Another assumption will be
presented at this point. It is assumed that there is no pressure difference between points
1 and 2 (atmospheric pressure at the free surface and orifice tip). In section 4.2, a new
formulation will be presented, which states that there is in fact a pressure exerted at point

2 due to the effects of surface tension. Equation (71) becomes:
u, =2gh (72)
This is the classical expression that relates velocity with head. Since friction is neglected

in the formulation, u, is considered to be the theoretical maximum velocity at the exit of

the orifice.
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Uy, =\ 28H (73)

Or in terms of maximum theortical flow rate:

Qs =" 28h (74)
A summary of the assumptions made in this formulation are the following:

1) The flow is quasi-steady state (validated in Appendix A).

2) Viscous dissipation is neglected.

3) The velocity at reference point 1, uy, is small compared with u,.

4) The velocity profile at the orifice exit is flat.

5) The pressure at the inlet and outlet is atmopsheric pressure only (i.e. Py = P2).

Equation (74) can be expressed in dimensionless form by introducing the Froude

number:
2
: 2 (Q"’% z)
Fr= Inertial Forces _ Uy _ o, -1 (15)
Potential Forces 2gh 2gh

The Froude number is always equal to unity in this analysis since viscous losses are

neglected.

Next, the discharge coefficient is used to characterize the friction losses in the
orifice, and is defined as the ratio between experimental flow rate and theoretical flow

rate:

chp
C,=— 76
¢ m"z\’zgh ( )

Qexp is defined as the experimental flow rate in units of m*/s. Clearly, C4 must always be

less than unity since viscous losses in the orifice result in flow rates less than what is
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computed ideally from Equation (74). Note that Equation (76) is dimensionless. The
physical significance of the inertial and viscous forces will now be discussed.
The Reynolds number (Re) is introduced to characterize the inertial and viscous

forces at the orifice.

_ Inertial Forces _ Phey2Ts _ 20Qex an

Re,, =
Viscous Forces n mr,n

exp

Where p and 1 are the density and viscosity of the fluid respectively, and ueyp is
experimental fluid velocity.

The next section will calculate the discharge coefficient expressed in Equation
(76) for water and ethylene glycol at different temperatures. This quantity will be plotted
against Reynolds number so that frictional characteristics in the orifice can be

determined.

4.1.2 Results

Ethylene Glycol and Water were used to test the formulation presented in this
section using a 0.003m diameter Teflon orifice. The viscosity of these fluids is a strong
function of temperature and makes it possible to explore a wide range Reynolds numbers
[61]. Refer to section 3.1 for an overview of the methodology for low temperature
experimentation. The flow rate was determined from the cumulative mass measured with
time by the digital scale (Ohaus GT-8000) and a stopwatch. A video camera recorded the
mass and time that was displayed by the instrumentation. The flow rate was calculated
by differentiating the cumulative mass curve that was generated. Refer to Figure 4.3 for

the cumulative mass of water at 293 K for this system. The 3™ order polynomial used to
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describe the curve is included on the chart. It was determined that a 3™ order polynomial
fit sufficiently describes the data and that an increasing polynomial order does not

improve accuracy.

The function takes the form:

C. . =3.442x107(r)* —6.315x107° ()2 +1.113x107 (¢) +9.842x10 kg (78)

m. poly
The standard deviation between the data points depicted in Figure 4.3 and the polynomial

curve is calculated as follows:

c . -C
&, =\/Z( =.poly 2 mee/ —1.018x10%kg (79)
n—

The number of data points, n, is 75.
Equation (78) is differentiated to yield the flow rate on a mass basis, i.e.:

d(C
A C o) ;;’””) =3(3.442x1078)(r)? - 2(6.315x107°)(¢) +1.113x1072 kg /s (80)

Head was determined through visual observation and recorded on video as well. Flow
rate and head were used in Equation (76) to calculate the discharge coefficient. Head is
illustrated as a function of time in Figure 4.4. The scale used for visual observations is
accurate to 0.0005m.

Results from this analysis are represented in Figure 4.5. Each liquid exhibits
different frictional characteristics, as Figure 4.5 indicates. The formulation presented in
the last section is reinvestigated in the next section to explain this behavior. By
accounting for other forces such as surface tension effects, it will be observed that a
different relationship is generated for the discharge coefficient and Reynolds number

analysis.
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Figure 4.3: Cumulative mass versus time for water at 293 K through 0.003m
Teflon orifice plate from an initial head of approximately 0.17m.
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Figure 4.4: Head versus time for water at 293 K through a 0.003mTeflon
orifice plate from an initial head of approximately 0.17m.
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Figure 4.5: C4 versus Re.y, calculated using Equation (76) for a 0.003m diameter
orifice draining under the influence of gravity. Ethylene glycol and water are
presented at different temperatures.

4.2 Flow From a Draining Vessel: A New Approach

The formulation presented in section 4.1 did not consider pressure effects at
reference points 1 and 2 in Figure 4.1. The same system will be considered in this
discussion; however, pressures induced from the effects of surface tension will be
considered as well. The new formulation will be tested and validated using the discharge
coefficient versus Reynolds number characterization using the same experimental data
that was used to generate Figure 4.5. Finally, a new dimensionless number will be

defined called the Bond number that indicates the magnitude of surface forces in the
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system. This quantity assists in outlining the experimental set of conditions that result in

significant effects due to surface tension.

4.2.1 Formulation

Pressure that is induced by surface tension occurs at curved interface separating
the liquid from the atmosphere. This occurs just below reference point 2 on Figure 4.1.
The Laplace equation relates the pressure difference across a curved interface to the radii

of curvature:

pr{ L, ! ] (81)
Rumewr  Rames

AP is the pressure difference across the liquid/gas interface, and Reurvewa~ a0d Reurvet”

represent the radii of curvature that describes the shape of the surface. If there is a planar
surface, R— o, and there is no pressure induced as Equation (81) indicates.

At reference point 1 (top of the liquid in the vessel), it is assumed that the
pressure induced is negligible since the interface is considered to be planar (Reurvea” and
Reurvew~ approach infinity).

Directly below reference point 2 (orifice tip), the stream exiting the orifice is
essentially cylindrical with the curvatures illustrated in Figure 4.6. Ata location just
below the orifice (where the stream is first in contact with the atmosphere), Reurve-a” is
taken to be the radius of the orifice, r,, The second radius of curvature, Reuve~ iS
assumed to be infinity since the stream is assumed to be a perfect cylinder at this

location.
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Figure 4.6: Radius of curvature defining the gas-liquid interface of a free jet.

From the Laplace equation, the pressure induced due to the effects of surface

tension directly below the orifice is:

Ap=a(_1_J (82)

r.

< Reference

P=c/1, @ gl}&sultant Point 2
ressure
Exerted at

Point 2

Figure 4.7: Pressure acting at orifice tip for a stream of liquid exposed to the
atmosphere.

Considering Equation (71), and assuming quasi-steady state conditions, an added
pressure at reference point 2 is included in the formulation that corresponds to a

magnitude of o/r,.
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4

~ (0' +P, - Pm)
B e N S PRV B ¥ (R
4 4
P, is taken to be atmospheric pressure only because the free surface is considered to be
planar, which indicates no effects of surface tension. Equation (83) is considered to

represent the theoretical maximum velocity since frictional losses are not considered at

this point.

u,,, = ’2g[h - p:r } (84)

Or in terms of maximum theortical flow rate:

Qm=rzr,"/2g(h- J ) (85)
PET,

By rearranging Equation (85), it is possible to obtain the relative magnitudes of the

inertial, gravitational, and surface forces in a dimensionless format. This is useful in

determining the relative magnitude of these forces.

2
Oier )
AN .

2gh pgr,h

2

Yoo _y__ @ 87)

2gh pgr.h

The Froude number appears on the left hand side of Equation (87). We now define
the Bond number as:

= Potential Forces _ pgrh (88)
Surface Forces c
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Equation (87) can be expressed as the summation of the Froude number and reciprocal of

the Bond number:
Fr+ %?0 =1 (89)

Similar to the analysis in section 4.1, the discharge coefficient is calculated using

Equation (85) and the experimental flow rate.

C, = Oeo (90)
)’ ‘/;(h— = )
per,

Similar to Section 4.1.2, in the next section will calculate the discharge coefficient

expressed in Equation (90) will be calculated for water and ethylene glycol at different
temperatures. Equation (90) will be plotted against Reynolds number so that the

frictional characteristics in the orifice can be determined.

4.2.2 Results

The surface tension of ethylene glycol and water was required for this analysis
[61,63]. The results are presented in Figure 4.8. The trends of each liquid appear to
follow, more consistently, a dependence on Reynolds number. There is a transition zone
that is estimated to be approximately between 300 < Re < 3000. Laminar flow is likely
characterized by the portion that approaches the origin on the y-axis. The turbulent
regime (Re>2000) appears to have a slight slope. Chapter 6 will provide further insight

into the turbulent regime in the discussion of experimental viscosity results.
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Figure 4.8: C4 versus Re.y, calculated using Equation (90) for a 0.003m
diameter orifice draining under the influence of gravity. Ethylene glycol and water
are presented at different temperatures.

43  Considerations for High Temperature Fluids

In quantifying surface energy in the momentum balance, the use of dimensionless
numbers can be insightful in terms of identifying for which systems and under what
conditions this new formulation should be considered. Inspection of Equation (89)
indicates that as reciprocal of the Bond numbers increases, the Froude number must
decrease since the sum of these numbers must equal unity. A small Bond number is
indicative of a system where surface energy is playing a significant role. The following

criterion is proposed concerning this issue:
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1) As 1/Bo—0 for a particular system, Fr—1. By inspection of Equations (75) and
(89), flow rate and the frictional characteristics can be reasonably approximated using the
classic approach outlined in section 4.1.

2) When 1/Bo — 1, then Fr — 0. This result confirms the necessity to account for
surface tension using the newly developed approach outlined in section 4.2.

3) When 1/Bo > 1, Fr < 0 meaning that continuous flow has stopped and that a
different formulation is required to describe throughput (i.e. dripping supplied by
capillary action).

Through proper examination of the Bond number, it is possible to determine when
surface energy is expected to play a significant role for a particular system. For instance,
fluids with a relatively large surface tension to density ratio exhibit fluid dynamic
behavior in which surface forces are significant because surface tension appears in the
denominator and density appears in the numerator. ~ Also, surface tension is expected to
exhibit greater influence on the system when a relatively small orifice is used. Finally,
and during the course of an experiment as head conditions get lower, surface forces
increase in relative magnitude since head appears in the numerator as well.

Densities of molten metals are known to be higher than those of fluids such as
water and a variety of organic fluids. Also, molten metals have considerably higher
surface tension values than low temperature fluids such as water and organic liquids.
This has been discussed in Chapter 2. The influence of the density-surface tension ratio
on the magnitude of the Bond number is obvious when comparing water and aluminum
systems. Data collected for these systems is presented in Figure 4.9 for a 0.005m

diameter orifice design. It is immediately evident that the aluminum system is influenced
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to a greater extent by surface forces. This is due to the fact that aluminum’s density-
surface tension ratio is 5.5 times less than it is for water (pu2o = 988 kg/m’, omo = 0.069
N/m at 313 K[61]; pai=2300 kg/m3 [2], o =0.83 N/m [7] at 1173 K). Head conditions
corresponding to the water data vary between 0.13 and 0.0lm. For aluminum the

conditions varied between 0.12 and 0.02m.
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0.6 l. a Aluminum 1173 K

0.5
04 ﬁﬁ A Water 313 K

0.3 =
0.2
0.1

0

Fr
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Figure 4.9: Dependence of the Bond and Froude relation on the density-
surface tension ratio.
Figure 4.10 illustrates the magnitude of the Bond number for a variety of fluids.
The head and orifice radius were hypothetically chosen at 0.01m and 0.004m respectively
because these design parameters realistically ensure that a full scale Fr vs. Bo curve is
observed. Molten systems point to the fact that Bond numbers vary significantly
depending on the metal that is used. Mercury and lead are the only metals on this chart
that are within the same range as water and other organic fluids. Note that for other
values of head and orifice areas, only the magnitude of Fr and Bo will vary along the

same line shown in Figure 4.10.
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Figure 4.10: Relative magnitude of Bond numbers for a variety of liquids. Density
and surface tension are obtained from lida and Guthrie [2].

From a design perspective, the following formulation can be very useful. By

taking the ratio of Equations (84) and (73), Equation (91) is obtained:
’2g(h g ) f
- / -1
L2y oz, ) V2 /B =,/1—y o1
gk 2gh Bo

For any processing condition, and if reliable property data is available, one can determine

U heono o
the flow regime that would be appropriate to consider before experiments are performed,
thus enabling the appropriate formulation to be utilized. The value computed from

Equation (91) is an indication of the discrepancy if the effect of surface tension on
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pressure at the outlet is neglected in the formulation. If Equation (91) approaches unity,
it is more reasonable to neglect surface energy in the formulation. Figures 4.11, 4.12, and
4.13 illustrate the discrepancies for head conditions between 0.1 and 0.01m for water,
iron and aluminum systems respectively. These conditions are based on constant head
operation. The properties of water were taken at 293 K [61] and those of molten
aluminum and iron at the melting points [2,7]. The results confirm the significant
dependency on surface energy many melts exhibit relative to low temperature fluids such
as water. For instance, if a head of 0.05m (50cm) is utilized with a specified discrepancy
of 0.90, Figures 4.12 and 4.13 indicate that the radius must be in excess of 0.0030m
(3.0mm) and 0.004 (4.0mm) for iron and aluminum respectively. When water is
considered, the orifice radius must only be in excess of 0.0007m (0.7mm). For the same
experimental conditions, molten metals have a higher value of 1/Bo than low temperature
organic liquids. Unfortunately, the density and surface tension of these liquids are often

unknown.
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Figure 4.11: Water: Accuracy in neglecting surface energy for variable orifice
design for heads ranging from 0.1m to 0.01m.

1 .
I
0.9 / /
0.8 / e
0.7

-0, 1m head
= = +0.05m head

f
[ |
,/1-}@0 0.5 ; ——0.02m head

0.6

0.4 - —e=—(0.01m head
0.3 1

0.2 +
0.1 -

0 0.002 0.004 0.006 0.008 0.01
Orifice Radius (m)

Figure 4.12: Molten iron: Accuracy in neglecting surface energy for variable
orifice design for heads ranging from 0.1m to 0.01m.
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Figure 4.13: Molten aluminum: Accuracy in neglecting surface energy for variable
orifice design for heads ranging from 0.1m to 0.01m.

44 Conclusions

The case of a fluid draining through an orifice is not a trivial problem that is
solved by accounting only for potential and inertial forces. In order to properly
characterize frictional losses in the system, conditions may exist where surface tension
must be implemented in the analysis. These conditions exist when, in relative terms,
fluid head and orifice radius are small; and surface tension to density ratio is large. These
conditions are addressed in the Bond number, which can be useful from a design

standpoint in determining whether or not surface tension should be included in the
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analysis. This approach is most relevant for molten metal systems where surface forces
are known to be significant, and points to yet another example of the necessity to expand
the current available data of the liquid properties of high temperature systems. In the
next chapter, it will be shown how this formulation can be used to calculate the physical
properties such as surface tension, viscosity and density. This is accomplished, however,
once the frictional characteristics of the orifice are quantified and calibrated using the
analysis described in this chapter. Through proper calibration of the discharge
coefficient-Reynolds number relationship, the properties of liquids, in particular melts,

can be determined by measuring flow rate and head.
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CHAPTER 5: FORMULATION OF PHYSICAL PROPERTY MEASUREMENTS

In this chapter, a formulation will be presented that calculates the physical
properties of melts. A calibration relating discharge coefficient with Reynolds number,
coupled with experimental flow rate and head measurements, facilitates these
measurements because surface tension, viscosity and density are inherently part of the
formulation developed in Chapter 4. An approach to measure surface tension for systems
where density and viscosity are known will be formulated and validated using systems
involving water. This is a useful exercise in analyzing the sensitivity of the calculation
when low temperature liquids are used. By implementing non-linear regression
techniques it will be illustrated how surface tension, density, and viscosity can be
determined simultaneously using data collected from one experiment. This is relevant
when dealing with molten systems because it is often encountered that more than one
physical property is unknown. Molten aluminum is used in this analysis to validate the
model. A rigorous error analysis is performed that identifies various sources of error and
predicts the uncertainties expected in the results. This is useful in determining for which

fluids, and under what conditions accurate measurements can be performed.

5.1 Formulation of Surface Tension Measurements: Fluids with Known Density
and Viscosity

As explained in section 2.1.4, techniques that measure surface tension are

typically the product of a force balance in which surface forces play a significant role.
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By rearranging Equation (90), an expression for surface tension as a function of

experimental flow rate, head, and discharge coefficient is obtained:

L Qw Y
= h——| == 92
o pgr[ 2g[cd z” (92)

A draining vessel system offers a distinct advantage compared with other
techniques. Conditions of flow rate, head, and discharge coefficient change continuously
during the course of one experiment. Consequently, by draining the vessel, a number of
measurements can be made due to the variable conditions.

This new method for determining surface tension is based on the calibration of
frictional losses in the orifice described by Cq. This is accomplished using fluids of
known properties for which under varying conditions of head and flow, a relationship
between discharge coefficient and Reynolds number can be determined. A 3™ order

polynomial was chosen to describe the discharge coefficient curve.

2
1 Q
= pgr.|h-— o 93
? [ 2g((&Re3+bRe2+cRe+d)ij &)

For the work performed with water presented in section 5.1.3, it was determined that an
increase in the polynomial order did not result in an improved fit to the experimental data
(for 1000 < Re < 5500). Refer to Section 3.1.1 for this particular orifice design. For
molten aluminum, it will be revealed in section 5.2.2 that a linear approximation
sufficiently describes the discharge coefficient for 4000 < Re < 13000 and that constants
a and b are set to zero. Note that the discharge coefficient-Reynolds number relationship
is not considered to be linear. Certain portions of the curve, however, can be

approximated to be so. It will be revealed in Section 5.2.1, with the introduction of
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multiple non-linear regression analysis, that this approach results in a simple
computational technique compared with a higher order polynomial fit. The orifice design
for the aluminum work is referenced in Section 3.2.1. Equation (93) can be written in

terms of Qexp, P, 1t and the polynomial constants, a b, ¢ and d as follows:

- 2]

( )
o = pgr, h——l— Qo

2 3 2 (94)
d aZpQ“" +b2i'gﬂ’- +cz—p—Q-ﬁ'i- +d o}
L\ 7 m,n m,n °

5.1.1 Error Analysis

Errors in head, flow rate, and discharge coefficient will all contribute to the error
in the calculation of surface tension. The propagation of uncertainties is used to

determine the effects and is written as follows [64]:

5o = J@—:)z (o) + ( a‘;: ]z (00ue f +(-§%)2 (6c,)’ (95)

The value 8c is the expected deviation in surface tension. Quantities, 8h, 3Qexp,

and 5Cg represent the standard deviations of head, flow rate and discharge coefficient
respectively.

The differentials in Equation (95) are determined by taking the derivative of
Equation (92) with respect to h, Qep, and Cy. These relationships are represented in

Equations (96-98): The derivative of Equation (92) with respect to his:
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do
ve o 96
5 - P (96)

The derivative of Equation (92) with respect to Qesp is:

oo _ Qep o Pl __P 2ghFr o7
00y Cd’”’oz

= 2 2
C,m, C,m, Cam,

(Recall from Equation (75) that u,,,, = JZghFr )

The derivative of Equation (92) with respect to Cq is:

2
0o _ o[ Qew =/”o“m2 _ 2pgr,hEr (98)
ac, C,\C,m} C, C,

Errors in Head

Referring to Equation (96), uncertainties in head will produce a deviation in
surface tension proportional to the product of p, g, and r,. This indicates that low-density
fluids and small orifice sizes are favorable in terms of accuracy of the surface tension
calculation. The derivative is independent of processing variables h, Qexp, and Cq and
indicates the errors in the measurement would be constant for any set of processing
conditions.
Errors in Flow Rate

In the presence of errors in flow rate, Equation (97) indicates that decreasing
head, results in decreasing error in the calculation. Low-density liquids are preferable, as
are large orifice radii. Also, large discharge coefficients are favorable in minimizing the
effects of error in flow rate.
Errors in Discharge Coefficient

Similar to errors in flow rate, diminishing head conditions and large discharge

coefficients improve the accuracy of the calculation from analysis of Equation (98).
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Small orifice designs and low-density liquids are more favorable as well. By rearranging
Equation (98), an acceptable deviation with respect to a deviation in discharge coefficient

(86/6C4) can be imposed such that head never exceeds the following level:

h< do ) G (99)
oC, )2pgr,Fr

This constraint will be put into practice in Section 5.1.3.
5.1.2 Data Analysis

Tests with water at 321.5 K were conducted to assess the feasibility of measuring
surface tension. Refer to Section 3.1 in Chapter 3. The 0.003m diameter Teflon orifice
plate was used. The cumulative mass was measured using the Ohaus GT-8000 scale and
a stopwatch. A video camera was directed at the scale and stopwatch to record the mass
and time. The flow rate was determined by differentiating the cumulative mass curve
that was generated using a 2™ order polynomial fit to the experimental data. Head was
determined through visual observation and recorded on video as well. Four calibrations
were used to determine the polynomial constants a, b, ¢, and d required in Equation (93)
and (94). This was done using water at room temperature as a calibration fluid. The
density and viscosity of water at 293 K are 998 kg/m’ and 1.002x107 Ns/m? respectively
[61]. At an elevated temperature of 321.5 K, the density is 988 kg/m’ and the viscosity is
significantly less at 5.86x10™ Ns/m? [61]. This corresponds to a decrease in viscosity of
41.5% resulting in operation at higher Reynolds numbers. With reliable physical

property data and consistent calibrations, the surface tension of water at 321.5 K is to be
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calculated at any set of conditions, provided that Equation (92) properly quantifies
surface tension.
Measuring Head

Figure 5.1 illustrates head measurements that were taken at the respective times.
A 2" order polynomial relation was fitted to the data as illustrated. It was determined
that increasing the order of the polynomial fit did not improve the accuracy of the fit.
Error in head measurements can be represented by the standard deviation that is
calculated between experimental numbers and the mathematical function. The curve

takes the following form:

B oy =2.29x107 (1) —4.17x107 (1) +1.95x107  (m) (100)

0.25

0.1 \
\

0.05 ~

\M_

0 ! |
0 10 20 30 40 50 60 70 80
Time (s)

Figure 5.1: Experimental Head measurements for water at 3215K.

The standard deviation of Equation (100) with respect to the experimental data points

presented in figure 5.1 is:
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., —h.)
Oh = Jz—("x—;‘i =1.53x107'm (101)
n—

The quantity, n, represents the number of data points. Due to the nature in which head
was measured, the error represented by the standard deviation is “random” and means
that each experimental data point has an equal possibility of producing either a positive or
negative deviation. When measuring head with a linear scale measuring length, random
behavior is encountered because values often have to be interpolated. This results in
equal possibilities of either underestimating or overestimating the true dimension. Figure

5.2 illustrates the random deviations.

0.0008

0.0006

0.0004 ~

(m)

4

0.0002
.

0

-0.0002

h(poly) - h(exp)

-0.0004

-0.0006 .

-0.0008
h(exp) (m)

Figure 5.2: Deviations between experimental head and calculated head for water at
3215K
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Measuring Flow Rate

The cumulative mass curve is illustrated in Figure 5.3. Unlike relating head with
time, the instantaneous flow rate is produced indirectly by analytically differentiating the
2™ order polynomial curve that was determined to fit the data reasonably.

C. . =—6.228x107()% —1.113x1072(r) +1.246¢ kg (102)

m, poly

The standard deviation depicted in Figure 5.3 is:

Corso ~Corcs)’
ac,.=\lz( — me) _ 4.0x10" kg (103)
n—

The flow rate is:

dC,
—;;t"ﬂ =-1.246x107(¢) - 1.113e %kg /s (104)

0.6 ,

0.5

04

o Cumulative
- Poly. (Cumulative

0.3

Cumulative mass (kg)

0.2 —

0.1

0 20 40 60 80
Time (s)

Figure 5.3: Cumulative mass as a function of time for water at 321.5 K through a
0.003m diameter Teflon orifice.
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Errors associated with flow rate are of a different type than the random errors
exhibited in Figure 5.2, since they are considered “systematic” in nature. An analytical
expression is used to determine the flow rate, which is an approximation to the actual
flow rate. Errors in the formula are systematic because they take the form of entire shifts
in magnitude rather than random deviations. Consequently, systematic errors produce
erroneous data that is not easily recognized.

Measuring Discharge Coefficient
Figure 5.4 illustrates Cq as a function of Ree, determined for four different

calibration tests of the orifice.

1
0.9
¢ Calibration 1
0.8 W = Calibration 2
307 W = Calibration 3
06 e Calibration 4
. — Polynomial Fit
0.5
04
0 2000 4000 6000

Re

Figure 5.4: Calibration for a 0.003m diameter orifice hole using water at room
temperature.

It is clear that there is little random scatter, yet there are differences that exist
between each calibration, even though they are generated under identical conditions.

This is the result of systematic differences that are attributed to errors in the analytical
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expressions for flow rate. A 3" order polynomial fit was used on all four data sets
together making it possible to determine a standard deviation term for discharge
coefficient that represents differences between the four calibrations.

C, =2.587x1072(Re)’ -3.1 10x107*(Re)” +1.326x107*(Re) + 5.965x10™ (105)
The standard deviation in discharge coefficient was determined using Equation (105) and

each experimental data point represented in Figure 5.4.

C -C 2
Z( ll-poly d.up) (106)

&, = =0.0035
n-4

Where n, the number of data points, is equal to 295 for all four calibrations combined.
5.1.3 Surface Tension of Water at 321.5 K

The data presented in Figures 5.1, 5.3, and 5.4 for water at 321.5 K were used to
test the validity of Equation (92). First, each of the four room temperature calibrations
was used independently to analyze the propagation of errors theory. A 3™ order
polynomial fit was used to describe each of the four calibrations. All four calibrations
were also used in combination to produce a more statistically sound function. This
function is Equation (105) and is also represented in T;ble 5.1 as the “combination” data
set. The variability between the four relationships is attributed to random errors in head,

and systematic errors in flow rate.
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Table 5.1: Polynomial constants that describe the discharge coefficient as a function

of Reynolds number.
Calibration A b ¢ d
#1 3.38x107~ -3.80x10™ 1.52x10™ 5.83x10™
#2 2.92x107* -3.71x10™ 1.61x10™ 5.60x10™
#3 2.53x10™° -2.84x10™ 1.18x10™ 6.18x10™
#4 4.64x10™* -4.84x107 1.76x10e™ 5.61x10"
Combination 2.587x107* -3.110x10° 1.326x10” 5.965x10™

Results for the surface tension of water at 321.5 K are presented in Figure 5.5 for

each of the four independent calibrations. The average value indicated on the chart

represents the average of all points represented in Figure 5.5.

1/Bo=0.30

0.085

0.08

o
o
3
2]

TR

0.07
0.065

- 0.0075N/m

0.06 @t Tw==jrm

0.055

Surface Tension (N/m)

0.05

0.045

0.04
0

001 0.02

0.03

0.04
Head (m)

0.05

006 0.07

10 - R O

Calibration1
Calibration2
Calibration3
Calibration4
‘Average

0.08

Figure 5.5: Experimental surface tension as a function of head for water at
321.5 K for four separate calibrations.
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The propagation of errors analysis, explained in section 5.1.1, was used to predict
the error in the determination of surface tension. The standard deviation in head and
discharge coefficient was used to calculate the expected error, represented by the solid
arrow lines in Figure 5.5. The solid lines were determined through application of
Equation (95). The partial derivatives with respect to h and Cg4 are Equations (96) and
(98) respectively. The standard deviations in h and Cg4 are determined as indicated from
Equations (101) and (106) respectively. The deviation with respect to flow rate was not
considered in the calculation. The propagation of error analysis reasonably predicts the
magnitude of error in surface tension since scatter between the four calibrations follows
similar trends to the predicted deviation lines. This confirms, as predicted in section
5.1.1, that errors in surface tension increase with head. Also, there appears to be greater
deviations between the four calibrations than is exhibited within each calibration. This
indicates that random errors related to head measurements, appear to be insignificant.
Thus, errors inherent with the discharge coefficient seem to dominate the accuracy of the
surface tension measurement. Applying Equation (99) facilitates the maximum head to
be calculated resulting in 2 maximum amount of error in surface tension. As an example,
if the tolerance in the calculation is +0.0075 N/m, then substituting appropriate variables
in Equation (99) yields:

(Z)  asftmen)
h< 4/ < -

<0.0636 99a
2per,Fr  2(988kg/m’ 0.81m/s? [1.5¢*m)0.93) " (%)

Recall that the deviation in discharge coefficient was determined from Equation (106) to
be 0.0035. The region indicated by the dashed arrows in Figure 5.5 predicts the range of

head conditions deemed acceptable in terms of error in surface tension. The results
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represented in Figure 5.5 confirm that for a tolerance of + 0.0075N/m, the head should be
no greater than 0.0636m. Figure 5.6 represents the maximum head that should be utilized

for a variety of hypothetical errors in surface tension for this system.

1/Bo=0.90 1/Bo=0.06
0.009 I I 14
0.008 /,‘ 1 12
0.007
A 1 10
0.005 pd - 8 g
P 0
0.004 / 3 6 °\°
0.003 A
/ T 4
0.002 A
0.001 2
- /
0 0
0 001 002 003 004 005 0.06 007 0.08
Head (m)

Figure 5.6 Maximum head height determined for a specified error in
surface tension for water draining through a 0.003m diameter orifice at 321.5 K.

Next, the polynomial curve that was fitted to all four calibrations was used to
calculate the surface tension (combination that is illustrated in Table 5.1). By doing this,
a more statistically sound calibration is used since all four calibrations are considered
together and the number of data points used in generating the curve is increased by a
factor of four. Figure 5.7 illustrates the results using this relationship. The standard
deviation of the data presented in Figure 5.7 is 0.002 N/m. Results are presented and

compared with literature in Table 5.2.
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4,

€ 008
Z
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Figure 5.7: Average surface tension of water at 321.5 K.

Table 5.2: Comparison between experimental surface tension and literature value
for water at 321.5 K [61].

Average Experimental CRC Handbook of Chemistry | Percentage Difference
Surface Tension and Physics at 321.5K
(N/m) (N/m) (%)
0.0670+0.002 0.0682 1.75

The validation of the model is confirmed since the average surface tension that is
calculated using this approach is in agreement with the accepted literature value at 321.5

K to within the experimental error.

52 Formulation for Simultaneous Determination of Surface Tension, Viscosity,
and Density

Uncertainties associated with the values of density and viscosity will yield

systematic errors that may seriously impact the calculation of surface tension.
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Fortunately, the statistical nature of these experiments makes it possible to not only
measure surface tension, but density and viscosity as well. The vast amount of data each
experiment produces facilitates the simultaneous calculation of all three properties using
non-linear regression analysis.

The following discussion outlines the formulation of the Gauss-Newton method.

The experimental head, hi,exp, can be expressed as a function of experimental flow rate,
f(Qi exp) With a certain degree of error, 8h;exp, as follows:

Biep = S (Qiexp) + Miny (107)

Where hiexp and Qiexp are experimental data points that are expressed in vector notation:

hl.exp T

h, =| - (108)

exp

0. =| - (109)

| Qnexp |

Next, the function for surface tension in terms of Qexp, hexp and constants a, b, ¢, and d,
described by Equation (94), is to be rearranged in terms of one of the experimental

variables. Using the format in Equation (107) the theoretical head is written in terms of

Qexp as follows:
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— 1 Qi,exp g
) | oY (20} . (200, |
a(——" zl'up) + b — == zl'up +C — == 2"“’ +d ar,
m, n o, 1 o, n
\ /
(110)

Flow rate, Qp, is @ volumetric quantity that is determined from mass flow rate data.
Consequently, information on density is required so that the mass can be converted to a
volumetric quantity. Since density is considered an unknown in this analysis, the flux,

Vexp, can be introduced to replace Qexp:

Vew = p,f? (kg/m’s) (111)

Equation (110) can now be expresses as follows:

/ \2

v

f(V"“")=é V.Y (2 ;m P (2ny, " e (412
P a[——n’ "”’] +b(——-—r° "”") +c( L i‘”’)+d )
\ n n n )

Equation (107) is now expressed in terms of flux:

Moo = S Vienp) + Oy oy (113)
The non-linear model represented in Equation (112) is expanded in a Taylor series

around the unknown properties, o, 1y, and p.

B SVieg) S Viw) , F Vi)
fVi)in =fWViap); + Y= Ao + on An+ 2

Ap (114)

The subscript j corresponds to an initial guess, and, j+1 is the result after a single iteration

of the algorithm. Substituting Equation (114) into Equation (113) yields:
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I Vex oV, A4
(h;,m)j+l—f(",_,,,,)j =——(%.—-")Ao'+ g”"")An+ E’)pﬂp)Ap+(&"”")f*' (115)

Equation (115) illustrates how differences between experimental and calculated values

for head are minimized. Equation (115) can be represented in matrix notation:

{r}= [z, fax}+ {ag} (116)

Where [Z;] is a matrix of partial derivatives:

(Vi) S Vi) FViny))
oo on op

2=\t ) B! (17

do on op
af (Vn.exp ) af‘(Vn,exp ) W(Vn.exp )

oo on op

.

The partial derivatives of Equation (112), for substitution into Equation (115), with

respect to G, 1, p are:

12
¥ice) _ 1 (118)
do per,
/ \?
SVip) View !
on gp’ wv. ¥ (2v N (2nV
a( 7oV iexp ) +b( To¥ iexp ) + C(M‘J +d
\ n n 1 )
(24a(r¢‘:,_w)’ +86(nV;m)l +2¢n‘:w] (119)
n ] n
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Vi) __ 1 View z

3 3 2 2
op gp a(%%«,) . b(ZroVw) H[ZnVl.u,] L
\ n n n )

The vector {Y} corresponds to the difference between experimental and calculated head

values:
[Py = S Vi) ]
{r}= . (121)
hi.exp - f(Vl,exp)
_hn.exp - f (Vn,exp )_
Vector {Ax} corresponds to the change in properties:
Ao
{ax}=| An (122)
Ap

The vector, {AE} is the error associated with the differences between experimental and
calculated head values. This quantity decreases as the solution converges. Applying

linear least square theory results in the following matrix inverse relationship:

{ax}= (T &) T i) (123)

An initial guess is made, and new quantities for o, 1, and p are determined iteratively

using Equations (124a) through (124c¢).

0, =0;+A0; (124a)
Ma =ql +A7] (124b)
P =P, +0p; (124c)
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A series of convergence criteria must be met when the solution is stated. Convergence is
met once the following quantities are smaller than a chosen tolerance, £. For this study,

the tolerance was chosen to be 1x10°.

g 2% (125a)
dj-«-l

£ 2 /i (125b)
n J+l

g, 228 (125¢)
P

The values &, &n, &, correspond to the tolerance of each property. If one of the criteria
represented in Equations (125a) through (125¢) is not met, the algorithm is performed for
an additional iteration using the updated values for o, n, and p as the new initial guess.
The Matlab program used to perform this computational technique is presented in

Appendix B.

5.2.1 Error Analysis

The propagation of errors theorem can be used not only to determine the

sensitivity of the surface tension calculation, but the sensitivity of the viscosity and

density calculation as well.
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52.1.1 Surface Tension

Using non-linear regression, the prediction in uncertainty of surface tension is
identical to the approach outlined in section 5.1.1. The issues associated with errors in
head, flow rate and discharge coefficient are addressed in Equations (96) through (98).

52.1.2 Density

The propagation of errors theorem when applied to the calculation of density

requires Equation (92) to be rearranged in terms of density:

p= g 2 (126)
g, h__l__ Qexp
’ 2g\ C
Applying propagation of errors theorem to Equation (126):
apY ap \ o\
sp=|| = | (eh) +| =-| (6c,) 127
o= (2] ){%}( wF (2] ) a27)

Similar to the error analysis with surface tension, the quantities 3h, 8Qexp, and 8Cy refer

to the standard deviations in head, flow rate and discharge coefficient. Before

proceeding, the following terms will be recalled from Chapter 4:

1 1 (o, Y
Fr=—u,, =—1—2; (128)
2gh 2gh\ C,m,

1-Fr=Y5 (129)
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1 _ o
/Bo g (130)

The derivative of Equation (126) with respect to h is:

% —g = —7 (131)
oh L  }) L 0w V)
grlh-—| "~ gl —| —
2g Cd”a 2gh Cd’”:)

Substituting equations (128) through (130) into Equation (13 1) yields:

o __plen (132)
oh o

The derivative of Equation (126) with respect to Qexp is:

9 _ Qe 1 — Qeep 1
T 2,225 2 222 5p2 212
0Q., g’C, x’r, h__l- 0., 2 g'C,ln'r’h 1__1_ 0.
22\ C, )} 2gh| C,m,}
(133)
Substituting Equations (128) through (129) into (133) yields:
2 2 2 [2gh(Fr) pZ,/Zgh‘l-y i
Op __POm _ PlUse _ P N2EHUET) Bo (134)
0., C,)n'r’c C,wo C,m,o C,m,c
The derivative of Equation (126) with respect to C, is:
2
o ___o (Qap ) 1
oc, c,g'r, Cdm;,2 h_L 0., 22
2g\ C,m,!
(135)
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Substituting (128) through (129) into Equation (135) yields:

ap _ ngcxpz __pzroumz __pz ZgnhFr =_p22gr°h(l—y80)

oc, om'r’c}  oC, oC, oC,

_ 2p(1 - ygo)

Cs lBo

(136)

Errors in Head

Like surface tension measurements, errors associated with head produce error in
density measurements that are independent of the dynamic conditions (head, flow rate
and discharge coefficient). Low-density fluids with a high surface tension produce less
uncertainty in terms of density calculations as Equation (132) indicates. A small orifice
radius is also favorable to larger sizes as are relatively high discharge coefficients.
Errors in Flow Rate

Like surface tension measurements, errors in flow rate produce higher deviations
in density measurements when low-density liquids are used that have relatively high
surface tensions. This is further reinforced with the presence of the Bond number in
Equation (134). Discharge coefficients that approach unity result in favorable conditions
as well since discharge coefficient appears in the denominator. Like surface tension, it is
best to have larger orifice sizes in the presence of errors in flow rate for more accurate
density measurements.
Errors in Discharge Coefficient

In terms of errors in discharge coefficient, Equation (136) indicates that accurate
density measurements are facilitated when low-density liquids with relatively high
surface tensions are used. The presence of the Bond number indicates that high surface

tension is favorable as well as conditions of low head. Again, discharge coefficients that
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approach unity are favorable because the discharge coefficient is in the denominator of

Equation (136).

52.13 Viscosity

In analyzing the sensitivity of the viscosity calculation, the task is not as trivial as
it is when studying surface tension and density. A problem arises when rearranging the
function in terms of viscosity because it cannot be solved for directly, as Equation (94)
indicates. An assumption is made that C4 vs. Re curve is piece wise linear so that the
constants a, and b, are zero. This assumption is only valid for 4000 <Re < 13000, as will
be revealed in Section 5.2.1.

The propagation of errors theorem is applied to Equation (94), which is
rearranged in terms of viscosity in this instance. The associated errors are assumed to be
head, flow rate, as well as uncertainty in constants ¢, and d that approximate the frictional

characteristics of the orifice. Rearranging Equation (94):

= 267, Qcs (137)

O 2y
%)
Pgr,
Applying propagation of errors theorem:
oV o [ on Y AT AT
_|f°on on °on 13
on=\(22) 7 +{ 2|l + () 7 +(33) 02 a3

The derivative of Equation (137) with respect to h are derived as follows:
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oh [ T
%
O -md [Zg(h— g )J
P8,
Zg(h— g )
i P87, i
_ 207,80,
“r 12
2
ik O 4 2gh(l— g )\/;gh(l— g ]
o g Woh pgroh
2g| h-
per, ]

Recall from Equations (85) and (90) that:

Qexp = Qexp =
70;,2‘/2g(h- g ) Qoo
PEr,

Substitute (140) into (139):

d

on_CJ 20018000

on ¢}
‘ 2rtlc, -df 2gh(l - p:r hJJZgh(l - p; p

] o

Recall from Equation (75) that:

2
Qoo 5 L. Fr
C,m,” ) 2gh

And from Equations (88) and (89) that:

(1—%‘50—,'}(1—%30% Fr

Substituting Equation (142) and (143) into Equation (141):
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(139)

(140)

(141)

(142)
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on 2cpr,C,,2gFr 2cpr,C42g (144)

oh (c,-d) Fr2gh(Fr) (c, ~dy [2gh{1 - V)

In order take derivatives of Equation (137) with respect to Qexp, rewrite Equation (137) as

follows:

2cpr,

2g(h—l- ) Qe
Per,

(145)
The derivative of Equation (145) with respect to Qexp:

on __ 2cpl;,(m;,2d) 2cpra(nr,2d)
0., i T 1

Q 2 l _ID’azd mz Qexp 2
exp 2
Q m,
2g[h— g ) = Zg(h— g )
i per,

(146)

Substitute Equation (140) into (146):

2
on . 20:',(70;, dL___ 2cpd i (147)
Q. z’r, [Cd “"]2 ’”'o(cd "d)

The discharge coefficient, Cy4, may be written in terms of Qexp-

Cd =c(.%)+d (148)
m,n

Substituting Equation (148) into (147) and applying Equation (142):
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am __ 2pd _ dmpg’ m)C___ dn’
00, p20..Y  26P0u, m’C,t  4cpghm,’C Fr
m’ ————
\“mn (149)
_ dn’
=T 3.2
4cpghar,”C, (1 - yBa)
The derivative of Equation (137) with respect to c is derived as follows:
2 2
gz= _ ﬁerxp = prerxp _ (150)
dc
2
Qexp —mzd m'oz Qup —]n‘o"d
m,
5 TR
] PET, 1 L PET, 1
Substituting Equation (140) into (150) yields:
2
on _ 2P Qe (151)

o mr[c,-d]
The discharge coefficient, C4, may be written in terms of constants ¢ and d. Substitute

Equation (148) into (151):

_ ————

ac zc p2Q¢xp (o4 (152)
T\
The derivative of Equation (137) with respect to d is derived as follows:
on 20,0, (") 267,00 (")
an _ _ = (153)
2 T T
Qexp - 2 d 2 Qexp -mr 2 d

2g(h -

(o8
PEr,

B

m,
m,

Substituting Equation (140) into (153):

2 ]
Zg(h - )
P87,
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dn =20proQa.,(mz)= 26/, Qry (154)
ad r*r'lc,-df m}'[c,-df

The discharge coefficient, Cq may be written in terms of ¢ and d. Substituting Equation

(148) into (154), and applying Equation (142):

on__ 2pQ., _ mrm
a - 2[(: P20, :IZ 2¢pQerp
ey (155)

Errors in Head

Referring to Equation (144), the significance of constants ¢ and d can be
determined. These constants are an indication as to what shape the discharge coefficient
curve exhibits favorable conditions in measuring viscosity. It is clear that when the slope
(constant c), is shallow, that errors are expected to be minimal. Also, due to the presence
of the y-intercept (constant d), it can be stated that the discharge coefficient should be
relatively low in the presence of errors in head. In short, the frictional characteristics of
the orifice should be significant yet exhibit a small dependency on the processing
variables (represented by the Reynolds number). Equation (144) indicates as well that
incre_asing head will result in lower errors when calculating viscosity.
Errors in Flow Rate

Unlike the case with the surface tension and density measurements, Equation
(149) indicates that errors in flow rate are not as significant in terms of the viscosity
calculation if high-density liquids are used. It is also favorable to operate under high
head conditions. These concepts are reinforced due to the presence of the Bond number,

which indicates in this instance that high potential forces are favorable relative to surface
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forces. Large orifice radii are also favorable. The shape of the discharge coefficient
curve should have a steep slope (opposite to errors in head) with a small y-intercept. A
steep slope indicates that the discharge coefficient exhibits a strong dependence on
Reynolds number.

Errors in Constant “c”

Errors inherent with the slope of the discharge coefficient curve produce
deviations in terms of viscosity less significant when the slope is relatively steep (large
c), as Equation (152) indicates. The discharge coefficient should therefore exhibit a
strong dependence on Reynolds number.

Errors in Constant “d"”

Equation (155) indicates that high-density fluids are favorable with small orifice
diameters if there are errors associated with the y-intercept of the discharge coefficient
curve. High flow rate conditions are favorable as well. A steep slope (large c) is
favorable as well, indicating that the discharge coefficient should be a strong function of

Reynolds number.

52.14 Summary of Propagation of Errors

The error analysis has provided a useful analysis of the set of conditions
necessary in measuring the surface tension, viscosity and density for varying degrees of
precision. Consider the presence of both errors in head and flow rate. It has been
observed that when calculating surface tension and density conditions are favorable when

h and Qe are relatively small (indicating small potential and inertial energies).
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However, in measuring viscosity, the opposite holds true for accuracy in the calculation
(high h and Qcp increases accuracy). This is qualitatively illustrated in Figure 5.8 where
it is suggested that a balance of conditions should be established to provide a reasonable
degree of accuracy for surface tension, density and viscosity. The dashed arrows
intersecting the x-axis suggest a range of values for h or Qexp corresponding to a relative

error that can be specified on the y-axis.
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Figure 5.8: Errors in property measurements as a function of h and Qexp, due to
errors in Qe and Cy.
The effect of increasing discharge coefficient can be qualitatively illustrated on a
chart similar to Figure 5.8. Consider errors in flow rate and discharge coefficient. Figure
5.9 illustrates that a large discharge coefficient (indicative of an orifice design exhibiting

low frictional characteristics) is favorable in measuring both surface tension and density.
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Figure 5.9: Errors in property measurements as a function of Cg4, due to
errors in Q. and Cy.

Consider the viscosity measurement. In the presence of errors in head, it is
desirable to have a low discharge coefficient with a small dependence on Reynolds
number (low ¢ and low d). In the presence of errors in flow rate and constants ¢ and d, it
is desirable for the discharge coefficient to have a strong dependence on Reynolds
number. This means that the slope, ¢, should be large to improve accuracy.

The orifice radius is considered in Figure 5.10 where errors in head and flow rate
are accounted for. Errors in head result in deviations for all three properties in the same
direction. Increasing the orifice radius increases the error in surface tension, viscosity
and density calculations. Conversely, in the presence of errors in flow rate, increasing
the orifice radius results in lower deviations in surface tension, viscosity and density. If

the errors inherent with measurements are properly characterized, the appropriate orifice
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radius can be determined to improve on the accuracy of all three properties. In the
presence of errors in the discharge coefficient, increasing the orifice radius results in
increases in error for surface tension and density calculations. Finally, errors in the

intercept result in decreasing error in the viscosity calculation as radius is decreased.

1/Bo
e
— Errors associated Error associated
Absolute B with Qexp with h
error in ¢ and
1 - K |
[} 1
| 1
] |
1 [}
. | ‘
] | | 1
4>
Orifice Radius, r,

Figure 5.10: Errors in property measurements as a function of r,, due to
errors in h and Qeyp.

5.2.2 Data Analysis

Aluminum was melted using the induction furnace described in Section 3.2.3.
The surface tension, viscosity, and density were measured using the formulation
presented in this section. The mass of aluminum used was 1.275 kg and it was heated to
a temperature of 1073 K, corresponding to 413 K superheat. The 0.005m diameter
graphite orifice plate was used. The mass was cumulatively measured as a function of

time using the loadcell and data acquisition system. The strain recorded by the loadcell
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was converted to mass knowing the weight of aluminum that poured through the orifice
and the strain before and after experimentation. Similar to the low temperature tests,
flow rate is determined by differentiating the 2 order polynomial function describing the
cumulative mass with time. Head was determined in a different manner than it was for
low temperature work. Using the cumulative mass data, the volume remaining in the
crucible is determined at any time during the test. The crucible was calibrated such that
the head can be determined for any volume. The discharge coefficient versus Reynolds
number curve was (similarly to the low temperature work) generated using water at
various temperatures. The crucible dimensions are given in section 3.2.2. The orifice
plate that was used is illustrated in Section 3.2.1.
Measuring Head

The calibration curve used to relate volume left in the crucible with head height is
illustrated in Figure 5.11. The density is, therefore, required to determine the volume left
in the crucible as the mass is cumulatively measured. Because density is considered an
unknown in this analysis, an obvious paradox exists. Density values quoted from lida
and Guthrie [2] were used to calculate the volume and hence the head left in the crucible.
This paradox will be addressed in the Section 5.2.3. Figure 5.12 represents the head
measurements that were determined from the aluminum experiment. A second order
polynomial fit was generated from the data and used to determine the amount of random
error by calculating the standard deviation between the data and polynomial curve, which

takes the following form:

h .y =625x107(2)? =5.13x107 (1) +1.28x10"  (m) (156)
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The standard deviation of Equation (156) with respect to the experimental data points that

are represented in Figure 5.12 is determined using the following relationship with o= 95:

h . —-h_)
P Z(ﬂgﬂus.wxw @) (157)
n-
0.14
0.12
. /
0.1 //

0.08 /
0.06 ,/
0.04 ,/
0.02 /

>

Head (m)

0 0.01 0.02 0.03 0.04 0.05 0.06

Volume (m?)

Figure 5.11: Volume within the crucible corresponding to a particular head height.

Similar to the low temperature work, the error associated with head measurement
is considered to be random. For this case, however, the error is due to scatter registered
by the loadcell instead of uncertainties in reading the graduations from a scale. The

scatter is primarily due to the turbulent impact of the stream onto the loadcell system.
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Figure 5.12: Experimental head measurements for aluminum at 1073 K.
Aluminum Test #32.
Measuring Flow Rate
Similar to the low temperature work, the error associated with flow rate is
systematic since it is a product of differentiating the analytical expression describing the
cumulative mass with time. The mass that was collected is represented in Figure 5.13.

The 2™ order polynomial fit of the cumulative mass is represented by Equation (158):

C. . =-8356x107(s)* +6.491x1072(r) +2.212x107  (kg) (158)

m, poly
The flow rate is determined by taking the time derivative of Equation (158):

dC
#"”’ =-3.342x107 (1) +6.491x10  (kgls) (159)

139



-
H

=
(V)

-t

o
o

¢ Cumulative
—2nd Order Polynomial

o
o

Cumualtive Mass (kg)

o
»

et
o

0 10 20 30 40
Time (s)

Figure 5.13: Cumulative mass versus time for aluminum at 1073 K.
Aluminum Test #32.

Measuring Discharge Coefficient

Water was used as a calibration fluid to determine the frictional characteristics of
the graphite orifice used for the aluminum and AZ91D tests. The results for two separate
calibrations are presented in Figure 5.14. The aluminum experiments were performed in
a regime on the curve that is approximately linear. For 4000 < Re < 13000, a linear

model is applied to approximate the frictional characteristics of the orifice.
Cy poy =2.196e°(Re) +0.914 (160)

This relationship indicates that constants a, and b in Equation (112) are equal to zero, and
that ¢ and d are 2.196x10"® and 0.914 respectively. This is valid for 4000 > Re > 13000.
The linear model is illustrated in Figure 5.14 over this Reynolds number range. Since the

majority of data points are scattered around the function, it is assumed that the linear
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approximation is valid for this range of Reynolds numbers. The standard deviation of

Equation (160) with respect to the 95 data points is range is:

C )?
\[ 2 Cat ~Cor =0.0023 (161)
1
0.98 : Water
S 096 ® 293K
5 0.94 ® A Water
g 0.92 321.5K
§ 0.9 ry J. = Linear
g, 088 - Relation
B 0.86 —
2 !
a 0.84
0.82
0.8 ;
0 2500 5000 7500 10000 12500 15000
Reynolds Number (Re)

Figure 5.14: Frictional characteristics of 0.005m orifice used for high temperature
experiments.

52.3 The Surface Tension, Viscosity and Density of Aluminum at 1073 K

Using the multiple non-linear regression analysis formulation developed in this
Chapter, the surface tension, viscosity and density were determined for a system of
aluminum at 1073 K. The propagation of errors analysis is also included to determine
which experimental errors are relevant in the analysis of aluminum. Density values
quoted from lida and Guthrie [2] were used to estimate the head. The uncertainty in this

approach will be discussed with the presentation of the density results.
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Surface Tension

The calculated surface tension of aluminum at 1073 K is presented in Figure 5.15.
The values indicate an average surface tension of 0.842N/m with a standard deviation of
0.020N/m. The propagation of errors analysis predicts that the error is 0.030N/m.
Reynolds numbers of this experiment were between 4000 < Re < 13000, validating the
linear assumption of the discharge coefficient. It is believed that the scatter depicted is
directly related to error in head measurements. It has been stated in section 5.1.1 that
error in head results in random deviations from an average value, while errors in
discharge coefficient and flow rate are of a systematic nature and deviate in one direction.
It is clear also, that errors are not a function of the processing variables (h, Qexp, Ca)-
Finally, using propagation of errors, results seem to be confined within the solid lines
representing the predicted error in surface tension.
Viscosity

Results for the viscosity in the same experiment are presented in Figure 5.16. The
average value is §5.22x10* Ns/m? with a standard deviation of 0.35x10*Ns/m®. Again,
the random scatter is related to errors in head measurements. The propagation of errors
analysis, depicted by the solid lines in Figure 5.12, indicates that results are dependent on
processing variables to a certain extent. From theory and experimental evidence, it is
clear that as head decreases, that errors become more significant. This confirms the
propagation of errors analysis with respect to at least one variable. Equation (144)

indicates that large head conditions are favorable to the calculation.
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Density

The experimental density calculation for aluminum at 1073 K is represented in
Figure 5.17. The average density is 2361 kg/m3 with a standard deviation of 46 kg/m:’.
Errors associated with head are prevalent from the random scatter of the results. Similar
to measuring surface tension, it can be seen that there is no dependency on head as results
and propagation of errors indicate. The paradox in using known density information in
determining head will now be addressed. An iterative approach is taken to calculate the
properties using published or estimated values as an initial guess. The new density value
that is obtained from the first iteration is used in repeating the calculation. The iterative
process is repeated until density does not change appreciably (i.e. converges). For the
purposes of these experiments, the convergence criterion was decided to be less than one
percent. The results from this approach are shown in table 5.3. It is clear that properties
rapidly converge to the true experimental values. The relative error in density after
applying data from lida and Guthrie [2] is 0.5 %. This is deemed acceptable for all
subsequent properties reported in this thesis. Therefore, density data from the literature is
used to determine experimental head from the mass that is left in the crucible.

Table 5.3: Physical properties of aluminum determined by using different density
values to calculate head at 1073 K.

Property p =2328kg/m’ p = 2361kg/m’ p =2371kg/m’
(lida and Guthrie [2]) (2™ iteration) (3" iteration)

Surface tension 0.842+0.020 0.85320.016 0.85040.016

(N/m)

Viscosity 5.22x10°£0.35x10° | 526x10°+0.36x10™ | 5.18x10*+0.36x10

(Ns/m®)

Densi 2361146 2371446 2370146

(kg/m’)
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Figure 5.15: The experimental surface tension determined for aluminum at 1073 K,
with expected error represented by the solid bars. Aluminum Test #32.
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Figure 5.16: The experimental viscosity determined for aluminum at 1073 K, with
expected error represented by the solid bars. Alaminum Test #32.
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Figure 5.17: The experimental density determined for aluminum at 1073 K, with
expected error represented by the solid bars. Aluminum Test #32.

53 Conclusions

The surface tension of water at 321.5 K has been successfully calculated within
2% of the theoretical and accepted value reported in the literature. This is an important
validation of the formulation presented in this chapter. It was determined that the
method and equipment used in the low temperature work is particularly susceptible to
errors associated with the calibration of the discharge coefficient curve. Using
propagation of errors analysis, the standard deviation between four independent
calibrations was used to successfully predict the deviation in the surface tension
measurement. This exercise not only determines appropriate processing conditions, it

reinforces the legitimacy of the model as well.
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The surface tension, viscosity, and density of 99.95% purity aluminum have been
determined at 1073 K. This was accomplished by taking advantage of the fact that
voluminous data is collected during the course of an experiment, which facilitates
simultaneous measurements to be made on all three properties using multiple non-linear
regression analysis. Errors associated with head height were determined to be the
predominant source of inaccuracy in the measurement of all three properties. This was
determined experimentally, and predicted utilizing propagation of errors theory as well.
The physical properties of 99.95% purity aluminum at 1073 K are summarized in Table
5.4 and compared with sources in the literature. Recall that these values are produced by
using density values from Iida and Guthrie [2] to determine experimental head from the
mass that is left in the crucible.

Table 5.4: Summary of results for aluminum at 1073 K in comparison to literature

quantities.
Surface Tension (N/m) Viscosity (Nsm™) Density (kg/m")

Keene This Smithells | This Study Iida and This Study

Study Guthrie
(7 [17] [2]

0.864 0.842 + 1.10x10” 5.22x10% + 2328 2361+46
0.020 0.35x10%

% Diff 2.55% % Diff 52.5% % Diff 1.23%

The results for surface tension and density are in reasonable agreement with data quoted
from Keene [7] and [ida and Guthrie [2] respectively. However, it is clear that there isa
significant difference in the value of the viscosity reported in this work compared to that
obtained from Smithells [17]. This is not the first instance that such a discrepancy has
been reported when studying the viscosity of melts. In fact, and as was discussed in

Chapter 2, a definitive quantity for the viscosity of pure aluminum has not been firmly
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established as of yet. This technique provides a unique opportunity to shed light onto
these differences as will be shown in the next chapter. The next chapter will also explore
results of implementing this formulation for aluminum and AZ91D alloy over a range of
temperatures. This is attractive from the point of view of surface tension, since the
dynamic nature of the experiment produces an interface that is rapidly replenished. The
measurements are thus considered to reflect, more closely, the pure dynamic surface

tension that was described in Section 2.1.3 (i.e. no oxygen contamination).
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CHAPTER 6: DISCUSSION

The unique approach to measuring the surface tension, viscosity and density,
validated in the previous chapter, will now be utilized to determine the temperature
dependence of these properties for 99.95% aluminum and AZ91D alloy. There are two
purposes of this discussion. The first is to relate results of molten aluminum with data
available in the literature. The second is to present results for AZ91D alloy, and to

provide an analysis on the effects of metallic alloys on these properties.

6.1 Density

Density was determined through implementing multiple non-linear regression
analysis on all three physical properties. ~Regression was performed using data
corresponding to 4000 < Re < 13000 (refer to Figure 5.14). The experimental Reynolds
numbers were approximated using density and viscosity information from lida and
Guthrie [2] and Smithells [17]. There is undoubtedly uncertainty with respect to Re;
however, imposing this constraint on the data ensures that the linear portion of the
discharge coefficient is used to calculate properties. The values from lida and Guthrie

were also used to determine head from knowledge of cumulative mass data.
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6.1.1 Density of Aluminum

Tests were conducted with aluminum between 973 K and 1173 K so that the
effects of temperature could be determined. The data is shown in Table 6.1 with error

bars corresponding to the standard deviation similar to the analysis presented in Figure

5.17.
Table 6.1: Density of 99.95% aluminum determined experimentally.
Test Temperature p

) (kg/m’)
Aluminum #23 983 2352464
Aluminum #25 1169 2342174
Aluminum #26 1165 2353+29
Aluminum #28 971 2439448
Aluminum #30 1070 238055
Aluminum #31 973 2362442
Aluminum #32 1075 2361+59
Aluminum #33 1165 2330438
Aluminum #34 1019 2374134
Aluminum #35 1074 2385451
Aluminum #36 973 2369+50
Aluminum #39 1165 2379448

The data presented in Table 6.1 is plotted in Figure 6.1. Sources from the

literature are included for comparison [2,17].
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Figure 6.1: Density of 99.95% aluminum as a function of temperature and
compared with sources in the literature [2,17].

Recall from Chapter 2 (Section 2.1.5) that density is usually expressed as a linear

function of temperature. By fitting a linear relationship to the data in Figure 6.1, a new

function is produced and illustrated in Table 6.2. Results from this study are in excellent

agreement with literature at the melting point. Evidently, this study yields a lower

dependence on temperature. At 1173 K; however, variation between the three

relationships is no greater than 2.5%. This is an important outcome in terms of validation

of this model. By measuring flow rate and head, the density of 99.95% aluminum was

successfully determined using concise knowledge of the discharge coefficient curve.

Table 6.2: Temperature dependence of density determined from experiments and
from sources in the literature [2,17].

Source Density at melting point, | Temperature dependence
Pm of densit);, dp/dT
(kg/m’) (kgm°K™)
lida and Guthrie [2] 2380 -0.35
Smithells [17] 2385 -0.28
This Study 2390 -0.15
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6.1.2 Density of AZ91D

The Density of AZ91D was determined between 923 K and 1173 K and the

results are presented in Table 6.3.
Table 6.3: Density of AZ91D alloy determined experimentally.
Test Temperature P
) (kg/m’)
AZ91D #2 967 1699+113
AZ91D #4 1067 1621189
AZ91D #5 1169 1599+84
AZ91D #6 921 1606155
AZ91D #7 954 1659+54
AZ91D #9 921 1632+57

In order to compare density with literature quantities, the approximation for
atomic volumes of metallic mixtures is used. Recall Equation (51) from section 2.3 in
Chapter 2:
v=> xy, (1)

i

On the basis of this function, the alloy is predominately made of aluminum (~9 wt%) and
magnesium (~91 wt%). Refer to Table 3.3 in section 3.2.5. Since the atomic volume
corresponding to Equation (51) is based on a molar basis, the wt% must be converted to a
molar fraction. For AZ91D alloy, Xmg = 0.90 and X, = 0.10. Manganese and zinc are

neglected from this analysis since they are present at low levels relative to magnesium
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and aluminum. The values for the density of aluminum and magnesium are referenced

from Smithells [17] and are used in Equation (51).

M M
Vazoip = Xug [_—M!'] + ng( 4 )
Pug Pa

=0.9 24 .31 +0.1 26.98 (162)
(1590 —0.264(T —913)) 2385-0.26(T —933)

Recall the liquidus temperatures for magnesium and aluminum are 913 K and 933 K

respectively. The average molecular weight is determined from the following:

1 —x UV ix UV 003706 163
Alumo XM‘/A{Mg XA,A{AI (163)

The molecular weight of AZ91D alloy is:

M 79,0 =2698 kg/mole (164)
Equation (164) is divided by values obtained from Equation (162) to obtain the density of
AZ91D alloy. The following function describes the density as a function of temperature:
£.1z010 = 1648 —0.268(T —903) (165)
The liquidus temperature for AZ91D alloy is 903 K and was obtained from a binary
aluminum-magnesium phase diagram [49]. Figure 6.2 presents the results obtained in
this study. Included is the expression represented in Equation (165) (indicated by the

predicted function) and the density of pure magnesium [17].
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Figure 6.2: Density of AZ91D alloy as a function of temperature compared with

theoretical relations [17].

The outcome in Figure 6.2 contributes significantly to the merits of this technique.

Clearly, the data is within reasonable agreement with the theoretical relation based on the

approach represented by Equation (165). There are essentially two key issues related to

the density of AZ91D alloy. First, the technique successfully quantifies the addition of

an alloying element since density obtained is significantly higher than the density for

pure magnesium. This conclusion is important for establishing confidence in the

formulation and execution of the technique. Secondly, the results confirm that metallic

alloys behave ideally and that densities are additive [2].

A linear relation describing the data is presented in Table 6.4. The theoretical

model based on the molar average of the magnesium-aluminum mixture is included for

comparison.
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Table 6.4: Temperature dependence of density determined from experiments, and
from the average values taken from sources in the literature [17].

Source Density at melting point, | Temperature dependence
Pm of densit);, dp/dT
(kg/m’) (kgm“K)
Equation (165) (Theory) 1648 -0.268
This Study (Experimental) 1651 -0.16

Recall: p = pm + dp/dT(T-Trm)

The results presented in this section used multiple non-linear regression on all
three properties. Appendix C presents results for the surface tension and viscosity of
aluminum using this regression analysis. Subsequent sections, however, will present
results where only surface tension and viscosity are calculated from regression analysis
on only two properties. The density relationships developed in this study for both
aluminum and AZ91D alloys (Tables 6.2 and 6.4) were implemented in the formulation.
Refer to Appendix B for this program. It will be clarified in section 6.3.1 that a more
reliable analysis describing do/dT is obtained when comparing results in Appendix C
with results obtained from regression on only two properties.

6.2 Viscosity of Aluminum and AZ91D Alloy

The viscosities for both 99.95% aluminum and AZ91D alloy were determined
through multiple non-linear regression analysis on surface tension and viscosity only.
This was the procedure defined for data analysis so that errors in the density
measurement would not result in systematic differences in the surface tension or viscosity

calculations. It is seen in Appendix C, however, that there is little difference between

results obtained with regression on all three variables and results obtained in this section.

154




Theoretical viscosities of aluminum and AZ91D alloy were calculated using the

formulation presented in Section 2.2.1. Recall Equations (46-48):

n = Aexp(B/RT) (46)

B=2.65T," @47
1, B By

_17x107 o BT M )

A=
ex 2.65T,,,°27
R

Using the methods outline by Hirai [3], the constants A and B were determined using the
molar averages for pn and M. The alloy is assumed to be predominately made of 10 %
aluminum and 90 % magnesium (molar basis).

Results for the viscosity of 99.95% purity aluminum and AZ91D are presented in

Table 6.5 and 6.6 respectively.
Table 6.5; Viscosity of 99.95% aluminum determined experimentally.
Test Temperature n
® (Nsm™)

Aluminum #31 973 (5.10+1.80)x10*
Aluminum #32 1075 (5.1540.747)x10™
Aluminum #33 1165 (5.10£0.340)x10™
Aluminum #34 1019 (5.03£0.327)x10”
Aluminum #35 1074 (5.641+2.22)x10™
Aluminum #36 973 (5.35+1.07)x10"
Aluminum #38 1020 (4.720.5.0)x10*
Aluminum #39 1165 (5.24+0.411)x10™
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Table 6.6: Viscosity of AZ91D alloy determined experimentally.

Test Temperature n
® (Nsm™)
AZ91D #2 967 (2.6610.397)x10™
AZ91D #4 1067 (2.39+0.484)x10™
AZ91D #5 1169 (2.93+1.72)x10™
AZ91D #6 921 (8.4610.124)x10*
AZ91D #7 954 (4.0320.972)x10*
AZ91D #9 921 (7.85+1.52)x10™

These results are presented in Figures 6.4 and 6.5 with values obtained from the literature

and the theoretical calculations:
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Figure 6.3: Viscosity of 99.95% purity aluminum as a function of temperature
compared with sources in the literature.
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Figure 6.4: Viscosity of AZ91D as a function of temperature.

The experimental values for aluminum obtained from Rothwell [55], Kisun’ko et
al. [56], and Smithells [17] are presented for comparison. The viscosity of aluminum has
a small temperature dependence as shown in Figure 6.3. With AZ91D, temperature has
little impact above 973 K. As the temperature decreases and approaches the liquidus
point (903 K), however, the viscosity sharply increases. This sharp increase near the
liquidus point has been observed experimentally by different researches [53,54]. These
references dealt exclusively with aluminum based alloys; however, there hasn’t been
verification of this phenomenon for AZ91D alloy near the liquidus point in the literature.
Results for aluminum are significantly lower than the experimental values obtained from
other sources. AZ91D also exhibits low viscosities relative to pure magnesium

referenced in the literature. The unique flow conditions in this technique must be
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emphasized in comparison with other methods. Traditionally, techniques rely on laminar
flow such that the viscosity is a constant relating shear stress with velocity gradient. This
is an essential criterion for the measuring techniques described in Section 2.2.2 [2]. The

gradient is unidirectional and produced from the laminar no-slip condition. Recall

Equation (44) from Chapter 2:

du
T, =n— 44
s =1 (44)

The capillary, oscillating-vessel, rotational, and oscillating plate method all rely on this
principle. Kisun'ko et al. used rotational principles and Rothwell used the principle of the
oscillating plate method (using a sphere instead) [55,56]. The technique formulated in
this study, however, is performed with Reynolds numbers in excess of 4000. This clearly
indicates that turbulent conditions dictate the dynamics of the process. Further analysis
into the flow conditions of these experiments must be made before a definitive
explanation of the viscosity results is given. Such an analysis is beyond the scope of this
study, however. There appears to be reasonable agreement with values obtained in this
study and the theoretical formulations presented in Table 6.5 and 6.6. The approach
taken by Andrade [48] to derive the theoretical expression is based on atomic vibration
mechanisms, and not the principle stated by Equation (44). The formulation of the
theoretical approach and how it may relate to this method is also beyond the scope of this
study. Similar to the Saybolt instrument described in Section 2.4, experiments at lower
Reynolds numbers (< 1500) may be considered to determine if experimental viscosities
would reflect values determined using conventional methods. Unfortunately, the

dynamics of this method makes it difficult to generate such low Reynolds numbers. This
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is especially the case with molten metals where densities are particularly high with

respect to viscosity.

6.3 Surface Tension

Similar to the viscosity calculation, the surface tension of 99.95% aluminum and
AZ91D alloy was determined using multiple non-linear regression analysis on only
viscosity and surface tension. It is seen in Figure C.1 in Appendix C that for multiple
non-linear regression on all three properties, modified results are obtained compared with
results in this section. The following presents results for aluminum and AZ91D alloy and

provides a discussion into their magnitude and dependence on temperature.

6.3.1 Surface Tension of Aluminum

Under equilibrium conditions with aluminum, the partial pressure of oxygen must
be below 10 atm [38] (10 Pa) to completely avoid oxidation (Recall Section 2.15 in
Chapter 2). Oxygen contamination is surely expected since oxygen is present in these
experiments at levels no less than 2Pa (20ppm). Due to the highly dynamic conditions of
these experiments; however, it is possible that results are closer to the “pure dynamic
surface tension” (or the surface tension at the instant that the surface is created [5]). Ifso,
it is expected that unusually high surface tension values, corresponding to un-oxidized
aluminum will be produced. Similarities between the results obtained from Goumiri and

Joud [32] (1.050N/m at 973 K) and calculated from Chacon [37] (1.184N/m) will be

159



expected if the rate at which the surface is replenished is faster than mass transfer and
kinetic issues controlling oxidation. Table 6.7 presents results.

Table 6.7: Surface tension of 99.95% aluminum determined experimentally.

Test Temperature (K) o(N/m)
Aluminum #31 973 0.84610.015
Aluminum #32 1075 0.835540.020
Aluminum #33 1165 0.709+0.011
Aluminum #34 1019 0.83310.012
Aluminum #35 1074 0.794+0.017
Aluminum #36 973 0.84510.018
Aluminum #38 1020 0.872+0.020
Aluminum #39 1165 0.82010.017

The data in Table 6.7 is presented in Figure 6.5. Included are the relationships
proposed by Keene [7] and presented in lida and Guthrie [2]. The surface tension of
“pure” aluminum obtained from Gourmiri and Joud [32] is included as well. There are a
number issues pertaining to Figure 6.5. It is immediately evident that the surface tension
of 99.95% aluminum, determined using this method, is closer to the oxidized values as
determined from a variety of sources [10,17-34]. This is an indication that there is a
certain degree of oxidation on the surface of aluminum at the moment the stream exits the
orifice. This illustrates the difficulties in measuring the “pure dynamic surface tension” of

molten metals, even under the most dynamic circumstances.
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Figure 6.5: Surface tension of 99.95% aluminum as a function of temperature
compared with sources in the literature [2,7,32].

There appears to be inconsistency in the data at higher temperatures. A variety of
concepts have been considered to explain such irregularities. The purity of the aluminum
(99.95%) was scrutinized so that the possibility of increasing activity of surface acting
contaminants with temperature could be considered. The purity of the aluminum that
previous researchers used was typically of a much higher quality. Table 2.1 in Chapter 2
indicates a number of sources in which the purity of the aluminum used is approximately
99.999%. Referring to Table 3.2 in Chapter 3, two major contaminants found in the
aluminum used in this study are iron (0.0038%) and silicon (0.037%), two elements that
exhibit essentially no surface activity [11]. The only element that affects the surface

tension of aluminum considerably is lead that is present at levels < 0.0001%.
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A plausible explanation is that the variation in surface tension at increasing
temperatures is due to increasing reactivity of oxygen. Refer to Appendix D for insight
into the oxygen partial pressure in the apparatus for these tests. From the data given in
Appendix D, the oxygen content appears to decrease significantly at temperatures above
1073 K when heating. This suggests that there are repeatability issues at higher
temperatures concerning the oxygen content of the apparatus. For this reason, results
between 973 K and 1073 K were only considered in determining the experimental
relationship indicated in Figure 6.5 and presented in Table 6.8. The relationship quoted
from Tida and Guthrie is based on data generated from one source. It is an important
validation of the technique developed in this study to generate results that are more
closely related to the formula developed by Keene, which is based on 20 independent
sources [10,17-34]. In considering results between 973 K and 1073 K, the differences
between Keene and this study are no greater than 6.5%.

Table 6.8: Temperature dependence of surface tension determined from
experiments and from sources in the literature 2,7,17].

Source Surface tension at melting | Temperature dependence
point, G of surface tension, do/dT
(N/m) ONm'K")
lida and Guthrie (1988); 0.914 -0.35x10”
and Smithells (1998)
Keene (1996) 0.871 -0.155x10”
This Study 0.868 -0.25x10”

Recall from chapter 2: 6 = 6 + do/dT(T-Tw)
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6.3.2 Surface Tension of AZ91D Alloy

Unlike density and viscosity, the surface tension of metallic alloys is very rarely
an additive property of the percentages of the alloying elements. AZ91D is used in this
analysis to determine the effects of alloying elements on the surface tension of pure

magnesium. The results from this analysis are presented at various temperatures in Table

6.9.
Table 6.9: Surface tension of AZ91D alloy determined experimentally.
Test Temperature c
) (N/m)
AZI91D #2 967 0.539+0.035
AZ91D #4 1067 0.556+0.028
AZ91D #5 1169 0.590+0.030
AZ91D #6 921 0.657+0.022
AZ91D #7 954 0.662+0.022
AZ91D #9 921 0.605+0.022

These values are illustrated in Figure 6.6 with data in the literature for pure
magnesium [17] and the available results in the literature corresponding to Mg-Al-Zn-Mn
alloys [58]. The concentrations of alloying elements from Patrov et al. that were
presented in Table 2.5 in Chapter 2 are included in Figure 6.6. Given the ranges
presented in Figure 6.6, it is a reasonable assumption that AZ91D alloy would be within

the range that is presented.
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Figure 6.6: Surface tension of AZ91D as a function of temperature compared with
sources in the literature [17,58].

A linear regression is fitted to the data. Due to lack of data and the variation
between values; however, the results are considered inconclusive. There appears to be a
high degree of scatter between experimental data points making the argument that
repeatability may be an issue. Similar to measurements with aluminum at high
temperatures (>1073K), large fluctuations in oxygen partial pressure were observed
during heating of the alloy. Figure D.6 in Appendix D illustrates the decrease in oxygen
content after the alloy experiences melting. Nevertheless, considering the magnitude of
the linear relationship, higher surface tension values indicate that the surface tension of
magnesium appears to be affected by alloying additions of aluminum, zinc and
manganese. At the liquidus point (903 K) the surface tension of the experimental linear

relation is 8% higher than the case of pure magnesium. Due to complexities of the four-
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component system, and the lack of thermodynamic activity information for this system, it
is not possible to make a quantitative analysis of these results. Data from Patrov et al.
indicate that the surface tension of magnesium alloys of similar composition is lower than
the linear relationship proposed in Figure 6.5. Speculation can be made, due to the
seemingly lower experimental values at ~ 973 K and ~ 1073 K, that a minimum may
exist between these temperatures. Such would be an indication of complex interactions
between the components in the alloy as temperature is increased. Further studies must be
made using this technique to confirm whether the surface tension is approximately a

linear relation with temperature, or if 2 minimum exists.

64 Conclusions

The results presented in this chapter have achieved, with varying degrees of
success, the goals of performing experiments using molten aluminum and AZ91D alloy.
The results for density have provided important validation to the technique in confirming
that the density of 99.95% aluminum is in reasonable agreement with relationships
available in the literature. Furthermore, using AZ91D alloy, it was determined that not
only can the density of an alloy be experimentally determined using this method, but that
a molten metallic alloy behaves as an ideal fluid in terms of additive density. The surface
tension of aluminum has been confirmed to reflect the oxidized values that have been
widely reported in the literature. Despite the highly dynamic nature of these experiments,
the “pure dynamic surface tension” was not obtained using this method. Results are

within reasonable agreement with previous studies and contribute to the validation of the

165



experimental method. However, more work must be performed in providing a definitive
understanding of the surface tension of AZ91D alloy as a function of both temperature
and composition. Also, in terms of viscosity, consideration into the highly turbulent
conditions must be made to determine whether or not the true viscosity is calculated

using this method.
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CHAPTER 7: SUMMARY

Experiments performed in this study have focused on an experimental system that
has traditionally neglected surface tension. Using the analysis of a draining vessel
through a small orifice (0.002m-0.005m), it has been confirmed experimentally that
surface tension plays a fundamental role under various circumstances. The traditional
energy balance, that is used to calculate the discharge coefficient, is insufficient in terms
of characterizing frictional losses for certain liquids under certain processing conditions.
The new model developed in this study is an extension of the traditional energy balance
that includes a surface tension term in the formulation. The following conclusions have
been made from experimental results:

1. The new formulation is relevant for low-density liquids with high surface
tensions compared with high-density and low surface tension liquids.

2. The new formulation is relevant, from the perspective of design and operation,
for small orifice radii operating under low head conditions compared with
large orifice radii under high head conditions.

3. Low Bond numbers are an indication of conditions where the new formulation
is most relevant (i.e. Bo = pgrh/o).

4. Molten metals should be considered in the new formulation more often than
low temperature fluids due to larger surface tension values.

This approach can be used to calculate the physical properties of liquids since
surface tension, viscosity and density are inherent in the formulation. By accurately

measuring flow rate and head, these properties are determined using multiple non-linear
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regression analysis. There is a statistical advantage to this technique over conventional

methods since a vast amount of data is used to calculate the properties (due to varying

head and flow rate). This technique is useful for molten metals because of the relatively

simple design of the equipment, coupled with the simultaneous measurement of all three

properties. There are also no optical measurements required. Furthermore, and unlike

conventional methods, the surface tension is determined in a highly dynamic situation

where the stream is replenished at a very high rate. The following conclusions are drawn:

5.

Surface tension of water at 321 K was determined to be 0.067+0.002 N/m,
1.75% lower than values quoted in the literature. Errors associated with
discharge coefficient are predominately the source of error.

Errors in calculating the surface tension, viscosity and density of molten
aluminum in this study are attributed to errors in the determination of head.
The calculation of surface tension and density is favorable when low-
density/high surface tension liquids operate at low head conditions through
small orifice designs exhibiting high discharge coefficients. This is
characterized by the Bond number, which accounts for the density-surface
tension ratio (i.e. Bo = pgrh/c). Conditions are favorable when 1/Bo — 1.
The calculation of viscosity is favorable when high-density/low surface
tension liquids operate at high head conditions. Conditions are favorable

when 1/Bo — 0.

From experiments performed with molten aluminum and AZ91D alloy, the

following are concluded:
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9. Experimentally, the results for the surface tension of 99.95% aluminum are
closely related to the relationship proposed by Keene [7] as a function of
temperature, providing an important validation of the technique.

10. The surface tension of 99.95% aluminum reflects the oxidized values that
agree with data available in the literature.

11.  Experimentally, the surface tension of AZ91D as a function of temperature is
approximately 8% higher than the surface tension values for pure magnesium
quoted in the literature [7] if a linear estimate is assumed. There is evidence
of a minimum in the surface tension as a function of temperature between
temperatures of 973 K and 1073 K.

12.  Experimentally, the viscosities of 99.95% aluminum and AZ91D alloy are
approximately 50% lower than values obtained from the literature [17].

13.  Experimentally, the density of 99.95% aluminum agrees reasonably with
values obtained in the literature [2,17] and provides an important validation of
the technique.

14.  The density of AZ91D alloy reflects values predicted using the molar average
approach using known data for aluminum and magnesium. This indicates that
the metallic alloy behaves as an ideal liquid in this regard and provides further
validation.

This technique is considered to be at the initial stages of development. Future
work is required in resolving a number of issues. These include lower viscosities
obtained in this study with respect to measurements made using conventional methods.

Since it was determined in the literature concerning the Saybolt instrument that Reynolds
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numbers must correspond to laminar viscous flow, it would be of interest to experiment
under similar conditions. Also, more experiments with AZ91D alloy should be
performed so that a more detailed discussion can be made into the effects of temperature
and composition. However, in light of the results obtained in this study there appears to
be significant potential that deserves future consideration. The philosophy behind this
method is not to replace conventional methods but to provide an alternative where similar
processing conditions may be relevant. As an example, the conditions in this study are
very similar to atomization of melts in powder metallurgy. Also this method facilitates
measurements at particularly high temperatures. For instance, measuring the surface
tension of slag systems (> 1500°C) in steelmaking operations will provide information of
tremendous practical importance from the perspective of corrosion of refractory material
and/or gas adsorption.

Finally, a number of design issues can be made to facilitate more accurate
measurements. For instance technology is available to electronically measure the melt
head as a function of time. Independent measurements of head and cumulative mass data
would reduce systematic errors in the calculation. Also, reducing the level of oxygen in
the apparatus can be accomplished through implementing oxygen getters. Such

consideration is recommended to improve upon the potential of this unique method.
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APPENDIX A: QUANTIFYING TRANSIENT TERMS

The quasi-steady state approximation made in Chapter 4 for the Bernoulli
formulation will be validated in this Appendix. Water at room temperature was used.
The dimensions of the orifice and the crucible are illustrated in Figures 3.4 and 3.5. The
radius of the vessel, r,, is 0.045m and the radius of the orifice is 0.0025m.

From the Bernoulli formulation, Equation (71) was developed in Section 4.1:

-]

The accelerative head term, (b/g)(@w/at), is included in the formulation unless the quasi-

steady state approximation is made. The pressures at the free surface and orifice tip are
also included for the purposes of this analysis. If the accelerative head term is considered

within the vessel and orifice separately, the following equation is stated:

TS w

PE g ot g ot

This equation assumes that there is an instantaneous change in velocity from u; and u, at
the entrance of the orifice. Recall from Chapter 3 that the height of the orifice plate is
0.0097m (9.7mm). The terms du,/ét and dua/ét can be determined by plotting u; and w;
as a function of time. Refer to Figure A.l, which indicates a linear relationship. The
slope of the curves depicted in Figure A.2 represents the gradients Ju,/ot and duy/ot.

Note that these velocities were determined experimentally.
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Figure A.1: Velocity at reference points 1 and 2 indicated in Figure 4.1 as a function
of time.

The frictional characteristics of the orifice can now be determined using Equation

(Al):
" = (A2)
22 | (h_ (B-PR)_(n —0.0097)(£1ﬂ)_ (0.0097)(4_,,2_)}
) d rg g dt g dt

Two cases will be presented. The first case will neglect surface tension in the analysis
(i.e. P, = P,). The second case will state that there is pressure induced at the orifice tip
due to the effects of surface tension (P, = 1 atm, P, = latm +o/1,). This relationship will

be compared with the formulation that assumes the quasi-steady state approximation:
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Oer (A3)

=

It is clear from Figure A.2 that the quasi-steady state assumption is a vaild one since there

C,=

is no difference between Equation (A2) and (A3). There is, however, a distinct
difference if pressure effects due to surface tension are neglected in the analysis. This
confirms that the quantification of surface tension in Section 4.2 is not affected by

secondary effects derived from the transient effects of these experiments.

1
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% copoolpo 8o °gn : ¢ Equation (A8)-Surface
3 no88 nunnﬁﬁn o Tension
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Figure A.2: Discharge coefficient as a function of Reynolds number taking into
account transient terms in the formulation.
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APPENDIX B: MULTIPLE NON LINEAR REGRESSION PROGRAMS

Legend of Symbols for Programs
= Surface tension (N/m).
Atol = Surface tension calculated from previous iteration (N/m).
= Density (kg/m?).
Btol = Density calculated from previous iteration (kg/m3 ).
= Viscosity (N s/m?).
Ctol = Viscosity calculated from previous iteration (Ns/m?).
cl= Polynomial constant (Re’ term) (no units).
2= Polynomial constant (Re2 term) (no units).
c3= Polynomial constant (Re term) (no units).
c4= Polynomial constant (no units).
g= Gravitational constant (9.8 1m/s?).
h= Head (m).
i= Iteration number and position of value in vector (i = 1 to n) (no units).
n= Length of vector containing data (no units).
ncount = # of iterations (no units).
nsum = 0 when convergence is not met with respect to A, B, C.
ntol = Condition where all three properties converge within limit of tol (ntol =3

when solving for surface tension, density and viscosity; ntol =2 when
solving for surface tension and viscosity only) (no units).

Q= Flow rate (g/s).

r= Orifice radius (m).

tol = Convergence tolerance for surface tension, viscosity and density (no
units).
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V= Flux (kg/m%s).

y= Vector corresponding to difference between experimental and calculated
head data (m).
z= Matrix of partial derivatives with respect to A, B, C.

Program # 1: Solving for Surface Tension, Viscosity and Density Simultaneously.

function value = surf2(h,Q,A,B,C,tol)

% This program determines the coefficients for nonlinear regression on % Surface

Tension Viscosity and Density

% Insert vectors of data for flow rate and head here:
Q=[];

h={];

% Initial Guess for Surface Tension:

A=0.5;

% Initial Guess for Density:

B=2000;

% Initial Guess for Viscosity:

C=le4;

% Radius of orifice:

r=2.50/1000;

% Constants related to 3rd order polynomial for discharge coeffcient
number (assuming linear relation)

% Cd=cl*Re 3+c2*ReM2+c3*Retcd:

cl=0;

¢2=0;

¢3=2.196E-06;

c4=0.914;

9% Tolerance that calculation must reach for convergence criterion:
tol=0.000001;

ntol =1;

% Initiate count

ncount =0;

g=9.81;

% determine size of problem:

n=length(Q);

% Calculate flux from flow rate data:
fori=1:n
V(i,1)=Q()/(1000*pi*(r)"2);

end

% Set Conditions for Convergence
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Atol=1;
Btol=1;
Ctol=1;

% Convergence check loop
while ntol =1
ncount=ncount+1;
% Set up matrices to be solved. First Y matrix:
fori=1m
y(i,1)=(h(i)+9.7/1000-0.0004)- 1/(2*g)*(c1 *B*V(i)"2*(2*r)"3/C"3
+C2*B*V(i)*(2*r)2/C2+c3*B*(2*1r)/C+c4*B/V(i))(-2)-A/(B*g*r);

end
% Set up Z matrix:
fori=1mn
z(i,1)=1/(B*g*r);
z(i,2)=1/g*(cl *B*V(i)*2*(2*r)"3/C 3+c2*B*V(i)*(2*r)"2/C"2
+¢3*B*(2%r)/C+cd4*B/V( ))N(-3)*(cl* V(i) 2*(2*r)"3/C"3
+C2*V(i)*(2*1)"2/C 2+c3*(2*1)/C+c4/V(i))-A/(g*r*B"2);
z(i,3)=1/g*(cl *B*V(i)"2%(2*r)"3/C3+c2*B* V(i) *(2*r)"2/C"2
+c3*B*(2*r)/C+c4*B/V(i))"(-3)*(3*cl *B*V (i) 2*(2*r)"3/C"4
+2*c2*B*V(i)*(2*r)"2/C"3+c3*B*(2*r)/C"2);
end

% Solve for x where [y]=[z][x]:
x=inv(transpose(z)*z)*transpose(2)*y,
% Maximum number of iterations allowed:
if ncount > 100
return
end
% Determine new values of A,B,C:
A= A+x(1);
B = B+x(2);
C =C+x(3);
% Tolerance check:
nsum = 0;

if abs((A-Atol)/Atol) < tol
nsum = nsum + 1;
end

if abs((B-Btol)/Btol) < tol
nsum = nsum + 1;

end

if abs((C-Ctol)/Ctol) < tol
nsum = nsum + 1;

end

182



if nsum ==3 % if all variables meet convergence then
ntol =0;
end

% Redefine initial tolerance check variables
Atol=A;
Btol=B;
Ctol=C;

end

% Output Results:
SurfaceTension=A
Density=B
Viscosity=C

Program # 2: Solving for Surface Tension and Viscosity Simultaneously.

function value = surf2(h,Q,A,C,tol)

% This program determines the coefficients for nonlinear regression on % Surface
Tension and Viscosity only

% Insert vectors of data for flow rate and head here:

Q=

h={[];

% Initial Guess for Surface Tension:
A=0.5;

% Initial Guess for Viscosity:
C=le-4;

% Radius of orifice:

r=2.50/1000;

% Constants related to 3rd order polynomial for discharge coeffcient % % vs Reynolds
number (assuming linear relation)

% Cd=cl*Re 3+c2*Re2+c3*Retcd:

c1=0;

c2=0;

¢3=2.196E-06;

c4=0.914;

% Tolerance that calculation must reach for convergence criterion:
tol=0.000001;

ntol =1;

% Initiate count

ncount =0;

g-9.81;

% determine size of problem:
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n=length(Q);

% Calculate flux from flow rate data:
fori=l:nn
V(i,1)=Q(i)/(1000*pi*(r)*2);

end

% Set Conditions for Convergence
Atol=1;
Ctol=1;

%convergence check loop
while ntol = 1
ncount=ncount+1;
% Set up matrices to be solved. First Y matrix:
fori=1mn
y(i,1)=(h(i)}+9.7/1000-0.0004)-1/(2*g)*(cl *B*V (i) 2*(2*r)"3/C"3
+c2*B*V(i)*(2*r)2/C"2+c3*B*(2*r)/C
+c4*B/V(i))\(-2)-A/(B*g*r);
end
% Set up Z matrix:
fori=1mn
z(i,1)=1/(B*g*r);
2(i,2)=1/g*(c1 *B*V(i)"2*(2*r)"3/C 3+c2*B*V(i)*(2*r)"2/C"2
+c3*B*(2*r)/C+c4*B/V(i))N(-3)*(3*c1*B*V(i)"2*(2*r)"3/C"4
+2*c2*B*V(i)*(2*r)"2/C 3+c3*B*(2*r)/C"2);
end
% Solve for x where [y]={z][x]:
x=inv(transpose(z)*z)*transpose(z)*y;
% maximum number of iterations allowed:
if ncount > 100
return
end
% Determine new values of A,B,C:
A= A+x(1);
C=C+x(2),
% Tolerance check:
asum = 0;

if abs((A-Atol)/Atol) < tol
nsum = nsum + 1;
end
if abs((C-Ctol)/Ctol) < tol
nsum = nsum + I;
end
if nsum =2 % if all variables meet convergence then
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ntol = 0;
end

% Redefine initial tolerance check variables
Atol=A;
Ctol=C;

end

% Output Results:

SurfaceTension=A
Viscosity=C
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APPENDIX C: SURFACE TENSION AND VISCOSITY OF ALUMINUM
(REGRESSION ON ALL THREE PROPERTIES)
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Figure C.1: Surface tension of aluminum as a function of temperature determined
through multiple non-linear regression on all three properties.
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Figure C.2: Viscosity of aluminum as a function of temperature determined
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APPENDIX D: OXYGEN PARTIAL PRESSURE

During the heating cycle, the oxygen content was measured every 30s and
monitored as a function of temperature. The partial pressure of oxygen after purging is
approximately 2Pa (~20ppm) as discussed in Chapter 3. Once this level is achieved, the
aluminum is heated to the desired temperature. Near the melting point, a rapid decrease
in oxygen content is observed, corresponding to oxidation of the aluminum or AZ91D
alloy. This means that oxygen entering the tower is rapidly consumed in the reaction.
Under repeatable conditions, and once the material is molten, the oxygen level steadily
ascends to the original level (x<20ppm) indicating that the system has stabilized. The melt
is held at the specified temperature for approximately 30 min to give the system time to
stabilize to the nominal oxygen pressure. If the oxygen partial pressure is plotted against

temperature, a curve similar to what is represented in Figure 6.4 is produced.

A
Purge
Cycle __ Equilibrium Oxygen Level =20Pa _
PO,
Begin End Begin
Heating Melting Experiment
>

Temperature (K)

Figure D.1: Representation for the partial pressure of oxygen as a function of
temperature during a purging and heating cycle.
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A plot similar to Figure D.1 was generated for aluminum at 973 K (Figure D.2), 1023 K

(Figure D.3), 1073 K (Figure D.4) and 1173 K (Figure D.5). AZ91D alloy heated to 967
K is also represented in Figure D.6. Each data point on these charts represents a
measurement taken every 30 seconds.

It is clear from Figure D.5 that the oxygen did not reach the nominal oxygen
pressure (20ppm) in the apparatus when the experiment commenced. As the temperature
climbed past 1100 K, the oxygen partial pressure experienced another decrease with
temperature. This is typical of experiments with aluminum when the temperature is
increased beyond 1073 K, and is attributed to an increase in reactivity. The same can be
stated for all experiments with AZ91D alloy. It is clear from Figure D.6 that the system
did not reach the nominal concentration of 20ppm due to the high reactivity of
magnesium in the presence of oxygen. The conclusion drawn from Figures D.2 through
D.6 is that aluminum experiments above 1073K, and all AZ91D experiments, were
performed under oxygen conditions different than the aluminum experiments at lower

temperatures (< 1073 K).
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Figure D.2: Oxygen partial pressure during the purging and heating cycle for
Aluminum Test #31 up to 973 K.
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Figure D.3: Oxygen partial pressure during the purging and heating
cycle for Aluminum Test #38 up to 1023 K.
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Figure D.4: Oxygen partial pressure during the purging and heating cycle for
Aluminum Test #35 up to 1073 K.
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