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Foreword

I was pleased to be asked by the main authors, Drs. Jacob Masliyah, Jan Czarnecki,
and Zhenghe Xu, to write a brief foreword to the Handbook on Theory and Practice of
Bitumen Recovery from Athabasca Oil Sands. They, along with the other contributors,
have completed a monumental piece of work that has the potential to make a significant
contribution to the path forward for oil sands development. The information contained
in this handbook is the state-of-the-art technological and operational foundation upon
which a growing sustainable and environmentally responsible oil sands industry can
be built and vast socio-economic benefits can be realized, while providing energy
security for Canada and North America.

To understand the significance of this handbook, one needs first to appreciate the
significance of the oil sands as a critical strategic resource for Canada and, more broadly,
the world. Technological breakthroughs have unlocked the tremendous potential of the
oil sands as a secure and long-term source of crude oil from a politically stable nation.
In order for such development to proceed in a sustainable and environmentally and
socially responsible fashion, technological development, including the development
of processes that significantly reduce the carbon footprint and water usage associated
with oil sands production, as well as ongoing improvements in key areas such as
tailings management and land reclamation, must continue to play a vital role. These
advances are over and above the major progress already achieved in each of these
areas.

This handbook is not a one-shot research document meant to ‘gather dust’ on
library shelves, but rather a ‘live’ document that will be modified and augmented over
time. In this way, it will remain a current and critical reference that engages the minds
of students, researchers, engineers, and operational employees alike. It will provide
the knowledge foundation for bright ideas and innovations, which are necessary if the
spectacular potential of Alberta’s vast oil sands resource is to be reached.

Securing Canada’s Energy Future

“Securing Canada’s Energy Future”—that is the promise of the oil sands. The
magnitude of the oil sands resource, largely found in Alberta, is vast. The proven
crude oil reserves from Canada’s oil sands are 177 billion barrels—second only to
Saudi Arabia. This is enough resource to double oil sands production (currently at 1.3
million barrels per day) and still provide Canada with a secure supply of crude oil for
over 200 years.

Of course, the true potential of Canada’s oil sands resource is actually much
greater. It has been estimated that approximately 315 billion barrels is recoverable
using current technology, and an even larger metric is the total oil in place (1.7 trillion
barrels), which is roughly equivalent to the total for the entire Middle East. About
20 % of the bitumen is accessible through surface mining methods in the Athabasca
region near Fort McMurray, and 80 % requires in situ methods, such as the cyclic
steam stimulation (CSS) process developed by Imperial Oil Ltd. at Cold Lake, Alberta,
and the steam-assisted gravity drainage (SAGD) process developed by the Alberta
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Oil Sands Technology and Research Authority (AOSTRA) and industry partners over
the 1974-1999 period. There are other large-scale bitumen resources, for example,
those held in carbonate formations, for which extraction technology has not yet been
developed. There are also oil sand deposits present at depths too deep to allow for
surface mining to be carried out economically, but not deep enough to be accessed
using in situ technologies such as SAGD.

The oil sands are a resource of global strategic value. Even in today’s difficult
economic conditions, oil sands projects are proceeding, with international investment
coming into Canada to support about $140 billion in current and proposed projects.
Growth in the oil sands has the potential to improve energy supply security for North
America. For example, Athabasca oil sands crude already supplies approximately
20 % of the crude oil imports in the United States and can replace the U.S. market’s
declining supply of heavy oil from Mexico and Venezuela. The Rand Corporation
estimates that the United States spends between $67 and $83 billion annually (12 %—18
% of the United States government’s defense budget) protecting its interests (including
oil shipping routes) in unstable oil-producing parts of the world. These concerns do
not apply with Canada’s oil sands; in fact, the opposite is true.

Technology is the Key to Unlocking the Potential

That there is a vast supply of oil in the oil sands has long been known. The local
Aboriginal people used the gummy bitumen material to patch their canoes. As early
as 1778, North West Company trader, Peter Pond, reported seeing bitumen deposits as
he entered the Athabasca River watershed via the Clearwater River, where the city of
Fort McMurray is currently located. In the 1880s, the Geological Survey of Canada
initiated work to better define the bitumen deposits in the Athabasca region following
an 1875 report on the resource potential in the area by GSC botanist John Macoun,
originally sent to chart railway construction routes. The investigations, led by Drs.
Robert Bell, R.G. McConnell, and George M. Dawson, led to the drilling of a number
of wells over the ensuing years, including several by German count and entrepreneur
Alfred Von Hammerstein in the early 1900s, which proved to be largely unsuccessful.
It was believed at the time that the oil was contained in large pools below the sands.

In 1913, the Federal Department of Mines sent engineer Sidney Ells to conduct
a more detailed survey of the oil sands. Ells established that the bitumen was trapped
within the sand deposits and could not be accessed using traditional methods. His maps
became the first comprehensive assessment of the resource. Ells remained devoted to
the characterization and promotion of the oil sands.

During this time, Alberta’s bitumen resource was largely viewed in terms of
its potential as a paving material. With the outbreak of World War I, there was a
renewed interest by the federal government in developing the nation’s oil resource.
The Scientific and Industrial Research Council of Alberta (now the Alberta Research
Council) was established in 1921 to investigate the province’s natural resources. A key
area of study was the oil sands; the mystery that remained to be solved was how to
extract the bitumen from the sand to unlock the area’s huge energy potential. Although
some of the earlier pioneers had suggested that the oil could be washed from the sand
with water, a major technological breakthrough did not occur until the 1920s. In 1923,
ARC chemist Dr. Karl A. Clark, working with Sidney M. Blair and David Pasternack,
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explored a process that used hot water to separate (or “wash”) the bitumen from the
sand, for which Clark received a patent in 1929. The hot-water extraction process was
a truly transformative technological advance that, until recent years, was still in use by
Syncrude and Suncor as the primary bitumen extraction technology.

Technology development on a major scale, such as that for the oil sands, is never
simple and takes years of dedicated research and development activity. There is a
rich history of early pilot plant operations and commercial experiments, including Dr.
Clark’s Dunvegan plant (started in Edmonton and moved to Waterways in 1929) and
the acquisition of the Bitumount lease by Robert Fitzsimmons in 1922, which led to the
development of a hot water processing plant to produce a heavy oil residue marketed
by the International Bitumen Corporation. Max Ball, a petroleum engineer from
Denver, formed a company later called Abasand Oils Ltd., which in 1936 completed a
plant that processed oil sands until it was destroyed by fire in 1941. With the impetus
of World War II to find better ways to realize the fuel potential from the oil sands,
Lloyd Champion purchased the Bitumount plant in 1942, renamed it Oil Sands Ltd.,
and upgraded the plant using technology and support from Dr. Clark and the Alberta
Research Council. Taken over by the Alberta government, the Bitumount plant was
not completed until 1949. It only operated long enough to prove the process worked
and was then shut down. In the meantime, the Abasand plant was rebuilt between 1941
and 1944, but burned down again in 1945.

Following the end of World War Il in 1945, until about 1970, there was a perceived
oversupply of crude oil, which led to output restrictions on most wells in North America
and a general reticence towards the acceleration of oil sands development. (The situation
changed vastly with the Arab oil embargo in 1973 and the Iranian oil embargo in
1979, both of which highlighted the world’s vulnerability to supply disruptions and the
rising energy demand associated with the rapidly growing population and increasing
standards of living in the developing world.) As a result of the post-war oversupply
problem, it was not until 1964 that the first large-scale commercial plant was approved
for development by Great Canadian Oil Sands (GCOS, now Suncor), with support
from Sun Oil Company (and its visionary CEO, Howard Pew). Interestingly, the plant,
which became operational in 1967, was limited to a production of 31 500 barrels per
day, and Syncrude’s competing application was denied because of the concern that it
would flood the crude oil marketplace. Undaunted, Syncrude, at that time a consortium
of Cities Services Ltd. (now Nexen Inc.), Imperial Oil Ltd., Gulf Oil, and Atlantic
Richfield, incorporated in December 1964 despite the regulatory setback. Led by
Syncrude’s first CEO, Frank Spragins, further technology advances were pursued, and
approval for a Syncrude plant was finally granted in 1971 under Peter Lougheed’s new
conservative government. Construction could not proceed until 1973, and the plant
was completed in 1978; Mr. Spragins lived to see his dream become a reality, albeit
for a short period, as he passed away two months after startup. The other major early
large-scale commercial development was Imperial Oil’s Cold Lake phased bitumen
development program (now comprised of 14 phases), which was a brilliant strategy to
enable the development of very deep bitumen deposits on a scale that was financially
feasible following the shelving of the Cold Lake megaproject in 1976. Imperial Oil
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developed its cyclic steam stimulation, or “huff and puff,” technology over many
years, starting with the Ethel and May pilot plants in 1959. Imperial Oil is now the
largest bitumen producer in Canada.

The National OQil Sands Task Force: The Rest is History

Oil sands development was quite limited following the Syncrude startup, as both
Suncor and Syncrude contended with major reliability issues and a very high operating
cost structure. At the same time, the economy was quite weak, and global crude oil
prices collapsed in 1986 (i.e., below $10 per barrel). There were many who doubted
that the oil sands would ever be economically viable. I was seconded to Syncrude
(from Imperial Oil) and moved to Fort McMurray that summer, where I personally
experienced the concern for the future of the oil sands, which was palpable in the
community and in the plants.

An all-out effort was undertaken by the three major commercial operations
(Esso in Cold Lake, and Suncor and Syncrude in Fort McMurray) to improve safety
and operations reliability and to reduce the inherently high operating cost structure.
Several megaprojects were proposed, but failed to proceed. Most notable, perhaps,
was the OSLO Joint Venture, which was shelved in the early 1990s. Following that
event, the profile of the oil sands as a critical national resource virtually disappeared. I
recall speaking in Ottawa’s Centre Block to politicians who were surprised to hear that
Syncrude was producing a full 10 % of Canada’s crude oil requirement. An editorial
board member of a very prominent eastern Canadian newspaper asked if the oil sands
had gone commercial yet. I used to joke that I was the CEO of the “best kept secret in
Canada.”

By the mid-1990s, trends in operating results at the three major operating plants
were positive due to a strong focus on safety, continuous improvement, and technical
innovations. This, together with the lack of interest in major oil sands development by
investors and key political and community leaders, particularly outside of Alberta, led
to the formation of the multi-stakeholder National Oil Sands Task Force (NOSTF) by
the Alberta Chamber of Resources (ACR) in 1993. The NOSTF report, issued in May
1995, put forward an exciting vision to triple oil sands production by 2025, which
would require about $21-$25 billion investment in capital projects and would deliver
huge socio-economic benefits nationwide (i.e., employment, including for Canada’s
Aboriginal population; revenues for all orders of governments to fund highly valued
social programs; and other significant economic spinoff benefits, particularly for
Canada’s manufacturing heartland in Ontario and Quebec). The report also highlighted
barriers that had to be overcome for this vision to be realized, and named several
working groups to identify solutions. The Fiscal Terms Working Group designed the
generic royalty scheme, which was adopted by Premier Ralph Klein’s government in
late 1995, and the corporate income tax recommendations were included in the federal
government’s spring 1996 budget. The fiscal regime was designed to reduce the up-
front financial risk of investing in large oil sands megaprojects in return for a fair share
of profits upon payback of the original investment.
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The actual results speak for themselves, and have far exceeded the original
NOSTF projections. In less than 10 years (versus the 30 years projected in the report),
oil sands production had tripled 1995 levels. By 2010, 1995 levels had quadrupled. In
June 1996, Prime Minister Jean Chretien, the Honourable Anne McLellan, Minister
of Natural Resources, and the Honourable Pat Black (now Nelson), Alberta’s Minister
of Energy, met with more than a dozen industry CEOs in Fort McMurray to sign the
Declaration of Opportunity. At that time, the proposed oil sands project investments
totaled about $6 billion. Today, the total is about $140 billon for current or proposed
projects.

New Technologies Have Led the Way

Prior to 1990, the vision for the development of the surface-mineable oil sands
was many heat-integrated (between bitumen extraction and bitumen upgrading)
megaprojects dotted all over northeastern Alberta. Even Syncrude was expected to
operate for only 25 years, shutting down in 2003 after producing 1 billion barrels of
oil. Once again, technology came to the rescue. Syncrude needed to be able to mine
and extract the bitumen at very remote mine sites and then transport it to the Mildred
Lake site so that the upgrading, utilities, and central services operations located there
could continue to function. In this way, we could access the bitumen leases with the
highest ore grade, best ore quality, and lowest amount of overburden (i.e., lowest
bitumen supply cost and environmental impact). At the same time, we would avoid
the major capital investment associated with dismantling the existing Mildred Lake
Upgrader and the central facilities there and rebuilding them at a new site. This vision
became fully operational in 2000 with the opening of the remote satellite Aurora Mine
and extraction operation 35 km north of the Mildred Lake site. As a result, Syncrude
did not shut down in 2003; has now produced over 2.2 billion barrels of high-quality
sweet Syncrude blend; has been expanded to a design capacity of 350 000 barrels per
day (from 200 000 barrels per day); and has access to enough bitumen reserves to
produce at these rates for another 60 years (Syncrude’s leases contain an estimated 12
billion barrels of recoverable oil).

I love to use this example of how purpose-focused research and development,
or “beginning with the end in mind,” can be made to work. A few years after I joined
Syncrude, at one of the company’s annual R&D Seminars, four research associates
laid out the complex path for achieving the above change in vision from heat-
integrated, standalone megaprojects to a central operation fed by remote bitumen
mines. Reaching this goal involved the development of several enabling technologies
and technology platforms, including hydrotransport, the key technology involved
in cold water extraction. Hydrotransport technology reduced the energy required to
produce a barrel of bitumen by 40 % and precluded, to a large extent, the need to
heat-integrate the extraction and upgrading processes. The development of the satellite
mines also led to the creation (with global suppliers) of the world’s largest haul trucks
(400 tonne capacity), hydraulic shovels, electric shovels, cyclofeeders, and mixing
boxes, which replaced much more costly and environmentally intrusive equipment
such as dragline, bucket-wheel, and conveyor systems. The final technology platform,
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called Natural Froth Lubricity (NFL), developed with the support of research bodies
external to Alberta, allowed for the pumping of bitumen froth (i.e., mixture containing
bitumen, water, clay, sand, even rocks, etc.) over great distances through pipelines
without the need for extensive capital for froth cleanup, diluent facilities, and other
support services at the remote mine site. It was amazing to follow the development
and testing of the many technology platforms over this approximately 10-year period,
and then the final culmination of this effort with the opening of the Syncrude Aurora
Mine in 2000.

Transformative in situ technology, which led to the development of the
steam-assisted gravity drainage (SAGD) process, is also currently being employed on
amajor scale. The groundbreaking work behind this technology was largely performed
at the Underground Test Facility jointly operated and financed by AOSTRA and its
industry partners. Dr. Roger Butler of Imperial Oil was a leading proponent of this
technology, and devised an innovative way of combining the cyclic steam stimulation
process from Esso’s Cold Lake operation with the horizontal well technology used in
the conventional oil and gas industry. Over the 1975-1999 period, AOSTRA invested
about $2 billion (split equally between industry and government) in the development of
technologies such as CSS and SAGD. While this is an excellent example of leveraging
capital resources, it is an even better example of how to leverage the knowledge (or
brainpower) of multiple organizations.

Today, AOSTRA has been re-invented and is now a separate provincial
corporation known as Alberta Innovates — Energy and Environment Solutions, with
a mandate that extends beyond the oil sands to include all sources of energy and the
environmental challenges associated with them. In this way, Alberta can continue
to leverage its knowledge base across various companies and industries, who share
common challenges and opportunities.

The Oil Sands Handbook Lays the Foundation for the Path
Forward

Quite simply, it has been technology that has allowed oil sands development to reach
the point it is at today, and it will be technology that takes the oil sands industry
where it needs to go in the future. The Handbook on Theory and Practice of Bitumen
Recovery from Athabasca Oil Sands defines the current state of oil sands science and
technology. However, there are many other technical innovations and breakthroughs
under development and, perhaps most significantly, germinating in the minds of future
oil sands scientists and developers.

This handbook is made up of two volumes. Volume I provides a comprehensive
description of the science behind the key technologies, while Volume I is a consolidation
of the best industrial practice across all of the major aspects of oil sands planning and
production. Including both volumes recognizes that technological breakthroughs will
not only occur in research laboratories and pilot plant demonstrations, but also by
developing the technology “knowhow” that exists among the workforce of commercial
field operations.
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History has shown how oil sands development has progressed by building on
existing technology platforms. As such, this handbook is a consolidation of the current
technological foundation. It is intended to be a living document that is updated and
augmented over time with ongoing technological and operational advancements.
It is meant to engage the minds of professors, students, researchers, engineers, and
technical operating staff. It will provide them with the technology foundation that
will serve as the springboard for the future enhancements required for the sustainable
development of our vast oil sands resource. It is their bright ideas and innovations that
will be so vitally important if we, as Canadians, are to realize the huge socio-economic
potential of this strategic global resource.

The lead authors and the many others who have contributed to this handbook
deserve our gratitude. It is a monumental undertaking that will have immediate
application and impact.

Dr. Eric P. Newell, O.C., AOE, FCAE, P.Eng
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List of Commonly-used Abbreviations

AAS: atomic absorption spectrophotometer
AER: Alberta Energy Regulator

AEUB: Alberta Energy and Utilities Board
AOSP: Athabasca Oil Sands Project

APCI: atmospheric pressure chemical ionization
APPI: atmospheric pressure photo ionization
bbl: barrel

CCC: critical coagulation concentration

CEC: cation exchange capacity

CHP: combined heat and power

CHWE: Clark Hot Water Extraction

CMC: critical micellization concentration
CNAC: critical nano-aggregate concentration
CNRL: Canadian Natural Resources Limited
COze: carbon dioxide equivalent

CT: consolidated or composite tailings

DRU: diluent recovery unit DRU

DSPW: doped simulated process water
ERCB: Energy Resources Conservation Board
ESI: electrospray ionization

FCF: flocculation-coagulation-flocculation
FFT: fluid fine tailings

FGD: flue gas desulphurization

FIMS: electric field ionization

FTFC: Fine Tailings Fundamentals Consortium
FTIR: Fourier transform infrared spectroscopy
GCOS: Great Canadian Oil Sands

GPC: gel permeation chromatography

HHV: higher heating value

HLB: hydrophilic lipophilic balance

HRTEM: high-resolution transmission electron microscopy
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IFN: instream flow needs

IFT: interfacial tension

IPS: inclined plate settler

LCA: life cycle analysis

LDMS: laser desorption

LHES: laboratory hydrotransport extraction system
MIBC: methyl isobutyl carbinol

MFT: mature fine tailings

MS: mass spectrometry

NEB: National Energy Board

OHWE: OSLO Hot Water Extraction
OSA: oil sands area

PSC: primary separation cell

PSD: particle size distribution

PSV: primary separation vessel

PZC: point of zero charge

SAGD: steam-assisted gravity drainage
SARA: saturates, asphaltenes, resins, and aromatics
SCO: synthetic crude oil

SFR: sand-to-fines ratio

SG: specific gravity

SPW: simulated process water

SRF: specific resistance to filtration
STP: standard temperature and pressure
TAN: total acid number

TDS: total dissolved solids

TRFD: time-resolved fluorescence depolarization
TT: thickened tailings

TTW: tank-to-wheels

VDU: vacuum distillation unit

VPO: vapour pressure osmometry
WTT: well-to-tank

WTW: well-to-wheels
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Chapter 1

Introduction to the Athabasca Oil
Sands

As one of the world’s leading sources of non-conventional petroleum, Canada has a
vast crude bitumen resource.! Crude bitumen is a type of heavy crude oil, characterized
by very high viscosities, high densities, relatively high heavy metal concentrations,
and a low hydrogen-to-carbon ratio in comparison with conventional crude o0il.?> Crude
bitumen is highly viscous and does not flow easily under gravity; at room temperature,
its viscosity is generally over 500 Pa-s and its behaviour similar to that of cold
molasses. Its density ranges from 970 kg/m? to 1015 kg/m? (8° API to 14° API). Crude
bitumen must be treated before it can be converted into synthetic crude oil (SCO),
which is then fractionated in traditional refineries to produce gasoline, heating oils,
and jet and diesel fuels.

The crude bitumen and the rock matrix in which it is found, along with other
associated mineral material (with the exception of natural gas), are called oil sands.
Sometimes referred to as tar sands or bituminous sands,’ oil sands are sedimentary
deposits that are impregnated with viscous petroleum of a high molar mass. Oil sands
deposits are found throughout the world, usually in the same geographical location as
conventional petroleum. Other types of heavy oil are also deemed to be oil sands if
they are located within an oil sands area.

1 Venezuela’s Orinoco Belt is another leading source of non conventional oil,
estimated to contain 300 10° m?® (1.9 trillion bbl) of oil in place, 43.2 10° m* (272
billion bbl) of ultimate recoverable reserves, and 12.3 10° m? (77.4 billion bbl) of
proven reserves. The deposits found in Venezuela are referred to as heavy and extra
heavy crude oil.

2 According to ERCB, in Alberta, crude oil is considered to be “oil produced
outside the Oil Sands Areas, or if within the Oil Sands Areas (AER) from formations
other than the Mannville or Woodbend” (2009, p. 3 1). ERCB further classifies crude
oils with a density of less than 900 kg/m? as light medium, and those with densities of
900 kg/m* or more as heavy. Table 1.2 provides details on Alberta crude oil reserves.

3 The use of the word tar to refer to oil sands deposits is incorrect, since tar is a
man-made substance and not a naturally occurring hydrocarbon. Tar, by definition, is
produced through the destructive distillation of organic material.
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Canada’s crude bitumen resource is present mainly in the northeastern part
of the province of Alberta, within three core oil sands areas (OSAs): Athabasca
Wabiskaw-McMurray, Cold Lake Clearwater, and Peace River Bluesky-Gething
(Figure 1.1). Together, these three OSAs occupy an area of approximately 142 000
km? (Energy Resources Conservation Board [ERCB] 2009, p. 2-4). The Athabasca
Wabiskaw-McMurray OSA, known commonly as the Athabasca oil sands, is the
largest of the three oil sands areas in Alberta.

Other crude bitumen reserves are present within the Devonian and Mississippian
carbonate deposits that unconformably underlie the Athabasca and Peace River
unconsolidated sands. The deposits at Peace River, referred to as carbonate bitumen
deposits, have not been commercially produced.

Within the three OSAs, there are 15 separate oil sands deposits across different
geological zones (Hein, Marsh, and Boddy 2008). Figure 1.2 shows the locations of
bitumen-in-clastic sands and bitumen-in-carbonate rocks that form the main deposits
in Alberta.

Collectively, Alberta’s oil sands contain one of the largest known hydrocarbon
deposits in the world. With initial established reserves estimated at 28.092 10° m?
(176.7 billion bbl),* the province was ranked second in the world in terms of oil
reserves, after Saudi Arabia (Radler 2003).

Figure 1.1 Alberta oil sands regions: Athabasca, Peace River, and Cold Lake.
Township markers of 50 km spacing are shown on the right for scale.

Adapted from ERCB (2009).

4 Conversion to barrels is rounded off in agreement to cited references. One
cubic metre is equivalent to 6.29 barrels. A barrel is 42 US gallons.
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Figure 1.2 Map showing locations of main bitumen deposits in Alberta.

Source: Hein, Marsh, and Boddy (2008).

1.1 Geology

1.1.1 Origins of Oil Sands

There are two main theories regarding the origin of oil: organic (biogenic) and
inorganic (abiogenic). The inorganic theory was propagated, in part, by the father of
the periodic table of elements, Dmitri Mendeleev, who reasoned that acetylene (C,H,)
was formed through a reaction of carbides with water, and that it, in turn, formed the
petroleum. This theory is now discredited.

The widely accepted organic theory assumes that:

1. Marine life, mainly plankton and other marine animals, die and sink to the
ocean bottom and are embedded by sedimentary minerals. Major alteration is
caused via aerobic bacterial action (in the presence of oxygen), followed by
anaerobic bacterial action (in the absence of oxygen).

2. With temperatures rising to ~ 150 °C, and with rising pressure due to
increasing burial depths (300 to 1500 atm), the proteins, carbohydrates, and
other materials are destroyed and converted to kerogen (a process known as
diagenesis). Eventually, the kerogen decomposes to produce liquid petroleum.
At the same time, the organically rich sediments are converted into rocks,
which, after more geologic time, are deformed, buckled, and uplifted.



3. The liquid petroleum flows through the pores of the rock in which it was
formed until it becomes trapped and cannot flow any further, thereby forming
an oil reservoir.

According to Adams, Rostron, and Mendoza (2004, p. 1080), who refer to studies
by Garven (1989), the “tectonic uplift of the western part of the Alberta basin caused
a topography-driven flow system to develop shortly after the maximum burial [of
the formed liquid petroleum]. Topographic relief drove basinal fluids [i.e., water]
through the petroleum source rocks. . . . This flow system acted as the main conduit for
hydrocarbon-charged water to the Athabasca oil sands area.” Other geologists suggest
that water flow is not necessary as a driving force for petroleum migration, but rather
that the light liquid petroleum simply migrates through displacement or diffusion as
a single- or multiphase fluid. In either case, as the crude migrated up-dip, its path
became progressively restricted, and as a result, a large quantity of petroleum was
trapped in the permeable sands of the McMurray Formation, between the Devonian
carbonate below and the overlying/capping Cretaceous Clearwater Formation shale,
as shown in Figures 1.3 and 1.4 (Cuddy 2004).

Athabasca
River

B.C. | Alberta

Peace River Alberta | Sask.

1000

Sea level
Athabasca

-1000 oil sands

-2000

Elevation (mASL)

-3000 A 100 km

Vertical exaggeration = 50
-4000

=3 Cretaceous shale and sandstone E=3 Banff and Exshaw shales % Host of oil sands

E=3 Upper Cretaceous Colorado group E== Upper Devonian carbonates* = Model domain (Garven 1989)
Lower Cretaceous Mannville sands ~ E= Upper Devonian shale & carbonates ~ # Athabasca oil sands*

=3 Triassic-Jurassic shale EEEH Middle Devonian evaporites Precambrian basement

B3 Mississippian-Permian carbonates ~ E==3 Middle Devonian carbonates

Figure 1.3 Geological formation and migration of crude oil.

Source: Adams, Rostron, and Mendoza (2004)

The main point of uncertainty is whether the source rocks are from the Mississippian
or the Jurassic period, or some combination of the two. It is now widely accepted
that light oil was sourced in the deeper portions of the pre-Cretaceous formations of
the Western Canada Sedimentary Basin (WCSB) and migrated long distances before
becoming trapped in its present location. The McMurray and other corresponding
formations were the primary collectors of the generated oil and provided the main
conduit for west-to-east migration. It is estimated that the migration path was at least
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360 km for the Athabasca deposit and at least 80 km for the Peace River deposit.
These lighter oils were then subjected to aerobic biodegradation and transformed into
bitumen.

Bacterial degradation of the trapped liquid petroleum over millions of years led to the
formation of a heavier oil, i.e., crude bitumen. It resulted in the absence of straight-chain
hydrocarbons (such as pentanes) and led to an increase in hydrocarbon species of
higher molecular weight. As a result, the oil-specific gravity and sulphur content
of residual material, i.e., bitumen, increased. As well, the concentration of heavy
minerals, such as vanadium, nickel, magnetite, gold, and silver, also increased. To that
end, crude bitumen at room temperature has a density higher than that of water and
a viscosity of ~ 500 Pa-s. It has a sulphur content of ~ 4.5 %, a nitrogen content of
~ 0.5 %, and a heavy metal (vanadium and nickel) content of ~ 300 ppm. The bacteria
may also have modified some of the simpler sulphur molecules, leaving behind the
more complex ones. Subsequently, there are more “heavy” hydrocarbons, complex
sulphur and nitrogen compounds, and metals in bitumen than there are in conventional
crude oil.

It has been estimated that prior to biodegradation, the original volume of oil in
the oil sands was two to three times that of today’s. The characteristics of the bitumen
and the reservoir properties of the oil sands are in large part a function of the degree of
biodegradation that took place (Canadian Centre for Energy Information [CCEI] 2004;
Cuddy 2004; Adams, Rostron, and Mendoza 2004; Garven 1989).

1.1.2 The Athabasca Wabiskaw-McMurray Deposit

As mentioned earlier, the Athabasca oil sands deposit area is the largest of the three
oil sands areas in Alberta. It is also the only one that is accessible to open-pit mining.
Most of the Athabasca reserves are contained within the Lower Cretaceous McMurray
Formation, where the bitumen is contained within unconsolidated (uncemented) clastic
sand. The entire Mannville Group is exposed in river sections in the vicinity of Fort
McMurray. However, the McMurray Formation is the only one within the Mannville
Group that is oil-saturated. The McMurray Formation overlies the Devonian rocks and
the Devonian strata that unconformably overlie the Precambrian rocks. The Devonian
rocks consist of limestone, dolomite, shale, anhydrite, and salt.

The McMurray Formation was deposited directly onto the pre-Cretaceous
erosional surface in a major north-to-south trending depression. This depression was
initiated by the salt solution removal of the Middle Devonian evaporates and the
consequent collapse of the overlying formations. A fluvial drainage system occupied
the depression in the early Cretaceous period. This carved the exposed limestone into
a landscape of highly variable relief. The locations of highs and lows on the weathered
Devonian surface are critical to the distribution of oil sands reserves in the Athabasca
deposit, because the bulk of the reserves in the deposit is contained in the sands of the
lower and middle members of the McMurray Formation (Cuddy 2004).

The Clearwater Formation overlies the McMurray Formation. Above it lies the
sandstone of the Grand Rapids Formation. A distinct contact point for these two
formations is sometimes difficult to determine due to their interfingered nature. The
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Clearwater and Grand Rapids Formations are barren in the Athabasca OSA, but are
bitumen-bearing in the Wabiskaw and Cold Lake OSAs.

The McMurray Formation is informally divided into three subsections that reflect
the environments of sediment deposition: Lower (continental fluvial), Middle (tidal
estuary), and Upper (tidal marine) (Cuddy 2004). Although the Lower McMurray
is normally highly saturated with bitumen and has coarser sand, in some regions of
the Athabasca deposit, it contains water-bearing sands that have little or no bitumen
saturation. Such sands are referred to as basal water sands (BWS).

Figure 1.4 shows the geological strata for the McMurray Formation on Lease 18
of CNRL’s Horizon Project. In this lease, the Upper McMurray is relatively shallow
and most of the oil sands resources are found within the Lower and Middle McMurray
Formations. The Clearwater Formation that overlies the Upper McMurray comprises
marine clay, fine sand, and siltstone. The deposition of these sediments occurred in a
marine environment during the rise of the boreal Clearwater Sea.
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Figure 1.4 Geological strata for the McMurray Formation.
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1.2 Alberta’s Crude Bitumen Resource

1.2.1 Oil Sands Ore Characterization

Among several other important factors, the quality of an oil sands deposit depends
primarily on the weight percentage (wt. %) of bitumen in the deposit and the thickness
of the saturated bitumen zone. The weight percentage of bitumen content, also
referred to as the bitumen grade, varies significantly within a deposit, both laterally
and with depth. It decreases as the reservoir shale or clay content increases or as the
porosity decreases. As both bitumen and water occupy the pore space of the rock or
sand formation, increasing the water volume (or weight) within the pore space also
decreases the weight percentage of bitumen in the reservoir.

Table 1.1 Initial in-place volumes of crude bitumen and characteristics in
various OSAs
Source: ERCB (2009, p. 2-11).

. Average bitumen
) ] Initial Average saturation Average
Oil Sand Area | in-place | Area pay - orosity
(OSA) volume (km?) | thickness | Weight ore | P o
10° m) (m) %) volume (%)
(%)
Athabasca
Grand Rapids 8.678 6890 7.2 6.3 56 30
Wabiskaw-McMurray | =, ¢ 3740 25.8 10.1 76 28
(mineable)
iskaw-McM
Wabiskaw-MeMurray |3 319 [ 47010 13.1 10.2 7 29
(in situ)
Nisku 10.330 4990 8.0 5.7 63 21
Grosmont 50.500 41 670 10.4 4.7 68 16
Subtotal | 222.555 104 300
Cold Lake
Grand Rapids 17.304 17 090 5.9 9.5 66 31
Clearwater 9.422 4330 11.8 8.9 59 31
Wabiskaw-McMurray 4.287 4850 5.4 7.3 59 27
Subtotal | 31.013 26270
Peace River
Bluesky-Gething 10.968 10 160 6.1 8.1 68 26
Belloy 0.282 260 8.0 7.8 64 27
Debolt 7.800 3020 23.7 5.1 65 18
Shunda 2.510 1430 14.0 5.3 52 23
Subtotal | 21.560 14 870
Total | 275.128 145 440
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In Table 1.1, the terms pore volume, porosity, and bitumen saturation are used to
characterize an oil sands ore. Pore volume refers to the ratio of the total space of the
voids in an oil sands ore to its total undisturbed volume. This is an important property
when dealing with an in situ production operation, where bitumen is able to flow within
the pore space of the oil sands matrix. The porosity of an oil sands ore is defined as the
ratio of pore volume to sand volume. The bitumen saturation of an oil sands ore can
be expressed in one of two ways: as the weight percentage of bitumen relative to the
total weight of the oil sands ore, including all bitumen, water, and mineral solids (sand,
shale, and clay); or as the percentage of pore volume that is occupied by bitumen.

Figure 1.5 shows a bitumen pay thickness map for the Athabasca
Wabiskaw-McMurray OSA, with cutoffs of 6 % wt. bitumen and 1.5 m pay thickness.
The map construction considers the deposit to be a single bitumen zone and the pay
zone to have accumulated over the entire geological interval (ERCB 2008).° The
figure also indicates the designated surface-mineable area. This area is restricted to
the vicinity of Athabasca River and is a relatively small fraction of the Athabasca
Wabiskaw-McMurray deposit. This is the only surface-mineable deposit within the
three OSAs.

I Bitumen pay
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Figure 1.5 Bitumen pay thickness of the Athabasca Wabiskaw-McMurray
OSA.

Adapted from ERCB (2009).

5 ERCB provides these types of contour maps on a regular basis in its ST-98 statistical
survey reports.
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1.2.2 Recovery Methods

To date, there are two main methods used for the recovery of bitumen from the
Athabasca oil sands: open-pit mining and in situ. Mining operations are applied in
relatively shallow oil sands formations. Vegetation and surface cover, i.e., muskeg
and overburden, are first removed using shovels, exposing the oil sands formation.
Presently, the truck-and-shovel method and at-face mining equipment are used to mine
the oil sands ore. The mined oil sands are treated with hot water to liberate the bitumen
from the sand grains for subsequent recovery and cleaning.

In situ bitumen recovery is used when the overburden is too deep for economical
mining operation. Steam-assisted gravity drainage (SAGD) is currently used in
commercial operations. In this approach, two horizontal wells, parallel to each other,
are drilled into the lower part of the oil sands formation. Steam is introduced into the
upper well, heating the surrounding formation and reducing the bitumen’s viscosity.
The bitumen, together with condensed steam, flows to the lower well, from which it is
pumped to the surface.

The division between surface mining and in situ areas is based on the thickness
of the overburden, with mining operations generally limited to areas where the
overburden thickness is less than ~ 75 m (ERCB 2008).

Table 1.2 Alberta reserves and production of crude bitumen and crude oil
Sources: ERCB (2009); NEB (2004).

Crude bitumen Crude oil
Billion Billion
cubic | Billion | cubic | Billion
metres | barrels* | metres | barrels®
(10°m?) (10° m)
Ultimate in-place volume 400 2500
Initial in-place volume 275.128 | 1731 10.782 67.8
Itimat tential -
Ultimate potential recover- | 55 | 3145 | 313 | 678
able reserves
Initial established reserves | 28.092 177 2,773 17.50
Remaining established
reserves, as of end of 2008 27.072 170 0.233 L5
Annual production, 2008 0.076 0.477 | 0.0293 | 0.184
Cumulative production
volume as of end of 2008 1.02 6.42 2.540 16.0

ote: A volume of one cubic metre 1s equivalent to approximately 6.29
barrels. One barrel is equivalent to approximately 159 L or 0.159 m3.
2 The numbers quoted in cubic metres are used to convert to barrels.
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1.2.3 Crude Bitumen Reserves: Definitions and Values

A specific terminology has developed within the industry and both the provincial and
federal governments to describe crude bitumen volumes and reserves. In this section,
we explore these terms in more detail and present the established numbers for crude
bitumen production in Alberta. Note that the numbers can vary slightly according to
the criteria used in defining them and are updated as new core data are acquired. The
data presented in the following section are shown in Tables 1.1 to 1.4.

Table 1.3 In-place and established mineable and in situ reserves and

cumulative production of crude bitumen
Sources: ERCB (2009); NEB (2004).

Recovery method Billion cubic
. billion cubic metres metres
Crude bitumen 10° m?) (10° m?)
Minable | In Situ Total
Ultimate in place volume 22 378 400
Initial in-place volume 20.7 254.4 275.1
Ultimate potential recoverable reserves 11.0 39.0 50.0
Initial established reserves 6.16 21.94 28.09
Cumulative production as of end of 2008 0.670 0.350 1.020
Remaining established reserves as of end 5487 21,585 27072
of 2008
Remaining established reserves under ac-
tive development as of end of 2008 3.74 0.56 4.30

Table 1.4 Mineable crude bitumen reserves in some reported areas under
active development as of the end of 2008
Source: ERCB (2009, p. 2-12). Note: 1 km* = 100 ha.

Initial Initial Remaining
Develop- Project 1311neable established Cumulal.:lve established
ment area in-place production
R reserves reserves
project (km?) volume 10° m) (10° m3) 10° m’)
(10° m®)
Albian Sands 135.81 0.672 0.419 0.049 0.371
Fort Hills 189.76 0.699 0.364 0 0.364
Horizon 284.82 0.834 0.537 0 0.537
Jackpine 79.58 0.361 0.222 0 0.222
Suncor 191.55 0.990 0.687 0.250 0,437
Syncrude 440.37 2.071 1.306 0.371 0.935
Kearl 196.74 1.324 0.872 0 0.872
Sum total 1518.63 6.951 4.407 0.670 3.738
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Initial In-Place Volume of Crude Bitumen

This term refers to the volume of crude bitumen estimated, calculated, or interpreted to
be initially contained in a deposit “before any volume has been produced and without
regard for the extent to which such volumes will be recovered” (NEB 2004, p. 119).
This value is established using specific drillhole data, including geophysical logs and
core analyses.

In ERCB’s 2008 and 2009 ST-98 documents, for Cretaceous sands, the initial
in-place volume of crude bitumen was determined “using a minimum saturation cutoff
of 3 mass per cent crude bitumen and a minimum saturated zone thickness of 1.5 m for
in situ areas.” For surface-mineable areas, “cutoffs were increased to 6 mass per cent
and 3.0 m” in 1999. For carbonate deposits, the crude bitumen “was determined using
a minimum bitumen saturation of 30 per cent of pore volume and a minimum porosity
value of 5 per cent” (ERCB, 2008, p. 2-4). The ERCB suggests that the 1999-era
change in the oil sands quality cutoff “more accurately reflects the volumes from
which bitumen can be reasonably expected to be recovered.” This change decreases
the initial in-place volume estimation of the crude bitumen resources (ERCB 2008, p.
2-5).

Table 1.1 provides the initial in-place volume of crude bitumen in the various
OSAs. The initial in-place volume of crude bitumen, as shown in Table 1.2, is estimated
at 275.128 10° m* (1731 billion barrels) (ERCB 2009).

Ultimate In-Place Volume of Crude Bitumen

This term refers to the estimated ultimate volume of crude bitumen expected to be
found by the time “all exploratory and development activity has ceased” (NEB 2004,
p. 4), and “without regard for the extent to which such volumes will be recovered”
(p. 119). We can, therefore, regard the ultimate in-place volume of crude bitumen as
representative of the uppermost crude bitumen estimate.

The ultimate in-place volume of crude bitumen is estimated at 400 10° m* (2.5
trillion barrels) (NEB 2004, p. 4). Of this amount, NEB categorizes 22 10° m* (140
billion barrels) as amenable to surface mining (in-pit mining) and the remaining
378 10° m* (2.4 trillion barrels) as amenable to in situ recovery or underground mining
methods. The volume of crude bitumen within the carbonate rocks of Devonian and
Mississippian origin is estimated at 60.8 10° m* (ERCB 2009, p. 2-9).

Ultimate Potential Recoverable Reserves of Crude Bitumen

ERCB defines ultimate potential as “an estimate of the initial established reserves
that will have been developed in an area by the time all exploratory and development
activity has ceased, having regard for the geological prospects of that area and
anticipated technology and economic conditions.” ERCB further includes “cumulative
production, remaining established reserves, and future additions through extensions
and revisions to existing pools and the discovery of new pools” in its definition, and
expresses ultimate potential using the equation: “Ultimate potential = initial established
reserves + additions to existing pools + future discoveries” (ERCB 2009, p. A7).
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Of the ultimate in-place volume of crude bitumen, 12 % to 13 %, or ~ 50
10° m* (314.5 billion barrels), are estimated to be potentially recoverable reserves.
The ultimate potential reserves of crude bitumen recoverable by in situ methods is
estimated to be 33 10° m* from Cretaceous sediments and 6 10° m* from Paleozoic
carbonate sediments. Nearly 11 10° m? is expected from within the surface-mineable
boundary. ERCB’s current estimate of total ultimate potential crude bitumen reserves
(50 10° m?) is unchanged from previous estimates and can be considered optimistic
(ERCB 2009).

Established Reserves of Crude Bitumen

ERCB defines established reserves as “reserves recoverable under current technology
and present and anticipated economic conditions specifically proved by drilling,
testing, or production, plus the portion of contiguous recoverable reserves that
are interpreted to exist from geological, geophysical, or similar information with
reasonable certainty” (2009, p. A2).

Initial Established Reserves of Crude Bitumen

This term refers to the “established reserves [of crude bitumen] prior to the deduction
of any production” (ERCB 2009, p. A4). The initial established reserves of crude
bitumen are estimated at 28.092 10° m? (176.7 billion barrels). Of this amount, ~ 80 %
(21.94 10° m®) is amenable to in situ production, and ~ 20 % (6.16 10° m®) is amenable
to surface mining (ERCB 2009, p. 2-3). The initial established reserves of crude
bitumen are considered a reasonable estimate of recoverable crude bitumen in the next
several decades.

According to ERCB, when determining initial established reserves in
surface-mineable areas, reduction factors must be applied to account for “bitumen ore
sterilized due to environmental protection corridors along major rivers, small isolated
ore bodies, and the location of surface facilities (plant sites, tailings ponds, and waste
dumps)” (ERCB 2009, p. 2-11). ERCB estimates these reduction factors at 0.9 and
assumes an average recovery efficiency factor of 0.82 for combined mining/extraction
and bitumen cleaning.

For those areas considered amenable to in situ production, ERCB applied
bitumen zone thickness cutoffs based on the “type of development and [on] deposit
characteristics.” A cutoff of 10 m to 15 m was used for deposits amenable to thermal
recovery, and a minimum cutoff of 3 m or lower was used for primary development.
ERCB used “a minimum saturation cutoff of 3 mass per cent,” but notes that “future
reserves estimates will likely be based on values higher [than this].”® For areas meeting
cutoff criteria, recovery factors of 20 % for thermal recovery and 5 % for primary
development were applied (ERCB 2008, p. 2-12).

6 As noted in ERCB’s ST98 report, “the selection of appropriate saturation and
thickness cutoff varies, depending on the purpose the resource evaluation and other
factors, such as changes in technology and economic conditions”(p. 2-4, 2008).
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At the end of 2008, the ratios of initial established reserves to initial in-place
volume were 0.298 and 0.086 for mineable and in situ productions, respectively. The
very low ratio for in situ production is reflected, to a large extent, by the low recovery
of crude bitumen and the criteria used in estimating the reserves (Table 1.3). Details
for the initial in-place volume and deposit characteristics of each OSA are provided in
Table 1.1. As noted, the Athabasca oil sands area is the largest in terms of surface area
and crude oil deposits.

Remaining Established Reserves of Crude Bitumen

This term refers to the volume of “initial established reserves of crude bitumen, less
cumulative production” (ERCB 2008, p. A6).

As can be seen in Table 1.3, at the end of 2008, only ~ 3.3 % of the initial
established reserves (equivalent to 1.020 10° m?) had been produced since 1967, when
production on a commercial scale began. The cumulative production was 0.670 10° m?
for surface mining and 0.350 10° m® for in situ. The total remaining established reserves
of crude bitumen were 27.072 10° m® (~ 170.3 billion barrels), of which ~ 80 % (or
21.585 10° m?) is considered to be recoverable by in situ methods and ~ 20 % (5.487
10° m®) by surface mining methods. Of the remaining established reserves, 0.5607
10° m? of the in situ—recoverable and 3.738 10° m® of the mineable reserves are within
the active development areas (ERCB 2009). At a daily production of 5 million barrels,
the remaining established crude bitumen reserves would be depleted after about one
century of production. ERCB estimates that bitumen production by 2018 will be
double that of 2008 (ERCB 2009, p. 5).

As can be seen from Table 1.2, the remaining established reserves of crude oil are
less than ~ 1 % of that of crude bitumen.

Synthetic Crude Oil Production

We have referred to crude bitumen to indicate non-upgraded bitumen. During
upgrading operations, there is a 10 % to 20 % reduction in bitumen volume due to
coke rejection in the upgrading process or as a result of asphaltene precipitation and
rejection during bitumen froth treatment. We refer to upgraded bitumen as synthetic
crude 0il (SCO). In 2008, ~ 59 % of crude bitumen produced in Alberta was upgraded
to SCO in the province. This percentage is expected to increase to ~ 61 % by 2018
(ERCB 2009, p. 3). Up-to-date estimates and data can be obtained from AER ST-98
publications.
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Table 1.5 In situ crude bitumen reserves? in areas under active development
as of end of 2008
Source: ERCB (2009, p. 2-14).

.. Re-
Initial Re Initial | Cumu- maining
. - estab- lative
Development in-place | covery . estab-
. lished | produc- | .
project me factor .y lished
93 o reserves | tion
(10° m’) (%) A0’ m) | (10° m?) reserves
(10° m%)
Peace River Oil Sands Area
Thermal commercial projects 0.0558 40 0.0223 0.01 0.0123
Primary recovery schemes 0.1608 5 0.008 0.0061 0.0019
Subtotal 0.2166 0.0304 0.0161 0.0143
Athabasca OSA
Thermal commercial projects 0.3137 50 0.1569 0.0369 0.1200
Primary recovery schemes 1.0262 5 0.0513 0.0204 0.0309
Enhanced recovery schemes® 0.289¢ 10 0.0289 0.0103 0.0186
Subtotal 1.3399 0.2371 0.0676 0.1695
Cold Lake Oil Sands Area
Thermal commercial (CSS)° 1.2128 25 0.3032 0.1848 0.1184
Thermal commercial (SAGD)" 0.0338 50 0.0169 0.001 0.0159
Primary production within projects 0.6011 5 0.0301 0.0137 0.0164
Primary recovery schemes 4.3471 5 0.2174 0.0527 0.1647
Lindbergh primary production 1.3093 5 0.0655 0.0073 0.0582
Subtotal 7.5041 0.633 0.2595 0.3735
Experimental schemes (all areas)
Active 0.0081 15¢ 0.0012 0.0011" 0.0001
Terminated 0.0874 102 0.0091 0.0058 0.0033
Subtotal | 0.0955 0.0103 0.0069 0.0035
Total 9.116 0.9087 0.3501 0.5607

* Thermal reserves for this table are assigned only for lands approved for thermal
recovery and having completed drilling development.

® Cumulative production to December 31, 2007, includes amendments to production
reports.

¢ Schemes currently on polymer or waterflood in the Brintnell-Pelican area. Previous
primary production is included under primary schemes.

4The in-place number is that part of the primary number above that will see incremental
production due to polymer or waterflooding

¢ Cyclic steam simulation projects.

fSteam-assisted gravity drainage projects.

¢ Averaged values.

" Production from the Athabasca OSA is 0.86 10° m?® and from the Cold Lake OSA is 0.2 10° m®.
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1.2.4 Crude Bitumen and Synthetic Crude Oil Under
Active Development

Table 1.4 lists current and approved surface-mineable projects as of December 2008.
Up to the end of November 2008, Suncor Energy Inc., Syncrude Canada Ltd., and
Shell Albian Sands (formerly known as Albian Sands Energy Inc.)” were the only
producers in the surface-mineable area. The cumulative crude bitumen production
for the three producers, starting from 1967, is 0.670 10° m* (4.21 billion barrels).
Considering that the total remaining mineable established reserves are 5.487 10° m’,
the mineable established reserves under active development are substantial.

The total crude bitumen production in Alberta during 2007 was 76.6 10° m*, with
31.1 10° m* coming from in situ operations and 45.5 10° m? from surface mining.
Surface mining accounted for ~ 59 % of total production in 2007 and in situ for
~ 41 %. The corresponding production values for 2008 are 33.9 10° m? from in situ
and 42.0 10° m* from surface mining, where surface mining accounts for ~ 55 % of
total production.

ERCB has determined the initial established reserves for in situ production. The
cumulative production under active development within the in situ—designated areas
presently totals 0.3501 10° m?, of which 0.2595 10° m? is from the Cold Lake OSA,
where major in situ activities take place (Table 1.5). The remaining active established
reserves for in situ are estimated at 0.5607 10° m?, which accounts for only 2.6 % of
the initial established reserves (ERCB 2009). Thermal recovery accounts for a major
portion of the total in situ production.

A historical daily production of surface-mineable crude bitumen and synthetic
crude oil within the Athabasca OSA for the 1967-2007 period is given in Figure 1.6.
In 1967, the first integrated surface mining and bitumen upgrading operation was
initiated with the establishment of Great Canadian Oil Sands (GCOS), the precursor
to present-day Suncor. This was followed by Syncrude in 1978 and by Albian and the
Scotford Upgrader in the Edmonton area in 2003. In 2009, CNRL started its integrated
operation with the Horizon Project north of Fort McMurray.

The daily in situ crude bitumen production of the three OSAs is shown in
Figure 1.7. The Cold Lake OSA was steady for the period 1997-2002, with increased
production starting in 2002. Although the Cold Lake OSA is a major source of crude
bitumen production, there has been a significant production increase within the
Athabasca OSA since 2002 due to the development of thermal production through
SAGD. The more recent in situ production increase in the Peace River OSA is mainly
due to primary crude bitumen production in the Seal area (ERCB 2009).

7 As of January 2009, Shell Canada Energy became the operator of the Muskeg
River Mine and the Jackpine Mine, located north of Fort McMurray. These operations,
formerly known under the name “Albian Sands Energy” became “Shell Albian Sands.”
Here, we will use the term “Albian” to indicate Shell Albian Sands. The Athabasca Oil
Sands Project (AOSP) comprises both the above-mentioned mines and the Scotford
Upgrader located outside of Edmonton. Production at AOSP began in 2003.
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Figure 1.6 Mined crude bitumen and synthetic crude oil production in Alberta.
Based on data from ERCB (2009).
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Figure 1.7 Crude bitumen production by oil sands area (OSA).
Based on data from ERCB (2009).

- 16 -



production from surface mining and in situ are shown in Figure 1.8. In 2008, the
daily in situ production was 92 900 m?*/d, while daily surface mining production was
114 700 m’/d. By 2018, these figures are expected to increase to 221 000 m*/d and

249 000 m*/d, respectively, to a total equivalent of well over 3 million barrels per day
(bbl/d) (ERCB 2009).
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Figure 1.8 Alberta crude bitumen production from surface mining and in-situ.

Based on data from ERCB (2009).

Up to 2008, all of the surface-mined production and a small portion of in situ
production in Alberta were upgraded to SCO. The average daily production of the
Shell, Suncor, and Syncrude upgraders is given in Table 1.6. The three upgraders
produce different varieties of refined products. Shell produces intermediate refinery
feedstock for the Shell Scotford Refinery, as well as sweet and heavy SCO.

Table 1.6 Production of synthetic crude oil (SCO) in 2008
Based on data from ERCB (2009) and other oil sands annual and sustainability

publications.
Annual . .
production of Dall.y Dall.y
Producer SCO production of | production of
(10 m’ly) SCO (m*d) | SCO (kbbl/d)
Scotford Upgrader (Shell) 7.48 20 500 129
Suncor Energy Inc. 13.43 36 800 231
Syncrude Canada Ltd. 17.01 46 600 293
Total 37.92 103 900 653

Note: Data in the table above differ slightly from those given in other sources.
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Suncor produces light sweet and light sour crudes and diesel fuel. In 2007, for
example, Suncor produced 43 % light sweet crude oil, 11 % diesel, 43 % light sour
crude oil, and ~ 3 % bitumen (Suncor 2007a). The Syncrude upgrader produces light
sweet synthetic crude.

In 2008, the total daily SCO production was 103 900 m*/d, and ERCB expects it
to increase to 245 000 m*/d by 2018 (2009). There was a decrease of ~ 5 % in 2008.
The historical daily production of SCO is provided in Figure 1.9. It is clear that the
daily synthetic crude oil production has been on a relatively steep slope of increase for
both Suncor and Syncrude.
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Figure 1.9 Historical production of synthetic crude oil in Alberta by the major
bitumen producers.

Based on data from Shell, Syncrude, and Suncor annual and sustainability
reports.

1.3 Bitumen Production From the
Athabasca Oil Sands: Historical
Background

In 1778, fur trader and founding member of the North West Company, Peter Pond,
became the first European to examine the Athabasca oil sands. Ten years later, explorer
Alexander Mackenzie wrote in his diary:

About twenty-four miles from the Fork are some bituminous fountains into
which a pole of twenty feet long may be inserted without the least resistance.
The bitumen is in a fluid state and when mixed with gum, or the resinous
substance collected from the spruce fir, serves to gum the canoes. In its
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heated state it emits a smell like that of sea coal. The banks of the river,
which are there very elevated, discover veins of the same bitumenous quality
(Mackenzie 1801, p. Ixxxviti).

Positive assessments of the region’s resource potential were presented in the early
1870s and 1880s by John Macoun and Robert Bell of the Geological Survey of Canada
(Ferguson 1985), and again in 1889 by Charles Mair, a secretary for the Treaty 8
Métis Scrip Commission. Mair, chronicling his travels across the Treaty 8 area, echoed
Mackenzie’s observations:

In the neighbourhood of McMurray there are several tar-wells, so called, and
there, if a hole is scraped in the bank, it slowly fills in with tar mingled with
sand. This is separated by boiling, and is used, in its native state, for gumming
canoes and boats. . . . Farther up are immense towering banks . . . everywhere
streaked with oozing tar, and smelling like an old ship. . . . That this region
is stored with a substance of great economic value is beyond all doubt, and,
when the hour of development comes, it will, I believe, prove to be one of
the wonders of northern Canada. We were deeply impressed by this scene of
Nature’s chemistry, and realized what a vast storehouse of not only hidden but
exposed resources we possess in this enormous country (Mair 1908, p. 121).

According to Barry Glen Ferguson in his detailed historical overview of the oil
sands, “in 1894, an initial $7,000 was voted by Parliament for experimental drilling,”
which was carried out at three separate locations: Athabasca Landing, Pelican River,
and Victoria Settlement. However, none of the three locations ultimately yielded the
desirable result of “petroleum proper,” and “after 1898, no further drilling work was
carried out” (Ferguson 1985, p. 20-21). For the next decade, government and industry
interest in the oil sands waned, with the exception of some speculative activity. As
further explained by Ferguson,

Federal involvement recurred after 1912 in the context of British pressures on
the Canadian government to devise a policy on oil exploration. In 1913, the
federal government placed the oil sands region under a reserve, halting the
speculative activity which had gone on in the previous half-dozen years. This
policy decision occurred at a time when the Dominion was awakening to the
importance of petroleum as a fuel (1985, p. 21-22).

In 1913, Sidney Ells, then a geologist working with the Mines Branch,

surveyed some 185 miles of river frontage and used a hand-auger to take
two hundred core samples. . . . Ells argued that there was a resource of
considerable extent which had great potential as a road-surfacing material;
[and that] these asphalt reserves would constitute an immediately useful
resource (Ferguson 1985, p. 23).
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In 1921, the Scientific and Industrial Research Council of Alberta (SIRCA;
presently Alberta Research Council, or ARC) was formed to assist the province in
achieving economic development and growth. In the 1920s, under the auspices of
SIRCA, Dr. Karl Clark (originally of Ontario) began conducting experimental work
on the separation of bitumen from oil sands at the University of Alberta. Clark’s
background in mineral processing and physical chemistry was very much suited
to research in bitumen separation. In 1924, together with Sidney Blair and David
Pasternack, he constructed a bench-scale separation unit in the basement of the
University of Alberta’s Power Plant and developed a hot water flotation process to
separate bitumen from sand. In 1924, they built a larger bitumen separation unit in
northern Edmonton’s Dunvegan railway yards, which was redesigned, dismantled,
and rebuilt in 1929 on a field scale in Fort McMurray. In Clark’s studies, hot water
with caustic addition was used in bitumen flotation and separation. It was Clark’s
pioneering work that installed the scientific basis behind bitumen extraction and
positioned Alberta’s oil sands as a commercially viable future energy resource.

In the late 1960s, GCOS developed a surface mining operation comprised of three
parts: an open-pit mine, a hot water extraction plant to recover bitumen from the oil
sands, and an upgrading complex to upgrade the extracted bitumen to a light synthetic
crude (Morgan 2001). The GCOS commercial operation was followed by Syncrude
Canada’s open-pit mine at Mildred Lake in the late 1970s. There have been many
expansions at both Suncor and Syncrude since these initial operations.

In early 2003, Albian Sands Energy Inc. (presently Shell Albian Sands) started
its open-pit mining operation to recover bitumen from oil sands. All three commercial
oil sands operations use hot or warm water processes to float and recover the bitumen,
demonstrating the major role of Clark’s initial studies in the development of commercial
plants. In late 2008, CNRL began its Horizon Project operation.

Research into bitumen extraction from oil sands and the associated processing is
ongoing at the Alberta Research Council, the federal government’s CanmetENERGY
(previously known as CANMET Energy Technology Centre), and more recently,
the University of Alberta under the sponsorship of the Industrial Research Chairs of
Natural Sciences and Engineering Research Council of Canada (NSERC) and various
industrial partners.

In the 1960s, concurrent with the efforts devoted to developing open-pit
commercial operations, the industry began to devote efforts to the deeper-buried oil
sands ore deposits that could not be economically mined. The first commercially viable
method of producing bitumen from the deeper formations was developed by Imperial
Oil at its Cold Lake leases in the 1980s, using cyclic steam stimulation (CSS), also
known as the ‘huff and puff” technique. Imperial’s cyclic steam commercial project
proved to be the most successful large-scale Canadian application of in situ bitumen
production. With the introduction of horizontal wells, a second generation of in situ
technology evolved (Morgan 2001), and was adopted by many commercial operators,
including Alberta Energy Company Ltd. (at Foster Creek) and Suncor (at Firebag)
(Gray, Xu, and Masliyah 2009).

Initially, producing synthetic crude from mineable oil sands was very difficult and
expensive. The commercial operations were stymied by high costs and little financial
returns on investment. However, improvements in construction materials, materials

-20 -



handling, and in situ production technology; the introduction of the truck-and-shovel
method and hydrotransport pipelines to the mining operation; and a better understanding
of the science of bitumen extraction and upgrading have all successfully reduced the
high cost of bitumen recovery and upgrading to a level that is presently competitive on
a global scale (Mathieson et al. 2001).
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Figure 1.10 Alberta oil sands regions and oil sands operators: mining and in
situ operating, under construction, and planned.

Source: Adapted from NEB (2006). See also NEB (2008).
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As we stated earlier, commercial bitumen production is achieved either through
in situ production (for oil sands deposits normally buried more than 100 m)® or
open-pit mining (for shallower deposits). In practice, most in situ bitumen and heavy
oil production normally comes from deposits buried more than 200 m, and most
open-pit mining from deposits buried less than 75 m. Figure 1.10 shows the three oil
sands regions in Alberta, together with the presently associated and future oil sands
operators, for both mining and in situ operations. It should be noted that, at present,
there is no proven commercial technology to recover bitumen from the intermediate
depths between the surface-mineable and in situ zones.

Figure 1.11 depicts the leases held by Suncor, Syncrude, Shell Canada, CNRL,
and others for their present and future oil sands operations.
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Figure 1.11 Oil sands leases, 2007.
Source: Canadian Oil Sands Trust website (2007).

Excellent historical background on the oil sands is given by Carrigy and Kramers
(1973), Ferguson (1985), Sheppard (1989), the National Energy Board (2000, 2004,
2008), and the Alberta Chamber of Resources (2004). More on the social background
of Fort McMurray and the history of oil sands development in the Athabasca area can
be found in Huberman (2001).

8 ERCB?’s cutoff for in situ production is 75 m.
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1.4 Driving Forces in Oil Sands
Development

Growth in the world’s oil demand indicates that there will be a market for more
bitumen production. Before we can accommodate this increased production, there
are significant challenges that must be overcome, stemming from a number of major
factors that will influence the degree and pace of future oil sands development. These
factors, illustrated in Figure 1.12, are outlined below.

Natural gas supply

Capital and labour Energy demand

Oil sands

development Oil and natural

Geographic
gas pricing

issues

Emerging

technologies Market and

pipelines
Environmental issues

Figure 1.12 Driving forces in oil sands development.
Source: NEB (2004).
Natural Gas

This commodity is required for heating water in the extraction step (250 scf/bbl),
for steam generation in SAGD (1100 scf/bbl; SOR = 2.5)°, and for the upgrading
process (400 scf). By 2015, the overall gas intensity for both in situ and mining/
upgrading combined will average 700 scf/bbl (NEB 2004).

Energy Demand

Investment incentive in oil sands projects decreases with lower energy demand.

Oil and Gas Pricing

The effect of natural gas price is very acute for in situ production using classical
SAGD operation. According to NEB, “gas costs can comprise up to 50 percent or
more of the total costs in thermal in situ project . . . companies are developing new
technologies designed to reduce or eliminate the need for natural gas in oil sands
operations.” NEB further cites the “bitumen gasification process in the proposed
Nexen/OPTI Long Lake project and fuel switching capabilities at Suncor’s Firebag
project” as fine examples of natural gas—reduced usage (2004, p. xiv).

9 SOR: Steam-to-oil ratio.
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Market and Pipelines

Produced bitumen needs to be transported to markets via pipelines. Their
availability is very important, as otherwise, diluted crude bitumen and synthetic crude
oil cannot reach markets south of Fort McMurray and Edmonton or the rest of Canada
and the midwestern United States.

Managing Environmental Issues

Water use and carbon dioxide emissions are major issues in oil sands sustainability.
Public concerns related to river water withdrawal, ever-increasing volumes of tailings
pond water and mature fine tailings, and Kyoto targets are in the forefront of future
developments of oil sands.

Technology Innovation

Innovations tend to improve bitumen recovery, reduce production costs, and
reduce water use and emissions.

Geographic Issues

Green (new) fields are now further away from Fort McMurray. Transportation and
accommodation have become an issue for those in construction camps and personnel
working on site.

Rising Capital and Labour Costs

With the great demand for steel and concrete, building commodities are less
available. With spikes in the economy and with simultaneous ongoing projects, there
is a shortage of skilled labour, operators, and engineers.

Another vital contributing factor that is not shown in Figure 1.12 is the people
component—workers who have devoted tremendous energy and team effort to the
design, construction, and operation of the oil sands plants and who have led to the
success of recovering this resource. They have the potential to significantly affect the
degree and pace of future oil sands development.

Costs of crude bitumen production and upgrading are a major variable in the oil
sands industry. In 2004, Syncrude reported a total operating cost of $18.61/bbl of
Syncrude Sweet Blend (SSB). The overburden removal was $2.10/bbl for mining,
$10.51/bbl for extraction and upgrading, $0.71/bbl for catalyst cost, $4.24/bbl for
energy purchase, and $1.05/bbl for administrative and research costs. Syncrude’s
2007 operating costs were $25.26/bbl (that is, the costs associated with the mining
of oil sands ore, extraction and upgrading of the bitumen into Syncrude Sweet Blend,
maintenance of facilities, administration costs, start-up costs, research, and purchased
energy) (Syncrude 2004, 2007). This cost number jumped to $35.26/bbl in 2008 due
to operational upset, higher volumes of overburden removal, and higher natural gas
prices and consumption (Canadian Oil Sands Trust 2008, p. 8). Similarly, at Suncor,
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the total operating costs for SCO production from mining operations jumped from
$26.15 in 2006 to $34.15 in 2007 and $45.85 in 2008 (Suncor Energy Inc. 2006,
2007b, 2008)."°

1.5 Bitumen Extraction and Upgrading
Schemes

1.5.1 Extraction

A typical bitumen extraction scheme is shown in Figure 1.13. Oil sands are mined and
crushed (a). Water and additives are added into the slurry preparation equipment to
reduce the size of the crushed oil sands lumps using rotary breakers, cyclofeeders, or
mixing boxes with vibration screens (b). The slurry, which contains oil sands lumps of
a suitably reduced size, is fed into hydrotransport pipelines along with its associated
liberated bitumen and solids (c), whereby further reduction of lump size takes place
and the bitumen becomes fully liberated from the sand grains. In the hydrotransport
pipeline, the liberated bitumen droplets attach to air bubbles that were entrained during
the slurry preparation step. The slurry at the exit of the hydrotransport pipeline is
diluted with water and fed into gravity separation vessels within the extraction plant
(d). Flotation cells are used to recover bitumen from the middlings stream of the
gravity separation vessels. The aerated bitumen froth rises to the top of the separation
vessel to form a bitumen froth that, on average, contains 60 wt. % bitumen, 30 wt. %
water, and 10 wt. % solids. The solids in the bitumen froth have a much smaller
particle distribution than the vessel’s feed stream, and most of the entrained water
in the bitumen froth is in a free form. The bitumen froth is first deaerated and fed
to the bitumen froth treatment plant (¢) to remove its solids and water. In the froth
treatment plant, solvents are used to reduce the bitumen viscosity and density in order
to facilitate solids and water removal.

The operations that take place between steps (a) and (d) are, to a large extent,
fairly standard among the various oil sands operators. In the bitumen froth treatment
operation, there are two main variants. Naphthenic froth treatment involves the addition
of naphtha as the diluent (solvent) of choice. The diluent reduces the viscosity and
density of the bitumen, thereby enhancing the separation of the solids and emulsified
water from the diluted bitumen. In this approach, asphaltenes, which are a constituent
of bitumen, do not precipitate. Inclined plates settlers, hydrocyclones, and centrifuges
are employed for the solids and water separation. Naphthenic froth treatment is
employed by Suncor, Syncrude and CNRL, and leaves ~ 1.5 wt. % to 2.5 wt. % water
and ~ 0.4 wt. % to 0.8 wt. % solids in the diluted bitumen product. Paraffinic froth
treatment involves the addition of a paraffinic diluent (solvent) for bitumen viscosity
and density reduction. With the addition of an appropriate amount of diluent, about
1/3 to 1/2 of the asphaltenes is precipitated. The precipitated asphaltenes act as a

10 The figures quoted are in Canadian dollars.
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Figure 1.13 Schematic of bitumen production for surface mining.

collector for the fine solids and emulsified water in the diluted bitumen. The resulting
diluted bitumen product contains ~ 500 ppmw to 800 ppmw solids and ~ 100 ppmw
to 300 ppmw water. Settling vessels are employed in the paraffinic froth treatment
process. Initially, at Albian, where this process is employed, bitumen froth treatment
was carried out at ~ 35 °C to avoid boiling of the diluent, as C, and C alkanes are
used. However, recent improvements have introduced operations at 70 °C to 90 °C
where pressure vessels are employed. Future paraffinic froth treatment will utilize the
higher-temperature approach.

In both naphthenic and paraffinic bitumen froth treatment, the diluent is removed
prior to bitumen upgrading (f). On average, two tonnes of oil sands are required to
produce one upgraded barrel of bitumen.

The upgrading of crude bitumen is dependent on the state of the bitumen, whether
it is whole bitumen or deasphalted. Cokers (delayed or fluid cokers) with coke rejection
are employed for whole bitumen upgrading, whereas LC-Fining is normally employed
for deasphalted bitumen upgrading.

Within the extraction plant, the tailings slurry from the gravity separation vessels
and secondary flotation cells is treated in thickeners or simply diverted to tailings
ponds (g). When thickeners are employed, warm recycle water can be made available,
and a thickened tailings paste is produced from the thickeners that is either disposed of
in specially dedicated tailings ponds or mixed with the coarse solids of the extraction
tailings within the same pond. In the absence of thickeners, the tailings are introduced
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to the tailings pond. Upon settling of the coarse solids and some of the fine solids,
water from the tailings ponds is recycled and used in the bitumen extraction process.
Over several years, the fine solids and clays consolidate in the tailings ponds to create
a sludge, known as mature fine tailings (MFT), which has a solids concentration of
~30 wt. %.

The rejected solids and water, fugitive bitumen and solvent, and any precipitated
asphaltenes from the bitumen froth treatment plant are led to a tailings pond for
disposal (h). Steam and hot water are produced in the utilities plant (i).

1.5.2 Upgrading

As we pointed out earlier, crude bitumen must be upgraded to a product that can
be fractionated in a refinery. Prior to upgrading, the crude bitumen is a viscous,
hydrogen-deficient hydrocarbon with high levels of sulphur and heavy metals. During
the upgrading process, it is transformed into a high-quality upgraded crude oil (i.c.,
synthetic crude oil, or SCO) that has density and viscosity characteristics quite similar
to those of conventional light sweet crude oil, but with a very low sulphur content of
0.1 % to 0.2 % (NEB 2004).

Figure 1.14 shows an upgrading scheme that uses delayed coking technology
suitable for naphthenic froth treatment, where no asphaltenes rejection takes place.
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Figure 1.14 Schematic of bitumen upgrading using coking technology.
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The diluted bitumen (a), which contains naphtha diluent from the bitumen froth
treatment plant, is fed into the diluent recovery unit (DRU) to remove the diluent
(naphtha) for reuse in the froth bitumen treatment plant. The bitumen is heated and
subsequently fed to a vacuum distillation unit (VDU) (b), where some of the lighter
end products are removed (c). This light end product stream can be fed into the
hydrotreater units (d) or simply mixed with the final finished hydrocarbon oil product
(e). The bottoms of the VDU are heated and fed to delayed cokers (f). During the
coking process, the large bitumen molecules are thermally cracked. This leads to the
formation of a coke product that is ultimately rejected. The coke product has a slightly
higher carbon content than the crude bitumen; however, it has a higher sulphur and
heavy metals content. A sour liquid distillate stream (g) is produced from the cokers.
The sour liquid distillate is forwarded to hydrotreater units, where hydrogen is added.
Within the hydrotreater units, the hydrogen reacts with the hydrocarbon vapours at
high pressures and temperatures in the presence of a catalyst, thereby eliminating
the heteroatoms (i.e., sulphur, nitrogen, and oxygen) from the coker’s sour liquid
products and increasing the hydrogen-to-carbon ratio of the hydrocarbon inlet stream.
A synthetic crude oil is produced (e).

During the coking (h) and hydrotreating (i) processes, a sour gas containing
hydrogen sulphide (H,S) and some ammonia (NH,) is produced (j) and treated in
amine units to produce sweet fuel gas (k) and sour gas () streams. The latter stream,
together with sour gas from the amine sour water stripper, is treated in Claus sulphur
and tail gas units, where elementary sulphur blocks (m) are produced. The remaining
H,S in the gases (n), upon leaving the tail gas units, are incinerated to produce sulphur
dioxide that is vented to the atmosphere (0).

Using the Claus sulphur and tail gas units, one can expect to capture more
than 99 % of the hydrogen sulphide in the sour gases. In the case of the delayed
coker (as used by Suncor), part of the rejected coke (p) is used as a fuel to produce
steam and other heat requirements in the extraction plant. The sulphur dioxide in the
generated flue gases (q) produces the calcium sulphate (gypsum) that is needed in the
consolidated tailings (CT) process for the treatment of mature fines tailings contained
in the tailings ponds. The sulphur dioxide in the flue gas (r) accounts for most of SO,
emissions. The excess coke (s) is stockpiled or sold for use in ammonia plants or in
other thermal applications. The delayed coker process is a batch operation, where the
coker drum is emptied once it is filled with coke.

To process bitumen in fluid coker units (as practiced at Syncrude using fluid cokers),
the coke is circulated between the coker drum and the burner, where it is burned. The
liberated thermal energy is used for steam production, thereby integrating with the
extraction plant, where hot water and steam are required. Excess coke is rejected and
stockpiled. The fluid coker operation is continuous. However, the coker drum needs to
be emptied on a regular basis. The flue gases from the fluid coker units, if not treated
while being vented to the atmosphere, would carry large amounts of sulphur dioxide.
Traditionally, the flue gases are treated with ammonia, where ammonium sulphate salt
is produced and used as fertilizer. Sulphur dioxide in the untreated flue gases from the
fluid coker units accounts for the majority of SO, emission at Syncrude.
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The hydrogen gas needed in the hydrotreater units is obtained from natural gas
using stream reforming. Several operators are considering coke and asphaltenes
gasification to produce the required hydrogen.

For the purposes of gaining some appreciation of the SCO yield and sulphur
balance, Figure 1.15 shows the Sturgeon Upgrader, an upgrading scheme using delayed
cokers proposed prior to Suncor’s acquisition of Petro-Canada (Petro-Canada Inc.,
UTS Energy Corporation, and Teck Cominco Ltd. 2007). Naphtha-diluted bitumen was
to be pipelined from the Fort Hills project near Fort McMurray, where the extraction
plant is located, to the Edmonton-area upgrader. Let us consider the hydrocarbon
balance in this proposed design. We assume a processing capacity of 165 000 bbl/d,
equivalent to a daily bitumen rate of 26 232 m*d or 26 626 t/d, where the bitumen
specific gravity is taken as 1.015 10° kg/m?. The produced coke is 5465 t/d. This is
equivalent to a coke rejection of 20.5 wt. % of the original crude bitumen. Due to the
upgrading process, where hydrogen is added, the synthetic crude oil is 18 407 t/d or
22 272 m*/d. This corresponds to a volume yield of 84.9 %, typical of a coker yield
obtained through hydrotreating.
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Figure 1.15 Schematic of bitumen upgrading at proposed Sturgeon Upgrader.

Source: Petro-Canada Inc., UTS Energy Corporation, and Teck Cominco Ltd.

(2007).
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For the sulphur balance, the sulphur in the bitumen is 1298 t/d, which constitutes
4.875 wt. % sulphur in the crude bitumen stream. The coke’s sulphur rate is assumed
to be 369 t/d, leading to 6.752 wt. % sulphur in the rejected coke. The two sulphur
weight percent values would indicate a higher sulphur concentration in the coke stream,
where the increase in the sulphur coke concentration is expected from a coker unit.
The sulphur recovery unit and its associated other recovery units recover the bulk of
the sulphur from the crude bitumen. According to the process flow sheet (Figure 1.15),
sulphur emission is expected to be 2 t/d to 4 t/d, which would correspond to 4 t/d
to 8 t/d of SO,. The upper value gives an emission of 0.057 kg of SO, per barrel
of SCO. In comparing existing SO, emission values from Suncor, we note that the
suggested SO, emission is quite low and can likely be achieved using very efficient
sulphur recovery processes and very aggressive flue gas desulphurization.

The processing stage in which bitumen is thermally cracked (as in a coker unit) is
referred to as primary upgrading. The processing stage in which sulphur and nitrogen
are removed using hydrogen in the presence of a catalyst, and under high pressure and
temperature, is referred to as secondary upgrading.

In operations where partial deasphalting of crude bitumen takes place during
bitumen froth treatment, a coke rejection—type operation would not necessarily
be advantageous, as most of the larger molecules in the bitumen are excluded in
the deasphalting operation. When the bitumen feed is partially deasphalted during
bitumen froth treatment (with ~ 9 wt. % rejection or 50 % of C, asphaltenes), it is
possible to use hydroprocessing in place of delayed or fluid cokers; this is the case
at the Athabasca Oil Sands Project (AOSP), comprised of the Muskeg River Mine,
Jackpine Mine, and the Scotford Upgrader. The latter, which processes Shell Albian’s
partially deasphalted bitumen, is based on the ebullated bed LC-Fining process. In this
case, there is no coke produced, although there is a small hydroprocessing bottoms
(residue) stream at the refining stage that requires further processing. By using this
hydrogen-addition technology, not accounting for asphaltenes rejection in the bitumen
extraction step, the upgrading scheme would achieve close to 100 % volume yield.
Compared to coke rejection processes, there are less SO, and CO, emissions, as there
is no coke combustion.

Figure 1.16 is a simplified flow sheet of the Scotford Upgrader process.
Atmospheric distillation is used to remove the low boiling point diluent (C,~C,) from
the partially deasphalted bitumen, followed by vacuum distillation to remove the
light-end hydrocarbons from the bitumen. Sulphur recovery units are employed to
reject sulphur. Hydrogen is produced in a similar approach as mentioned above. The
liquid products from the hydrotreater units are further processed at Shell’s Scotford
Refinery.
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Figure 1.16 Schematic of Scotford Upgrader.
Source: Shell Canada Ltd. (2005).

1.5.3 Sulphur and Sulphur Dioxide Production

ERCB estimates that in 2008, the elemental sulphur produced due to crude bitumen
upgrading was 1.4 10° kg, and that ~ 222.4 10° kg of elemental sulphur will be
recoverable from the 5.49 10° m® of remaining established crude bitumen reserves in
the surface-mineable OSAs (2009, p. 7-2). This estimate assumes current and expected
use of high-conversion, hydrogen-addition upgrading technologies. If in situ—produced
crude bitumen were upgraded in Alberta, a higher elemental sulphur reserve would be
expected. In the period 1967-2008, a total of 21.2 10° kg of elemental sulphur has
been produced from oil sands mining operators (2009, p. 7-4). It should be noted
that although elemental sulphur production due to crude bitumen upgrading is quite
large, it represents about one third of that produced from natural gas due to hydrogen
sulphide removal.

Sulphur dioxide (SO,) is formed mainly during the burning of coke produced
either in delayed coker units (as is the case at Suncor) or in fluid coker units (as is
the case at Syncrude). Sulphur dioxide is present in the flue gases of the gas stacks.
Emissions of SO, gas in combination with water result in acid rain that leads to
acidification of soils and water bodies. In recent years, the topsoil around the Fort
McMurray area has shown lower pH values than it showed ten years ago. Emissions
of sulphur compounds and hydrocarbons can also contribute to smog and affect local
air quality (Government of Alberta 2006).

231 -



Figure 1.17 gives the historical sulphur dioxide (SO,) intensity for the AOSP,
Suncor, and Syncrude operations. The intensity is based on the emission mass per
one barrel of synthetic crude oil. The lower SO, emission intensity at Suncor is due to
flue gas desulphurization (FGD), which produces calcium sulphate (gypsum) for use
in tailings pond remediation. In 2006, Syncrude initiated FGD to eliminate nearly all
sulphur dioxide emissions from one of the newer fluid cokers. Ammonia is used for
that purpose to produce ammonium sulphate that can be used as a fertilizer. The FGD
unit (which became fully operational in 2009) was necessary, as increased bitumen
production would not be permitted if the associated SO, emissions surpassed the
total allowable value of 250 t/d (91.3 kt/y). In 2004, SO, emissions were close to the
maximum yearly allowable value.
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Figure 1.17 Sulphur dioxide emission intensity for AOSP, Suncor, and
Syncrude operations.

Based on data from Shell, Syncrude, and Suncor annual and sustainability
reports.

As can be noted from Figure 1.17, SO, emission intensity for the years 2004
2006 was much lower at AOSP than at the other two operations—a result of intensive
sulphur dioxide capture in the flue gases. The higher level of emissions for AOSP in
2003 reflects start-up operations at the Scotford Upgrader.

Figure 1.18 shows the historical total sulphur dioxide emissions at AOSP, Suncor,
and Syncrude. Although there has been a slight decline in SO, intensity over the
last decade, the total SO, emission has steadily increased with time due to increased
synthetic crude oil production. It should be noted that all oil sands operators work
within the upper limit of emission allowances given by the appropriate government
agencies.

For the period of 2002-2007, nitrogen oxides emission intensities were ~ 0.18
and ~ 0.24 kg NO /bbl at Suncor and Syncrude, respectively.
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Figure 1.18 Sulphur dioxide annual emission oil sands operations at AOSP,
Suncor, and Syncrude.

Based on data from Shell, Syncrude, and Suncor annual and sustainability
reports.

1.5.4 Greenhouse Gases (GHGs) and Energy Intensity

With new emission regulations and growing concern over global warming, it has
become increasingly important to reduce greenhouse gas (GHG) emissions, including
carbon dioxide and methane (denoted by equivalent carbon dioxide, or CO,¢). Carbon
dioxide emission intensities are shown in Figure 1.19. Current data from AOSP,
Syncrude, and Suncor show a steady reduction in CO,e per barrel of bitumen produced
(Shell 2006; Syncrude 2007; Suncor 2007a). Currently, ~ 130 kg of CO,e is produced
for each barrel of sweet synthetic blend (SSB), based on Syncrude data. The emission
intensity is slightly lower for Suncor. Yearly CO,e emissions at AOSP operations
between 2004 and 2006 were much lower than those at Syncrude and Suncor. This is
partially due to the use of thickeners in warm water recycling at the extraction plant.
It is worth noting here that a 0.4 kg/bbl to 0.5 kg/bbl reduction in CO,e emissions is
achieved for every degree Celsius where no natural gas is used for heating the process
water. The CO,e reduction is also reflected in the type of upgrading process employed
at the Scotford Upgrader. The high AOSP 2003 CO,e emissions seen in Figure 1.19
reflect start-up operations. The reader is urged to exercise prudence in comparing the
various operators, as the final SCO quality is not the same.
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Figure 1.19 Carbon dioxide equivalent emission intensity for AOSP, Suncor,
and Syncrude operations.

Based on data from Shell, Syncrude, and Suncor annual and sustainability
reports.

Note: For Suncor, as of 2004, the data include in situ operations at Firebag. Suncor
GHG emissions are evaluated using American Petroleum Institute methodology,
with adjustments made to account for the uniqueness of oil sands (Suncor 2007a).
For Syncrude, CO2e emissions include combustion of clear diesel and gasoline,
biomass combustion, aerobic decomposition, and industrial processes. As of
2007, Syncrude has revised and improved their CO2e reporting (Syncrude 2007).
Data from prior to 2001 have been adjusted by a multiplier of 1.08 using data from
Syncrude sustainability reports from prior to 2007.

Although there has been a steady reduction of mass of CO,e produced per unit
volume of upgraded bitumen, with increased crude bitumen production, the amount of
CO,e emitted into the atmosphere is climbing, as indicated by Figure 1.20. It should
be noted that Syncrude produces a higher-grade synthetic crude oil than Suncor;
while Suncor produces light sweet, light sour, and diesel synthetic crudes. For this
reason, rather than comparing CO,e production between the two producers, it is more
appropriate to concentrate on the historical trends in CO,e intensity and on the total
production for each.
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Figure 1.20 Total carbon dioxide equivalent emission for AOSP, Suncor, and
Syncrude operations.

Based on data from Shell, Syncrude, and Suncor annual and sustainability
reports.

The energy intensity required to produce upgraded bitumen at AOSP, Suncor,
and Syncrude is shown in Figure 1.21. The Suncor and Syncrude operations require
an energy intensity of ~ 1.3 GJ/bbl, which can be obtained from just over 0.22 bbl of
upgraded bitumen. This translates to ~ 78 % energy gain through the production of one
barrel of upgraded bitumen. The energy gain for the AOSP operation is close to 85 %.

Let us define ‘percent energy input’ as the percentage of thermal energy required
to produce one barrel of upgraded bitumen to the thermal energy contained in one
barrel of upgraded bitumen. In these terms, the average energy input is ~ 22 % for
Suncor and Syncrude and 15 % for AOSP. Figure 1.22 shows the variation of carbon
dioxide equivalent intensity emission (kg CO,e/bbl SCO) with percent energy input.
There is a clear correlation between CO,e emission and percent energy input. In other
words, higher bitumen production efficiency would translate to lower CO,e emissions.

There is much discussion related to greenhouse gas emissions resulting from the
production of crude bitumen and its upgrading to synthetic crude oil and refining to
transportation fuel. In order to determine the carbon emission intensity of a fossil fuel,
it becomes essential to conduct a life cycle analysis (LCA) that incorporates, among
other things, crude production, upgrading, refining, transportation, blending, storage,
and dispensing. This is termed a well-to-tank (WTT) LCA, and it includes the collective
carbon imprint needed to produce a liquid product suitable as a transportation fuel. To
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Figure 1.21 Energy intensity to produce upgraded bitumen for AOSP, Suncor,
and Syncrude operations.

Based on data from Shell, Syncrude, and Suncor annual and sustainability
reports.
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complete the analysis, one should also include carbon emissions resulting from the
use of the fuel, say, in an internal combustion engine, i.e., tank-to-wheels (TTW). A
complete life cycle analysis, well-to-wheels (WTW), would include both WTT and
TTW, that is, greenhouse gas emissions from the production stage through to the
vehicle tailpipe. Here, WTW = WTT + TTW.

Results from the California Air Resources Board (2009) for ultra-low sulphur diesel
(ULSD) for average crude refined in California showed that WTW is about 94.7 CO, e/
MJ of refined product. About 80 % of the CO,e emissions is from fuel consumption
in vehicles (TTW), and only 20 % of the emissions results from crude production and
refining (WTT).

Through the Alberta Energy Research Institute (AERI), two well-to-wheels life
cycle studies for direct emissions were conducted to establish the impact of crudes
processed in US refineries (Tiax LLC and MathPro Inc. 2009; Jacobs Consultancy
Life Cycle Associates 2009).

Figure 1.23 shows the WTW life cycle emissions for different crudes and modes
of production (Jacobs Consultancy Life Cycle Associates 2009). The data are given
in CO,e g/MJ of gasoline. For identical vehicles, the GHG emission intensities are
the same in terms of CO,e emission per kilometre. The crudes are placed into three
categories: conventional, thermal, and mining. In the conventional crudes category,
six crudes were considered. In the thermal category, one California thermal-enhanced
oil recovery crude was considered, together with four bitumen crudes obtained from
SAGD operations. Two different scenarios were considered for bitumen crude from
mining operations. The WTW CO,e emission intensity for the conventional crude
ranged from ~ 98 CO,e g/MJ to 106 CO,e g/MJ. The WTW for the case of refined
fuel obtained from crudes via thermal operations showed the highest CO e intensity.
The higher level of CO,e emission for thermal (in situ) operations is due to the
energy required to heat the underground formation in order to recover the bitumen or
heavy oil. For the case of California heavy oil, the WTW emission intensity is about
114 CO,e/MJ compared to about 119 CO,e/MJ for SAGD SCO-¢b. bed (a case that
is not commercially favoured) and 106 CO,e/MJ for SAGD dilbit. The WTW CO,e
emission intensities for refined fuel derived from crude bitumen obtained from mining
operations were approximately 105 CO,e g/MJ to 108 CO,e g/MJ. Comparing the
WTW emission intensities for conventional crudes for cases covered by the Jacobs
Consultancy study with crude bitumen from mining operations, the emissions for
refined fuel derived from oil sands mining operations are about 5 % higher. The results
from the TIAX LLC study are similar to those in the Jacobs Consultancy study for the
commonly considered crudes.
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Figure 1.23 Life cycle emission intensity represented for well-to-wheels
(WTW). See below the key aspects of the crudes that were evaluated in
the study and the legend for the various crudes.

Source: Jacobs Consultancy Life Cycle Associates (2009).

Legend:

Mining bitumen: Bitumen produced in Alberta by surface mining. The bitumen is
shipped to a PADD2* refinery as dilbit**. The diluent is returned. This example is
not extensively practiced because of the high sediment, chloride, and water content
of mined bitumen. However, with technological improvement, this practice may
become more prevalent in the future.

Mining SCO—ckr: Bitumen produced by surface mining is upgraded to SCO in
a delayed coking—based upgrader, shipped to a PADD2 refinery, and converted
primarily to gasoline and diesel fuel.

SAGD SCO—ckr: Bitumen produced in Alberta with a 3 SOR (steam-to-oil ratio),
upgraded in delayed coking based upgrader to produce primarily gasoline and
diesel fuel. Bitumen in this study has 8.4 API and 4.8 wt% sulphur.

SAGD SCO-eb. bed: Similar to the prior case, except that the SCO is produced
in an upgrader based on an ebullating bed resid hydrocracking unit. The SCO
contains unconverted oil.

SAGD bitumen: Bitumen produced in Alberta using a 2 SOR (steam-to-oil ratio)

is transported to a US PADD?2 refinery as dilbit (naphtha diluent and bitumen);
naphtha diluent is returned to Alberta.
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SAGD dilbit: Similar to the previous case, except that the diluent is not returned
to Alberta and is instead converted to gasoline.

CA TEOR: California thermal enhanced oil recovery using cyclic steam injection
in the San Joaquin Valley of California (Kern River). This heavy oil (13.4 API, 1
wt. % sulphur crude) is refined in a high conversion refinery in California. Diesel
and gasoline are used in California.

Conventional crudes: Kirkuk (Iraq), Bonny Light (Nigeria), Mars (US

Gulf Coast), Arab Medium (Saudi Arabia), Maya (Mexico), and Bachaquero
(Venezuela) crude oils, produced and transported to a high conversion refinery

in PADD2 of the US, where the crude is converted to mainly gasoline and diesel
fuel used in PADD2. Kirkuk Blend is a 36.6 API and 1.94 wt. % sulphur crude.
Bonny Light is a 32.9 API and 0.16 wt. % sulphur crude. Mars is a US domestic
sour crude produced offshore, in the deepwater of the Gulf of Mexico. The crude
is 31.5 API and 1.8 wt. % sulphur. Arab Medium is a nominal 31.2 API and 2.5
wt. % sulphur crude. Maya is a 22.1 API, 3.3 wt. % sulphur crude. For this work,
Jacobs selected the heaviest of the Bachaquero blends at 10.7 API and 2.8 wt. %
sulphur.

*PADD refers to Petroleum Administration for Defense District. PADD?2 is located
in the US Midwest.

**Dilbit is assumed to be a 25/75 volume blend of diluent (natural gas condensate)
and bitumen.

Cogeneration, also known as combined heat and power (CHP), is the use of a
power plant to simultaneously generate both electricity and useful heat rather than
producing each utility separately. It is a thermodynamically efficient use of fuel. The
impact of cogeneration can be considerable in bitumen production from oil sands,
where hot water, steam, and electricity are required. In bitumen production, natural
gas is normally used to generate steam and electric power, and accordingly, the impact
of carbon dioxide emission due to burning of natural gas can be reduced through
cogeneration. The Jacobs Consultancy study showed through the life cycle analysis
that the impact of cogeneration can be quite significant. A credit of, say, 50 % for
cogeneration power export in bitumen production would lead to lower emission
intensities to the extent that fuel produced from bitumen derived from mining operations
would have a CO2e emission intensity comparable to that from conventional crude.

It is of interest to note that the use of refined fuel derived from coal (coal-to-liquid,
CTL) leads to a CO,e emission intensity nearly double that derived from conventional
crude. CTL technology to produce gasoline has been used in South Africa since 1955
and is being developed in China and contemplated in the US.

1.5.5 Water Use

Bitumen extraction from oil sands in mineable operations is based on the use of water
in the extraction process. This is because, by and large, oil sands mineral solids are
hydrophilic, and bitumen separation can be achieved quite easily using water
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as the extraction medium. Figure 1.24 shows simplified input and output water
streams, which are linked with utilities, extraction, and upgrading. The precipitation
and evaporation in the Athabasca region are nearly equal. Most of the water is imported
from the Athabasca River. This water is used in utilities to generate steam, in upgraders
for hydrogen generation, and in cooling towers. Although the general rule is that no
water can be returned to the Athabasca River, Suncor has a special license for some
water return to the river. The discharged water is mainly limited to ‘once-through’
cooling water, discharge of process effluent created in the upgrading operations, and
surface runoff waters from mining leases. Prior to discharge, all water has to be treated
to ensure that it meets effluent quality standards (Suncor 2007a). No water that has
been in direct contact with oil sands can be returned to the Athabasca River.

el
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»(_‘(\abasc (
: Oil sands

; Freshwater| formation

Freshwater intake | ! Return water
intake: .
A l

Freshwater

reservoir | --» Utilities and -

. »| Extraction
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water y water
Losses from Sanitation
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Tailings
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Evaboration Precipitation

Figure 1.24 Water input and output streams for a water-based bitumen
extraction plant with on-site bitumen upgrading.

During the summer months, when the river flow is high, freshwater intake is carried
to freshwater reservoirs. This additional water capacity is essential during the winter
months, when the river flow is low and river water withdrawal is limited. At CNRL,
Suncor, and Syncrude, the extraction plant receives its water from the clarified tailings
ponds; this water is referred to as recycle plant water. At Albian, thickener-clarified
warm water is recycled back to the extraction plant, together with cold makeup recycle
water from the tailings pond.

An overall water mass balance around the water streams in Figure 1.24 would
clearly show an accumulation of water within the plant, where the magnitude of the
return water flow rate is either nil or much smaller than the freshwater intake. Such
accumulation takes place in the tailings pond itself. With no water discharge from
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the tailings pond, the tailings pond water inventory increases with time. Indeed, most
of the water in the ponds is not ‘free’ water, but is trapped within fine mineral solids
(mainly clays), forming a sludge toward the bottom of the tailings pond. The sludge
is normally referred to as mature fine tailings (MFT) and has a solids concentration of
~ 30 wt. %. It is estimated that about two barrels of sludge are formed for every barrel
of synthetic crude oil produced, and that the volume of solids to water in the MFT is
1:6.

Without sufficient water of acceptable quality (in terms of suspended solids,
salt content, and pH), development of the oil sands resource would not be feasible
with today’s technology. Water is a precious commodity, and the difficult fact is that
the current freshwater withdrawal is mainly centered on the Athabasca River. With
increasing bitumen production, the demand on the Athabasca River increases. Water
withdrawal becomes more complicated due to the large variance in river flow during
the winter and summer months: flows well exceed 1200 m?/s during June and July,
but are slightly less than 100 m?/s between January and March. Figure 1.25 shows the
Athabasca River flow in 2002. In that year, the river flows were quite low.
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2003
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Figure 1.25 Athabasca River monthly flows, 2001-2003.
Source: McEachern and Marriott (2007).

The water balance in the Athabasca Region is very complex, as it includes
precipitation, evaporation, run-off, muskeg, major rivers and creeks, shallow and
deep aquifers, and basal water sands that are present in the Lower McMurray.
Except for the latter, all of these sources vary by year, season, and location
(Government of Alberta Fish and Wildlife Division 2007a, 2007b). As stated in the
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Water Management Framework, established by Alberta Environment and Fisheries
and Oceans Canada:

Preserving seasonal cycles is important, as a river and the ecosystem it
supports is a product of the energetic forces dissipated over the natural range
of variability. The life histories of fish and other aquatic species are adapted
to high and low flows at appropriate times of year. For example, high flows
are required in spring for fish that spawn at this time while fish that spawn
in the fall do best with typical low flows in fall. Preserving year-to-year
fluctuations is important for maintaining the diversity of species in the aquatic
ecosystem. Some species do best in wet years. To maintain these species in
their natural proportions, fluctuations in flow from year to year need to be
preserved. . . . As long as the percent withdrawal is not too severe the IFN
will mimic the natural hydrograph, providing wet and dry seasons and wet
and dry years at the appropriate time (2007, p. 32).

The term IFN refers to ‘instream flow needs’ or ‘instream needs.” The Water
Management Framework defines it as “the amount of water, the flow rate, the water
level, and/or the water quality that is required in a river or other body of water to
sustain a healthy aquatic ecosystem” (2007, p. 22). Instream flow needs are specified
for a given segment of a river and for a given time period.

The Water Management Framework divides the Athabasca River flow zones into
three categories: green, yellow, and red (2007). The environmental implications for
each are outlined below.

Green Zone: Water Availability is Sufficient

The river flow is sufficient and control withdrawal should have no negative
impact on the ecosystem. This zone occurs mainly during summer weeks. In this
zone, it is not likely for water withdrawals to affect fish habitats, and a Fisheries Act
Authorization is usually not required. The maximum cumulative withdrawal rate is
15 % of instantaneous flow.

Yellow Zone: Cautionary Threshold (CT)

This threshold is defined by flows corresponding to 80 % habitat exceedence
(HDAS8O flow) for a given week. Such a measure means that habitat values (e.g. wetted
area) below this level occur 20 % of the time. This is a measure of the decline in
a wetted area. The maximum flow withdrawal has been determined as 10 % of the
average of HDASO and Q95. Here, Q95 is defined by 95 % flow exceedence, i.e.,
water flows below this value occur 5 % of the time. However, the total cumulative
withdrawal rate is limited to a maximum of 15 m*/s during winter weeks and 34 m*/s
during summer weeks. In this zone, it is not likely that water withdrawal would result
in impact on fish habitat. However, a Fisheries Act Authorization may be required.
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Red Zone: Potential Sustainability Threshold (PST)

In the red zone, it is likely that water withdrawal would result in impact on fish
habitat and may require a Fisheries Act Authorization. This zone restriction applies
to all licenses. The total cumulative water withdrawal rate is set at 5.2 % of historical
median flow in each week. This corresponds to historical Q95. However, the total
cumulative water withdrawal rate is limited to a maximum 15 m?/s during winter
and 34 m%/s during summer weeks (Alberta Environment and Fisheries and Oceans
Canada 2007).

In order to secure freshwater availability during yellow and red zones, freshwater
reservoirs are used in areas where they are replenished during summer months, when
water flow in the Athabasca River is high. Water is withdrawn from the freshwater
reservoirs during winter months or when required. Such reservoirs have the capacity
to hold as much as a six-month supply of freshwater.

The net freshwater intake from the Athabasca River by the major oil sands
operators since 1998 is shown in Figure 1.26. The intake of freshwater by Syncrude has
been quite steady, although synthetic crude oil production has increased significantly
over the last decade. However, there is a slight increase in water withdrawal over 2005
due to higher year-over-year production and start-up demand associated with Stage 3
expansion (Syncrude 2006). Syncrude’s annual freshwater withdrawal license from
Athabasca River is 61.6 10° m*/y (Syncrude 2002).

Suncor shows a significant increase in the net water intake during 2000 and 2002
to support production expansion (as seen in Figure 1.9), where bitumen production
increased from 123.2 kbbl/d in 2000 to 205.8 kbbl/d in 2002 and 216.5 kbbl/d in 2003.
Suncor is licensed to withdraw 59.8 10° m*/y of freshwater from the Athabasca River
on an annual basis (Suncor 2005).

In 20006, the freshwater withdrawal from Athabasca River at Albian’s Muskeg
River Mine was fairly low due to the high supply of recycled water from the tailings
ponds, where the freshwater intake was reduced to 8.4 10° m* during that period.
In 2008, freshwater intake from the Athabasca River was ~ 13.6 10° m’/y. The
average water intake required by the Scotford Upgrader between 2004 and 2006 was
3.5 10° m3/y; this was withdrawn from the North Saskatchewan River.

The total water withdrawal from Athabasca River of 120 Mm?/y by the four
present oil sands operators (Albian, CNRL, Suncor, and Syncrude) represents less
than 4 % of the Athabasca River flows during the winter months (100 m%/s), and only
1 % of the average river flow, estimated at 400 m?/s. As compared to the other rivers
in Alberta, such as the North and South Saskatchewan Rivers, water withdrawal from
the Athabasca River is quite low. The issue at hand is not river water withdrawal, but
rather the accumulation of water in the tailings ponds.

The intensity of freshwater intake, i.e., the volume of water per unit volume of
produced synthetic crude oil, is shown in Figure 1.27. At Syncrude, it is clear that there
was a steady decrease in the freshwater intensity over the 2000-2008 period, leading
to a usage of approximately two barrels of freshwater intake for one barrel of SCO in
2008.

A similar case can be made for Suncor in terms of decreasing freshwater intensity.
It should be noted that freshwater intake intensity for the case of Suncor includes
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crude bitumen production from Firebag. As Firebag in situ operations require less net
water intake, freshwater intensity based on water intake from Athabasca River and
upgraded bitumen derived from the mining operation alone would give higher values
(5 % to 15 %) than those shown for Suncor in Figure 1.27 for 2004-2008. Firebag
production started in 2004 at a rate of 10 900 bbl/d, increasing to 36 900 bbl/d in 2007
and 37 400 bbl/d in 2008. In contrast to mining operations, at Suncor’s Firebag in situ
project, ~ 90 % of the water is recovered, treated, and recycled back into the steam
generators. The initial water volume and the bulk of makeup water are taken from the
oil sands wastewater systems (Suncor 2007a).

At Albian, except for the 2004-2005 period, the freshwater intake intensity has
been less than two barrels of water per barrel of deasphalted bitumen (Figure 1.27). In
addition to the freshwater withdrawn by Albian from the Athabasca River, ~ 0.4 barrels
of freshwater intake per barrel of synthetic crude oil production is drawn from the
North Saskatchewan River for the Scotford Upgrader, where the deasphalted bitumen
is upgraded. Freshwater intake at Albian and its Scotford Upgrader is reflected in the
AOSP curve in Figure 1.27.
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Figure 1.26 Net freshwater intake by Albian, AOSP, Suncor, and Syncrude
from Athabasca River. The AOSP intake data refer to both extraction and
upgrading, where for upgrading, withdrawal is from North Saskatchewan
River.

Based on data from Syncrude and Suncor annual and sustainability reports and
from Shell Canada Ltd. (2010, p. 14).
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Figure 1.27 Net freshwater intake intensity for Suncor and Syncrude for both
extraction and upgrading. Albian intensity data are for extraction alone.
Suncor intensity data include Firebag in situ production and withdrawal
from the Athabasca River and wells. The latter is 0 %—0.8 % of the river
intake. Data for AOSP include freshwater intake from North Saskatchewan
River and Athabasca River for upgrading needs.

Based on data from Shell, Syncrude, and Suncor annual and sustainability
reports.

Syncrude water usage, in terms of freshwater intake from the Athabasca River,
recycle clarified pond water, and total water used in the bitumen production, is shown
in Figure 1.28. Clearly, a very large amount of water is needed for SCO production.
Nearly 85 % of the water used is from recycle tailings pond water, while the freshwater
intake constitutes a smaller fraction of ~ 15 %. There are several projects underway
at the Mildred Lake site at Syncrude to recover condensate and cooling water, which
is expected to reduce freshwater intake by ~ 2.1 10° m*/y. At the Aurora site, water
diversion projects to prevent entry of freshwater into the mine pit and settling basins
are expected to preserve the integrity of around 6.5 10° m3/y (Syncrude 2006).

Water intensities in terms of water volume used per unit volume of Syncrude
Sweet Blend (SSB) are provided in Figure 1.29. About 17 barrels of water are needed
to process one barrel of SSB. However, on average, only 2 to 3 barrels of freshwater
are needed. Water intake intensity was reduced to 2.03 barrels in 2007.
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Figure 1.28 Water use by Syncrude for extraction and upgrading
refers to the sum of fresh and recycle water.

Based on data from Syncrude annual and sustainability reports.

W ater intensity (bbl water/bbl of SSB)

25

20

Total water
intensity

Freshwater
intensity

T o o U D NN

1996

T T T T T T T T T T T
1998 2000 2002 2004 2006

Year

2008

. “Total”

Figure 1.29 Syncrude water use intensity for freshwater intake and total use.

Based on data from Syncrude annual and sustainability reports.
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Chapter 2

Basic Scientific Background

2.1 Surface and Colloid Science

Colloid science deals with dispersed multiphase systems. When the dispersed phase
consists of relatively large-sized particles, the bulk properties of both the continuous
and disperse phases determine the behaviour of the whole system. If we make the
particles smaller, the interfacial area increases with decreasing particle size,' as does
the contribution of surface forces and other surface phenomena to the overall properties
of the system. Ultimately, in systems containing sufficiently small particles, surface
phenomena control the properties of the overall system.

Why is a large surface or interfacial area so important? The main issue that we
should keep in mind is that it takes a lot of energy to bring an atom or a molecule
to the surface. We will discuss this in more detail in the section on surface tension.
For now, let us note that, because bringing a molecule to the surface requires work
to be performed against intermolecular forces, the energetic state of a molecule at
the surface is different from that of one in the bulk. As a consequence, properties of
molecules sitting at the surface are different from those in the bulk.

As the interfacial (or surface) area increases with decreasing particle size, it
eventually begins to control the properties of the whole system. Such systems are
called colloids. As we will see later in this chapter, the presence of electric charges on
particle surfaces is one of the sources of surface forces. Because of this, and because
surface phenomena control properties of colloidal systems, colloid science, interface
science, and some aspects of electrochemistry must be approached as integrated
concepts. In this chapter, we will give a basic overview of the scientific background of
surface and colloid science as it relates to oil sands processing.

So, what is a colloidal system? Traditional definitions are usually based on
dispersed particle size and define a colloid as a dispersion of particles smaller than
a set unit, for example, 1 um. There is no sharp distinction between colloidal and

1 If we start with a single cube with side @ and cut it N times parallel to each
of the three perpendicular sides, we will get (N+1)* small cubes of a total surface area
N + 1 times larger than the starting cube area.

-51] -



non-colloidal dispersions. A large soap bubble can easily be a few centimeters
in size, yet its very existence is a result of the stabilizing electrical
interactions between both sides of the thin liquid film forming the bubble. Therefore,
a soap bubble is a colloidal system. Similarly, foams and emulsions are usually treated
as colloids, despite the fact that their individual particle or droplet dimensions are
often well above 1 pm.

As we said above, colloids are dispersions of at least two different phases. One
of them forms a continuous medium in which small particles of the second phase are
dispersed. Based on the physical nature of these phases, colloidal dispersions can be
classified as shown in Table 2.1. Because all gases mix well with each other, there are
no gas-in-gas dispersions. Liquid dispersions in a continuous gas phase (e.g., air) are
quite common—clouds and fogs are dispersions of small water droplets in air. When
the water droplets coalesce and grow bigger, water eventually falls down as rain. Solid
particles dispersed in air form aerosols. Smoke is an example from the aerosol group
of colloidal systems.

There are three types of colloidal dispersions in a liquid continuous phase: foams,
sols, and emulsions. Foams are dispersions of a gas in a liquid continuous phase. Many
types of foams have important industrial applications; two examples are firefighting
foams and flotation foams or froths. Foaming may be detrimental, e.g., in industrial
boilers or fermenters.

Suspensions of small solid particles in a liquid are called sols. Examples of
such systems are middlings and fine tails in oil sands extraction (these are mostly
suspensions of small clay particles in water). Toothpaste or murky river water after
heavy rains are also examples of sols.

Dispersions of a liquid in another immiscible liquid are called emulsions. Milk,
mayonnaise, and many cosmetics are dispersions of oil in water. In the petroleum
industry, we often encounter both water-in-oil and oil-in-water emulsions. We
will discuss water-in-oil emulsions in detail in Chapter 7, which is devoted to the
fundamentals of froth treatment.

There are also interesting systems in which a solid forms a continuous phase.
Solid foams are gas dispersions in a solid (e.g., pumice or Styrofoam). Liquid droplets
dispersed in a solid continuous phase are called solid emulsions, of which opal and
pearls are just two examples. Finally, solid dispersions in a solid continuous phase are
called solid suspensions, with numerous examples in rocks, including ores of metals
like copper, zinc, or gold; some coloured glass; and polycrystalline metal alloys.

As we will see in the following section, there is an excess energy associated
with any phase boundary. Dispersed systems with a large interfacial area have
higher internal energy than that of a system of the same composition but with a
smaller interfacial area (or coarser particles). At the same composition, the smaller
the particles, the larger the interfacial area, and consequently, the larger the particles’
internal energy. Fine dispersions, like colloids, are thus intrinsically unstable, as all
systems evolve to lower their internal energy. Therefore, stabilization mechanisms
must be involved for a colloid to exist for an extended period of time. In the rest of this
chapter, we will discuss the factors that contribute to the stability of colloidal systems.
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Manipulation of these factors allows for such everyday applications as controlling the
shelf time of mayonnaise or the dewatering efficiency of crude oil fed to a refinery.

Table 2.1 Types of colloidal dispersions

Dispersed phase
Gas Liquid Solid
Gas Liquid aerosol Aerosol (smoke,
(fog, mist, sprays) | dust)
2 Foam (soap foams;
_g firefighting foams; Emulsmq (milk, Sol (clay ’
o, o flotation froth mayonnaise, suspension, oi
» | Liquid s a foam also petroleum water- | sands middlings,
= L in-oil and oil-in- toothpaste, murky
=] containing other .
= - water emulsions) | water)
= particles)
E= Solid suspension
= . .
=) Solid foam Solid emulsion (mineral
o Solid | (styrofoam, dispersions: many
. (opal, pearls) . .
pumice) rocks, including
some metal ores)

2.2 Surface and Interfacial Tension

2.2.1 Introduction

When we consider a two-phase system, e.g., a liquid in equilibrium with its vapour, the
densities of these two neighbouring phases are usually quite different. The lower the
density, the larger the mean distance between the molecules. Let us consider water in
equilibrium with its vapour at 25 °C and 101.3 kPa (1 atm or 14.7 psi). Intermolecular
forces acting on the water molecules in the bulk of both phases balance each other,
such that the net force acting on any single molecule in a bulk phase, i.e., far from the
interface, is zero. This is not the case when a molecule sits at the boundary between
the liquid and vapour phases. The density of liquid water is 1000 kg/m®, while the
density of water vapour at 25 °C and 101.3 kPa is about a thousand times smaller
at 804-107° kg/m?. There are about a thousand times less water molecules in the same
volume of vapour than in the liquid, meaning that the mean distances between the
water molecules in the vapour phase are about ten times larger than those in the liquid.
The interaction energy between two atoms or molecules £ always decays with the
sixth power of the distance » between them: £, = fr (f is a constant dependent on
the nature of the interacting molecules). Therefore, a force acting on a water molecule
sitting at the liquid-vapour interface, directed towards the denser phase (in our case,
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liquid water), is a million (10°) times stronger than the one directed towards the
vapour phase. The net force acting on all molecules at the interface is balanced by
the compressibility of the liquid phase and is the source of so-called internal phase
pressure.

Another consequence of the difference between intermolecular forces acting on
molecules at interfaces and in the bulk is what we call surface tension. If we bring
a liquid molecule to the liquid-vapour interface, we must perform work against this
above mentioned net force. To be more specific, let us suppose that we have a spherical
droplet of liquid with a radius of r. If we add a very small amount of the liquid to the
droplet, such that the droplet radius increases by dr, the droplet’s surface area and its
volume increase by 2nrdr and 4mr’dr, respectively. By increasing the droplet surface
area, we bring more liquid molecules to the surface, and by doing so, we perform work
dW against the intermolecular forces mentioned above. From the energy conservation
principle, it follows that this work must be equal to the increase in the energy of the
droplet due to the increase of the droplet surface area. This work or excess energy must
be proportional to the increase in surface area S

dW =ydS =y2rrdr (2.1)

where y is a proportionality factor with a dimension of energy per unit area, and S =n
is the surface area. This proportionality factor y is called surface tension when referring
to a gas-liquid interface or inferfacial tension (IFT) when referring to a liquid-liquid
or solid-liquid system.

It is worth noting that the dimension of surface or interfacial tension is given in unit
of energy per unit of area (J/m?), which is the same as unit of force per unit of length
(N/m). This is why y is referred to as tension. However, it should be remembered that
this is just a consequence of a simple mathematical operation: J/m? = N-m/m?* = N/m.
The physical meaning of surface tension is an excess energy associated with the
existence of the interfacial boundary, and there is no tangent force actually acting on
the interface itself. There are only forces acting on individual molecules as a result
of intermolecular interactions, with the net force perpendicular to the surface and
balanced by the liquid compressibility. A net force tangent to the surface can only be
observed at a boundary of three different phases (often referred to as a three-phase
contact line), as will be discussed later.

2.2.2 Young-Laplace Equation

We have shown above that an increase in a droplet’s size results in an increase in its
total energy. For a spherical droplet, this energy increase can also be expressed as the
work performed against a pressure difference inside and outside of the droplet:

Ap _pinxide - poutside'
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This work can be written as

dW = dpdV,

where dV is an increase in the droplet’s volume. Substituting dV = 4w dr yields

dW = Aparnr’dr (2.2)

Comparing Egs. 2.1 and 2.2 we obtain

y2nrdr = Ap4nrdr,
or

Ap=2y/r (2.3)

The above equation, valid for a spherical droplet, bubble, or particle, is known as
the Young-Laplace equation. It gives the pressure difference across a curved interface
of spherical geometry. In general, the pressure difference across any element of a
curved interface is given by the general form of the Young-Laplace equation

Ap=y(1/rn+1/nr) (2.4)

where , and r, are the two principal radii of curvature of the element. The Young-Laplace

equation has profound consequences. We will explore some of them in more detail below.

2.2.3 Superheating, Supercooling, and Ostwald
Ripening

One of the consequences of the pressure difference across a curved interface is that
the increased pressure inside a drop or a solid particle increases the chemical potential
and activities of all components forming the dispersed phase, causing a number of
interesting phenomena. We will describe some of them below.

Superheating

Let us consider the simple process of boiling water. As we heat the water, its
temperature increases, causing water activity to increase, and, consequently, saturated
water vapour pressure to increase with it. When the water vapour pressure equals
the atmospheric pressure, vapour bubbles form in the bulk of the water, and the
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water boils. However, formation of the bubble nucleus is difficult. As an example,
let us consider a bubble 1 pm in diameter. Substituting a water surface tension of
y =72 mJ/m? and » = 0.5-10° m into the Young-Laplace equation Ap = 2y/r, we
obtain Ap = 2.9-10° Pa (2.9 atm or 42 psi). Saturated water pressure at 100 °C is only
1.01-10° Pa (1 atm or 14.7 psi). A bubble nucleus 1 pm in diameter cannot be formed
at 100 °C. Formation of a 1 um bubble would require a water temperature of above
157 °C (315 °F), where the saturated water vapour pressure reaches 2.9-10° Pa. Yet,
the nucleus bubble, when it is formed, is even smaller, containing ~ 10 to 100 water
molecules, which would correspond to a diameter of about 10 nm, yielding an even
higher temperature than is necessary to form the nucleus.

In real life, boiling starts at the heated surface, where local roughness promotes
vapour nucleation. However, if we heat any homogeneous liquid, free from any
suspended solids, in a vessel with smooth walls, the nucleation of vapour bubbles is to
a large extent retarded. The liquid can be heated to a temperature substantially higher
than its boiling temperature without really boiling. When this happens, we say that
the liquid is superheated. Generally, this creates a dangerous situation, as any random
event yielding bubble nuclei will result in the extremely vigorous or even explosive
onset of boiling, with obvious negative consequences.

Similarly, the evolution of gas bubbles from an open pop bottle or a beer can, for
example, depends on the formation of CO, gas bubble nuclei. Normally, the nuclei are
formed only along the container walls, but if we shake the container vigorously before
opening, many gas nuclei are formed in the bulk of the liquid as well, such that when
the container is eventually opened, the instantaneous gas evolution causes the liquid
to spill.

Supercooling

A similar mechanism is involved in supercooling, or in a liquid-to-solid phase
transition such as water freezing or salt crystallization from a saturated solution. Here,
again, the formation of a new solid phase nuclei is retarded by the increased pressure
inside the nucleus due to its small radius of curvature. This effect can be observed on a
large scale in a lake or a pond, which can cool below the freezing point of water under
very calm atmospheric conditions, until a disturbance, such as a landing bird, a gust
of wind, or a thrown stone, causes instantaneous formation of an ice layer. On a pond
or lake, supercooling is a very rare event, as it is very difficult to avoid any nuclei on
a large scale. However, it is very easy to cool a small water droplet below its freezing
temperature. Freezing rain is caused by droplets of supercooled water freezing at
impact on any surface, such as a road, power line, or tree branch.
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Ostwald Ripening

Yet another phenomenon associated with Young-Laplace pressure is Ostwald ripening.
To illustrate this process, let us imagine a cloud (a suspension of small water droplets in
air). Most clouds do not produce any rain, as the drops are too small to fall down. They
can grow bigger through several mechanisms, such as collisions that occur due to shear
induced by wind or due to Brownian movements. In addition, any differences in their
sizes are amplified by the fact that the smaller the drop, the higher the vapour pressure
in equilibrium with it. Thus, smaller drops evaporate and larger drops grow bigger
by condensation of the water vapour. The fog grows coarser as the initial droplet size
distribution shifts towards larger sizes. This is an example of Ostwald ripening, which
shifts the size distribution towards larger sizes in emulsions, crystalline precipitates,
and in any other fine dispersion. Whether Ostwald ripening causes any significant
changes depends on the kinetics of the process, which are very case-sensitive—they
may be either fast or slow, depending on the system. Even in cases where the kinetics
is slow, the thermodynamic driving force for Ostwald ripening is always present.

Oily coating on fog droplets due to urban pollution drastically slows water
evaporation from coated drops and consequently slows the kinetics of Ostwald
ripening. This was a major contributing factor to the infamous London smog, which
was known to last for many hours, and on occasion, even days.

2.2.4 Three-Phase Contact and Contact Angle

When three different phases are present in a system, e.g., a gas, a liquid, and a solid, a
number of interesting phenomena can be observed at the line where the three phases
meet, called the three-phase boundary. Such systems are of great practical importance.
It is sufficient to mention that the attachment of a mineral grain or bitumen droplet
to an air bubble in water, which is at the very foundation of mineral beneficiation
by flotation, involves the formation of a three-phase boundary, resulting in several
phenomena which we will briefly describe in this section.

When a bubble and a mineral grain are immersed in water without contacting
each other, we only have to deal with a two-phase boundary, which we can describe
with excess surface energy or surface tension, as discussed above. However, when
the mineral grain is permanently attached to the bubble, a three-phase contact line is
established. It is convenient to introduce the subject using the example of a drop of a
liquid placed on a slab of a solid, as shown in Figure 2.1. As will be discussed later, the
exact shape of the drop is the result of the system minimizing the surface and potential
energies. For now, let us focus on the conditions at the contact line. Each of the three
boundaries (solid-liquid, solid-gas, and liquid-gas) has their own surface tension. One
can consider the force balance at the three-phase contact line. At equilibrium, the net
force acting on the contact line must be zero, otherwise the contact line would move.
We can thus write,
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Yse =YsuTVeu cos6 (2.5)

where 7 o Yo and Yy Are surface tensions of solid-gas, solid-liquid, and liquid-gas
interfaces, respectively, and 6 is the contact angle. Eq. (2.5) is known as Young’s

equation, after Thomas Young, who first introduced it in 1805.2

Gas (g)
Y.

g/l

Liquid (1)

<€ >
ys/g ys/l

Solid (s)

Figure 2.1 Contact angle (0) of a liquid drop (I) on a solid substrate (s) in
air (g). Yo Yen and Vg are surface (or interfacial) tensions of solid-gas,
solid-liquid, and gas-liquid interfaces, respectively.

Contact angle is a measure of the ability of the liquid to wet the solid. The contact
angle is zero if the liquid wets the solid perfectly. We may think of a droplet of water
placed on perfectly clean glass. The water will spread over the glass, forming a contact
angle of zero. However, if we place a water drop on glass that is not so clean, the drop
will assume a contact angle with a finite value. The contact angle of water on Teflon
is close to 180°.

Materials or surfaces that are easily wetted by water, i.e., those with a contact
angle close to zero, are called hydrophilic (Greek for ‘water-loving’). The substances
or surfaces that form a contact angle of close to 180° with water are called hydrophobic
(“‘water-hating’). In the petroleum industry, the scientifically correct terms ‘hydrophilic’
and ‘hydrophobic’ are often replaced with ‘water-wet” and ‘oil-wet,’ respectively. One
has to be careful using these common terms, as it is difficult to distinguish between

2 Thomas Young (1773—-1829) was an English scientist and physician who
made significant contributions to diverse fields of science and medicine, including
physiology, mechanics, thermodynamics, optics, languages, musical theory, and
Egyptology. He was the first to introduce the wave theory of light and the notion of
Young’s modulus characterizing elasticity. While working on capillarity in 1804, Young
proposed an expression for pressure difference across a curved surface (Eq. (2.4)),
which was independently developed by Laplace a year later (this is the previously-
discussed Young—Laplace equation). He also introduced the above equation (Eq. (2.5)),
describing contact angle. Trying to decipher Egyptian hieroglyphs, he became the first
to translate the Egyptian Demotic text on the Rosetta Stone. A truly remarkable man.
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a property (hydrophilic or ‘water-wet’) and a state (immersed in water or wet with
water). For instance, a piece of hydrophobic Teflon can be totally immersed in
water. The Teflon’s properties have not changed, only its status has. It still remains
hydrophobic (or ‘oil-wet’), despite the fact that when immersed in water, it is in
fact wetted with water. So, when immersed in water, Teflon becomes an oil-wet, yet
water-wetted, mataterial.

Contact angle is a quantity that can be measured from direct observations of
three-phase contact profiles, as well as by other methods, which will be described later.

Contact Angle Hysteresis

If we place a liquid drop on a tilted plate, it will assume the shape shown in Figure 2.2.
The drop has a tendency to slide down on the plate under gravity. We see that the
contact angle on the advancing edge of the drop is substantially larger than the one on
the receding edge. The difference between the advancing and receding contact angles
is due to contact angle hysteresis, which has considerable impact on a number of
phenomena in which contact angle plays a role.

Figure 2.2 Adrop on a tilted plate; an example of contact angle hysteresis.

Contact angle hysteresis may result from a number of different causes, and in a
practical system, is likely due to a combination of factors. One of the most important
reasons for contact angle hysteresis is surface roughness, as shown in Figure 2.2.
Surface roughness can be visualized as local valleys and hills. Even when local
microscopic advancing and receding contact angles are the same (8), macroscopically
observable advancing (0,) and receding (0,) contact angles will differ from each other,
resulting in contact angle hysteresis, as seen in Figure 2.2. Contact angle hysteresis
can also be caused by non-uniform values of local microscopic contact angles, which
in turn may result from differences in local chemical composition of the solid plate—a
common feature of natural materials such as minerals and rocks. It can also be caused
by non-uniform adsorption of chemicals, which alters the surface properties of the
solid.
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2.2.5 Spreading

Adhesion and Cohesion Energies

______

Tl 4 —>

Figure 2.3 Definition of adhesion energy, as described in the text.

To introduce the notion of adhesion and cohesion energies, let us consider a cylinder
made of two bodies (which can be immiscible liquids) A and B in contact with each
other, as shown on the left side of Figure 2.3. When we separate the bodies, their
mutual interface, which is characterized by interfacial tension y,, disappears and is
replaced with two corresponding surfaces of body-air contact, characterized by surface
tensions of the corresponding bodies, y, and y,. The work required to separate a unit
area of the body A—body B interface and to form two separate body-air interfaces is
called the work (or energy) of adhesion, W , and is given by the Dupré equation:

Wi =Va+Ys—Yas (2.6)

When both bodies are the same, y, =y, and y, . = 0. The work required to separate a
cylinder made of body A and to form two body A—air interfaces, each a unit in area,
is called the work (or energy) of cohesion, I _, and is given by

We =27, 2.7)

C

Adhesion and cohesion energies are convenient for analyzing the spreading of
one liquid over another or for soldering, welding, or choosing a proper glue. They also
govern the attachment of bitumen to air bubbles in water during bitumen extraction.
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Spreading Coefficient

When a drop of insoluble oil is placed on a water surface, it can either spread out as
a liquid film with two distinct boundaries (with the water below and the air above)
or it can form a lens, which usually further spreads out as a monomolecular layer in
equilibrium with excess oil in the lens. A vegetable oil poured over water forms lenses.
A mineral oil may spread into a liquid film with distinct boundaries, such that the light
reflected from the top and bottom interfaces interferes, forming rainbow like colours,
as often seen on puddles of water in parking lots after a rain. Higher alcohols, like
octanol, spread and form monomolecular layers in equilibrium with lenses.

The spreading behaviour depends on the so-called spreading coefficient, defined as

S=Ywu=VoratYom) (2.8)

where y,, is the surface tension of water against air, y,,, is the surface tension of
oil against air, and y,,, is the interfacial tension of oil against water. Spontaneous
spreading of oil on water occurs when S > 0. Substituting the above formula for
spreading coefficient into the Dupré equation above, we find a connection between
spreading coefficient and the energies of cohesion and adhesion:

S=Waacomy =2Yom =Waacomy =Weo(010) (2.9)

Spreading occurs for positive values of S or for W, > W_ . This means that
spreading of oil on water occurs when adhesion of the oil to water is stronger than

cohesion of the oil to itself.

Bitumen spreads on water. As we can see in Table 2.2, at about 80 °C, surface
tensions of water and bitumen (against air) are ~ 72 mJ/m? and 27 mJ/m?, respectively,
and bitumen interfacial tension against water is 14 mJ/m? to 15 mJ/m?. Thus,
S =70 — (27 + 15) = 28. This is a positive value that implies spontaneous spreading.
Indeed, under conditions of hot water extraction, at temperatures of ~ 80 °C, bitumen
spreads over air bubbles. One may think of the bitumen spreading on the water
surrounding the bubble. It results in very strong bonding between air bubbles and
bitumen, which is beneficial for bitumen flotation. Surface tensions of liquids do not
strongly depend on temperature. Bitumen spreading would also occur at, say, 25 °C
or 40 °C, but the viscosity of bitumen is too high for this process to be observed on a
relevant time scale of seconds or minutes. At temperatures below, say, 40 °C or 50 °C,
bitumen droplets or specks attach to air bubbles, forming a three-phase contact line,
but without visible spreading. Obviously, in such a case, bitumen-to-air bonding is
weaker than it is at higher temperatures, where spreading does take place.
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Table 2.2 Selected surface and interfacial tensions (against water)

Liquid Surface tension | gt water)
(mJ/m?)®

n-Pentane 15.49

n-Hexane 17.89 51.1
n-Heptane 19.65 50.2
n-Octane 21.14 50.8
n-Decane 22.38 51.2
Toluene 27.93 36.1
Benzene 28.22 35.0
Oleic acid 15.7
Octanoic acid 8.5
1-Butanol 26.28 1.8
1-Pentanol 26.67 4.4
1-Octanol 28.30 8.5
Water 71.99 n/a
Mercury 485.48

Athabasca bitumen 27 ¢ 14¢ 154

@ Source: CRC Handbook of Chemistry and Physics (2008—-2009).

® Source: Morrison and Ross (2002).

¢ Source: Takamura and Isaacs (1989). Ring method at 80 °C. Interfacial tension
against heavy water D,O.

9 Source: Moran et al. (2000). Micropipette method at room temperature and
pH = 8.

2.3 Measurements of Surface and
Interfacial Tension

Many methods of surface and interfacial tension measurements take advantage of the
Young-Laplace equation for spherical symmetry (Eq. (2.3)). Below, we will explain
the most commonly used methods of surface tension measurements and provide brief
descriptions of their advantages and disadvantages.

2.3.1 Capillary Rise Method

Imagine a circular cross-section glass capillary with one end immersed in a liquid that
is in a beaker (Figure 2.4). If the liquid perfectly wets the capillary walls (forming a
contact angle of zero), the liquid forms a concave, hemispherical meniscus inside the
capillary. The radius of the meniscus curvature is the same as the capillary radius.
Thus, the pressure in the liquid just below the meniscus is lower than that under the
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flat surface in the beaker. The pressure difference is given by Eq. (2.3): Ap =2 y/r. This
pressure difference will induce flowing of the liquid from the beaker into the capillary,
causing the meniscus to rise until the hydrostatic pressure pgh (where p is the liquid
density, g is acceleration due to gravity, and / is the capillary rise) becomes equal to
the capillary pressure due to the concave meniscus. By comparing the two formulas,
one can express surface tension y as a function of all other parameters:

y =Y pghr.

Now, knowing the liquid density p and the gravity constant g, the measuring
capillary inner radius 7 and the capillary rise 4, one can calculate the surface tension
of the investigated liquid. In practice, instead of measuring the capillary diameter
under a microscope, which is both tedious and not very accurate, the capillary rise of
a standard liquid with well-known surface tension y  is measured first. The capillary
rise for the investigated liquid is then measured using the same capillary. It is easy to
show thaty =y _ph/(p h ).

The capillary rise method is very simple, and if one uses a standard liquid instead
of measuring the capillary radius, the method does not require any sophisticated
equipment and can be done easily in the field or in a classroom. Because this method
is sensitive to impurities in the capillary (which could affect the required perfect
wettability of the capillary walls), the same capillary cannot be used many times. If
capillary rise is measured with a simple ruler, the accuracy of the method is low.

2r

Figure 2.4 Capillary rise method.
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2.3.2 Maximum Bubble Pressure Method

When a gas is blown down a capillary immersed in a liquid, initially, a flat gas-liquid
interface is formed (see a, Figure 2.5). Since the interface is flat, there is no pressure
difference across it, and the gas pressure inside the capillary p is equal to the sum of
the atmospheric pressure p and the hydrostatic pressure at the tip of the capillary
(p = p, + hgp). As the gas pressure is increased, a convex interface is formed. The
incremental pressure, related to the formation of the curved interface, is balanced by
the pressure difference across the curved interface as given by the Young-Laplace
equation. Thus, we have:

p=p,+hgp+2y/r,, or Ap=hgp+2y/r,

cury

7. 18 the curvature radius of the bubble formed on the tip of the capillary. As the
pressure p is increased further, the curvature radius ,  decreases until it reaches the
smallest possible value, at which it is equal to the capillary radius (b, Figure 2.5).
At this point, the pressure inside the bubble reaches the maximum value. Up to this
point, the system is stable, as any incremental increase in pressure is balanced by
an increased Young-Laplace pressure drop across the curved interface. However, if
we keep inflating the bubble, it will grow bigger, and its curvature radius r,  will
increase above its minimum value (corresponding to the maximum pressure). The
Young-Laplace pressure resulting from the bubble curvature becomes smaller than
the pressure inside the bubble. The bubble spontaneously grows larger and detaches
from the capillary (¢, Figure 2.5), and the cycle repeats. The maximum pressure in
the capillary is achieved when the bubble radius is the smallest, at which point it is
equal to the capillary radius. Since all variables in the above equation can be directly
measured, maximum bubble pressure can be used to calculate the liquid surface
tension. (Capillary radius can either be measured under a microscope or evaluated by
measuring the maximum bubble pressure for a liquid with known surface tension.)

There are several advantages of the maximum bubble pressure method: first of all,
it is very simple and can be set up without using any sophisticated instruments. For
instance, gas pressure can be measured with a simple glass U-tube filled with water,
making it an inexpensive but relatively accurate method of measuring surface tension.
By making measurements at different bubbling rates (e.g., ranging from forming a
single bubble every few minutes to, say one bubble per second), one can get some
information on the dependence of surface tension on time (sometimes referred to as
dynamic surface tension). Since every consecutive bubble creates a new gas-liquid
interface, the method is not sensitive to small amounts of impurities in the liquid
studied.
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Figure 2.5 Maximum bubble pressure. Inset a: Flat interface, no pressure
difference across the meniscus. Inset b: Hemispherical meniscus; radius
of meniscus equals capillary radius (the smallest possible), resulting in
maximum bubble pressure. Inset c: Unstable, spontaneously growing
bubble; the pressure inside the bubble is lower than maximum because
the radius of the meniscus is larger than the capillary radius.

2.3.3 Wilhelmy Plate Method

In this method, shown in Figure 2.6, a vertical plate of known perimeter is hooked up
to a balance, and its weight is measured first in the air and then partially immersed in
the liquid studied. The force registered by the balance f; corrected for the dry plate
weight and its buoyancy, can be used to determine the liquid-gas tension or the contact
angle from f'= 2y, o COS 6 (assuming the plate thickness is negligibly small compared
to the plate width). If the contact angle 8 of the liquid on the plate is zero (i.e., the plate
is perfectly wettable by the liquid), the method yields the liquid surface tension. It
can also be used to determine the contact angle 6 for systems where the liquid surface
tension is known.

This method is well suited for studying long-term changes of either contact angle
or surface tension, as the plate can be suspended from an automatic recording balance
and the measurements can be easily performed over a time scale of hours or days.
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Figure 2.6 Wilhelmy plate method.

2.3.4 Du Noluy Ring Method

The Du Noiiy ring method (Figure 2.7) is very similar to the Wilhelmy plate method.
Instead of a vertical plate, a thin horizontal ring is suspended from a balance. The
wetting properties of the ring have little impact on the results obtained using the
ring method, in which a total pull f'is measured. Surface tension is calculated from
f=4mry,, where 2r is the ring diameter. It is assumed here that the diameter of the
wire forming the ring is negligibly small compared to the ring diameter. The factor of
4 in the formula comes from the fact that we have to account for the pull by surface
tension inside and outside of the ring (of 2zr perimeter). The ring method is often used
for measuring interfacial tension (IFT) between two immiscible liquids. In this case,
the ring is placed on the liquid-liquid interface and the pull required to break it from
the liquid-liquid boundary is measured (corrected of course for its dry weight and
buoyancy).

Figure 2.7 Du Noty ring method.
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2.3.5 Drop Shape Methods

A sessile drop on a plane surface assumes a shape that minimizes the sum of its
potential energy due to gravity and the surface excess energy due to surface tension.
The minimum surface energy corresponds to a spherical shape, while to attain a
minimum of potential energy due to gravity, the drop needs to spread into a very thin
layer on the substrate, which increases the surface energy of the drop. Obviously, there
is an optimum shape between these two extrema that minimizes the total drop energy.
Similarly, there is a shape that minimizes the total energy of a pendent drop. Theses
shapes can be precisely calculated by numerically solving corresponding systems of
partial differential equations (the Laplace problem). The droplet profile can be obtained
by taking a photograph of the drop. Then, surface tension can be evaluated by fitting
the recorded drop shape to the solution of the Laplace problem. There are several
commercial apparatuses for making these types of measurements. They all acquire
an image of the drop profile with a charge-coupled device (CCD) camera and fit the
acquired shape to the Laplace shape using proprietary algorithms to yield surface or
interfacial tension and contact angle information.

Both sessile and pendent drop methods are absolute (i.e., they do not require
any calibration), and both use small amounts of liquid of known density, allow for
easy temperature control, do not rely on detachment force measurements, and do not
depend on contact angle. They are often used for studying aging effects and can be
used for systems involving highly viscous liquids, such as crude oils and bitumen. The
main and often-overlooked disadvantage of these methods is that for many systems,
the droplet shape may not be Laplacian. This is almost always the case if the studied
liquid contains solid particles such as clays. The solid fines can cover the drop surface
and form a rigid skin, which makes attaining a Laplacian shape impossible

2.3.6 Spinning Drop (or Spinning Bubble) Method

A gas bubble or a droplet of liquid is placed in a liquid of higher density in a tubular
cell that can be rotated along its axis at up to 20 000 rpm. The centrifugal force pushes
the denser fluid to the cell wall such that the inner drop becomes elongated. The lower
the interfacial tension (IFT) between the two liquids, the greater the elongation of the
inner droplet. Calculation of IFT from the droplet elongation involves solving the
Laplace problem, similar to the procedure used in drop shape methods.

This method is especially useful for measuring very low IFTs. There are two
restrictions: (i) the outer liquid must be transparent, such that the inner drop can be
observed, and (i) the inner drop of liquid must be of a lesser density than the outer,
transparent one.
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2.3.7 Drop Weight (or Volume) Method

When a liquid drains slowly from a tube, a drop is first formed at the end of the tube and
grows steadily larger until its weight overcomes the surface tension forces, at which
point it falls off. The drop weight at detachment can be written as mg = Vpg = 2aryf,
where m is the drop mass, g the acceleration due to gravity, ¥ the drop volume, p the
liquid density, and fa correction factor. The correction factor fis due to the fact that the
drop, before falling, forms a neck with a diameter slightly smaller than the diameter
of the tube. The correction factors were calculated for various experimental conditions
(Harkins and Brown 1919). The drop weight can be estimated by weighing several
drops or by counting the number of drops formed from a given volume of the liquid
and its density. Both can be estimated with accuracy much better than 1 %, yielding
highly precise surface or interfacial tension values. The equipment necessary for the
drop weight method is simple and experiments are easy to perform. This method is
not suitable for studying long-term aging effects and cannot be used for high-viscosity
liquids.

2.3.8 Micropipette Methods

All of the methods of IFT measurement described above depend on the existence
of a density difference between the two neighbouring liquids. However, the density
difference between bitumen and water is very low within the temperature range of
importance for the oil sands industry (0 °C to 100 °C) and vanishes to zero at about
45 °C (Takamura and Isaacs 1989). Therefore, to estimate bitumen-water IFT, a series
of IFT measurements were performed for bitumen diluted with a light hydrocarbon
solvent, and the data obtained were then extrapolated to zero dilution (Takamura and
Isaacs 1989). Obviously, such a procedure introduces uncertainty that is inherently
associated with extrapolation outside the data set range.

Recently, new methods were developed for IFT measurements on micron-sized
emulsion droplets using suction micropipettes (Yeung, Dabros, and Masliyah
1998; Moran et al. 2000; Moran, Yeung, and Masliyah 1999). One of the methods
is similar to the maximum bubble pressure method. However, instead of measuring
the pressure required to form a bubble, the minimum pressure necessary to suck a
droplet into the micron sized capillary is measured and converted to IFT using the
Young-Laplace equation (Yeung, Dabros, and Masliyah 1998). The method can be
used for density-matched systems. The limitation is that both liquids (i.e., the liquids
forming the drop and the medium) have to be of relatively low viscosity, so that the
pressure needed to cause the fluid to flow (when the droplet is sucked into a capillary)
can be neglected in comparison with the Young-Laplace pressure.

In the second micropipette-based method (Moran, Yeung, and Masliyah 1999;
Moran et al. 2000), an emulsion droplet is captured between two suction capillaries and
elongated by pulling with one of the capillaries mounted on a micromanipulator. The
second capillary is bent to form a cantilever, such that the force required to elongate
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the droplet can be measured directly from the cantilever deflection. The droplet IFT
is then calculated from force-drop deformation analysis, similar in principle to the
analysis of the sessile or pendent drop shape in the gravity field.

The cantilever micropipette method of IFT measurement is the only one that
allows for studies of systems with no density difference and involving high-viscosity
liquids. As such, it is the only method capable of direct measurements of bitumen-water
IFT (Moran et al. 2000). However, the method requires a relatively complicated
experimental set-up that is not commercially available.

2.4 Methods of Measuring Contact
Angle

2.4.1 On Flat Surfaces

Contact angle on flat surfaces can be determined from an image of a sessile drop taken
with a camera or by using a contact angle goniometer. The latter is a device on which
a drop is observed by a lunette equipped with a crosshair that can be aligned with the
substrate and then with the drop profile line at the point of contact, allowing direct
measurements of the angle between the two lines. As mentioned above, observations
of sessile drop silhouette can be used for both contact angle and surface tension
measurements.

2.4.2 On Powders

When the solid of interest is only available as powder, contact angle can be measured
on a pellet pressed out of the powdered material. Although this approach is frequently
used, the results are affected by the pellet porosity and inevitable substrate roughness.
The contact angle can also be calculated from the pressure required to remove the
liquid from a plug formed from the powder and saturated with investigated liquid
using the Young-Laplace equation for capillary pressure (Bartell and Whitney 1932).
The average pore size of the plug, which is necessary for calculations, can be estimated
using commercial mercury porosimeters or from the flow rate—pressure relationship
for a liquid perfectly wetting the porous plug. When the contact angle has a finite value
and the solid particles are small, the powder will float on the surface of the liquid the
same way water striders do. Knowing the particle size, density, and centrifugal force
required to sink the particle, we can calculate the contact angle from the force balance
(Huethorst and Leenaars 1990).

2.5 Adsorption

In Section 2.2, we determined that surface tension is a direct result of intermolecular
interactions. The stronger the attractive forces acting between liquid molecules, the
higher the surface tension of the liquid. If the liquid contains different molecules, or
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in other words, if it is a mixture, some of the molecules will preferentially go to the
interface such that there will be more of them at the interface than in the liquid bulk
phase. This partition process, or preferential enrichment of the interfacial region as
compared with the bulk, is called adsorption. Obviously, the molecules adsorbing at
the interface must lower surface tension, and by doing so, lower the total internal
energy of the system. In the next subsection, we will analyze the process of adsorption
from a thermodynamic point of view. The important thing to remember is that the
molecules that have the ability to lower surface tension spontancously adsorb at
interfaces. The driving force for adsorption is a decrease in the surface tension, which
results in a decrease in the total energy of the system.

2.5.1 Thermodynamics of Adsorption

Rigorous thermodynamic description of the adsorption process was first provided by
Gibbs.? In the following section, we will briefly outline the main concepts of Gibbs’
approach.

At the foundation of Gibbs’ adsorption analysis are the concepts of dividing plane
and surface excess. To better understand the problem, let us remember that in the
three-dimensional bulk of any phase, we can easily define the concentration of any
component (this being the number of moles of that component contained in a unit of
volume). This is not so at the boundary between two phases, because such a boundary
is, by its very nature, two-dimensional. The two-dimensional character of interfaces,
combined with finite dimensions of atoms and molecules, does not allow us to apply
the three-dimensional notion of concentration at the two-dimensional interface. The
phase composition (concentrations of all components) and the density, which do not
change from place to place in the bulk of neighbouring phases, do change across the
phase boundary.

Although, say, a surface of water in a glass is clearly visible as a sharp boundary
between the liquid and air, it is not easy to say where this boundary is located exactly
if we consider it to be a plane in a mathematical sense, i.e., having a thickness equal
to zero. As we cross the water-air interface, the density of the liquid water below the
surface must change to the much lower density of air somewhere above the visible
water surface. This change is sharp, occurring over a very small distance, but it has to
be continuous, as Nature does not tolerate discontinuities well.

There are two ways of dealing with the problem. One is to define a surface
region, or surface phase, of finite thickness, which is unknown, and apply the standard
notion of concentration to the liquid below, the air above, and the interfacial region
in-between. In the surface region, we can define, for instance, the surface concentration
3 J. Willard Gibbs (1839-1903) was one the greatest American scientists of all time.
Gibbs, a professor of mathematical physics at Yale University, laid the theoretical foundation
for chemical thermodynamics. Between 1876 and 1878, he published a series of papers on the
analysis of multiphase systems, including a thermodynamic description of adsorption. In 1901,
Gibbs was awarded the highest possible scientific honour of his day: the Copley Medal of the

Royal Society of London. (The Nobel Prize, first awarded in 1901, gained its current distinction
later.)
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of component 7 as the number of moles of the component 7 in the surface region divided
by the volume of the surface region. This is equivalent to taking an average value
(within the surface region) of the parameter we want to define. The problem with this
approach is that if we assume the surface region thickness to be too small, we may
not totally encompass the region within which physical properties such as density or
concentrations change. If we take it to be too large, we lose specifics related to the
existence of the phase boundary. Therefore, we will still have problems with where
exactly the boundaries of our surface phase should be located.

The second way of dealing with the problem was proposed by Gibbs and is
described in more details below.

Gibbs’ Surface Excess and Diving Plane Concepts

Let us put a mathematical plane, called Gibbs’ dividing plane, somewhere near the
visible boundary between phases o and 3. At the moment, we are not concerned about
the exact location of this plane, as long as it is close to the visible phase boundary
(we will return to the dividing plane position a bit later). Let us, for instance, consider
number bulk concentrations (number of moles of component i per unit of volume) in
the two phases a and B (" and n), as shown in Figure 2.8.

Concentration

Distance

Gibbs’ dividing
plane

Figure 2.8 The concept of Gibbs’ dividing plane.

The total number of moles of component 7 in the system can be calculated by
integrating, over the distance, the continuous line depicting the continuously changing
concentration. This is the true number of moles of component i in the system. The other
way of calculating the total number of moles of the i-component is to multiply its bulk
concentration in phase o by the volume of this phase (as specified by the position of
the dividing plane), do the same for the phase 8, and then add the two values together.
The difference between the latter value and the true number of moles of component 7 in
the system is called surface excess. It can be positive, negative, or zero, depending on
how we place the hypothetical dividing plane. Looking at Figure 2.8, if the shaded area
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left of the dividing plane is much smaller than the one on the right, surface excess of
this particular component would be negative. This is because, by counting the number
of moles based on bulk concentrations, we overestimate the true value by an amount
proportional to the shaded area to the left of the dividing plane, and underestimate it
by an amount proportional to the shaded area to the right of the dividing plane. For
a single-component system, the placing of the dividing plane should be simple; there
is no adsorption in a single-component system and we wish to calculate a true value,
so we place the dividing plane such that surface excess is zero, or both shaded fields
have the same areas. For a multi-component system, it is not so simple. Usually, we
can easily single out one component of the system as the solvent in which the other
components are dissolved. We can now place the dividing surface such that the surface
excess for the solvent (usually water) is zero, and calculate surface excesses of all
other components relative to the dividing surface placed in this unique way. This is
the genius of Gibbs’ approach. Now, without any ambiguity, we can strictly apply a
rigorous thermodynamic analysis to describe the adsorption process.

Gibbs’ Adsorption Equation

A general thermodynamics equation for the change in internal energy U of a system
that allows an exchange of mass with the surroundings is

where T is absolute temperature, S is entropy, ¥ is any type of work performed on the
system, and . and n, are chemical potential and number of moles of the i component
of the system, respectively. The bar over differential symbol /7 denotes that the term
is not a complete differential. This is a mathematical consequence of the fact that
the performed work may depend on the path along which the system evolves from
its initial to its final state, and not only on the difference between the initial and final
states of the system.

Without dwelling on this mathematical nicety for too long, the types of work we
need to consider are the volumetric work —pdV, the surface expansion work ydA4, and
the electrical work involved in charging of the interface y dg, where y_is the surface
electric potential and ¢ the surface electric charge (we will discuss electric surface
phenomena in the following sections). Eq. (2.10) thus becomes

dU =TdS - pdV +ydA+)_ udn, 2.11)

U S, V A, g, and n, are known as extensive parameters, that is, their values depend
on the size of the system. If we double the system size, the values of all extensive
parameters will double as well. The overall change in the system energy dU is the sum
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of the energy changes for phases a and 3, and for the interface between them denoted
with superscript s:

dU =dU* +dU” +dU*
For the neighbouring phases o and f3, one can write

dU* =TdS* — pdV*“ +Z,u,.dn°‘l.

and

du? =TdS" — pdv’ +z,u[dnﬁ[

The energy change for the surface is

dU* =TdS* +ydA+ydg+ Y. pdn’, (2.12)

In the above, all superscripted extensive parameters are defined following Gibbs’
approach as described above. As such, the extensive parameters U*, §, and n’ in
Eq. (2.12) are surface excess in the Gibbs sense, which means that their numerical
values depend on the location of the Gibbs dividing plane.

If one allows all extensive parameters (energy, entropy, area, surface charge,
and number of moles) to increase from zero to any finite values, keeping intensive
parameters (temperature, pressure, surface tension, surface potential, and chemical
potentials) constant, Eq. (2.12) becomes

U'=TS" +yA+yq+) un,,
which can be differentiated in the usual way, yielding

dUS —
TdS* +S'dT +ydA+ Ady +ydq+qdy + 3 wdn’,+ > 0’ dy, >13)

Comparison of Egs. (2.12 ) and (2.13) gives

§°dT + Ady +qdy + ) n'dy, =0 (2.14)

For constant temperature and dividing both sides of Eq. (2.14) by surface area 4, we
finally obtain:
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dy =-ody - > I'du, =-ody —RTY T'dlna, (2.15)

where I, is called Gibbs’ surface excess of component i, o is the surface charge density
(charge per unit of area), and q, is the activity of component i.

Eq. (2.15) is a general form of Gibb’s adsorption equation, in which we included
electric work connected with charging of the interface. When there is no electric work
involved, or dy = 0, Eq. (2.15) takes the familiar form of

dy = —RTZFidlnai (2.16)

Asmentioned in the previous section, we can place Gibbs’ dividing plane anywhere
in the vicinity of the visible surface. In particular, we can place it in a position where,
for a selected component i, I', = 0. For a two-component system, composed of a diluted
solution of a solute in a solvent, we can place Gibbs’ dividing surface such that the
solvent surface excess is zero. Then, substituting solute concentration for its activity,
Eq. (2.16) takes the form

1
Ldy e dy 2.17)
RT dlnc RT dc

For example, if we consider a diluted solution of ethyl alcohol (EtOH) in water, we
will have
dy =—RT(T

dna,,, +T,,,dIna,,,).

water water

Then, placing the dividing plane such thatI" = 0, we will have

ter

1 dy

E(OH Z'—]Qa:;;ﬂ;;;;;; (2.18)

In this example, the value of the surface excess of ethanol, given by the above
equation, has a strict and rigorous thermodynamic meaning. It is the surface excess
of ethanol relative to such a position of the Gibbs dividing plane at which the surface
excess of water is zero. This is the most common way of defining surface excess. For
diluted ethanol solutions, ethanol activity «, . can be replaced with its concentration
Criopp YiElding:

EtOH
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1 dy __ Cgon dy

Trop = ——
BT RT dney,, — RT deg,,

In the latter, all variables on the right side of the equation can be determined
experimentally, and the surface excess can be evaluated from the experimental data on
surface tension dependence on concentration.

2.5.2 Adsorption Isotherms

Eq. (2.18) provides a relationship between four intensive variables needed to describe
adsorption: surface excess (I'), surface tension (y), bulk activity of the adsorbing
species (a), and temperature (7). Therefore, for a constant temperature, only two of
these variables are independent and required in order to univocally describe adsorption.
Depending on our choice, we may use

o asurface tension equation: y = y(a),

e an adsorption isotherm: I' =T'(a), or

o asurface equation of state: y = y(I").

Each of the three relationships above describes adsorption in a binary system.
Usually, we select the equation that provides a relationship between variables that can
be easily measured under given experimental conditions. For instance, when dealing
with adsorption on fluid interfaces, surface tension and concentration (or activity) are
easily measurable. In the case of gas adsorption on a porous solid with a large surface
area, such as activated carbon, gas pressure (which is related to gas activity) and
surface excess are experimentally measurable. For Langmuir trough experiments with
insoluble monolayers, both surface excess and surface tension are directly accessible.

For adsorption on liquid interfaces, we use the experimentally determined
surface tension and, applying Gibbs’ adsorption equation, we can calculate surface
excess. Obviously, surface excess (which is a measure of the amount of the substance
adsorbed) depends on the concentration of the substance of interest in the solution.
The amount adsorbed increases with increasing concentration. The function linking
the two quantities is called the adsorption isotherm. Below, we will discuss a few
common adsorption isotherms.

Langmuir’s Adsorption Isotherm

Derivation of the Langmuir adsorption is based on the assumption that individual
molecules adsorb on distinct adsorption sites at the interface, and that all of these sites
are identical in all aspects; in particular, they all have the same adsorption energy.
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Since the number of the adsorption sites is finite, there is also a maximum value for the
surface excess, or the maximum possible amount of adsorbed material, I"__ .
The rate of adsorption, v _,, is proportional to the concentration of adsorbing

molecules, ¢, and to the area of the surface not yet covered with adsorbing molecules.
It can be written as:

Vads = kads (Foo - F)C
while the rate of desorption, v, , is proportional to
vdes = kdexr

In the equilibrium, adsorption and desorption rates must be equal (v
the following formula for the Langmuir isotherm:

=v,.), yielding

ads

Kc

r=r,——
1+ Kc

(2.19)

where the equilibrium constant K is given by the ratio of adsorption to desorption rate
constants, K =k _,/k,

Figure 2.9 shows the plot of Langmuir’s adsorption isotherm (Eq. 2.19) in the
form of surface coverage 6 = I'/I"_ as a function of concentration normalized to 1/K.

The saturating character of Langmuir adsorption is clearly visible.

0.8 1

0.6

0.4 1

Surface coverage

0.2 1

0.0

Kc

Figure 2.9 Plot of Langmuir adsorption isotherm.
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The BET Isotherm

In the case of a gas adsorbing on a porous solid of a high surface area, it is quite
common for the adsorbing gas to form multilayered coverage on the solid. Often, the
adsorbing gas fills the pores with condensed liquid. Adsorption of gases on solids is
important for heterogeneous catalysis, among other applications. In these relatively
common cases, the Langmuir isotherm, which assumes monolayer adsorption, is
obviously not valid. In 1938, S. Brunauer, P. Emmett, and E. Teller derived a model
isotherm allowing for multilayered adsorption.* This is known as the BET isotherm,
after the first letters of the inventors’ names. The key assumption for the BET isotherm
is that the first layer of adsorbed molecules follows the Langmuir model. It is further
assumed that the adsorption energy for every layer except the first is the same and
equal to the heat of condensation of the adsorbing gas into a liquid. In other words, it is
assumed that the gas adsorbs in the first layer following the Langmuir model, and the
consecutive layers condensate on the first layer formed as if it were a bulSince the BET
isotherm describes the adsorption of gases, it is often written in the following form:

V ko

v, (-@)l+(k-1)g]

(2.20)

In the above equation, V' is the volume of gas adsorbed per unit mass of solid, V',
is the volume of gas needed to form a complete monolayer on the solid, & is a constant,
and ¢ is equal to p/p, where p is the gas partial pressure and p_ is the equilibrium
vapour pressure at the experimental temperature. The shape of the BET isotherm is
shown in Figure 2.10 (indicated in the figure by a solid line). Note that Langmuir’s
isotherm (dashed line) would eventually approach the value of 1. With this in mind, we
see that for low partial pressure of the gas, the adsorption initially follows Langmuir’s
isotherm, implying the formation of a monolayer. Then, at higher gas pressures,
multilayered adsorption takes place, accounting for the deviation of the BET from
Langmuir’s isotherm.

4 Stephen Brunauer, born in Hungary and educated in the US, received his PhD at
Johns Hopkins University in 1933 for his work on nitrogen adsorption on an iron ammonia
catalyst. This work was the starting point for the derivation of the BET isotherm with Paul
Emmett and Edward Teller. Brunauer was the first director of the famous Clarkson Institute
of Colloid and Surface Chemistry at Clarkson University in Potsdam, N.Y. Paul Emmett was
the Chair of Chemical Engineering at Johns Hopkins and a member of the Manhattan Project,
where he contributed significantly to the uranium enrichment technique. Edward Teller, another
Hungarian émigré, became famous as the father of the US hydrogen bomb. He was a co-
founder of the Lawrence Livermore National Laboratory. He was also known for his support of
controversial military and civilian applications of nuclear energy.
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Figure 2.10 BET adsorption isotherm, indicated by the solid line (dashed line
represents Langmuir’s isotherm).

The BET isotherm is frequently used for measuring specific surface area of
catalysts, powders, and porous adsorbents. For that purpose, Eq. (2.20) is rearranged
to the form

0 _ 1 (k=g
Vil-9) kV, kV,

Plotting experimentsl data as ¢//V(1-p)] against @, the values of constants kand V| can
be evaluated from the slope and intercept of the plot obtained. Since V is the volume
of gas needed to form a monolayer, knowing the molecular cross-section area of the
gas, we can calculate the solid surface area. This is the reason for the importance of the
BET isotherm, as it is the most frequently used procedure for measuring the surface
area of solids. Numerous commercial instruments are available for this purpose.

Henry’s Isotherm

For very small values of ¢, the term Kc in Eq. (2.19) can be neglected in comparison
with 1, yielding

I'=I'_Kc=k,c (2.21)

and indicating a linear relationship between surface excess and bulk concentration.
k,, in the above equation is Henry’s constant, equal to the limiting slope of the plot
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of adsorption versus concentration at a concentration approaching zero. This type of
isotherm is called Henry’s isotherm, and is always applicable in very diluted systems.

2.6 Electric Surface Phenomena

All surfaces between phases are electrically charged. This has numerous important
consequences that will be discussed in more detail in this section. Let us start with the
origin of surface charge and some basic concepts. This will be followed by a review of
electrokinetic phenomena and measurements of the so-called zeta potential (C).

2.6.1 Origins of Surface Charge

There are several mechanisms contributing to the formation of electrical charges on
boundaries between various phases. Although the mechanisms described below can be
involved at boundaries between any phases, let us, for the sake of simplicity, consider
a boundary between a solid and an aqueous phase containing dissolved substances.
One common source of surface charge is the adsorption of ions from a neighbouring
solution on an initially uncharged solid surface. Another common mechanism is the
dissociation of surface groups. Orientation of adsorbed molecules with a permanent
dipole moment can also contribute to surface charge. Here, we are mostly interested
in bitumen extraction from oil sands, where most, if not all, processes of interest are
occurring at boundaries between water and oil; various solid phases and water or oil;
or air bubbles and the phases mentioned before. In most cases, water is one of the
phases of interest, so we will begin with a water-solid interface to analyze the origin
of the surface charge on the solid.

Let us take a silica sand grain immersed in water. In the following chemical
equation, the symbol (SiO,) indicates that the following chemical species is either
adsorbed at the solid surface or is an integral part of the solid surface:

(S10,), + H,0 2 (H,8i0,), 2 (HSi0;), + H*

The equation above indicates that silica at the sand grain surface reacts with
water, forming silicic acid, which in turn dissociates, forming a silicic anion at the
surface and a hydrogen ion that diffuses off into the solution. This chain of events
negatively charges the solid surface, as the diffusing H" ion carries away a positive
charge and leaves the negative charge behind. Since all of these steps are reversible,
and since the last step produces hydrogen ions in the bulk of the solution, the surface
charge is sensitive to the bulk pH value. At high pH, i.e., at low concentration of H"
ions, the equilibrium is shifted to the right, resulting in a higher negative charge of the
silica surface. At low pH, the opposite is true, and the surface is positively charged.
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Obviously, somewhere in between, there is a point (at a certain pH value) at which the
net surface charge is zero. This point is called the point of zero charge (PZC).

The above mechanism is a simplified picture of the physics involved. In reality,
silicon dioxide and water form a large family of chemical compounds. The simplest
of them, shown in the example above, is metasilicic acid, H,SiO,. Attaching one more
water molecule to it yields orthosilicic acid, H,SiO,. Attaching another SiO, molecule
to methasilicic acid produces disilicic acid, H,Si,0O; adding two waters to the latter
yields pyrosilicic acid, HSi,O.; and so on. The general formula for silica-water
compounds is [SiO (OH), , ] . The simplest forms of these compounds can be identified
in dilute aqueous solutions. However, in the solid state, they are all likely condensed
into a form of an inorganic polymer of a complex chemical structure. One may think
of a sand grain in water as being covered with a mixture of polymeric silicic acids at
various hydration levels. Complete removal of these hydrating water molecules is very
difficult. Water can still be detected on silica by IR spectroscopy, even after prolonged
heating. Regardless of the exact chemical composition of the surface layer, our sand
grain is able to exchange hydrogen and hydroxyl ions with the water phase, resulting
in a net surface charge that is a function of pH, as discussed above.

Similar mechanisms are involved in the charging of all oxide-type minerals,
e.g., clays, alumina, and many others. Some oxides may not be capable of forming
inorganic polymers, but all are able to exchange either hydroxyl or hydrogen ions with
the aqueous phase, making their surface charge a function of pH.

The dependence of the surface charge on pH makes it possible to experimentally
determine not only PZC, but also the total surface charge and, if the total surface area
is known, surface charge density. The procedure is relatively simple: Let us suppose
that we want to determine the surface charge on clay particles suspended in water.
First, we take a volume of deionized (DI) water, (for example, 100 ml). DI water
should have pH close to 7. Next, we add a certain volume of an acid, for example,
0.001 M HCI, and measure pH again. As we add acid to the water, its pH decreases,
as seen in Figure 2.11 (dashed line). Starting from a new DI water sample, we can
repeat the titration process with a base such as NaOH. Adding caustic will increase
the pH of the water. By following this process, we receive a titration curve for water,
showing a pH of the water as a function of the amount of added acid or base (dashed
line in the figure). We can now disperse our clay in the DI water (for example, 10 g
of clay in 100 ml of DI water) and titrate the clay suspension with both acid and base.
The titration curve for the clay suspension is indicated in Figure 2.11 by a solid line.
We can now look at the differences between the amounts of acid (or base) required to
bring the clay suspension to the same pH value as the clean DI water. In Figure 2.11,
an arrow shows this difference at pH = 5. This difference corresponds to the amount of
the hydrogen ions (from the added acid) consumed by the clay. Those ions areremoved
from water and do not contribute to lowering its pH. Instead, they make the clay
surface more positively charged. We can thus calculate the clay surface charge
from the amount of hydrogen ions consumed by the clay. If we also know the total

- 80 -



surface area of the clay, for instance from BET adsorption method, we can calculate
surface charge density. We can also see that, at a pH of about 8.5, the two curves
intersect. At this pH, there is no excess base or acid required to bring the pH of the
suspension to the same value as that of water;’ therefore, the clay surface charge at this
point is zero (Kosmulski 2001).

12

10

pH

Amount of acid (or base) added

Figure 2.11 Determination of point of zero charge (PZC) by titration of a
colloidal suspension.

2.6.2 Electrical Double Layer

Regardless the origin of surface charge on a solid surface, the system of the solid and
the solution in contact with the solid must remain electrically neutral. Therefore, not
only is a solid particle immersed in water charged, but the water itself also carries an
electric charge, equal in value and opposite in sign to the charge on the solid particle.
In essence, we have a charge separation, with the system as a whole remaining
electrically neutral. When the solid is negatively charged, as most solid particles in
water under moderate conditions are, the aqueous phase is charged positively, and
the absolute values of both charges are the same. A negatively charged solid attracts
positive ions in the solution and repels negative ions, such that in the vicinity of a
negatively charged solid, there is a net excess of positive charge.

5 The suspended solids may alter the water pH a little, as most oxides exhibit
either acidic (e.g., silica) or basic (e.g., alumina) characteristics. To correct for this,
the suspension is titrated in a solution of an inert electrolyte (e.g., NaClO,) instead of
water. Titrations at different concentrations of added inert electrolyte yield a family of
curves all intersecting at PZC.
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The charge on the surface and the charge in the solution form a system of charges
called the electric double layer. This layer is similar to a capacitor, where one plate
is charged negatively and the other positively. Indeed, one of the first theoretical
models of a double layer (developed by Helmholtz in late nineteenth century) assumed
a condenser-like structure, consisting of a rigid layer of positive ions (cations)
adsorbed on a negatively charged solid surface. The Helmholtz model explained some
experimental observations, but it was too simplistic. Obviously, since ions can move in
a solution, thermal movements of water molecules would disturb a rigid ionic layer on
the solid surface. Indeed, we have to consider two competing forces: one is the electric
attraction of counter-ions and repulsion of co-ions by the charged interface, and the
other is the force that results from thermal molecular motions that tends to disarray
any ordering caused by electric forces. At equilibrium, the layer of ions in the solution
is diffuse in nature, and the probability of finding a counter-ion near the surface is
larger than the probability of funding a co-ion. Both probabilities converge to the same
value at a large distance from the charged surface, where the net ionic charge is zero.
Figure 2.12 shows the distribution of charge-carrying ions in the vicinity of a charged
interface.

Particle surface
J Surface of shear

© e

® ©
o @

g ® © ©
H o o @

i Diffuse layer
Solid } Electrolyte
solution

Figure 2.12 Electrical double layer.

For our following discussion of electrokinetic phenomena, it is important to note
that the ions form a diffuse layer in the vicinity of a charged interface. This layer
carries a net charge equal in value and opposite in sign to the charge of the solid
surface, such that the system as a whole is electrically neutral. The diffuse layer is
mobile in the sense that the ions contained in it can be carried away with the liquid if
there is a liquid flow parallel to the solid surface. This carrying away of ions from the
electric double layer results in charge separation on a macroscopic length scale, which
is the source of the important and interesting electrokinetic phenomena that we will
discuss below.
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We mentioned above that electric double layer is similar to a capacitor. The
capacity of the electric double layer can be measured experimentally, and such
measurements are one of the important tools used in studying the structure of the
electrical double layer.

2.6.3 Theory of Electrical Double Layer Structure

As mentioned above, the electric double layer consists of the electric charge on the
solid surface and the charged ions in the solution. Additionally, some of these ions
can be adsorbed on the solid surface, altering the effective surface charge. lons in
the solution, forming the so-called diffuse part of the double layer, are influenced
by electric interaction with the charged surface and by random thermal movements
(Masliyah and Bhattacharjee 2006).

Let us first consider the structure of the diffuse part of the electric double layer.
The simplest theoretical description of the diffuse double layer was given by Gouy and
Chapman at the beginning of the twentieth century. It was based on several simplifying
assumptions. First, the solid surface was assumed to be flat, infinite, and uniformly
charged. Second, the ions in the solution were assumed to be point charges (the finite
dimensions of ions were neglected), and it was assumed that the spatial distribution
of ions could be described by Boltzmann’s statistical theory. Third, it was assumed
that the liquid is a continuous medium, characterized by the dielectric constant € (i.e.,
the discrete molecular structure of the liquid was neglected). Let us briefly review the
thought process involved in solving this problem.

We will attempt to calculate the electric potential y in the solution as a function
of a distance x from the solid surface. For a positively charged solid, cations will be
repelled from the surface and anions will be attracted. Applying Boltzmann’s statistics,
ion concentration at any point at a distance x will be given by n, = nexp (z,ey(x)/kT).
Here, n? is the bulk concentration of i-type ions, z, is their valency, e is the elementary
charge, k is the Boltzmann constant, and T is the absolute temperature. The net free
charge density p at any point is:

p= Zzl.eni = Zzienlf’ exp(—%j (2.22)

The above equation links the charge density p with potential  at any point in the
vicinity of a charged surface. Both p and y are a priori unknown functions of the
distance x. We thus have one equation with two unknown functions. In order to solve
the Boltzmann equation (Eq. 2.22), we have to find another formula linking p and y.
They are related to each other by Poisson’s equation, which, for a flat surface, takes
the form

o’y Jo}
=—. 2.23
ox? € (223)
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In the previous equation, ¢ is the permittivity of the medium (¢ = ¢ ¢, where
¢ is a dimensionless relative dielectric constant of the medium, and ¢ is the electric
permittivity of free space or a vacuum equal to 8.854-107"? F/m, also known in the SI
system as electric constant). Combining Boltzmann and Poisson’s equations yields

__¢ Y 2.24
232 exp[ T j (2.24)

The above partial differential equation can be solved with boundary conditions of
w=y, atx =0
w=0anddy/dx=0 atx = o0

yielding electric potential in the solution as a function of the distance from the charged
solid surface. The solution, which is a lengthy expression, can be markedly simplified
for low values of surface potential y , i.e., for zey /kT << 1. Under this condition, the
exponential function in the Boltzmann equation can be expanded into a power series,
and after neglecting higher expansion elements, the solution to such a linearized
Poisson-Bolzmann equation is

Y =y, exp(—Kkx) (2.25)

where « is a constant which depends on the electrolyte composition and temperature:

2 2
e 2.0 e 2

—_— zn' = || — zie.N 2.26
kT Zl i kT Z iTit A ( )

i i

In Eq. (2.26), N, is the Avogadro number and c, is the molar concentration of an
i-type ion.

x, called the Debye parameter, is a very important quantity. Forces between
colloidal particles, resulting from their electric charge, can only be important when the
potential y, given by Eq. (2.25), has a significant value. As follows from the equation,
this potential decays exponentially with the distance from the charged surface, with a
characteristic scale of 1/x, which has a dimention of length. The value of 1/« is often
called electric double layer thickness. It gives a rough estimation of the distance at
which electric interactions have to be considered. We will return to this point later,
in Section 2.7, while discussing surface forces and DLVO theory of colloid stability.

Figure 2.13 shows the plots of electric potential (normalized to surface potential y )
in the double layer as calculated according to Eq. (2.25). When the distance from
the charged surface is equal to 1/k, then, according to Eq. (2.25), the potential in
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the double layer drops to the value of  /2.72 (2.72 being the approximate value of
the natural logarithm base, equal to 2.71828...). A solid horizontal line is drawn at
v w, = 1/2.72 = 0.368; it intersects the potential vs. distance curves at points with
abscissae at the corresponding 1/x (or double layer thickness) values. One can
compare these abscissae with the values listed in Table 2.1. It is easily seen that the
double layer thickness strongly depends on the electrolyte concentration. It can also
be observed that the term double layer thickness is perhaps a misnomer, as the double
layer extends well beyond this point. However, as we will see in a moment, there is
some justification for the use of this term (besides simply for the sake of tradition).

1.2
1.0
0.8 1 N
0.001 M
N\
s | N
\s 0.6 AN
0.01 M \
0.4 AN
AN
0.1 M \
0.2 AN
N
N — T ————
0.0 T T T T T T— y
0 2 4 6 8 10 12 14 16
X (nm)

Figure 2.13 Electric potential in the double layer as function of distance from
charged interface for different 1:1 electrolyte concentrations.

Surface potential w can be related to the surface charge density ¢, at the solid
surface. From the electroneutrality condition, the total charge of the double Jgyer is
equal in value (and opposite in sign) to the to the charge at the surface: o, = —j pdx
Again, applying the Boltzmann distribution, and at low surface potential va 1?es, the
resulting approximate formula is quite simple:

O, = &Ky, (2.27)

The above formula (Eq. 2.27)) implies that the surface potential y  depends
on both surface charge density ¢, and, through «, on the electrolyte composition. If
electrolyte concentration is increased, « increases according to Eq. (2.26). At constant
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surface charge, the surface potential 7 must therefore decreasse, or, at constant surface
potential, the surface charge o, must increase. In most real systems, both surface charge
and surface potential change when the electrolyte concentration is altered.

If the double layer is considered to be a simple plane capacitor, then, from
Eq. (2.27), it follows that its capacitance (capacity for unit plate area) is equal to ¢x,
or that the distance between the capacitor plates is 1/x. The dashed line in Figure 2.13
shows the electrical potential inside such a capacitor for the case of a double layer in
0.001 M 1:1 electrolyte. Note an interesting feature of this line. It is tangent to the
electric potential in a diffuse double layer, as described by Eq. (2.25) , at x = 0. Indeed,
from Eq. (2.25) we have

(dy [d),., = (d(y, exp(—kx)) /o), =~y

Obviously, this tangent line intersects the x-axis at x = 1/x. In summary, the capacity of
the diffuse double layer is equal to the capacity of a plane capacitor with the distance
between the plates equal to 1/x. This is another reason why 1/« can be considered to be
the ‘thickness’ of the electric double layer.

Numerical values of the Debye parameter x and double layer thickness 1/« are listed
in Table 2.3 for symmetrical electrolytes of different valencies and concentrations.
We see that double layer thickness decreases as the concentration or electrolyte
valency increases. The capacity of the double layer capacitor increases as the double
layer thickness decreases, attaining a high electric charge storage capacity for high
electrolyte concentrations. This is the physical basis for the so-called super capacitors,
one of the devices proposed for storage of electric energy in ‘green’ vehicles.

Table 2.3 Values of electric double layer thickness 1/k for aqueous solutions
at25°C

Molarity[mole/L] Valency Debyle< [[)12:11:::11]111 eter thgl(:lrll:::g llz;ie[rm]

1:1 1.0-108 9.7-10°

0.001 2:2 2.1-108 49107

3:3 3.1-108 3.2:107°

1:1 3.3-108 3.1-107°

0.01 2:2 6.5-108 1.5-107°

3:3 9.9-108 1.0-10°°

1:1 9.8-10% 9.7-1071°

0.1 2:2 2.1-10° 4.9-1071°

3:3 3.1-10° 3.2-1071°

2.6.4 Electrokinetic Phenomena

One of the consequences of the existence of the electric double layer discussed in the
previous section is a family of four events known as electrokinetic phenomena. The
ions forming the diffuse part of the double layer can freely move with the liquid phase.
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A liquid flowing relative to a solid surface, like a liquid flowing through a capillary,
shears away the ions forming the double layer, causing charge separation and a rise of
electric potential. Similarly, the application of an electric field to a dispersed system
will cause movements of ions. The moving ions drag the liquid with them, causing the
flow of a liquid relative to solid surfaces. The four different electrokinetic phenomena

are listed and briefly described in Table 2.4.

Table 2.4 Types of electrokinetic phenomena

Pheno- Stationary | Mobile . C .
Description Applications
menon phase phase
Electro- Liquid Solid Movement of Determination of ‘zeta potential’
phoresis solid particles in and surface charge. Separation
a liquid medium of proteins, with numerous
is induced by an applications in biology,
externally applied | medicine, clinical chemistry,
electric field. and molecular biology.
Sedimen- Liquid Solid Sedimenting solid | Since the velocities of falling
tation particles under particles are low, the resulting
potentia] the influence of potential differences are very
gravity results in small and difficult to measure.
the creation of a There are no important
vertical potential applications of this effect.
gradient.
Streaming Solid Liquid | An electric Determination of ‘zeta potential’
potential potential and surface charge. This
difference is phenomenon is responsible for
created when an the charge separation that occurs
applied pressure when a hydrocarbon fuel is
causes liquid to pumped through a hose. Since
flow through a hydrocarbons have low electric
plug of a porous conductance, the resulting
solid. potential may reach high values
up to a spark discharge, a
potential source of fuel ignition.
Electro- Solid Liquid | A flow of a liquid | Electro-osmosis has been used
0SMosis through a porous for decades to dewater soil
plug is induced under architectural monuments
by an externally for foundation stabilization.
applied electric Modern applications include
field. pumps in microfluidic devices,
capable of delivering high
pressure and large volumetric
flows.
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Electrophoresis

Electrophoresis is the most important of the electrokinetic phenomena, having the
greatest practical applicability. It is the movement of solid particles suspended in
a liquid under the influence of an applied electric field. Usually, electrophoresis is
observed in a thin, rectangular, horizontal glass cell with two electrodes at each end,
as shown in Figure 2.14. After connecting the electrodes to an electric power supply,
the movements of suspended particles can be observed and their velocities measured
under a microscope.

Microscope

Electrode Electrode

CCD
o7
Light
Rectangular source
Cross-section
cell

Figure 2.14 Electrophoresis cell.

Particle velocity is proportional to the applied electric field strength v = u E,
where u_ is the particle electrophoretic mobility (or particle velocity in a field of unit
strength). The most well-known theory of electrophoresis was developed by Polish
physicist Marian Smoluchowski in 1903. According to Smoluchowski’s theory, valid
for ka >> 1 (where « is the Debye parameter defined by Eq. (2.26) and a is the particle
radius), the electrophoretic mobility can be written as:

_&

He
n

(2.28)

where ¢ is the electric permittivity of the medium, # is the liquid dynamic viscosity,
and { is an electric potential at a plane where the liquid starts moving relative to
the solid particle (the plane of shear or slip plane). It is generally referred to as zeta
potential. The physical meaning of zeta potential will be discussed briefly below. For
the time being, let us note that it is the closest measurable approximation of the surface
potential y , which itself cannot be measured.

The validity condition of Smoluchowski’s theory, ka >> 1, simply implies that
the particle size is much larger than the double layer thickness 1/«. In practical terms,
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the Smoluchowski theory is valid for particles larger than, say, 0.1 pm suspended
in water, where double layer thickness is of an order of several nanometres. For
nanometre-sized particles in water-based media, i.e., for xa < 1, the corresponding
expression for electrophoretic mobility was developed by Hiickel in 1924:

_ 28

= (2.29)

e

Electrophoresis is probably the most commonly used method for zeta potential
determination, as will be discussed in Section 2.6.5.

Streaming Potential

Streaming potential is a phenomenon where an electric potential difference is created
as a result of the flow of a liquid through a porous plug or a channel. The liquid
flow is usually induced by applying a pressure difference across the plug. The flowing
liquid carries away the diffuse part of the electric double layer outside the slip
plane, resulting in electric charge separation. This charge separation gives rise to the
potential difference across the plug. In well-defined geometries, streaming potential
is a convenient way of measuring the zeta potential of various solids, an important
quantity in colloid and interface science as well as in mineral processing.

The buildup of potential difference across an orifice (or a porous plug) induces
a flow of electric current, compensating the charge separation and, under most
conditions, preventing the streaming potential from reaching high values. However,
when the liquid has very low electric conductivity, as is the case of liquid hydrocarbons,
the streaming potential may reach a value high enough to cause a spark discharge.
Needless to say, this can be a source of ignition. This mechanism has been the cause
of a number of industrial fires that took place during the pumping of hydrocarbon
fuels like gasoline. Short-circuiting the fueling hose nozzle with the receiving tank or
grounding both prevents the charge buildup and alleviates the associated danger.

Electro-osmosis

Electro-osmosis is the flow of a liquid through a channel, porous plug, or membrane,
caused by the application of an electric field. Early applications of this phenomenon
were in dewatering of soil and in the stabilization of foundations of architectural
monuments. In recent times, there has been a great deal of interest in using
electro-osmosis to create liquid flow in microfluidic devices, where a flow of several
millilitres per second, and pressures of up to hundreds of atmospheres, can be achieved.
Electro-osmosis is involved in ion transport through membranes in fuel cells. It is also
likely involved in plant biology as one of the mechanisms of water transport through
phloem, the innermost layer of tree bark.
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Sedimentation Potential

In the last of the electrokinetic phenomena, solid particles, sedimenting through a liquid
under the influence of gravity, give rise to an electric potential in the sedimentation
column, called sedimentation potential. Since small particles sediment slowly, the
absolute values of sedimentation potential are very low. So far, there have been no
practical applications of this effect.

2.6.5 Zeta Potential

Figure 2.15 shows a typical electric potential distribution near the surface of a large,
charged solid particle immersed in an aqueous electrolyte solution. The plot in the
figure is reproduced from Figure 2.13 for the case of 0.001 M 1:1 electrolyte. According
to Eq. (2.25), the potential decays exponentially with distance x with a characteristic
length of 1/k. As discussed before, the initial slope of the y/(x) curve, i.e., (dy/dx) _,, is
equal to —y x; thus, the line tangent to the y(x) curve at x = 0 (dotted line in the figure)
intersects the x-axis at a distance of 1/« or at the double layer thickness. The problem is
that surface potential y cannot be measured experimentally, nor calculated from other
measurable data. This is because we can only measure potential differences between
points within a single phase. Let us consider the following example: we would like to
estimate the surface potential of a solid immersed in a solution. We connect the solid
to a voltmeter with an electric lead. Any attempt to measure the potential difference
between the solid and the solution would inevitably require inserting into the solution
another lead, to be connected to the second terminal of the measuring device. This
introduces a new interface to the system, namely that between the lead and the solution
with its own surface potential. Therefore, neglecting all other interface boundaries
in our system, we would only be able to measure the sum of the surface potentials
mentioned above.

Potential

AN 1/

plane [of shear

Distance from charged surface

Figure 2.15 Zeta potential.

-90 -



In the previous section, we saw that measurement of electrokinetic phenomena
yields zeta potential (§), i.e., a potential on a slip plane, which is located very close to
the solid particle surface. Therefore, zeta potential (which we can measure) has a value
close to that of surface potential () (which cannot be measured experimentally).
Because of this, zeta potential is a very important characteristic of colloidal particles,
and is used in place of the immeasurable surface potential. As we have discussed,
electrokinetic phenomena are often used to experimentally determine the value of zeta
potential. For dilute colloidal dispersions, the most convenient way to evaluate zeta
potential is to measure electrophoretic mobility of suspended particles or droplets.
When the dispersed particles are coarse, such that they sediment off the suspension
quickly, electrophoretic mobility measurements are impossible. In such situations,
one can measure streaming potential across a plug made of the dispersed phase while
forcing the liquid to flow through the plug under known pressure. Both approaches are
used frequently.

Many commercial instruments to measure potential zeta are available. Most of
them use automatic measurements of electrophoretic mobility. Particle velocities are
calculated by illuminating the particles with a monochromatic laser light and measuring
the Doppler shift of the reflected light. Other electrophoretic instruments use image
analysis. The channel with the investigated sample is observed with a charge-coupled
device (CCD) camera, and a particular particle or a cluster of particles is followed
for a certain time, such that the particle velocity can be evaluated from the particle
displacement. Some modern instruments measure the mobilities of a large number
of suspended particles, providing a histogram of zeta potential values instead of its
average. These are especially useful for studies of such phenomena as slime coating
formation on bitumen droplets, which will be described in detail in Chapter 6.

2.7 Surface Forces

Surface forces act at boundaries of different phases. They are of a very short range,
somewhat larger than molecular dimensions, and are the source of many important
phenomena characteristic to colloidal systems, with many practical implications
in mineral processing (including bitumen recovery), stability of emulsions (with
implications for froth treatment), and stability of mineral suspensions (with obvious
implications for tailings management), among others. Because of this, we will briefly
discuss the nature and origin of surface forces. There are several kinds of surface
forces; we will start our review with van der Waals forces. We will then examine
electrical double layer forces, introduce the DLVO theory of colloid stability and
extensions to the DLVO theory, and then briefly discuss steric and structural surface
forces.
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2.7.1 Van der Waals Forces

To understand the physics of van der Waals surface forces, we have to first recall that
all single atoms and molecules in a vacuum attract each other. This intermolecular
attraction was first noticed as a deviation in the behaviour of a real gas from that of
an ideal gas. For an ideal gas, its pressure p, volume ¥, and temperature 7 are linked
by the well-known equation of state pJ” = nRT, where n is the number of moles and R
is the gas constant equal to 8.31 J/(K-mole). Dutch physicist Johannes van der Waals
(1837-1923) attributed the above deviation to the finite dimensions of molecules and
accounted for intermolecular attraction in his equation of state:

p+%(p+”zaV2)(V—nb):nRT (2.30)

where a is a measure of intermolecular attraction, and b is the volume excluded from
V due to the finite volume of molecules. It is important to keep in mind that van der
Waals derived his equation in 1873, when the existence of atoms was still vigorously
disputed. He assumed not only that they exist, but that they are of a finite size and
that they attract each other. For this work, he was awarded the Nobel Prize in Physics
in 1910. Since he was the first to postulate the existence of intermolecular forces, we
apply his name to a broad range of interactions resulting from the simple fact that
individual atoms or molecules attract each other.

Dipole-Dipole Interaction

Intermolecular attraction stems from three types of interactions. The first case, and
the easiest to analyze, is one in which both molecules have permanent electric dipole
moments. Two electric dipoles can repel or attract each other, depending on their
mutual orientation: in a parallel orientation, they repel each other; in an anti-parallel
orientation, they attract each other. Averaging the dipole-dipole interaction energy
over all possible orientations results in the net dipole-dipole attraction energy V, ,
given by V, = - B, where 8,  is a characteristic constant that dependents on
the dipole strength, and r is the separation between the dipole centres. Note that this
attraction energy decays with the sixth power of separation. The net attraction force is
given by the derivative of energy over separation, such that the force decays with the
seventh power of dipole-dipole separation.

Dipole-Induced Dipole Interaction

Let us now consider a second type of interaction, where one of the molecules has
a permanent dipole moment, but the second does not. If the second molecule is in
the proximity of the first (i.e., the one with a permanent dipole moment), the electric
field originating from the dipole will cause a polarization (a small shift in electric
charge distribution) in the second molecule, making it an induced dipole. This induced
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dipole will be attracted by the permanent dipole. Again, if we analyze the physics of
this dipole-induced dipole interaction, we will find that the overall attraction energy is
V., .equalto - B, r*. Theconstant 3, depends on the first molecule’s dipole strength
and the second molecule’s polarizability (i.e., its ability to be polarized). Let us note
that, as in the dipole-dipole case, the attraction energy in the dipole-induced dipole
case also decays with the sixth power of the separation distance, and the attraction
force decays with the seventh.

Dispersive Interaction

The third type of intermolecular interaction is the most important and most prevalent
kind. In this case, both interacting molecules lack permanent dipole moments, but both
are polarizable. In fact, all molecules can be polarized in an electric field, although
their polarizabilities differ in different kinds of molecules. Imagine that, due to random
fluctuations of electron positions in the first molecule, a transient dipole moment is
formed. This, of course, creates a transient electric field in its vicinity, which in turn
induces a transient dipole moment in the second molecule, resulting in both molecules
attracting each other. The lifetime of such fluctuations is very short, and on average, no
overall dipole moment is formed. Those short-lived, transient dipoles create induced
dipoles in neighbouring molecules, resulting in an overall attraction. This is called
dispersive interaction and it also decays with the sixth power of the separation.
Regardless of the origin of the interaction, whether it is due to a permanent or
induced dipole or to random charge fluctuations, the average energy is always decaying
with the sixth power of the distance V' = - fr ¢, where 8 is a constant accounting for
all types of molecular interactions. This allows for the calculation of the interaction
energy between colloidal particles using a relatively simple pairwise summation. In
principle, this summation says that the interaction energy between colloidal particles is
the sum of interaction energies between all pairs of atoms in both interacting particles.
Looking at Figure 2.16, we will do this summation in two steps. First, we select
an atom (1) in particle A and an atom (2) in particle B. Keeping the first atom fixed, we
add the energies of the interactions between the selected atom 1 in particle A and all
of the atoms in particle B. When done, we have the interaction energy of the atom (1)
in particle A with all of the atoms in particle B. In the second step, we repeat the
summation over all the atoms in particle A to obtain the interaction energy between
particles Aand B (¥, ). In practice, the summation is replaced by integration, such that
the final interaction energy V, , is expressed as a six-fold integral over the particles’
volumes. For simple geometries of particles A and B, the integration can be performed
analytically to yield the exact formulas, some of which are listed in Table 2.5.
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Figure 2.16 Pairwise summation for a sphere-sphere geometry.

Table 2.5 Expressions for van der Waals €nergy for simple geometries’

Geometry

Assumptions/Comments

Sphere-sphere (unequal
radii)

a,anda, >> H

A
Sphere-sphere (equal == -
radii) T 12H a=a=a,>>H
Sphere-flat block of Vv A
infinite thickness (half s=fb — 6H a a=a,;a,—w0;a>>H
space)
Identical flat blocks of _ A van der Waals ener
infinite thickness (half rr = T an R ) 24
T per unit area

space—half space)
C d, infinitely 1 A ./

rossed, infinitely long Vcr'cyl. =———4/aa, ganda >>H
cylinders 6H 1 2

* A is the Hamaker constant (see Table 2.6), H is surface-surface separation, and «,
a,, and a, are the particles’ radii.
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Table 2.6 Hamaker constant values for selected materials (A-10% Joule)

M- M- M- M-
Material (M) Air- Water- Material (M) Air- Water-
M M M M
Air or vacuum 0.0 3.7 Pentane 3.8 0.34
Water 3.7 0 Hexane 4.1 0.36
Quartz (fused) 6.5 0.83 Heptane 4.3 0.39
8‘;;3;““) 8.8 1.7 | Octane 45 0.41
Calcite 10.1 2.2 Nonane 4.7 0.44
Mica 10.1 2.0 Decane 4.8 0.46
Sapphire 15.6 53 Dodecane 5.0 0.5
Graphite 47.0 Tetradecane 5.1 0.51
Hexadecane 5.2 0.54
Benzene 5.0
Toluene 5.4
Acetone 4.2
Teflon 3.8 0.3
Bitumen 0.3

The numerical values of the Hamaker constant are listed in Table 2.6 for the
interactions of two bodies of the same material in air and in water. In mineral processing,
including oil sands operations, we do not often deal with material-air-material
situations. We are mostly interested in interactions between particles suspended in
a liquid medium (usually water). If particles of the same material interact with each
other through a medium, the Hamaker constant in the equations listed in Table 2.5
must be replaced with an effective Hamaker constant, which can be calculated from
the following formula:

Ao =(JA &) (2.31)

where 4 ,, is the effective Hamaker constant and 4, and 4, are the constants for the
particles and the medium, respectively. It is important to note that, because of the
square on the right side of Eq. (2.31), 4,,, is always positive, regardless of the values
of 4, and A4,. This means that particles of the same material always attract each other,
regardless of the medium in which they are suspended. However, as can be seen in
Table 2.6, the attraction energy between particles through a medium such as water will
usually be substantially reduced compared to that of particles in a vacuum or in air.

If the interacting particles are not of the same material, e.g., in the case of the
interaction of a bitumen droplet with an air bubble through water, the expression for
an effective Hamaker constant takes the form
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where 4, and 4, are Hamaker constants for materials 1 and 3 (bitumen and air in our
example), and 4, is the Hamaker constant for the medium (here, water).

If the Hamaker constant of the medium has a value between the values for the
two particles’ material, the effective Hamaker constant is negative. In such a case, the
particles will repel each other. Because of the relatively low value of the Hamaker
constant for water (3.7-10° J) in practically all cases important to air flotation, when
mineral particles interact with air bubbles through water, the Hamaker constant is
negative, and van der Waals forces repel the mineral particles from the bubbles.
This effect has no practical consequences for large mineral particles (say, larger
than ~ 20 pm), where the particle collides with the bubble predominantly under the
influence of inertial forces, but it becomes important for very small mineral particles.
For particles smaller than ~ 5 pm or 10 pm, inertial effects are negligibly small.
Mineral particles and air bubbles are likely to have negative charges in water under
most conditions. As a result, they repel each other due negative Hamaker constant
and to their double layer interactions, discussed in the following section. Without any
attractive forces and practically no inertial effects, it is almost impossible for a small
particle to attach itself to an air bubble, making air flotation of micron-sized particles
practically impossible.

Hamaker constants are either evaluated from direct measurements or calculated
from the materials’ spectral data. In both cases, the results are subject to errors resulting
from insufficient experimental accuracy or assumptions made in the theory. Hamaker
constants are listed in Table 2.6 to illustrate general trends, e.g., to indicate that the
Hamaker constant increases with molecular weight in a homologous series of alkanes,
or that the Hamaker constant of graphite is high as compared with that of most other
materials (this is due to the high electric conductivity of graphite). The values given
in Table 2.6 are accurate to the order of magnitude. They can also be used to make
approximate estimations of the interaction energies and forces in many real systems.

We would like to make one more closing comment: as seen from the expressions
listed in Table 2.5, van der Waals interaction energy decays with the inverse of the
separation distance. The interaction force decays even faster (with the inverse of the
square of the separation). Both become insignificant at distances of more than ~ 100 nm.
At such short distances, an error introduced with uncertainty in the separation distance
is usually greater than that due to inaccuracies in the Hamaker constant values.

2.7.2 Double Layer Overlapping Forces

When two charged colloidal particles approach each other, they interact with each other
due to their surface charges. However, contrary to charged particles in a vacuum, it is
not a simple electrostatic problem. The particles are immersed in a medium containing
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ions, and at small separations, their double layers overlap, complicating calculation
of the interaction energy and force. To simplify our analysis, let us assume that both
particles are made of the same material and are of the same size. Furthermore, let us
assume that the particle radii are large compared with the distance between them. This
would allow us to consider two flat double layers separated by a distance H. Let us
also assume that the particles are immersed in a solution of a symmetrical electrolyte.

The force between the surfaces is the sum of two contributions. The first is
Maxwell’s stress due to electric potential:

2
F :_i(d_‘/’j
2\ dx

The second is the osmotic pressure term due to increased counter-ion concentration
in the gap:

Fy,=n,_+n)kT -2nkT

In the above equations, ¢ is the electric permittivity of the solutions,  is the
electric potential, x is the distance from the charged surface, n, and n_are cation and
anion number concentrations, n, is the bulk electrolyte number concentration, & is
the Boltzmann constant, and 7 is temperature. Since the local ion concentrations
depend on the local potential values, both osmotic and Maxwell terms can be written
as functions of electric potential y and then integrated. Without going into details of
the derivation, in the symmetric case of two infinitely thick flat slabs (half spaces)
considered, the potential energy of interactions (per unit area) resulting from double
layer overlapping is

EDL:Mtanh2 G d} exp(—kH) (2.33)
K 4kT

In the above equation, y  is the surface potential and z is the valency of the
counterion. For two identical spherical particles, the double layer interaction energy is

2

64n.kTa z
V., = —KO tanh’ (—4?{’;0 jexp (-xH) (2.34)

For small surface potentials, i.e., for ey, < kT (implying y, < 25 mV) and using
Eq. (2.27) to substitute surface charge density o for surface potential y , Eqgs. (2.33)
and (2.34) simplify to

2

20
Voo =
K&

exp(—«xH) (2.35)
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(per unit area of two flat bodies separated by a distance H), and to

B 2nola
VDL - 2
K°g

exp(—xH) (2.36)

for two spheres of radius a.

Interaction force can be derived from the above formula by differentiation against
the separation H. It is important to notice that the interaction energy will decrease with
increasing x or increasing electrolyte concentration, as in Eq. (2.26).

2.7.3 DLVO Theory of Colloid Stability

As mentioned in Section 2.2.1, molecules at interfaces have higher energy than those
in the interior of any of the neighboring phases. With increasing interfacial area, the
total energy of the system increases. Thus, highly dispersed systems, such as colloids,
are inherently unstable. Colloids should spontaneously evolve so that the dispersed
particles grow bigger and the total interfacial area—and thus, the system energy—
decreases. A question arises: Why do some colloids appear stable for an extended
period of time? There must be stabilization mechanisms that prevent dispersed
particles from joining together and growing bigger.

The first successful theory of colloid stability became known as the DLVO
theory, after the scientists who proposed it. Russian physicists Derjaguin and Landau
published their fundamental papers in 1941, in Russian. Because the papers were
published during the Second World War, they were not immediately known in the
West. Dutch scientists Verwey and Overbeek published their monograph seven years
later (1948). It was later agreed by the international scientific community that the
theory of colloid stability was developed by the two groups independently, and all four
researchers’ names were incorporated to give the theory its current name.

The basic assumption of the DLVO theory is that the energy of a colloidal system
E is treated as the sum of attractive van der Waals energy V', and the repulsive double
layer overlapping energy V

E=E,, +E, (2.37)

Van der Waals and electrical double layer terms were discussed in detail in the
preceding sections. We mentioned there that the van der Waals term is usually, but
not always, attractive, and that the double layer overlapping term is usually, but not
always, repulsive. We will return to this point later. For now, let us substitute the terms
on the right-hand side of Eq. (2.37) with appropriate expressions for sphere-sphere
interaction. The expression for V , is listed in the second row of Table 2.5 and V, is
given by Eq. (2.36) . We will have
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tanh’ (%) exp(—«H) (2.38)

Figure 2.17 shows the van der Waals attraction, the double layer repulsion, and
the total interaction energy as given by Eq. (2.38) for two spherical particles in
0.001 M KCI solution at 25 °C. Particle surface potential was assumed to be 15 mV
and the Hamaker constant for the particle material was taken to be 8-1072! J. The figure
presents a typical plot of interaction energies of colloidal particles as a function of the
distance between them (surface-to-surface separation).
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Figure 2.17 Van der Waals attraction, double layer repulsion, and total
interaction energies for two 1 uym spherical particles in 0.001 M KCI at
25 °C. Particle surface potential was assumed to be 15 mV and Hamaker
constant was taken to be 8:102" J.

The total particle-particle interaction energy is indicated in Figure 2.17 by a
solid line. The dashed lines represent contributions of van der Waals attraction and
double layer repulsion to the total energy. The abscissa on the plot shows particles’
surface-to-surface separation. The ordinate shows particles’ interaction energy
expressed in kT units.

It is worth remembering the physical sense of these units: In physical chemistry,
the Boltzmann distribution is a probability measure for distribution of energy between
atoms, molecules, or particles forming a system. The term exp(—E/kT) gives the
probability that a molecule or particle has a thermal energy E greater than £7. In
the above, k is the Boltzmann constant, equal to 1.38-102* J/K, and T is absolute
temperature (in K).°

6 The product of the Boltzmann constant and the Avogadro number is the gas
constant R.
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We can see in Figure 2.17 that at large distance, the total particle-particle
interaction energy is small and negative. This means that the particles are weakly
attracting each other. When the particles approach each other, this attraction becomes
stronger as the total interaction energy decreases, eventually reaching a minimum of
about —1.5 kT units at ~ 45 nm surface-to-surface separation. The physical meaning
of this minimum is that the particles form a weak doublet when they are separated
by ~ 45 nm. The doublet is weak because the energy that is keeping the particles
together, or the depth of this minimum, is relatively small (only —1.5 kT units). Since
exp(—1.5) = 0.223, approximately one out of five such doublets will have sufficient
thermal energy to break apart at any given time. Of course, the doublets form and
break apart all the time, such that their total number does not change.

As the particles approach each other further, their energy rises to a positive value
of ~ 7 kT units at 6 nm. The energy difference between the minimum and maximum
is thus 8.5. This corresponds to an energetic barrier of 8.5 kT units. The probability
of a doublet jumping across this barrier is exp(—8.5) = 2-10™, meaning that only one
in about 20 000 doublets will have sufficient energy to cross the barrier to form a
permanent doublet in the very deep energy minimum at contact.

A system is considered unstable if collisions between particles result in the
formation of aggregates. The process of aggregate formation is called coagulation or
Sflocculation. The terms are often used interchangeably. However, some prefer to use
the term flocculation to describe only aggregation that is induced by polymer bridging
(described below in the section on steric interactions) and coagulation in reference
to aggregation caused by changes in water chemistry, i.e., changes in pH or resulting
from the addition of electrolytes. In this section, we focus on the latter, and will use
the term coagulation.

The shape of the curves in Figure 2.17 is very sensitive to the values of surface
potential  , and, through «, to the electrolyte concentration. Below, we will discuss
both effects separately.

Impact of Surface Potential

Figure 2.18 shows the total interaction energy as a function of surface-to-surface
separation for various surface potential values y . The solid line, corresponding to
w, = 15mV, is redrawn from Figure 2.17. We see from the figure that as the surface
potential increases, the energy barrier discussed above increases. There is no barrier
for surface potentials of S mV and 10 mV. For a surface potential of 15 mV, the barrier
is ~ 7 kT high and increases to ~ 24 kT and 50 kT units for surface potentials of 20 mV
and 25 mV, respectively. To put it in perspective, the barrier of 7 kT corresponded
to a relatively stable system, as only one of the 20 000 particle-particle doublets had
sufficient energy to cross the barrier to coagulate. For 50 kT, only one out of 5-10*
particles would have sufficient energy to coagulate. For all practical purposes, such a
system will be infinitely stable.
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Figure 2.18 Figure 2.18 Interaction energy for two spherical particles as a
function of surface-to-surface separation for different surface potentials ..
Electrolyte concentration C = 0.001 M; Hamaker constant A = 8-1072" J.

It should be noted that, for the selected values of Hamaker constant and electrolyte
concentration, the system is very sensitive to surface potential. The difference between
an infinitely stable system at y, =25 mV and an unstable one at yy, = 10 mV is small
(only 15 mV). Such a small change can easily occur through the adsorption of
counter-ions. In a suspension of clay particles in water, such a change can be easily
induced by changing the pH of the suspension or by adsorption of positively charged
ions, e.g., calcium ions. In fact, this is the basis for the consolidated tailings (CT)
technology discussed in Volume 2.

Impact of Electrolyte Concentration

Figure 2.19 shows the total interaction energy as a function of surface-to-surface
separation for various electrolyte concentrations for the same particles as shown in
Figure 2.17. The top solid line is redrawn from Figure 2.17. The other lines represent
the energy of the same particles with increasing electrolyte concentration. We see from
the figure that, as the electrolyte concentration increases, the energy barrier decreases
from a positive value (0.001 M electrolytes) to a negative value (0.01 M). Somewhere
in between, there will be a concentration value for which the barrier height is equal to
zero. With no energy barrier for coagulation, the system is unstable and will coagulate.
This electrolyte concentration is called critical coagulation concentration (CCC).
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Figure 2.19 Interaction energy of two spherical particles as a function of
surface-to-surface separation for different electrolyte concentrations.
Particles’ surface potential ¢, = 15 mV; Hamaker constant A = 8-1072" J.

Critical Coagulation Concentration (CCC)

Critical coagulation concentration (CCC) can be calculated from Eq. (2.38) using
dV/dH = 0 (condition for a maximum on ¥V = V(H) curve) and V' = 0 (condition of
no energy barrier). By performing the necessary calculations for the particles shown
in Figure 2.19, we obtain CCC = 0.00285 M. The corresponding curve is shown in
the figure. In calculating the CCC, we assumed that the surface potential y is not
affected by the changing electrolyte concentration, which is not realistic. However,
it is convenient to make this assumption in order to separate the two effects so that
the only effect under consideration is the effect of electrolyte composition on double
layer thickness (1/x). Double layer thickness determines the range of repulsive forces
resulting from surface charge. As salt concentration increases, the diffuse electric
double layer shrinks, and the particles can approach each other at a smaller distance,
so that eventually, van der Waals attraction starts to dominate and the particles form
an aggregate.

But 1/x depends not only on electrolyte concentration, but also on ion valency. It
can be shown that for a symmetric electrolyte, CCC is proportional (o) to

CCC o« z°A ™ tanh(zey, /4kT) (2.39)

For high values of surface potential y (say, greater than ~ 100 mV; i.e., where
zey > 4kT and tanh(zey /4kT) — 1), CCC is proportional to z™°. In other words,
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the CCC of NaCl, CaSO,, and AIPO, ions, for example, would decrease in the ratio of
1:0.016 : 0.0014. Even for non-symmetrical electrolytes, the impact of multivalent
ions is so big that the CCC for, say, NaCl, CaClzﬁ and AICI, decreases in a similar
manner. Putting it in different words, an aluminum ion, AI**, is about a thousand times
more effective as a coagulant than sodium. The above is a theoretical justification
of experimental observations known as the Schulze-Hardy rule, which says that the
valency of a counter-ion has a dominant effect on colloid stability, and the effectiveness
of an ion is proportional to the sixth power of its valency.

The Schulze-Hardy empirical rule was based on observations of the stability of
gold sol (a suspension of colloidal gold particles in water), where common ions do
not affect the gold’s surface charge and potential. In reality, the Schulze-Hardy rule
is rarely followed. There are several reasons for this. First, Eq. (2.39) is only valid
for inert electrolytes, i.e., where changes in electrolyte concentration do not affect
the surface potential y . This is almost never the case, as the condition excludes all
cases where counter-ions adsorb on solid particle surfaces. Second, in Eq. (2.39), ion
valency is also part of the argument of the tanh function and for low values of v, the
tanh term has to be included. Coagulation rarely happens at surface potentials high
enough to satisfy the zeys > 4kT condition. It usually takes place for surface (or zeta)
potentials of less than ~ 30 mV. For low surface potentials, CCC is proportional to z 2
rather than to z %

Impact of Specific lon Adsorption

There are many important instances in which ions specifically adsorb on a particle
surface. Such adsorption is often the source of surface charge (and thus surface
potential), as discussed in Section 2.6.1 on the origin of surface charge. A suspension
of clay particles in water is a good example of such a system. The clay surface charge
depends on pH, as hydroxyl ions are potential controlling ions for oxide-type minerals.
Also, multivalent ions, such as calcium or aluminum ions, specifically adsorb on clays,
making them less negatively charged. By doing so, they make the suspension less
stable, and as discussed above, the impact of surface potential on colloid stability is
much stronger than that of electrolyte concentration.

Alum or aluminum potassium sulphate (KAI(SO,),"12H,0) is an effective
coagulant in water treatment, not because it decreases the double layer thickness,
but because adsorbing aluminum ions are very effective at lowering clay surface
potential. A clay particle-calcium ion system, important for both bitumen extraction
and tailings management in the oil sands industry, should not be analyzed based on the
Schulze-Hardy rule, but rather by considering specific adsorption of calcium ions on
clays resulting in lowering clay surface potential.

From the above discussion, it is clear that small changes in surface potential and/
or electrolyte concentration have a tremendous impact on the stability of a colloidal
system. From an oil sands extraction point of view, this is a very significant thing to
know, as it points to the importance of water chemistry in a process’ performance.
It is possible to manipulate water chemistry to within a range that, for instance, can
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change bitumen recovery from poor to good. In the same manner, by manipulating
water chemistry, we may stop tailings from separating into coarse sand and fines and
change them into the non-segregating mixture required for CT technology. These
issues are covered in more depth in Chapter 6, which is devoted to bitumen recovery.

2.8 Non-DLVO Interactions

2.8.1 Steric Repulsion

Adsorbed layers, especially of polymers, can have a significant impact on colloid
stability, which obviously is of great interest to us. An added polymer can adsorb
at particle surfaces, forming loops, trains, and tails, as shown in Figure 2.20. As the
particles approach each other, the adsorbed layers come into contact. If the particles
come any closer, the adsorbed polymer layers penetrate each other. Since the polymer
chains forming loops and tails are hydrophilic and thus hydrated, such penetration or
overlapping requires at least partial dehydration of the polymer chains dangling in the
water phase. This increases the total energy of the system and therefore results in a
repulsive surface force. Quite often, such steric interactions are approximated with a
hard sphere model. It is assumed that the interaction energy (and force) is zero at large
separations and becomes infinite at the distance where the adsorbed layers start to
overlap. Despite its simplicity, the hard sphere model is quite useful for most practical
applications.

Train Loop Train Tail

Figure 2.20 Possible configurations of an adsorbed polymer on a solid
surface: loop, train, and tail.

The adsorbed polymer layer has a low Hamaker constant, in large extent due to
hydration of the polymer chains. Thus, there is little van der Waals attraction between
the adsorbed polymer layers. If their thickness is large enough, van der Waals attraction
between the particle cores is also low, as the van der Waals energy decays fast with
distance. Thus, polymer steric stabilization is mostly a result of keeping particles apart
at distances large enough to prevent strong attraction between their cores. The most
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important factor in steric stabilization is the thickness of the adsorbed polymer layer
relative to the particle size. As shown in Table 2.5, van der Waals attraction energy
is proportional to the particle size. Thus, larger particles require a thicker polymer
coating to achieve the same degree of steric stabilization as small particles.

The degree of steric polymer stabilization can be manipulated by changing
the solvency of the polymer in the medium. For instance, with polyethylene oxide/
polypropylene oxide copolymers, steric stability would decrease with increasing
temperature due to dehydration of the polymer chains. Polymer solvency can also be
manipulated with water chemistry.

Steric stabilization of emulsions can also result from solid particles anchored
at the surface of an emulsified liquid droplet. Again, the hard sphere model can be
successfully applied to explain most of the phenomena encountered in practical
systems. In solid-stabilized emulsions, one can manipulate the stabilization by
changing the contact angle on the stabilizing solid particles. Increasing the wettability
of these solids by liquid-forming emulsion droplets would cause the solids to immerse
themselves deeper into the droplets, resulting in a thinner steric layer, and thus, lower
stability. The contact angle can be manipulated by the addition of suitable surfactants.

2.8.2 Polymer Bridging

The addition of a polymer can also destabilize a colloid. A single polymer molecule
adsorbing at more than one particle forms bridges between them, resulting in
flocculation. The increased size of the aggregates would then cause them to sediment
at an accelerated pace as compared with an untreated system. This is the basis for the
so-called paste technology used in tailings management. In froth treatment operations,
dewatering of diluted bitumen is facilitated by bridging flocculation of water droplets
induced by the addition of demulsifiers.

For the bridging mechanism to be effective, the polymer must adsorb on more
than one particle. The polymer should therefore have a large molecular weight, often
of several million daltons, so that it can form long loops and tails, increasing the
probability of attachment to other particles. Bridging requires relatively low dosages
of the polymer, as there must be bare places on other particles for the polymer to
adsorb and form a bridge. Too little polymer may result in insufficient bridging
between particles. Too much is also detrimental, as at higher-than-optimum dosage,
there will be too little or no polymer-free surfaces that are necessary for bridging
to occur. Overdosing with a polymer is thus detrimental in both tailings flocculation
and, as will be discussed later, in froth treatment. This is important to keep in mind,
as it is very human to think that if something is good (polymer addition), then more
of it is even better. It is not so here, as in addition to increasing costs, overdosing is
detrimental to polymer performance.
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2.8.3 Hydration Effects

Water molecules close to the surface of hydrophilic particles, such as clays or other
oxides, are under the influence of particle surface charge, which promotes water
molecule orientation and formation of hydrogen bonds with oxygen atoms at the oxide
surface. When two particles with hydrated surfaces approach each other, they will
generally experience a repulsion force in addition to the double layer overlapping
forces. This additional force stems from the need to remove hydrating water in order to
make it possible for the particles to get closer. In a sense, it is similar to steric repulsion,
but the origins of this repulsion are water molecules rather than polymers. Removal of
the hydrating water requires work. This results in an increase in the system energy and
gives rise to a hydration-repulsive force. Since water molecules at the surface influence
the orientation of neighbouring water molecules, the range of hydration forces may
be of several molecular dimensions (~ 1-2 nm). The impact of hydration effects on
colloid stability may be important for systems with high electrolyte concentrations,
where they may account for some apparent deviations from DLVO predictions.

2.8.4 Hydrophobic Interactions

When there are no polar groups or hydrogen bonding atoms (oxygen or nitrogen) on a
particle surface, there is no affinity between water and the surface. The particle will be
hydrophobic. The nature of the water in contact with such a surface will be different
from that of the bulk water. In bulk, water molecules form hydrogen bonds with
surrounding molecules, with no preferred direction. Hydrogen bonding results in the
formation of multi-molecular water clusters with a crystal-like structure. Liquid water
is, in fact, a collection of small chunks of ice, constantly forming and falling apart.
This association of water molecules into ice-like aggregates makes water (hydrogen
oxide or H,0) a liquid at room temperature, while its heavier homolog, hydrogen
sulphide (H,S), is a gas under the same conditions. This iceberg water structure, as
it is called, is responsible for a number of anomalous water properties, including its
liquidity, the dependence of its density on temperature (with a maximum density at
4 °C), and the high equivalent electric conductivities of hydrogen and hydroxyl ions,
just to mention a few.

As mentioned above, a water molecule in the bulk forms hydrogen bonds with its
neighbours with no preferred direction. Close to a hydrophobic surface, this symmetry
of hydrogen bonding is broken because water molecules cannot form hydrogen
bonds with a hydrophobic surface. Also, water in a gap between two hydrophobic
surfaces cannot form clusters larger than the gap width. In small gaps, this is a serious
limitation that results in an attractive force with an entropic origin. The range of these
‘hydrophobic forces’ may be quite large, of some tens of nanometres. Some direct
measurements of surface forces seem to indicate that hydrophobic forces can be
stronger and farther-ranging than the van der Waals attraction.
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The nature of hydrophobic forces is far from clear, and there is no theory that
would link hydrophobic forces to basic electromagnetic interactions, as is the casefor
all DLVO forces. Some question the very existence of hydrophobic interactions,
attributing observable effects to other causes, e.g., the presence of very small gas
bubbles on hydrophobic surfaces. Others use the concept of hydrophobic forces to
explain many important effects, such as the attachment of air bubbles to hydrophobic
mineral surfaces in flotation.

2.9 Coagulation Kinetics

In the introduction to this chapter, we wrote that dispersed systems with a large
interfacial area have high internal energy and are thus intrinsically unstable. Stability
is therefore one of the most important characteristics of colloidal dispersions. In the
previous section on surface forces, we discussed the various phenomena that give rise
to attractive or repulsive interactions between particles and that control overall system
stability.

Under favourable conditions, when a colloidal dispersion is unstable, some
collisions between particles result in the formation of aggregates. As mentioned before,
the terms coagulation and flocculation are often used interchangeably. Sometimes, the
term flocculation is used to describe aggregation induced by the addition of polymers
and coagulation to refer to aggregation caused by decreasing double layer repulsion.
Following the previously adopted style, we will continue using the term coagulation
to describe the formation of aggregates regardless the mechanism responsible for
destabilization.

2.9.1 Stability Ratio

Before going any further, let us introduce the concept of the stability ratio, W, defined
as the ratio of the number of all collisions between particles to the number of effective
collisions, i.e., the collisions that result in the formation of an aggregate:

number of all collisions

= ; — (2.40)
number of effective collisions

When there is no potential barrier for aggregation, the coagulation rate depends only
on the rate of particle collisions, since each collision results in the formation of an
aggregate. We call this the rapid coagulation case. In the presence of a stabilization
barrier, only some collisions are effective, meaning that only some of the colliding
particles form aggregates. We call this the slow coagulation case (Masliyah and
Bhattacharjee 2006).
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2.9.2 Theory of Rapid Coagulation

Smoluchowski’s Theory

In the simplest case—when all particles are initially of the same size; collisions
between the particles are due to their Brownian movements; all collisions are effective
(i.e., all lead to coagulation); and no particle breakup takes place—the kinetics of
the coagulation process can be described using the Smoluchowski approach for rapid
coagulation.” In this approach, we neglect all interaction between the particles. In
spherical symmetry, the flux J of particles to a selected central particle is given by
Fick’s law:

J= 47‘[1”2D@ (2.41)
dt

where 7 is the particles’ centre-to-centre separation, 7 is the number concentration of
the particles, and D is their diffusion coefficient. This equation can be integrated to
yield

J
n=n, — 2.42
* 4zDr ( )

Here, n, is the particles’ concentration far from the central particle. It is assumed that
the particles coagulate at contact, i.e., when r = 2a. The concentration of incoming
particles at contact with the central particle is zero (as they vanish while coagulating
with the central particle), so we can write n =0 at » = 2a. We can thus write

J =8 Dan, (2.43)

The particle that we selected to be central is undergoing Brownian movements as
well, such that the diffusion coefficient in Eq. (2.43) is the double of individual particle
diffusion coefficients. The initial coagulation rate is equal to the sum of the fluxes
given by Eq. (2.43) for all particles in the system. We can thus write:

dn 1
——=—Jn, =8nDan; (2.44)
dt 2
7 Polish physicist Marian Smoluchowski (1872-1917) made fundamental

contributions to the kinetic theory of matter. In 1908, he was the first to attribute light
scattering to density fluctuations in gases, a problem related to the blue colour of
the sky. In 1906, independently of Albert Einstein, Smoluchowski derived a relation
between particle diffusion coefficient, particle size, and temperature, known as the
Einstein Smoluchowski relation, an important basis for the theory of stochastic
processes.
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The factor of 1/2 in the above equation is written to avoid counting the collisions
between the same two particles twice. Rapid coagulation is often characterized by the
time by which the initial number of particles is reduced by half. We can estimate this
time by integrating Eq. (2.44) for all partibles in the system.

uS dn hya
—I *— =8rDa " dt

n n 0

yielding

= 1 2.45

2 8m Dan, (2.43)
If we substitute D = (Einstein’s formula), we finally obtain
6rna
3n
Ly = 2.46
2 4k, (246)

An interesting feature of this result is that the coagulation time ¢, is inversely
proportional to the initial particle concentration. In concentrated suspensions (say,
~ 5 vol. %) and particles with a radius of 1 um, initial particle concentration n, is
approximately 10' particles per metre cubed. Thus, in water at room temperature,
t,, is ~ 0.02 s. For diluted suspensions, the coagulation times are much longer
(Masliyah and Bhattacharjee 2006).

Smoluchowski’s Continuity Equation

Smoluchowski expanded his treatment of rapid coagulation past the initial stage of the
process, into longer times at which collisions between various sized particles have to
be considered. Assuming that initially, all particles were of the same size, all particles
present in the system at any time are multiples of the monomers present at time zero.
In other words, all particles present at any time are monomers, doublets, triplets, and
so on, such that we can consider the system as being composed of discrete-sized
particles. We will consider the formation of a class containing £ monomers by writing:

% 1 k-1 00

w=52%mwﬁm—2&ﬂm (2.47)

J=1 J=1

Eq. (2.47) gives the change in the number concentration of k-sized particlel]ation
of k™ particles due to coagulation of smaller particles. The factor of 1/2 is introduced
to avoid counting the same collision twice. The second term reflects the loss of "
particles due their coagulation with any other particle, as such coagulation makes them
bigger, moving them from the class . ,b’jk is the collision frequency kernel for particles
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with diameters of a and a,. The kernel depends on the hydrodynamic conditions
prevailing when particles collide.

For Brownian coagulation, also known as perikinetic coagulation, where particles
collisions are due to their Brownian movements, the kernel ,b’jk can be written as:

2kT (q, +aj)2

3u aa;

B;(Brownian) =

(2.48)

where k is the Boltzmann constant, 7 the absolute temperature, a, the particle radius,
and u the viscosity of the fluid. Brownian coagulation is relatively slow.

In real situations, we rarely deal with purely Brownian coagulation. Collisions
between particles usually occur when the suspension is subjected to some kind of
agitation, such as that resulting from stirring or fluid flow. Coagulation in a flowing
medium is called orthokinetic coagulation. Fluid motion enormously increases the
number of collisions compared with the Brownian coagulation, given the same particle
concentration, size, and fluid viscosity. This is due to the fact that neighbouring
layers of fluid have different velocities, and a particle in a given layer is outrun by
faster-moving particles and passes slower-moving particles. The first treatment of
orthokinetic coagulation was also done by Smoluchowski (1917). He considered the
simplest case of orthokinetic coagulation in simple shear flow, obtaining the following
kernel for the case:

B (shear) = %(ai +a, )G (2.49)

where G is the shear rate. Under most conditions, shear-induced coagulation is much
faster than that due to Brownian diffusion. Comparing Egs. (2.48) and (2.49), we can
obtain the ratio of coagulation rates under ortho- and perikinetic conditions:

B,(shear)  AGua’
B;(Brownian) kT

(2.50)

For 1-um particles in water at room temperature and under a moderate shear rate of
about 10 s, the rates of ortho- and perikinetic coagulation are about the same. With
higher shear rates and, especially for larger particles, the shear coagulation is much
faster.

Another important practical case is when particles collide due to sedimentation
in a gravity field, and particles of different sizes move with different velocities. In this
case, the kernel in the continuity equation is

. 2
B (sedimentation) = 9L‘f (p—p)a,—a,)a, + aj)3 (2.51)
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where g is acceleration due to gravity, p and p, are densities of the fluid and particle,
respectively, and u is the fluid viscosity. This type of coagulation is especially important
for large and dense particles. The sedimentation coagulation rate becomes equal to
that of shear-induced for particles of ~ 10 um. For larger particles, it is the dominant
mechanism. In the oil sands industry, sedimentation coagulation is of importance in
dealing with flocculation of tailings (by addition of polymer or gypsum) and in the
paraffinic froth treatment process.

The change in the total number of particles in the system n_ can be calculated as
the sum over all sizes of particles:

dt dt 2 2.52)
—Zﬂkjnj+2ﬁ,gnjnk ; ;Z}ﬂkjnk ﬁj](inJ
7 =
For Brownian coagulation,
B; =4nD;R; =4n(D, + D,)R, (2.53)

Here, D, is the mutual diffusion coefficient for i and j particles, equal to the sum of
diffusion coefficients for individual partricles; R, is the radius of interaction equal
to the sum of individual particles radii R, = a, + a.. Since the diffusion coefficient is
inversely proportional to the particle radius, we can therefore write

I 1
R, =(D,+ D)@ +a,)=Dal | —+— (a,+a,) (2.54)
i J
Smoluchowski reasoned that, if the particle sizes are relatively close to each other,
the term in the square bracket in Eq. (2.54) is approximately equal to 4 (Smoluchowski
1917). We can thus rewrite Eq. (2.52) as

dn,,
dt

=-8xDan’, =kn., (2.55)

reproducin the result already presented by Eq. (2.44) valid for the initial time of the
coagulation process. But this time, the the result is valid for any time. It shows that
coagulation rate is proportional to the square of the total number of particles (of
any size) present in the system. k_is the rapid coagulation rate constant. Integrating
Eq. (2.55), we can estimate coagulation half-time, again obtaining the value given by
Eq. (2.46). Using this result, we can now solve Eq. (2.47) for any particle class to get
the time evolution of different aggregate sizes:

(@)

=p, he) 2.
e ) (2-56)

- 111 -



Figure 2.21 shows the time evolution for monomers, dimers, and trimers calculated
from Eq.(2.56). It is seen that as the monomer particle concentrations (normalized
to the initial monomer concentration) decrease rapidly with time, the concentration
of higher class aggregates increases from zero to a maximum and then decays as the
coagulation process proceeds to form even larger aggregates. The total number of
particles in the system decreases with time, as given by
n
ntof = .

1 2.57
1+5ﬁjjn0t ( )

0.5

04 A Monomers

— — — Dimers
—=—=—=— Trimers

03 1

n/n
o

02 1

0.1 1

0.0

Figure 2.21 Time evolution of different aggregate sizes calculated from
Eqg. (2.56).

2.9.3 Slow Coagulation

The kinetic expressions in Egs. (2.41) to apply to such cases where there is no energy
barrier for collisions and all collisions are effective. Now we have to consider cases
where an energy barrier exists, leading to a repulsion force that opposes the approach
of the particles. An overall effect of energy barrier is that it decreases the coagulation
rate by a factor known as stability ratio W, which we introduced in Eq. (2.40). A
theoretical expression for the stability ratio has been developed by Fuchs by integrating
the energy barrier V over the distance » (1934). If all particles are of the same size, the
stability ratio can be thus written as:

W= 2cz'|.::exp(&r)ji

i (2.58)

where a is the radius of the particles. When the stabilization energy barrier is described
by the DLVO theory, we can use Eq. (2.38) to express energy barrier as function of
distance. After integration and with a few approximations, we finally obtain:
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1 E
W~ —exp| /2= 2.5
2Ka p( ij 2.59)

Eq. (2.59) is a convenient expression for approximate estimation of stability ratio
for systems where particle size a, double layer thickness 1/x, and the height of the
energy barrier £ are known.

2.10 Surfactants

The term surfactant is derived from the words surface active agent, and refers to
a class of chemicals that are active at water-air or water-oil interfaces. Surfactants
are organic compounds with a characteristic molecular structure. Their molecules
are composed of two distinctly different parts: a hydrophilic (water-loving) polar
head, and a hydrophobic (water-hating) hydrocarbon tail. Such molecules are called
amphiphilic because they have an affinity for both water and oil, and therefore are at
least partly soluble in both water and organic solvents.

Surfactants adsorb at water-air and water-oil interfaces, reducing the surface and
interfacial tensions of their solutions. Most surfactants at higher concentration in their
aqueous solutions undergo spontaneous aggregation, a process in which individual
surfactant molecules aggregate, forming micelles. Micelles are colloidal particles
containing several tens of individual surfactant molecules. In micelles, the surfactant
molecules are oriented in such a way that the polar, hydrophilic heads are facing water,
while the hydrophobic tails form the micelle interior. The process of micelle formation
is the simplest form of molecular self-organization, a process at the very essence of
life and the basis of many biological phenomena. Therefore, surfactants are of great
scientific interest, as they are on the border between organized and disorganized states
of matter. They are also of great practical importance, playing a key role in such
processes as wetting, detergency, washing, foaming, and many others.

2.10.1 Common Surfactant Types

As mentioned above, surfactants are molecules with a hydrophilic polar head and a
hydrophobic hydrocarbon tail. Depending on the nature of the polar group, surfactants
are classified as anionic, cationic, and non-ionic, depending on the charge carried by
the active part of the molecules. For instance, soap is a sodium salt of long-chain
carboxylic acids (fatty acids). As such, it dissociates in water into a sodium cation and
a carboxylate anion. It is therefore an anionic surfactant. Table 2.7 shows examples of
anionic, cationic, and non-ionic surfactants.

There is also a large group of natural or biological surfactants. The most important
are derivatives of fats (e.g., phospholipids, the main building block of cell membranes)
and derivatives of cholesterol (e.g., components of animal bile). Many plants contain
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saponins, amphiphilic glycosides that are capable of forming soap-like foams in
aqueous solutions. Many saponins are toxic and probably evolved as part of the plant’s
natural defence against plant-eating insects or higher animals.

Molecules of all synthetic and natural surfactants contain parts of distinctly
different properties: a hydrophilic polar ‘head,” and a fatty hydrocarbon ‘tail,” as

shown in Figure 2.22.

Table 2.7 Examples of common surfactant types

Anionic

Formula

Comments

Sodium stearate

CH,(CH,) ,COO Na'

Sodium oleate

CH,(CH,),CH=CH(CH,),
-COO Na*

Conventional soaps, easily
biodegradable if made of
natural fats

or phosphate, e.g., sodium
dodecyl sulphate (SDS)

Sodium dodecyl benzyl

CH,(CH,), C H-SO, Na*
sulphonate J(CH,), CH-SO, Na
Sodium alkyl (R) sulphate R- SO, Na*

or R-OPO, Na*
e.g., CH,(CH,) SO, Na*

SDS is the most commonly
manufactered surfactant

Sodium bis(2-ethylhexyl)
sulfosuccinate (Aerosol OT,
AOT)

&
% Na
o]

Wetting agent, commonly
used in paints, printing inks,
glass cleaning (including
windshield washing

fluids), and in agricultural
formulations. Easily
biodegradable.

Cationic

Alkyl amine hydrochloride,
e.g., dodecyl amine
hydrochloride

R-NH,"CI
CH,(CH,), NH, Cl

Alkyl trimethyl ammonium
salts, e.g., Dodecyl trimethyl
ammonium bromide (DTAB)

CH,(CH,), N(CH,),'CI

Non-ionic

Polyethylene oxides, e.g.,
Sorbitan alkanoate (Span)

R-(OCH,CH,) OH

Common active ingredient in
washing powders

Ethoxylated sorbitan
alkanoate (Tween)

A family of ICI commercial
wetting agents and
emulsifiers used in the
food, cosmetics, and drug
industries.
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Figure 2.22 Typical structure of surfactant molecule containing hydrophobic
tail and hydrophilic head. Sodium dodecyl sulphate (SDS) molecule is
used as an example.

2.10.2 LHB scale

As mentioned above, all surfactant molecules exhibit amphiphilic properties. Their
polar heads are hydrophilic and their tails are hydrophobic. The amphiphilic nature of
surfactants can be expressed in terms of an empirical scale of hydrophilic-lipophilic?
balance (HLB), introduced by Griffin in 1949 for cosmetic formulations (1949). Thus,
HLB is an experimental measure of the balance between the contradictory ‘preferences’
of two parts of surfactant molecules. High HLB values indicate that the polar head
prevails, while low HLB characterizes molecules where the balance is shifted towards
the fatty tail.

HLB can be evaluated from the ratio of the surfactant solubility in water and oil
(partition coefficient) or calculated from the relation

HLB = 7 + X(hydrophilic group numbers) + Z(lipophilic group numbers),

using hydrophilic and lipophilic (hydrophobic) group numbers, some of which are
listed in Table 2.8.

The agreement between measured and calculated HLB numbers is surprisingly
good, such that, for most practical applications, quick and easy calculation is more
than sufficient.

Table 2.8 HLB group numbers

Hydrophilic group | HLB number | Hydrophobic group HLB number
-OSO,Na 38.7 —CH
—COONa 19.1 —CH,
- - —0.475

—N(tertiary amine) 9.4 —CH=

Ester (sorbitan ring) 6.8 =C=

Ester free 2.4

—COOH 2.1

—-OH 1.9 Ethylene/propylene oxide

-O- 1.3 —(CH,~CH_-O)~ 0.33

—OH (in sorbitan ring) 0.5 —(CH,~CH -CH,-O)- —0.15
8 Lipophilic, or ‘liking fat,” is another term for hydrophobic.
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Table 2.9 HLB values and typical applications

c Solubility in
HLB range Application water Example
14 Insoluble Fatty alcohols
3-6 W/O emulsifiers Poor solubility Fatty acids
79 Hydrotropes Milky, unstable Span 20 (sorbitan
Demulsifiers dispersion monolaurate)
Tween 60
8-18 O/W emulsifiers (?table, _translucent (polyoxyethylene
ispersion d
sorbitan oleate)
Weiting agents Clear solution,
> 15 Deter Ent% increasing light Soaps (HLB ~ 20)
Solub%lizers scattering above SDS (HLB = 40)
CMC

For example, let us calculate HLB wvalues for dodecyl alcohol, lauric
acid and its corresponding sodium salt (a soap), and sodium dodecyl sulphate
(one of the most common surfactants). For dodecyl alcohol, we would have
HLB(C,,H,,OH) =7 + 1.9 — 0.475 - 12 = 3.2. For the corresponding lauric acid,
HLB(C, H,,COOH) = 7 + 2.1 — 0.475 - 11 = 3.9. Note that the carboxylic group is
counted as a whole unit, including the twelfth carbon atom of the molecule. Similarly,
HLB for sodium salt of the lauric acid, or sodium laurate, a common component of
commercial soaps HLB(C, H,,COONa) = 7 + 19.1 = 0.475 - 11 = 20.9. Finally, for
SDS, HLB(C ,H,.SO,Na) =7+ 38.7 — 0.475 - 12 = 40.

Let us note that, because HLB for ethylene oxide group (EO) is 0.33 and for
propylene oxide (PO) is —0.15, by varying the EO-to-PO ratio in the polymer, one can
produce a surfactant with a desired HLB value. Most of the commercial demulsifiers
used in the petroleum industry, including oil sands froth treatment, are EO/PO
copolymers often linked to a central sorbitol group. By changing the molecular weight
of the polymer and the EO/PO ratio, one can produce a chemical with finely tuned
properties for a particular field application. There will be more on this subject in
Volume 2 in the chapter devoted to chemical aids.

2.10.3 Micellization and Critical Micelle Concentration
(CMC)

Micelle Formation

As mentioned in the introduction to this section, surfactants adsorb at water-air and
water-oil interfaces, reducing surface and interfacial tensions. Solutions of surfactant
in water exhibit unusual physical properties. At low concentrations, they behave
like any other solution, but at a rather well-defined concentration, the physical
properties of a surfactant solution undergo an abrupt change. This change is due
to the formation of micelles, i.e., aggregates of 50 to 100 individual surface-active
molecules into colloidal-sized particles called micelles. The concentration at which
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the process of micelle formation starts is called critical micellization concentration
(CMC). Figure 2.23 shows the typical changes in a number of physical properties of
a surfactant solution around its CMC. Any of these properties can be measured as a
function of the surfactant concentration to determine its CMC value. Surface tension
and turbidity are probably the most commonly used methods for CMC determination.
The solubilization method (see below) does not require any instrumentation and can
be used for quick and rough estimation of the CMC.

Krafft Point

Another important property of surfactants is the dependence of their solubility on
temperature. As the temperature is increased, the solubility also slowly increases, until
a certain temperature is reached at which a sudden increase in the solubility occurs.
This increased solubility is due to micelle formation; in other words, micelles are only
formed above a certain temperature. This is called the Krafft temperature or Krafft
point, and is characteristic for each surfactant. If we plot the solubility and CMC as
functions of temperature on the same plot, the two curves merge at the Krafft point, as
shown in Figure 2.24.

At Krafft point, the surfactant solubility is equal to its CMC. It is also the lowest
temperature at which micelles can exist. Below Krafft temperature, surfactants form
normal solutions without forming micelles. The picture shown in Figure 2.24 is just a
small fragment of the surfactant phase diagram. At higher surfactant concentrations,
new phases can be formed (e.g., liquid crystals). There will be more on phase diagrams
in Chapter 7, which is devoted to the fundamentals of froth treatment.

Osmotic pressure

| Turbidity

Physical property

.\ Surface tension

Molar conductivity

CMC

Figure 2.23 Change of selected solution properties at critical micelle
concentration (CMC).
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Micelles plus
surfactant solution
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plus surfactant
solution

Composition

Surfactant solution

Krafft point

Temperature

Figure 2.24 Krafft point: Dependence of surfactant solubility on temperature.

It is generally accepted that micelles, at moderate surfactant concentrations,
have an approximately spherical shape, with the hydrophilic polar heads facing the
water, and the hydrophobic hydrocarbon tails forming the micelle interior. Micelle
formation is a characteristic phenomenon in surfactant solutions and is, in a sense, the
intermediate stage between phase separation and a true solution. It is interesting to ask
why this phenomenon takes place, and why it is limited to molecules with rather long
hydrocarbon tails and at the same time, strongly hydrophilic heads, resulting in high
LHB values typically greater than 20.

The driving force for micelle formation is a change in water entropy. Normally,
water molecules form short-term, crystalline-like associations with their neighbours
through hydrogen bonds. These associations are formed on a distance scale of several
water molecules, and are like mini icebergs floating in water. The iceberg-like structure
of water is responsible for the many extraordinary properties of water. One of them is
the very fact that water, or hydrogen oxide (H,0), is a liquid under normal conditions,
while the much heavier analogue, hydrogen sulphide (H,S), is a gas. Immersion of a
hydrocarbon molecule in water disrupts this hydrogen bonding, as water cannot form
hydrogen bonds with hydrogen atoms in a hydrocarbon. As a result, the entropy of the
system increases. When a hydrocarbon chain forming the tail of a surfactant molecule
is removed from water to form a micelle, the hydrogen bonding of water is restored.
The corresponding decrease in the system entropy is the main driving factor behind
micellization. The head groups remain in contact with water; thus, the thermal effects
of micelle formation are small.

Because micellization is driven mostly by entropic effects connected to the
removal of the hydrocarbon part of a surfactant molecule from water, the CMC values
of surfactants with the same number of carbon atoms in their tails are relatively close
to each other. For instance, CMC of surfactants with 12 carbon atoms are of about
10 mmol/L, regardless the nature of the hydrophilic polar head (see Table 2.10).
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Table 2.10 CMC values of selected surfactants

Surfactant | CMC (mole/m®)
Anionic:
Sodium dodecyl sulphate (SDS) 0.0081
Sodium dodecyl sulphonate 0.0098
Sodium laurate 0.023
Cationic:
Dodecyl trimethyl ammonium bromide 0.015
(DTAB)
Dodecylamine hydrochloride 0.013
Non-ionic:
Dodecyl (oxyethylene) , alcohol 0.0065

Factors Affecting the CMC

For surfactants with a single, straight hydrocarbon tail, the logarithm of CMC
decreases linearly with the number of carbon atoms in the tail (n), as shown in the
following formula:

log(CMC) = a — bn,

where a and b are constants. The values of b are usually about 0.3, meaning that an
increase in the hydrocarbon tail by one CH, group is equivalent to a decrease in CMC
by a factor of about 2. The nature of the head group controls the value of the constant
a and slightly affects the value of b.

Pressure and temperature have little effect on CMC. This is a surprising observation
if we keep in mind that micellization is an association process. However, micellization
results from a subtle balance of changes in a number of molecular characteristics,
including heat capacity, hydrogen bonding, molecular ordering, etc.

Added salt screens the repulsive interaction between the polar, ionic heads of
surfactant molecules. It has a strong impact on CMC values. It is not surprising that
the impact of added salt is different for ionic and non-ionic surfactants. For ionic
surfactants, the impact is double logarithmic:

log(CMC) = ¢ + dlog(C),
where ¢ and d are constants and C_ is the concentration of the added salt. For non-ionic

surfactants, the impact of added salt is much weaker. Salt addition affects the CMC of
non-ionic surfactants mostly through slight changes in activities of both the monomer
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and micelle species of the surfactant in water. We will not discuss this issue in greater
detail, but it is perhaps worth noting that non-ionic detergents would perform relatively
well in seawater, while some ionic detergents, like conventional soaps, fail in that
environment.

Added organics have a strong effect on CMC. This effect will be discussed in
more detail in the following section devoted to solubilization.

Thermodynamics of Micellization

Micellization is usually described using a chemical equilibrium approach known as
the mass action model. In this model, micellization is formally treated as a chemical
reaction

nSe M

where S and M represent a single surfactant molecule and a micelle, respectively, and
n is the aggregation number, i.e., the number of single molecules forming a micelle.
The equilibrium constant for the above reaction can be written as

_9% _Cu
micellization ~— n ~  n
as  Cg

Here, a,, and a are activities of micelles and monomer surfactant species. Since
CMC is relatively low, the activities can be safely replaced with corresponding
concentrations ¢,, and c,. Aggregation numbers n are relatively high, usually in the
range of 50 to100. As a result, there are practically no micelles in the system at low
surfactant concentrations. After crossing the critical micelle concentration, practically
all added surfactant ends up forming the micelles. The transition is sharp. The
higher the aggregation number, the sharper the transition. This explains the abrupt
change in all physical properties of surfactant solutions around CMC.For instance,
solutions’ turbidity (or ability to scatter light) increases slowly with increasing solute
concentration. That is true for any solute. For surfactants, the solution turbidity follows
this general trend until CMC. Above CMC, the solution turbidity increases sharply.
This is perhaps the best indication of micelle formation, as each micelle becomes
a centre for light scattering. Therefore, one would expect almost linear increase in
turbidity with increasing concentration, starting at CMC. Such linear increase in
turbidity is indeed observed above CMC, as shown in Figure 2.23.

We should add perhaps one more note here, concerning the application of Gibbs’
adsorption equation to calculate the surface excess of surfactants. Initially, the surface
tension of a surfactant solution decreases with increasing slope, indicating increased
adsorption and rising surfactant surface excess, as predicted by Gibbs’ equation.
Above the CMC, the surface tension of the solution becomes practically constant.
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Applying Gibbs’s equation to the entire surface tension vs. concentration curve would
imply that the surface excess drops to practically zero above CMC—an obviously false
conclusion. To avoid any such conclusions, one has to remember that, above CMC,
almost all added surfactant contributes to the increased number of micelles, rather than
increasing the monomer surfactant concentration. Thus, it is the monomer surfactant
concentration that does not change above CMC. The surfactant surface excess above
CMC remains the same as it was at the CMC.

2.10.4 Solubilization

As mentioned in the previous section, surfactant micelles at moderate surfactant
concentrations have an approximately spherical shape, with the polar heads facing
the water and the hydrocarbon tails forming the micelle interior. As a result, micelles’
interior is almost exclusively composed of hydrocarbons, and as such, is capable
of dissolving materials insoluble in water but soluble in organic solvents. As a
consequence, aqueous surfactant solutions at concentrations above CMC are capable
of dissolving significant amounts of water-insoluble species, all of them ending up in
the micelles. This process is called solubilization.

The solubilized material causes the micelles to swell and grow bigger. Eventually,
if sufficient quantities of the surfactant are present, the swollen micelles may grow so
large (up to and above a few micrometres) that they become indistinguishable from
typical emulsion droplets. In other words, the boundary between thermodynamically
stable, swollen micelles and conventional, thermodynamically unstable emulsions is
fuzzy, and a continuous transition from one type of a system to another is possible.

It is worth adding that solubilization can be used for approximate CMC
determination. For example, if the solubilized substance is a dye soluble in oil as a
neutral molecule, dissociating and forming an organic ion in water, and if the ionic
and neutral forms of the dye have different colours, solubilization can be used for very
simple determination of the CMC by dilution or titration with water. This process does
not call for any of the costly instrumentation required by more precise methods, such
as the light-scattering method.

2.10.5 Emulsification

Emulsions are dispersions of a liquid in another immiscible liquid. All highly dispersed
colloidal systems, including emulsions, are thermodynamically unstable. When
the droplets of emulsified liquid coalesce, the free energy of the system as a whole
decreases. Therefore, emulsions should spontaneously separate into two liquid phases.
Yet, we know well that many emulsions (like those in many foods and cosmetics) are
very stable, lasting for months if not years. Some emulsions are very difficult to break
(including those in the petroleum industry). This persistence of emulsions implies the
existence of stabilization mechanisms that slow down inevitable phase separation.
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There are several emulsion stabilization mechanisms that we should mention. All
involve alternation to the surface of emulsified liquid droplets. A dispersion of one
clean liquid in another clean liquid, without any additives, will quickly separate into
two phases. However, as discussed above, a swollen micelle with solubilized oil in
its interior is thermodynamically stable. Between the two extreme systems, there is
a whole spectrum of emulsions stabilized with adsorbed surfactant molecules, as in a
very large swollen micelle.

Thus, one type of emulsion stabilization mechanism is due to the adsorption of
ionic surfactants on the oil-water interface. For oil-in-water (O/W) emulsions, the
surfactant adsorbs with its hydrophobic tail immersed in the oil droplet, while the
hydrophobic head faces the continuous water phase. In W/O emulsions, the surfactant
molecule orientation is reversed. Adsorbed surfactant ions charge the emulsion droplet
and electrostatic repulsion resulting from the charged surfaces is responsible for the
stabilization, as discussed in details in the section on DLVO theory.

Stabilization may also be due to the physical barrier formed by the adsorption
of neutral molecules, often polymers, which prevent the emulsified liquid droplets
from approaching each other at a distance small enough for them to coalesce. We
call this steric stabilization. Often, steric stabilization is not due to the adsorption of
individual molecules but to the presence of small solid particles that can get attached
to the liquid-liquid interface. Attachment of small solid particles requires that the
particles are not completely wettable by any of the liquids. They cannot be completely
hydrophilic or hydrophobic. If they were, they would end up completely immersed in
the liquid they have affinity to. Steric stabilization by solids requires the contact angle
on solid particles to be in the vicinity of 90°.

Emulsions are usually made by vigorous mixing of two liquids in the presence of
stabilizers. For instance, mayonnaise (an oil-in-water emulsion) is made by adding a
vegetable oil into a small amount of vinegar or lemon juice and an egg yolk. Lecithin,
a natural surfactant present in egg yolk, acts as an emulsifier and contributes to the
electrostatic repulsion between the oil droplets. Often, small amounts of prepared
mustard are also added; the solids from the ground mustard seeds provide additional
steric stabilization. Denaturized egg proteins also form the steric stabilizing layer.

In the petroleum industry, we often deal with both oil-in-water and water-in-oil
emulsions. We will discuss these in more detail in Chapter 7.

2.10.6 Detergency and Flotation

Both detergency and flotation are important industrial processes, and each depends on
the manipulation of surface wettability to achieve the desired industrial outcome. The
two processes cover a wide variety of phenomena from all areas of colloid and surface
chemistry.

Because detergency and flotation are so complex, it would be impossible to
describe them in full in the following paragraphs. Thus, we will discuss them here
briefly as a conclusion to this chapter on the basics of colloid and surface science.
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Detergency

The term ‘detergency’ is used to describe a wide range of phenomena involved in
the removal of foreign material from solid surfaces using surface active chemicals. It
covers the removal of impurities from fabric, metal surfaces, kitchenware, and glass
through the use of surface-active agents (surfactants). It does not cover cleansing purely
through mechanical means, such as abrasion or dissolution. Detergency is involved in
a variety of practical applications, both everyday and industrial. It is used in personal
hygiene; in doing laundry; in washing cars, windows, or dishes; in cleaning laboratory
glass; and in washing the trucks used in oil sands mining operations, among many
other applications.

Garment fabrics become dirty because oils from skin secretions and hydrocarbons
adsorbed from the air act as a binder for dust, soot, etc. Thus, the dirt that accumulates
on fabrics and other surfaces has a hydrophobic, oily character. It adheres to the fabric,
as the lower the surface energy of the liquid (in this case, the dirt), the more easily it
spreads onto a solid of higher surface energy. In oil sands applications, bitumen, an
oily liquid, spreads easily on steel, the main material of a truck. It can then capture
particles of sand, dust, and other substances. Eventually, thick deposits of dirt (mostly
oil sand) accumulate, increasing the vehicle weight and lowering the box capacity.

The removal of a dirt particle in the form of a solid or a very viscous liquid,
depicted in Figure 2.25, is governed by the thermodynamics of spreading, discussed in
Section 2.2.5. For instance, to analyze a case of dirt removal from a fabric by washing
with water, we would use Eq. (2.8) , in the form

S=Yew =V e +7om)

Figure 2.25 Detergency.
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If the spreading coefficient of dirt on fibre in water is positive (S > 0), the dirt will
stick to the fibre surface. To remove the dirt from the fibre, we must make the spreading
coefficient negative. This can be achieved by lowering the value of the interfacial
tension between the fibre and water (y, ). Surfactants adsorb on the fibre, lowering
its interfacial tension with water. Thus, the addition of a surfactant will help to ‘roll’
the dirt off the fibre. We should note that the process of immersing the soiled fabric
in water itself makes dirt removal easier, because the fibre-water interfacial tension is
lower than that of fibre-air. The addition of a surfactant or a wetting agent makes the
surface of the fibre even more favourable to dirt removal. Removal of bitumen from
steel (as in washing trucks and other mining equipment) is governed by the same
mechanism as the removal of dirt from soiled fabric.

Temperature has a great influence on dirt removal. As the temperature increases,
the viscosity of oily dirt (or bitumen) decreases, making its removal easier. Perhaps we
should note here that bitumen liberation from sand is, in principle, a washing process:
the goal is to wash bitumen off the sand so that it forms individual bitumen droplets.
All wetting and spreading science applies as much to washing clothes as to bitumen
liberation.

One should also remember that van der Waals forces involved in keeping the dirt
at the soiled surface are lower in a water medium than in air (compare the values of
the Hamaker constants in air and in water given in Table 2.6). The same mechanism
also helps the removal of a sticky label from a glass or a plastic container when the
container with the label is immersed in warm water.

Water chemistry has a big impact on washing in general and bitumen recovery
in particular. Multivalent cations like calcium and magnesium ions form insoluble
precipitates with carboxylic ions (soaps) as well with sulphate-type surfactants. Thus,
in hard water, a substantial portion of added soap or synthetic surfactants is used up
to bind calcium and magnesium ions from the water. Laundry detergent formulations
usually contain sodium metaphosphate (also known as Calgon), a water-softening
agent. The role of water chemistry in the oil sands industry will be covered in more
depth in Chapter 6.

Flotation

Flotation is the recovery of a valuable mineral by utilizing the differences in wettability
between the mineral surface and the gangue rock particles. The process is ages old.
In ancient Greek mythology, Jason and his Argonauts went on a quest for the Golden
Fleece. Today, there are many interpretations of what the Golden Fleece actually
was. A plausible explanation relates to a method of recovering gold from gold-laden
streams that was used as early as the fifth century BC. Sheep fleece on a wooden frame
was immersed in the stream. The process utilized the natural fats present in the fleece
to make the gold particles hydrophobic and to adhere to the fat-covered hairs. The
fleece was then dried and the gold shaken out.

Many non-ferrous metals are recovered from their ores by flotation. The ore is
first ground to liberate valuable mineral particles from other ore components, called
gangue. Grinding is usually performed in water, yielding a water-mineral slurry or
pulp. A chemical is then added to make the valuable mineral hydrophobic. In flotation,
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this chemical is called a collector. Another chemical, called a frother, is added to
facilitate the subsequent dispersion of air into the slurry. Flotation pulp is pumped to
flotation cells, where air is introduced and dispersed by mechanically driven rotors.
Hydrophobic mineral particles preferentially attach themselves to air bubbles, and
having positive buoyancy, form a mineralized froth at the top of the flotation cell,
leaving the hydrophilic gangue particles behind. Without going into many details of
flotation science and engineering (some of which will be discussed in Chapter 6), we
would like to stress that the very basis of the process is the manipulation of mineral
wetting character by proper use of chemicals. In this sense, flotation and detergency
are just two of many important industrial processes that depend on our ability to
control the wetting character of materials.

2.11 Physical Constants and Basic SI
Units

Table 2.11 Selected. commonly used physical constants
Source: Masliyah and Bhattacharjee (2006).

Quantity Symbol Value and units
Elementary charge e 1.602-107" [C]
Electric constant 8.854-10"2 [F/m = C/V
(vacuum permittivity) & = CN-m?]
Avogadro number N, 6.022-10% [1/mol]
Boltzmann constant k 1.381-10% [J/K]
Gas constant R=k-N, 8.314 [J/K-mol]
Faraday constant F 9.649-10* [C/mol]
Gravity constant g 9.807 [m/s?]
Speed of lightin C 2.998-10° [m/s]
Standard atmosphere p, 1.013-10° [Pa]
Zero of Kelvin scale —273.2 °C or —459.7 °F
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Table 2.12 Selected Sl units

Quantity Name | Symbol Definition
Basic units:
Mass Kilogram kg
Length Metre m
Time Second s
Temperature Kelvin K
Amount of substance Mole mol
Electric current Ampere A
Luminous intensity Candela cd
Derived units:
Force Newton N kg m/s?
Pressure Pascal Pa N/m? = kg/m-s?
Energy Joule J N-m = kg m?/s?
Power Watt Y J/s = kg m?%/s?
Electric charge Coulomb C A-s
Electric potential Volt \Y% J/C = kg m¥s*A
Electric conductance Siemens S A/V =¥ AYkg m?
Electric resistance Ohm Q V/A =kg m?¥/s’A?
Electric capacitance Farad F C/V =s*A%kg-m?
Frequency Hertz Hz 1/s
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Chapter 3

Fluid Particle Dynamics as Applied
to Oil Sands Operations

3.1. Multiphase Flow and Applications

The transport of particles in a fluid depends on the force exerted by the fluid on the
particles (here, we use the term fluid to refer to both liquids and gases). Our discussion
will focus mainly on liquid suspensions in a Newtonian carrier liquid. The flow of
suspensions of solids and aerated bitumen of varying sizes occurs in a number of oil
sands processes, including slurry flow (in hydrotransport and tailings pipelines) and
vertical and inclined plate settlers.

Flows are broadly classified as either vertical or horizontal. Vertical flows occur
in slurries flowing through vertical standpipes and during particle settling in vertical
vessels. Horizontal flows occur in tailings slurries flowing through horizontal pipelines.
The vertical/horizontal classification is based on the nature of the forces acting on the
particles in the slurry. In a vertical flow, fluid drag force plays a major role in the
movement of the particles within the pipe or vessel. In a horizontal flow, lift forces
suspend the particles in the flowing slurry, while fluid drag force allows them to move
along with the fluid.

In this chapter, we will focus on vertical flows. We will examine settling in a
closed container, vertical flows in standpipes, and separation of particulate matter of
different densities and sizes in gravity separation vessels.

The simplest case of fluid particle interaction is that of a steady, slow motion of
a solid spherical particle in an infinite expanse of an incompressible Newtonian fluid.
We think of the surrounding fluid as infinite to eliminate the effects of the container’s
walls and the presence of other particles. Here, the analysis of a single particle forms
the basis for the analysis of systems containing many particles.

In the following section, we will provide the expressions to deal with a rigid
particle of an immobile surface (as opposed to a liquid drop, whose surface can be
mobile). We will only formulate the hydrodynamic forces experienced by the particles
in which other forces are not present. The influence of other forces (e.g., colloidal
surface forces, which are significant for particles of micron and submicron size) will
be formulated through empirical parameters.
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In describing suspensions of solid particulates, we refer to a system as being ideal
when the hydrodynamic forces are dominant and non-ideal when there are significant
colloidal surface forces in addition to the hydrodynamic forces. In non-ideal systems,
solids flocculation, repulsion between solids, and clay swelling can take place.
Non-ideal systems are typical of suspensions of micron and submicron-sized particles.

3.2. Drag on a Single Rigid Sphere

Consider a rigid (solid) spherical particle of diameter D, falling with a velocity V..
in a stagnant fluid of a large expanse having a density p, and viscosity u - The forces
acting on the spherical particle are: ‘

gravity, F;
F, :pp%DZg (3.1)
buoyancy, F:
F,=p, %D; g (3.2)
and fluid drag, F
Fd:%pf‘ ‘V D.C (3.3)

where g is the acceleration due to gravity and pp is the particle density. The terminal
velocity of the particle in an infinite medium, Vpoo, is taken as positive in the same
direction as gravity. The drag coefficient, CD, is defined as

Drag force (= F )

Co = (3.4)
(Particle projected area) pf ‘ ‘

For a spherical particle, the projected area is (7t/4)D2 The term for the terminal
velocity V2 is written as | v, | V.. toaccount for the fact that both the velocity and
force are Vector quantities and by deﬁmtlon the drag coefficient is a scalar positive
quantity.

As seen in Figure 3.1, a force balance on the spherical particle, at steady motion (i.c.,
in the absence of acceleration), gives
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F =F,+F,,

leading to

7D,g Z o 7|7, DiC, + f% (3.5)
6

and

|V, = (p,—p) (3.6)

Figure 3.1 Forces on a spherical particle translating in a large expanse
of a fluid.

Eq. (3.6) is a general expression for the terminal velocity of a spherical particle
in a stagnant fluid. However, in order to determine the terminal velocity, V , we must
know the drag coefficient, C p - The drag coefficient is a function of the Reynolds
number (Re), which is defined as

Dp ‘pr‘pf
Hy

Re =

po

It is traditionally accepted that a positive value for velocity is used in the Reynolds
number expression and that it is not necessary to include the absolute value notation in
the Reynolds number term. The Reynolds number is a dimensionless positive number.
We can thus write

DJV,.p
Re,, = 2L (3.7)
My
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The drag coefficient for a solid (rigid) spherical particle is given as

R 0
Cp= 22 Re.o (3.8a)

Re po  Stokes’ regime

R 103
24[1+0.15Re"7 ] R 10
“o = Re Inermediate range, Shiller and (3.8b)
P Nauman (1933)

10°< Re <2:10°
C,~0.44 » (3.80)
Newton regime

A more general expression for the drag coefficient that covers a wider range of
Reynolds numbers for a rigid spherical particle is given by Turton and Levenspiel
(1986):

24

Re,,

0.413
1+16300Re,,”

Cp=——|1+0.173Re)"" |+

Re <2:10° (3.9)

Note that in the Stokes regime, i.e., Re  — 0, the expressions for C p bresented by
Egs. (3.8b) and (3.9) become that of Eq. (3.8a) (Stokes 1851).
Figure 3.2 shows the variation of C p With Re,, for a solid particle.

10°

—

o

1

s
s

Drag coefficient, C,,
e

] sl S
- Y
E I

Reynolds number

Figure 3.2 Drag coefficient of a spherical particle as a function of
Reynolds number (standard drag curve).
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Using Egs. (3.6) and (3.8a), we find that, in a Stokes regime where the particle
Reynolds number is very small, the Stokes terminal velocity ([pr] ) of a spherical
particle in a stagnant fluid (Stokes 1851) is given by:

Stokes

2
] -Eleme) R o0 snRe. <Ol
P® Stokes 18,Ltf StOkeS I"Cgll’ne .

Making use of Eq. (3.8b) for Re, < 10%, we can write

gD;(pp_pf)

= Re <10° (3.11)
P 0.687 peo
18, [ 1+0.15Re)™ |
Making use of Eq. (3.10), we obtain
Vo
— [ p :‘Stokes Re[m <103 (312)

Ve [1+0.15Re)" |

Eq. (3.12) indicates that, at a higher Reynolds number, the terminal velocity of
a rigid spherical particle can be substantially lower than its Stokes velocity. Due to
the presence of the velocity term in the Reynolds number, Eq. (3.11) indicates that an
iterative procedure would be required to evaluate the terminal velocity V..

For a given particle diameter and density difference, the terminal velocity of a
rigid spherical particle in the Stokes regime becomes inversely proportional to the
liquid viscosity. However, in the Newton regime, 10° < Re , < 10°, C,~0.44, and
the terminal velocity becomes

V,. =[3.030,9(p,-p:)/p |" (3.13)

Eq. (3.13) indicates that the terminal velocity of a rigid spherical particle is
independent of the fluid viscosity. If we apply the drag coefficient expression of
Eq. (3.9) to higher Reynolds numbers, the fluid viscosity has little effect on the
particle terminal velocity. From above, it can be seen that the dependence of the
particle terminal velocity, V..on the fluid viscosity is highest when Re is small, say,
Re < 1. Consequently, in any viscometry measurement, when the terminal velocity
of the particle is used to evaluate the fluid viscosity, it is best to work within the Stokes
regime and avoid high Re _situations.

As mentioned earlier, it is clear from Eqgs. (3.11) and (3.12) that the Reynolds
number contains a velocity term, and therefore, the equations are not explicit in
velocity. One can avoid the iterative procedure by a rather elegant approach that was
recognized several decades ago. It is based on the fact that the product of C p and
Rezps0 does not contain a velocity term. Making use of Eq. (3.6) and the definition of
Reynolds number, we have
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3
4gD,p, (P, ~ /)
2
3uy
It is clear that the term on the right-hand side of Eq. (3.14) contains physical properties
only and that it does not contain the particle terminal velocity. The term

3
gb,p, (P, =p))
2
My
is known as the Galilei number (Ga) or Archimedes number (Ar). Curve fitting of

C D Rezpw (i.e., Ga) against Re would provide a convenient equation for predicting
Re,, and subsequently, V- For our purposes, let us write

C,Re’, = (3.14)

gD,p; ‘(Pp B P/‘)‘

Ga=
1y

(3.15)

Traditionally, the absolute notation is not used, based on the assumption that the
Galilei number is positive. For Reynolds number evaluation, Hartman et al. (1989)
give:

log,, (Re,, ) = P(4)+log,, (R(4))  for 1<Ga<10
P(A4)=[(0.00177954-0.0573) 4+1.0315]4—1.26222 (3.16)
R(A)=0.99947 +0.01853sin(1.847 4 - 3.14)

where 4 = log,, (Ga).

Another useful, frequently used relationship for Reynolds number evaluation,
based on Eq. (3.9), is provided by Turton and Clark (1987). It applies for Re <260 000:

1.214

DV 0.824 04127121
RepOO — M =Ga'? (Gl %/3 j n (%) (3.17a)
Hy a a

Re,, <260 000

Once the particle Reynolds number is evaluated, the terminal velocity can be
calculated from the Reynolds number given by Eq. (3.7). Both of the above correlations
are for subcritical flow over a rigid sphere, where there is no shift in the flow boundary
layers, i.e., no discontinuity in the C p vs- Re  curve. Figure 3.2 shows an abrupt
change in C p, hear the critical region.

For non-spherical particles, the concept of sphericity, ¢, (defined as the ratio of
the surface of a sphere having the same volume as the particle to the actual surface
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area of the particle) is used to account for the particle’s shape in predicting the drag
coefficients (Haider and Levenspiel 1989). For 0.5 < ¢» < 1 and Repw < 25000 , the
following correlation is given:

DV - o
Repoo _ pupwpf — Ga' I:( 1;/3 j N (2.335Ga11/;744¢)} (3.17b)
’

For a non-spherical particle, D, becomes the diameter of a sphere that has the
same volume as the particle. For ¢ = 1, the case of a perfect sphere, Eq. (3.17b) gives
slightly different values for the Reynolds number as compared with Eq. (3.17a). It is
recommended that Eq. (3.17a) be used for spherical particles. Bowen and Masliyah
(1973) provide a correlation for the drag coefficient for various non-spherical shapes
in the Stokes regime.

Example 3.1 Terminal Velocity of a Solid Spherical Particle

We wish to evaluate the terminal settling velocity of a grain of sand in water. The grain
has a density of 2650 kg/m? and an equivalent diameter of 0.5 mm. Assume that water
has a viscosity of 0.001 Pa-s and a density of 998 kg/m?. There are several methods of
approaching this problem.

Method 1

In the first method, we will use an iterative approach to evaluate the terminal velocity.
The best initial estimate is made using Eq. (3.10), which gives the Stokes terminal
velocity of a spherical particle in a fluid:

gb; (P, —py)
':Vpoo :IStokes - - 18:[]» :

~9.81x (0.0005)° (2650 - 998)

) =0.225 m/s
4 18x0.001

leading to

_D,V,.p; _ 0.0005x0.225x 998

Re,,
Hy 0.001

=112.3
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The improved estimate of the terminal velocity value is obtained from Eq. (3.11),

_ ngzi (pp _pf)
7 18u, [1+0.15Re) ]

giving 0.0465 m/s.

Using the latest velocity estimation, the new Reynolds number is 23.2. Repeating
the iterative procedure, we obtain a terminal velocity of 0.0785 m/s. This value is quite
different from that given by the Stokes equation due to the higher Reynolds number of
the particle, evaluated as 39.2.

Method 2

In the second approach, we employ our own correlation. Let us fit a curve for the term
C,Re?  using Eq. (3.8b) for the drag coefficient. Let x=C,Re’  and y= Re .In
the interval of Re , =0 — 100, we obtain

¥ =0.0257x—7.9034x10°x* +2.023x107°x* —2.862x10 " x*
+2.034 %107 x> —5.680 x 10 x°.

From Eq. (3.14), we can evaluate the x value, which is C IS Rezpw:

. 4gDyp,(p,~P;) 4Ga
3‘u;. 3

4x9.81%(0.0005)° x 998 x (2650 — 998)
3x(0.001)°

=2695.6

From the curve-fitting equation above, we obtain y = Re = 39.0.
Since

e = Dproopf
P n
then
0.0005x ¥, x998
39.0= L
0.001
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leading to V= 0.0782 m/s, which, for all purposes, is identical to the value obtained
using the iterative method.

Method 3
Let us now use the correlation given by Egs. (3.16) and (3.17a):

_8bp, (P, —py)
_ .

9.81x (0.0005)" x 998 x (2650 — 998)
B (0.001)°

Ga

=2021.7

Eq. (3.16) gives a value 0f 0.0772 m/s for Vs while Eq. (3.17a) gives 0.0806 m/s.
These terminal velocity values are considered to be close to each other and to the value
obtained by trial and error.

3.3. Bubbles and Drops

An excellent review on single bubbles and liquid drops is given by Clift, Grace,
and Weber (1978). Drops and bubbles are different from rigid particles, which are
inherently assumed to have an immobile surface. The outer surface of a drop or bubble
may not be rigid. Both have some fluid circulating inside them. Moreover, due to their
non-rigid outer surface, drops and bubbles are subject to deformation.

The drag coefficient in cases where the bubble or drop Reynolds number is higher
than the limiting case of zero, coupled with a large E6tvos number (Eo), becomes a
function of several physical parameters.

The drag coefficient of a fluid drop or bubble in the Stokes regime in the absence
of surface-active agents is given by Hadamard (1911) as
where K is the viscosity ratio of the fluid outside of the drop or bubble (continuous
phase) to that inside it (dispersed phase):

24 ((2/3)K +1
C,= (( /3) ) Re, — 0, say Re_ <0.1 (3.18)
Re_ 1+ K
K = ’uf/'uinner;
H, = viscosity of continuous phase;
o = viscosity of dispersed phase.

For rigid spheres, K — 0. For gas spheres, K — oo; i.e.,
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C,= Re K — 0 (rigid sphere) (3.192)
eOO
16
C.=— 1
> Re. (3.19b)

According to Eq. (3.19b), in a perfectly clean system where no surface-active
materials (surfactants) are present, the drag coefficient for an air bubble is less than
that for a rigid sphere. However, in practice, the presence of surfactants makes the
outer surface of a gas bubble or a liquid drop immobile, and we can apply the drag
coefficient for the rigid sphere. As oil sands slurries contain surface-active components,
in the case of very small Reynolds numbers, a single gas bubble or a drop behaves as
a rigid spherical particle.

Let us now consider the case of higher Reynolds numbers. Bubbles and drops in
free rise or fall in an infinite media, under the influence of gravity, are grouped under
the categories spherical, ellipsoidal, and spherical cap. These shapes occur depending
on the bubble Reynolds number (Re ) and the E6tvos number. Figure 3.3 shows the
various regimes for a single bubble or drop.

(%}
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Figure 3.3 Shape regimes of bubbles and drops in unhindered gravita-

tional motion through liquids.
Source: Clift, Grace, and Weber (1978).
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For bubbles and drops, we have the Reynolds number,

Inertial force
Re =p,DeV =
== Py * /Hf Viscous force

the Morton number,

Mo = gy Ap/pjc’

and the E6tvos number,

B fi
Eo= gAp D’ /o = uoyancy force

Interfacial tension force

where

Py = density of continuous phase, in kg-m™;

1y = viscosity of continuous phase, in Pa-s;

o = interfacial tension, in N-m!;

Ap = absolute value of density difference between particle
and continuous phase, in kg-m™;

v, = fall or terminal rise velocity of a drop or bubble,
inm-s;

De = diameter of volume equivalent De = (6 / m)'”, in m;

Vv, = volume of bubble or drop, in m*; and

g = gravitational acceleration, in m-s™.

Experimentally measured terminal rise velocities of an air bubble in pure water
and in water contaminated with surface-active components are given in Figure 3.4. For
air bubbles of an intermediate diameter (0.8 mm to 10 mm), the plot shows a significant
difference in air rise velocity between pure and contaminated water. With increasing
size, the bubble changes its shape and, consequently, its rise velocity becomes quite
different from that of a rigid spherical particle.

The terminal velocity (VOO) of a drop or bubble in an infinite media is correlated
by Clift, Grace, and Weber (1978) as

M
p;De

Vo=

0

Mo "' (J - 0.857) (3.20)

where
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H = (4/3) Eo Mo™% (u f/ U, )04,

Eo = g Ap Dé?/ o (E6tvos number);,
Mo = gu /j’ Ap/p /,2 o’ (Morton number);
J = 094 H*7  (2<H<59.3);

J = 342 H* (H > 59.3); and
u, = 0.0009 Pa-s (reference viscosity).

E6tvds number, Eo
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Figure 3.4 Terminal velocity of air bubbles in pure and contaminated
water as a function of bubble equivalent diameter. Shaded area is
where most of the rise velocity data would fall depending on the
type and concentration of the surface-active agents in the water.

Source: Clift, Grace, and Weber (1978).
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Example 3.2 Terminal Velocity of a Light Oil Drop

In this example, we wish to evaluate the terminal rise velocity of a light oil in water.
The oil has a density of 850 kg/m? and an equivalent diameter of 5.5 mm. Assume that
the oil has a viscosity of 0.0007 Pa-s, while the water has a viscosity of 0.001 Pa-s
and a density of 998 kg/m®. The interfacial tension is 0.045 N/m. Let us evaluate each
pertinent term:

Eo

Eo

gAp Dé’/ o

9.81 X (998 — 850) X (0.0055)*/0.045 = 0.976;
gu/ Bl pic;

9.81 X (0.001)* X (998 - 850) / [(998)2 X(0.045)];

1.6 X 10°11;

(4/3) Eo Mo 1% (! e, ) 014,

(4/3) X 0.976 X (1.6 X 10-1y2149(0.001/0.0009) = 52.07;

0.94 H*77 =0.94 X (52.07)*" = 18.73;

Mo (s —0.857):

p, De

001 —11,-0.149

S (16x10™) 1 (18.73-0.857) = 0.132 ms

The Reynolds number of the drop is

With an E6tvos number of close to unity and a Reynolds number of 725, the oil drop
would fit in the wobbling category indicated in Figure 3.3. The terminal velocity of air

Re

_DeV.p; _0.0055x0.132x998 __
u, 0.001

bubbles in pure and contaminated water is given in Figure 3.4.
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3.4. Ideal System: Multi-Particle System
of the Same Species

In the previous section, we implicitly assumed that the fluid itself is stagnant and
that we are dealing with a single particle, with no other particles close to it, and in
the absence of any walls containing the particle and the surrounding fluid. In this
section, we will concern ourselves with a suspension of solid particles of the same
density and diameter. The presence of other particles in a suspension influences the
drag experienced by a given particle in the system.

Escudié et al. (2006) give a good summary on solids-liquid settling systems. For a
generalized problem, the relative velocity between a particle’s velocity in a suspension
and the fluid velocity, denoted as V_ -V , is given in Wallis (1969) as

Vp N Vf - prafF (ch > Repw) (3.21)

The velocities are relative to a stationary frame of reference, such as a pipe through
which a suspension flows. In terms of the terminal velocity expression provided by
Eq. (3.17a), Eq. (3.21) becomes

Hy

Dpp S

where X represents the right-hand side of Eq. (3.17a). What is important here is that
the term [o] represents the particle terminal velocity in an infinite stagnant medium,
irrespective of the expression or method used in its evaluation.

V,-V,=| X o, F(a,,Re,,) (322)

To simplify the analysis, let us use the expression given for pr by Eq. (3.11), even
though it is restricted to Re < 10%. Eq. (3.21) becomes

gD, (p,—p;)
V _ = P P E F ) R
it 18, (1+0.15Re%™) @ F(o-Rey.) (3.23)

for Re , < 10°

One can also write

V..
V,=V,= (H[Oi 3;{‘;3287) o, F(OLf,Repm) forRe, <10’  (3.24a)

In the Stokes regime, we have

D _
V,=V,= w O‘./’F(O‘f) (3.24b)



gD;(Pp_ _pf)
18u,

where is the Stokes terminal velocity, [ pr]

Stokes *

The following definitions apply:

v, = particle velocity in a suspension relative to a stationary observer,
inm-s’';

V = article terminal velocity in a stagnant fluid at infinite dilution,

poo p y g

inm-s’';

v, = fluid velocity relative to a stationary observer, in m-s™;

M, = fluid viscosity, in Pa-s;

P, = particle density, in kg-m™3;

P, = fluid density, in kg-m™;

g = gravitational acceleration, in m-s;

o, = fluid volume fraction (porosity); and

F (af, Repm) = function of fluid volume fraction and Reynolds number to account

for the presence of particles. It is a hindered settling function.

As the velocities are vector quantities, we need to be concerned with direction as
well as with their scalar values. In this chapter, we denote a downward direction as
being positive.

The hindered settling function, F((xf, Repw), is given by various researchers.
The best known expression for F((xf, Repm) is that of Richardson and Zaki, for rigid
spherical particles (1954). They give

F(a,,Re, )=a;" (3.25)

The Richardson-Zaki index, n, is a function of the particle Reynolds
number, Re .. Eq. (3.21) becomes

V,-V, =V, o (3.26a)

When the Richardson and Zaki hindered settling function is used together with the
pr expression given in Eq. (3.11), Eq. (3.26a) becomes
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2

7 gDp(pp_pf)

n-1 3
: o’y forRe, <10 3.26b
P 18, (140.15Re2) | ’ 0200

In the absence of colloidal forces and particle flocculation, the index n becomes
only a function of the Reynolds number and is given by Wallis (1969) in terms of the
Reynolds number as

1+0.15Re)”

n=4.77 forRe , <10 (3.27a)
1+0.253Re)S” !
In the Rowe correlation (1987), the index 7 is given in terms of the Reynolds number as
1+0.0874 Reo';5 5
n=4.7 g forRe,, <10 (3.27b)

1+0.175Re"”

In the Khan and Richardson (1989) correlation, the index # is given in terms of the
Galilei number as

0.57
n=4.38 1+0.0215Ga forRe,, <10° (3.27¢)

1+0.043Ga"”

The particle Reynolds number can be evaluated from Egs. (3.16) or (3.17a) to be
used in Eq. (3.27) for n-index evaluation. The Galilei number is defined by Eq. (3.15)
and contains only the physical properties of the system. Accordingly, index n can be
directly evaluated from Eq. (3.27¢) using the physical properties of the system.

A comparison of the various equations for the » index are shown in Figure 3.5.
The correlations by Khan and Richardson (1989) and Rowe (1987) are quite similar.
The Wallis correlation (1969) deviates sharply from the others at higher Reynolds
numbers.

For a system with large spherical particles, say, D, > 100 pm, in the absence of
surface colloidal forces (i.e., surface charges), the value of n is 4.7 for Re — 0. For
systems with colloidal flocculating particles, » can be much larger than 4.7—as high
as 20, if not higher. In an ideal system, for the Stokes regime, we have n = 4.7, and
Eq. (3.26b) becomes

gD; (pp _pf) 3.7

V -V, = a 3.28
p S lg‘uf f ( )

The general relative (slip) velocity (V, - V) relationship of Eq. (3.21) and the
more specific relative velocity of Egs. (3.22), (3.26b), and (3.28) can be used quite
effectively in solving many problems involving moving particles in a suspension.
Note that the derived relative velocity equations are valid for only one particle species
in the suspension, i.e., all particles present in the suspension have the same density
and diameter.
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Figure 3.5 Comparison between various correlations for the variation
of Richardson-Zaki index, n, with Reynolds number, Re.

Sources: Wallis (1969), Khan and Richardson (1989), and Rowe (1987).

Example 3.3 Batch Settling of a Suspension in a Closed Vertical
Container

Consider a suspension of rigid spherical particles, such as sand, in water that is
contained inside a vertical graduated cylinder, as shown in Figure 3.6.

Assume that the particles are of diameter D and of density P, The density of the
liquid (water) is p, and its viscosity is x. The volume fraction of the particles is o, and
that of the liquid is a,. Our task is to evaluate the suspension settling velocity, V. Only
hydrodynamic forces are present. The applicable expression for the relative velocity
is given by Eq. (3.26a), where it is assumed that colloidal forces are absent. We have:

V,-V, =V, (3.29)

The velocity given by V is the settling velocity of the suspension. We need
more information in order to eliminate v, from Eq. (3.29). At the interface of the
falling suspension and across a horizontal surface drawn through the suspension, the
volumetric rate of the particles settling (downward direction) is equal to the volumetric
rate of the rising liquid (upward direction). This is true because the volumetric rate
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of the settling particles must be replaced by the liquid. This kinematic volumetric
relationship is given as

AoV, + AoV, =0 (3.30)

Eq. (3.30) states that there is no net volumetric flow across a horizontal plane
within the suspension. Here, a, is the volume fraction of the particles and A4 is the
cross-sectional area of the graduated cylinder. Eq. (3.30) leads to

—\l-a, )V
sz—( ) (3.31)
. a
where
ap+a, =1 (332)

and where a,, is the volume fraction of the particles. Using Eq. (3.31) to eliminate v,
from Eq. (3.29) yields

l-o, )V
v +—( ) =V o) (3.33)
p pof
%
Eq. (3.33) reduces to
v, .,
V_ =a, (3.34a)
poo
Since a, + o, = 1, Eq. (3.34a) becomes
V "
V—”= (1-a,) (3.34b)
po

In the Stokes regime, n = 4.7, so for Eq. (3.34), we can write
V

—t—=a =(1-a,)" (3.35)

I:VPDO :'Stakes )

Eq. (3.35) is the Richardson-Zaki batch settling equation of a suspension of rigid
spheres in the Stokes regime. It gives the settling rate of the suspension as compared
to the settling rate of a single particle in an infinite medium. Eq. (3.35) shows a strong
dependence of the settling velocity on the suspension volume fraction, as shown in
Table 3.1. In the literature related to solids thickening, the fluid concentration, a, is
simply the suspension porosity, ¢.
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The reason for including the term a. on the right-hand side of Eq. (3.21) is to
ensure that the derived form of Eq. (3.34) conforms to the historical batch settling
equation format of Richardson and Zaki.

Positive

~<—— (Clear liquid

Qoo
2o
0 Qo

o
O,

%&gg
&o

~<—— Suspension

Q0

oO
oaq)g%

0980

~—— Settled bed

Figure 3.6 Settling of a suspension in a graduated cylinder.

Table 3.1 Effect of solids volume fraction on normalized suspension
settling velocity

Volumetric solids
concentration ( a,) Vo IV p.)Suokes
0 1.00
0.1 0.61
0.2 0.35
0.3 0.19
0.4 0.09

Example 3.4 Liquid Fluidization of Particles Assumed to be
Spherical

Here, we deal with liquid (e.g., water) fluidization of sand. The liquid enters at the
bottom of a cylinder containing the sand. At a sufficiently high water flow rate, the
sand particles are fluidized and the sand bed expands with increasing water flow rate
(Figure 3.7). Using the same assumptions as in Example 3.3, the governing relative
velocity expression is provided by Eq. (3.26a):

V,-V, =V, o (3.36)
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At any given horizontal plane within the fluidized bed, there is no net flow of
solids. This is evident by the fact that no solids leave the cylinder. Hence, V', = 0, and,
from Eq. (3.36), we obtain

V,= [—pr]a/’}" (3.37)

The negative sign in Eq. (3.37) is due to the upward direction of the liquid velocity
(a positive sign is ascribed to a downward velocity). The terminal sand particle
velocity, V.. is positive.

If the volumetric liquid flow rate is 0, within the fluidized bed, we obtain

0, = A[_Vf':laf (3.38)

where 4 is the cross-sectional area of the empty bed. Combining Egs. (3.37) and (3.38)
yields

Q,=AV, 0} =4V, (1-a,) (3.39)

This is the liquid volumetric flow rate required to fluidize the particles at a fluidized
bed solids volume fraction of o, In the Stokes regime, we have

Qf =4 [VP” i|Smkes Otj,-j =4 [VP“) :|Smkes (1 -9 )4.7

We can write

1/4.7

a =1- M (3.40)

il
P® Stokes

Figure 3.8 shows the sand bed expansion as a function of [Qf./A] TV goee)- Clearly,
we cannot have a negative solids volume fraction, which occurs when [Qf/A] IV e
is greater than unity. This is because the liquid flow velocity in the cylinder exceeds the
terminal velocity of the solid particles (single sand grains) and there are no remaining
solids in the cylinder.

Due to physical restriction, spherical solids packing cannot exceed that of dense
packing (about 0.75). Therefore, introducing physical constraints, the curve within
BC of Figure 3.8 is the only valid part of Eq. (3.40). One can easily generalize the
examples for solids settling and fluidization to other flow systems.
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Figure 3.7 Liquid fluidization of spherical solid particles.
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Figure 3.8 Solids bed expansion in liquid fluidization.
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Example 3.5 Downward Vertical Flow of a Slurry (Suspension) in
a Standpipe

Let us consider a dilute slurry (suspension) entering a vertical pipe with a vertically
downward flow (Figure 3.9). Let us assume that the solids are spherical particles with
a diameter of 2 mm and a density of 2650 kg/m>. At the inlet, the solids’ mass flow
rate is 50 kg/s. Water is mixed with the solids at a rate of 150 kg/s. The pipe’s inner
diameter is 0.7 m. Assume that the density of the water is 998 kg/m? and its viscosity
is 0.001 Pa-s. We wish to determine the following:

(a) What is the solids volume fraction of the suspension entering the pipeline?

(b) What is the solids in situ volume fraction?

(c) What is the solids in situ weight percent?

Let mass flow rate be presented by M (kg/s). Let density be represented by p (kg/
m3) and the water viscosity by p, (Pa-s).

(a) Let the volume fraction of the solids at the pipe inlet be . Then,

M, 50
(ct,) Pr__ 2650 __¢1115
P J nlet ’

_& %_ 50 +150

p, | p, 2650 998

If we were to collect the suspension in a vessel, its solids volume fraction would be
0.1115 and its solids weight percent would be 25 wt. %.

(b) The relative velocity equation V, - V.=V, a "'is given by Eq. (3.26a). The term
0., represents the in situ water volume fraction in the pipe. We can write M, = AV, a,p,
for the solids mass flow rate and M, = AV, a, p for the water mass flow rate, where 4
is the pipe inner cross-section flow area, and ¢ 1s volume fraction (where o L ta,= 1).
The subscripts f'and p refer to water and particles, respectively.

M M

P f n-1

- —=V
Appap Apfaf

poOr (3.41)

Making use of the mass flow rates, we obtain the relative velocity equation
We can evaluate the Reynolds number of the particles, Re . using Eq. (3.17a), and the
coefficient n using Eq. (3.27¢). The Galilei number is now given as

_8Dop, (P, —Py) _ 9.81x(0.002)° x998x (2650 ~998)

Ga > >
1 (0.001)

=129390

From Eq. (3.17a), we have
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-1.214

18 0.824 O 321 0.412
Re,, =(129390)"|| ————| +| ——"
, (129390) (129390)

This gives us Re = 544.7, which leads to

Re,, (1, 544.7x0.001
D,p,  0.002x998

V.= =0.273 m/s

p00
From Eq. (3.27¢),

1+0.0215Ga*”’
8 0.57
1+0.043Ga™

we have

_ 4 g1+ 0.0215x (129400)*7
" 1+0.043 % (129400)*

Finally, Eq. (3.41) gives
50 B 150
0.385x2650x(1—-a,) 0.385x998 xct,

=0.273027"!

where the pipe flow area 4 is 0.385 m?.

When we solve the above non-linear equation, we obtain a water volume fraction
of &, =0.9263 and a solids volume fraction of o = 0.0737. We recall that the inlet
particle volume fraction, (a ) , is 0.1115, as evaluated under case (a). The reason
for the difference between tﬁe inlet volume fraction and the in situ value within the
vertical pipe is that the particles move faster than the water due to their settling within
the pipeline.

FromM =AV a p ,we obtain

» »pFp

, M, 50

= = =0.665 m/s
P da,p,  0.385x0.0737x2650

for the particle velocity, which is relative to a stationary observer—the pipe itself.
From M, = A Vfa Py we obtain the fluid velocity,
y oM, 150

=L = =0.421
Aa,p,  0.385x0.9263x 998

which is also relative to the pipe itself.
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(¢) The in situ solids weight percent, Wp , 1s given as

100
_— 0P, __ 100x0.0737x2650  _ .o,

’ap, +a,p,  0.0737x2650+0.9263x998

If we were to measure the solids volume fraction inside the pipe using, say, a gamma
ray sensor, then 0.0737 would be the measured solids volume fraction value with a
solid weight percent of 17.4. In the next example, we will consider an upward flow of
a suspension in a vertical pipeline.

Water Solids

M| 4N

Figure 3.9 Downflow of a suspension.

Example 3.6 Upward Vertical Flow of a Slurry (Suspension) in a
Standpipe

In this example, we have an upward flow in a vertical pipe (Figure 3.10). The inlet
volume fraction of the particle solids and water are the same, including the particles’
Galilei number and » value. The difference arises in the mass balance equations. We
now have

M,=-4AV,a,p,
for the particle mass balance and
Mf = —AV/afpf

for the water mass balance.
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In our analysis, a negative sign denotes an upward direction, which is the case here
for both the particles and the water (conversely, a positive sign denotes a downward
direction). Since the mass flow rate is composed of scalar and positive numbers, it
becomes necessary to include the negative sign in the mass balance equations. The
relative velocity equation becomes

M M
L L=V, |} (3.42)
Aappp Aafpf [ ’ } !

leading to

B 50 N 150
0.385x (1—a,)x2650  0.385xat, x 998

= 0.2730@347_' (3.43)

Solving for o, we obtain 0, = 0.8200 and a._= 0.1800. Clearly, the particles’ in
situ volume fraction in the vertical pipe is much ﬁigher than that in the inlet mixture,
which is 0.1115.

Using the mass balance equations for the particles’ velocity in the pipe, we have:

-M 50

p

v, = = =—0.272 m/s
’ Aap,  0.385x0.18x2650

with respect to a stationary observer. For the fluid velocity in the pipe, we have:

=L = = —0.476 m/s
/" Aa,p,  0.385x0.82x998

also with respect to a stationary observer. The negative sign indicates that the velocities
are upward.
The in situ weight percent of the particles is given as

100
W, = pPp _ 100%0.18x2650 368wt %
a,p,+a,p, 0.18x2650+0.82x998

At 36.8 wt. %, the in situ solids concentration is much higher than the inlet
concentration (25 wt. %). The results of this example suggest that, at high coarse solids
loading, it is quite possible for a pipe to become “choked” during upward slurry flow
as a result of increased solids concentration in the pipe. This is particularly important
in the transportation of tailings slurry and oil sands lumps using vertical upward flows.
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Figure 3.10 Upflow of a suspension.

3.5. Ideal system: Multi-Particle System
Containing Different Species

We will now generalize the relative (slip) velocity established for a species of monosized
and monodensity particles. The relative velocity equation is necessary for dealing with
suspensions of particles of different sizes and densities. For example, it is applied in
the modelling of gravity separation vessels (employed in bitumen extraction), where
the sand grains and bitumen droplets vary in size and density.

Generalized relative velocity equations and batch settling have been proposed,
among others, by Lockett and Bassoon (1979); Masliyah (1979); Batchelor and Wen
(1982); Patwardhan and Tien (1985); Davis and Gecol (1994); Bhattacharya and
Dutta (2002); Xue and Sun (2003); and Berres, Biirger, and Tory (2005a, 2005b).
The Masliyah-Lockett-Bassoon (MLB) derivation will be employed where it was
extensively tested for its numerical stability by Biirger’s group (Basson, Berres, and
Biirger 2009). The Masliyah approach (1979) will also be used in our discussion.

The relative velocity equation was derived for the Stokes regime to give

2 —_
V_y = gD, (pi psusp) F(Otf)

Il (3.44)
18,
The suspension density is given simply by
N
pxusp = pf af + Zpiai (345)

i=1
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Here, N is the number of particle species. The term (p, - p
density is given by

) for particles of the same

susp

N
p _psus =p - pa+p ai:|
P P p { S p; (3.46)

=p,=Lpse +p, 0= ]=0 (p,=p))
For particles of the same density and size, Eq. (3.44) becomes identical to the
relative velocity equation [Eq. (3.24b)]. A difficulty arises in generalizing the relative

velocity equation for higher Reynolds numbers. To do this, we use a heuristic argument,
so that the relative velocity equation for higher Reynolds numbers can be given as

gDi2 (pi - psusp)

V.=V, = " - F(af ,Reiw) forRe,, <10’ (3.47)
u, [1+0.15Re)™ |

Here,

Vv = velocity of the i™ particle species in the suspension with
respect to a stationary observer;

V. = terminal velocity of the i particle species in an infinite
medium;

D, = diameter of the i™ particle species;

Re =  Reynolds number of the i" particle species
(Re= "V, Dyp, /1, )

a. = volume fraction of the i" particle species;

o, = fluid volume fraction in the suspension;

p, = density of the ith particle species;

P, = density of the fluid;

Pap = density of suspension; and

1y = viscosity of carrier fluid (e.g., pure water).

For an ideal mixture of spherical particles, where we deal only with hydrodynamic
effects, the hindered settling function can be given as a f”i 2 This leads to the following
relative velocity expression for a polydisperse system:

D} (p, - p,
I/"—Vf: g i (pz psuSp) a;i—2 forReiw<103 (348)

184, [ 1+0.15Re)™ |
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For a monodisperse system, Eq. (3.48) becomes equivalent to Eq. (3.26b). The ith
particle Reynolds number can be evaluated using Eq. (3.17a), and the Richardson-Zaki
index, n, can be evaluated using Eq. (3.27b) or (3.27c).

3.6. Non-ldeal System: Multi-Particle
System of the Same Species

The effect of colloidal forces on sedimentation of monodisperse systems is a very
complex research area, and has been researched extensively (see Buscall et al. 1982;
Buscall and White 1987; Auzerais, Jackson, and Russel 1988; Russel, Saville, and
Schowalter 1989; Barker and Grimson 1990; Al Naafa and Sami Selim 1993; Eckert
et al. 1996; and Vesaratchanon, Nikolov, and Wasan 2007).

For our purposes, we will expand on previous studies of ideal systems. So far,
we have considered only ideal suspensions, where colloidal forces have little effect
on the solid particulates. The hindered settling function, ¥’ (OL}, , Re ) 1s taken as
o ;‘2, which takes into account the hydrodynamic effect of the particfes’ assemblage
in a suspension. We need to generalize the hindered settling function, F (a,, Re ),
to include non-ideal systems, in which fine solids are present and colloidal forpngs
are of significance. The colloidal forces control particle aggregation (or flocculation)
and inter-particle interaction in terms of attractive or repulsive forces. Rather than
dwelling on modeling the colloidal forces, researchers have empirically adjusted the
hindered settling function to account for the colloidal forces (Tadros 1987). We will
follow this approach.

We have discussed the generalized relative (slip) velocity equation, as given by
Eq. (3.21):

V,=V,= prafF(Qf ’Repw)

For the special case of the Stokes regime, one can write

vV _V ngi(pp_pf)

=V, ™ aF(a) (3.49)

For batch settling (see Example 3.3), Eq. (3.49) reduces to

Vp 5
= F
':Vpoo :‘ Stokes af (af ) (3 50)

For non-flocculated large spherical particles in the absence of surface forces, the
function F (Otf) is given simply by F ((xf) = (1),2'7. For batch settling, this function
leads to ‘ ‘
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V
P :a;‘ﬂ :(l—ozp)“'7 (3.51)
': pw:‘Stokes

The index value of 4.7 is known as the Richardson and Zaki power. Several
experimental studies (Jottrand 1952; Whitmore 1957; Richardson and Meikle 1961;
Epstein 1979; and Vesaratchanon, Nikolov, and Wasan 2007, 2008) have shown that,
for batch settling tests of flocculating suspensions,

F(af ) =a; " (3.52)

where 7 is a non-zero positive number. For example, in the case of alumina powder of
a mean diameter of 5.5 um, the value of » was found to be 8.5. It was also found that
the value of r increases as the particle diameter decreases. The presence of the electric
double layers becomes more significant as the particle concentration increases and as
the particle size decreases (to, say, less than 1 um).

In order to accommodate the Richardson and Zaki power of 4.7 in a Stokes regime
that is normally associated with batch settling of non-colloidal solid spheres, several
researchers (Whitmore 1957; Richardson and Meikle 1961; Steinour 1944a, 1944b;
and Fouda and Capes 1977, 1979) introduced the following modified hindered settling
equation:

v, 47
== =(1-K
Ve J e (-ke,) 29

where K is the hydrodynamic volume factor and o_is the particles’ volume fraction.
This modification assumes the presence of an immobile liquid surrounding the particles
or aggregates. The presence of this ‘liquid film” increases the effective concentration
of the particles and thereby decreases the settling velocity of the suspension in a batch
settling tube.

For smooth large spheres (> 100 um), K has a value of unity, and Egs. (3.51)
and (3.53) become identical. For colloidal particles, the value of K can be as high as
3, such as in flat mica particles (Fouda and Capes 1977). Unfortunately, no uniquely
definable relationship has yet emerged between the hydrodynamic volume factor and
the particle shape or surface electric properties. Empirical modeling is required to
estimate K.

Comparing Egs. (3.50) and (3.53), the hindered settling function can be estimated
as

Fla,)=(1-Ka,)" Ja? (3.54)

For higher Reynolds numbers, Eq. (3.54) is generalized to

F(a,.Re,,)=(1-Ka,)' [a? (3.55)
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We recall that K is unity for large particles (> 100 um), and that K > 1 for small mineral
solids. In other words, fine clay particles behave as if they have an apparent volume
fraction that is several times their true size. The coefficient K is a function of the
system chemistry, the solids’ surface properties, and the solids’ size.

In summary, the generalized relative velocity equation for colloidal particles,
using the Richardson-Zaki hindered settling function, becomes

(1 —Ka, )”

ay

In terms of an explicit expression for the terminal velocity (i.e., for Re < 10%),
Eq. (3.56) becomes

gD; (pp—pf) (I_Kap)n

oy

V-V, =V, (3.56)

V -V, =

=V forRe,, <10’ (3.57)

184, [ 1+0.15Re} |

where the index n is given by Egs. (3.27b) and (3.27c). Clearly, when K is unity,
Eq. (3.56) becomes Eq. (3.26a), and Eq. (3.57) becomes Eq. (3.26b).

3.7. Non-ldeal System: Multi-Particle
System Containing Different Species

In the previous section, we dealt with a single-species non-ideal system, where all
the solids have the same diameter and density. Due to a lack of available literature
on non-ideal multi-species systems, we will employ an analogy to Eq. (3.55), which
considers a non-ideal single-species system, in order to arrive at the hindered settling
function for a non-ideal multi-species system. Thus, for the hindered settling function
for the ™ species, we write:

F(af,Rem):{l—iKiai /ocf2 (3.58)
i=1

where K is the hydrodynamic volume factor belonging to particle species i, whose
volume fraction in the suspension is . Although Egs. (3.27b) and (3.27¢), used to
evaluate index n, are strictly valid for ideal systems, they are nevertheless used here to
evaluate the Richardson-Zaki index, n,. This is justified by the fact that the non-ideality
is accommodated for by the K, coefficient in Eq. (3.58). The relative velocity for a
non-ideal multi-species system becomes

D*(p, -
o) T 5T L
18, [1+0.15Re™ [ L 3

forRe,, <10’

(3.59)
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In the limiting case of an ideal monodisperse system where all solids are of the same
density and diameter, Eq. (3.59) becomes Eq. (3.26b).

3.8. Modelling of a Gravity Separation
Vessel

3.8.1 Modelling of a Bidisperse Suspension Separation

Gravity separation vessels are used in the oil sands industry to separate aerated bitumen
from the slurry at the exit of the hydrotransport pipeline, as shown in Figure 3.11.
Gravity separation vessels have several streams, including a slurry feed stream from
which the aerated bitumen needs to be recovered; a tailings stream that carries nearly
all the coarse sand and fugitive bitumen and exits at the bottom of the vessel; and
a bitumen froth stream that carries the bulk of the recovered bitumen. In addition,
there is a middlings stream located near the middle of the vessel that withdraws a
slurry stream into flotation cells. There are also input streams to the vessel for froth
underwash and middlings displacement.

Bitumen
Dilution froth
water
Froth
¢ ¢ ¢ ¢ # underwash
| —_—
——————»
Hydrptra_nsport Middlings stream
pipeline to flotation

Middlings displacement
from flotation cell tailings

Tailings
stream

Figure 3.11 Gravity separation vessel with its various input and out-
put streams.

The modelling of a laboratory-scale gravity separation vessel was conducted using
the concepts put forward in the previous sections. Masliyah, Kwong, and Seyer (1981)
worked with a pilot-type arrangement that separated two solids species, one light and
the other heavy. Nasr-El-Din et al. (1988) also used a laboratory set-up for two particle
species. The details of the experimental set-up, tests, and modelling of both groups can
be found in their respective papers, referenced at the end of this chapter.
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Masliyah, Kwong, and Seyer (1981) assumed a gravity separation vessel to consist
of a source zone, located where the feed is discharged into the separation vessel, as
shown in Figure 3.12. This zone supplies the solids to the underflow and overflow
streams. The composition of this zone is not necessarily the same as that of the feed
stream. The concentration of the heavy and light particles within this zone is assumed
to be uniform. If the downward fluid velocity is higher than the rise velocity of the
light particles, the fluid can carry the light particles across the lower boundary of the
source zone to report to the underflow stream. Light particles can also cross the upper
boundary of the source zone to report to the overflow stream. No light particles can
cross the lower boundary to enter into the source zone. A similar constraint applies to
the heavy particles (in this case, mineral solids) at the upper boundary of the source
zone, in that no heavy particles enter the source zone from the upper boundary.

’—> Overflow stream
Qo CIfo alo aho

Vfo Vlo Vho
T T T Overflow

___________ boundary
Source zone

Feed —— a; a, a,
Qr 0 O Qe

___________ Underflow
1 1 l boundary
Vfu VIU th

\—v Underflow stream

Qu C{fu alu ahu

Figure 3.12 Schematic of a vertical settler for the mathematical model
showing the source zone.

In order to simplify our analysis below, we are assuming that we have ideal
spherical particles and that the Stokes regime applies (i.e., F(af) = a?7). We also
assume that hard pull takes place in the overflow stream, and that there is no middlings
stream. As well, only two species of particles are assumed to coexist in the present
analysis: heavy particles, which represent the mineral solids, and light particles, which
represent the aerated bitumen. In an actual gravity separation vessel model, several
species of mineral solids and aerated bitumen droplets are present.
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Now let us go back to the simplified gravity separation vessel model. The
volumetric balances over the source zone are given by the following equations:

for fluid:
Oray = Ao, (Vﬁ, Ve ) (3.60)
for light particle species:
Oy = Ao (V=V}, (3.61)
and for heavy particle species:

Ora,: = Ao, (V,, =V,,) (3.62)

where Q. is the volumetric flow rate of a slurry feed of light and heavy particle volume
fractions of @, and a, ., respectively; Vlu and Vho are the velocities of the light
and heavy particles at the underflow and overflow boundaries of the source zone,
respectively; o O and a, are the source zone volume fractions of the fluid, light
particle species, and heavy particle species, respectively; and A4 is the cross-sectional
area of the vessel. The downward direction is taken as positive.

The vertical velocity of a particle species at the overflow boundary of the source

zone is given by the following equations:

for light particles:
D> _ ' a?’
V=V, + gh; (Pz Psmp) / (3.63)
184,
for heavy particles:
D> . a?’
V.-V, R (Ph Pwsp) / (3.64)
18,

Similarly, the vertical velocity of a particle species at the underflow stream
boundary of the source zone is given by the following equations:
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for light particles:

4 gD12 (pl - psusp)a;.7
18,

Vie=Va (3.65)

for heavy particles:

N gD,f (Ph ~ Pausp )O‘;j
184,

Vie =V (3.66)

where D, and D, are the diameter of the light and heavy particles species, respectively;
p,> P, and I the density of the light particles, heavy particles, and the
suspension, espectively; and i fis the viscosity of the working fluid (i.e., pure water).
The suspension density is given by

Posp =0 Py T 040, + P, (3.67)

where p x is the fluid (water) density. In the absence of a middlings zone and the
presence of a “hard pull” in the overflow stream, one must specify the withdrawal rate
of either the underflow or overflow stream. The overflow stream flow rate, QO , must be
specified. It is given by

0, =—A|V, o, +V,,+V, | (3.68)

An additional constraint for the source zone is

a, +a,+a, =1 (3.69)

Egs. (3.60) to (3.69) provide a simple one-dimensional model for the continuous
separation of a bidisperse suspension in a vertical settler, in the Stokes regime, in the
absence of any lateral concentration gradients. The unknowns to be evaluated are o oo
a, e, Vies Vi Vﬁ] , V>V, and V. The feed stream flow rate and composition are
specified together with the overflow (or underflow) stream flow rate.

Model Verification

Experimental work was conducted with an idealized system using an experimental
set-up, as shown in Figure 3.13 (Nasr-El-Din et al. 1988). The modelling was carried
out using a non-Stokes regime. The bidisperse suspensions used were made up of
monosized spherical particles of light polystyrene beads (D, = 0.265x10° m and
p, = 1050 kg/m?) and heavy polymethyl methacrylate beads (D, =0.261x 10 m and
p, = 1186 kg/m’) in a salt solution (e, = 1.41x 107 Pa-sandp, = 1120 kg/m?).

The cross-sectional settler dimensions are 8 cm X 0.53 c¢m, and its ’Leight is 40 cm.
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Figure 3.14 shows the concentration of heavy particles in the underflow
and overflow streams at a feed flow rate of 1.41 cm?®/s. The feed stream has equal
volume fractions of heavy and light particles where a,, = @, . = 0.06. Because of
the symmetrical properties of the system and the operating conditions, the variation
of the heavy particles’ concentration as a function of the split ratio, @, /0, , is a
mirror image of that of the light particles (Q,, is the underflow stream flow rate and
Q.. is the feed volumetric flow rate). At split ratios greater than 0.7, the upward water
velocity is not sufficient to carry any of the heavy particles to the overflow; hence, its
concentration («, ) approaches zero. Over this range of split ratios, one can observe a
bidisperse zone below the feed and a monodisperse zone of light particles above the
feed. A mirror image behaviour was also observed with symmetrical feeds at all other
feed flow rates studied. This behaviour is to be expected, as both the light and heavy
particles have the same relative velocities due to their equal size, feed concentration,
and density difference with respect to the fluid.

41
TV
45¢

Overflow

2 Feed |

=
n |

f——40cm

8 cm P = Peristaltic pump
- S = Settler
X T = Feed tank
| T3 TV = Three-way valve
P Underflow 1,2,3 = Location of sampling ports
P <
T P

Figure 3.13 Experimental set-up of bidisperse separation in a vertical
gravity separation vessel.

Source: Nasr-El-Din et al. (1988).
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32

Feed flow rate = 1.41 cm3/s

— Model predictions
m Heavy in underflow
24 7 O Heavy in overflow
® Light in overflow
o Light in underflow

Concentration (volume %)

0 0.2 0.4 0.6 0.8 1.0

Fraction of feed in underflow

Figure 3.14 Figure 3.14 Variation of light and heavy particle concen-
trations in the overflow and underflow streams as a function of the
split ratio 0, /0, , for @, = 0.06 and «, .= 0.06.

Source: Nasr-El-Din et al. (1988).

While the exit concentrations presented here are a useful measure for designs
based on purity specifications, the variation of recovery under the operating conditions
is an alternate measure of the performance of a settler. Recovery is defined as the
fraction of light (or heavy) particles in the feed that has been collected in a product
stream. Figure 3.15 shows the recovery of light particles in the overflow stream
and heavy particles in the underflow stream as a function of Q, /0, and O, /0,
respectively, at O, = 1.41 cm¥sand o, = a, .= 0.06 . At low split ratios (< 0.3), the
recovery of light particles in the overflow is 100 %. At higher split ratios (> 0.3), the
recovery decreases linearly with increasing split ratio.

Agreement with the model’s predictions, as well as the mirror image behavior, is
evident in Figure 3.15. Note that a 100 % recovery of light particles in the overflow
only implies that all the light particles in the feed have reported to the overflow. In
particular, it does not exclude the presence of heavy particles in the overflow stream;
consequently, a different performance measure should be used. The concentration
variation, shown in Figure 3.14, provides this necessary information. Although the
system is symmetrical, one has to operate the settler at a split ratio of 0.85 to obtain
an even distribution of light particles in the product streams, as shown by the dotted
lines of Figure 3.15.
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Figure 3.15 Figure 3.15 Recovery of light and heavy particles as a
function of the split ratio 0, /Q, , for &, = 0.06 and a,, = 0.06..

Source: Nasr-El-Din et al. (1988).

3.9. Inclined Plate Settlers (IPS)

The removal of particulate solids from process streams is usually required in many
industrial processes. In particular, it is desirable to separate heavy solid particles and
light bitumen droplets from slurry streams, such as gravity separation vessel feed
streams or diluted bitumen froth streams. Normally, vertical gravity separation vessels,
cyclones, and centrifuges are employed for the separation of the heavy and light
species. However, there is another class of gravity separators known as inclined plate
settlers. In order to gain an appreciation for this technology, we shall first consider
heavy solids separation, followed by heavy and light species separation.
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3.9.1 Settling of Heavy Particles in an Inclined Plate
Settler

The curious phenomenon of settling in inclined plate settlers was first reported by
Boycott (1920). Boycott observed that when “oxalated or defibrinated blood is put to
stand in narrow tubes, the corpuscles sediment a good deal faster if the tube is inclined
than when it is vertical.” This phenomenon is referred to as the Boycott effect. Acrivos
and Herbolzheimer (1979, p. 437) give an excellent account of Boycott effect:

To begin we note that, [in an inclined tube], if the particles just settled vertically,
particle-free fluid would appear above the suspension, both at the top of the
vessel and directly under the downward-facing surface, and that every point
on the interface separating the clear liquid region from the suspension would
fall vertically with a velocity v , the particle settling velocity of the same
suspension as measured in a container with vertical walls. Experimental
observations of the inclined settling process show, however, a markedly
different [settling-flow] behaviour. First of all, although a clear-fluid layer
does form under the downward-facing plate [see Figure 3.16], its thickness
remains small and is essentially independent of time. Also, although a sharp,
effectively horizontal interface between the suspension and the clear liquid
does exist on top (as in a vertical settling), this interface falls with an enhanced
vertical velocity that is typically several times greater than v [where v _is the
particle settling velocity of the same suspension in a container with vertical
walls].

Indeed, as can be seen from Figure 3.16, clarified liquid crosses the B-C boundary
from the suspension into the clear liquid layer and flows upwards along the upper
inclined container’s wall.

Clear liquid

Clear liquid

flowing upward Suspension interface

Initial suspension

Moving sediment

Sediment

Figure 3.16 Effect of feed flow rate on the recovery enhancement fac-
tor.

- 166 -



Ponder (1925) and Nakamura and Kuroda (1937) developed a kinematic model
to explain the enhanced vertical velocity of the suspension, referred to as the PNK
theory. They argued that the volumetric flow rate of the clarified liquid crossing the
inclined interface (B-C) is added to the clear liquid above the horizontal interface
(A-B) (Figure 3.16). According to the PNK theory, the volumetric liquid flow rate
across B-C represents the enhanced vertical velocity of interface A-B. The volumetric
rate (S), at which clarified liquid is formed above the suspension, is given by the
particles’ velocity (v ; as in a vertical settler) multiplied by the area normal to flow and
the particle concentration in the suspension:

H b
S= x(v sin@)a, + a 3.70
(cos@j v, ) r (cos@jv" r 0

Here, v, is the vertical fall velocity of particles in the same suspension in a vertical
container, and & _is the volume fraction of the solids in the suspension. The overall
volumetric rate of the clarified water is the same as the product of the observed fall
velocity of interface A-B, Vv, times its area and solids concentration:

S =

- vxa, (3.71)

E)

Equating equations (3.70) and (3.71) leads to
H .
v=v, (1+?sm9) (3.72)

where Vv is the observed fall velocity of interface A-B. As the term in the brackets
of Eq. (3.72) is greater than unity, there is an enhancement in solids settling. This
enhancement is simply due to an increase in the settling surface area, as represented
by H sinf / b.

Acrivos and Herbolzheimer were the first to identify the conditions for which
Eq. (3.72) is valid. According to their argument, Eq. (3.72) can be used to predict the
settling rate in inclined channels provided that “(i) the suspension is monodisperse,
(i1) the particle Reynolds number is small, (iii) the initial concentration distribution is
uniform, (iv) A [the ratio of the sedimentation Grashof number and the sedimentation
Reynolds number] is large, and (v) the interface between the clear fluid and the
suspension remains stable” (Acrivos and Herbolzheimer 1979). A and Re are defined
as follows:

H? — o
_ glp,—p,a, nd Re —
Vou, Hy

p Hv

A 0 (3.73)

where p and p_are the densities of the solids (particulates) and fluid, respectively; i
is the fluid viscosity; H is the suspension height; g is the gravitational acceleration; ané/
a, is the suspension solids volume fraction.
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Modelling for polydisperse suspensions was carried out by Davis and Gecol
(1994) using Batchelor’s coefficient (Batchelor and Wen 1982; Batchelor and Janse
van Rensburg 1986).

3.9.2 Separation of Particles in an Inclined Plate Settler

Batch separation of bidisperse suspensions of light and heavy particles has been
examined by Law, Masliyah, and Nandakumar (1987) and Law et al. (1988). In the
absence of lateral concentration heterogeneities (fingers), it was found that the PNK
model predicts the settling rates of light and heavy particles fairly well. The theoretical
model developed for the case of an inclined settler (Masliyah, Nasr-El-Din, and
Nandakumar 1989) very closely follows that developed for a vertical settler (Masliyah,
Kwong, and Seyer 1981; Nasr-El-Din et al. 1988).

Figure 3.17 shows the recovery enhancement factor as a function of the feed flow
rate at a split ratio O, /O, = 0.5, with the angle of inclination as a parameter. The
recovery enhancement factor is defined as the ratio of recovery at an angle 6 to that at
angle 6 = 0° (i.e., a vertical column) at the same conditions. For a given angle 0, the
recovery enhancement factor curve exhibits a maximum, and both the location and the
value of the maximum depend on the angle of the inclination. Figure 3.17 suggests that
the optimal use of an inclined plate settler is dependent on the feed flow rate employed
(Masliyah, Nasr-El-Din, and Nandakumar 1989).

16 P N R B

1.4 L

1.3 -

1.2

1.1

Recovery enhancement factor

0.9 T T T T T T T
1.0 2.0 3.0 4.0 5.0

Feed flow rate (cm3/s)

Figure 3.17 Effect of feed flow rate on recovery enhancement factor.
Cross-sectional area is 4.24 cm?; all other physical properties are
similar to those in source study.

Source: Nasr-El-Din et al. (1988).
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3.10. Concluding Remarks

The analysis presented above is very powerful for the study of the rise and fall of
multi-species particulates in essentially vertical flows. For horizontal slurry flows, the
analysis is not as straightforward and would require substantial experimental input.
There is much need for theoretical and experimental studies of settling of particulate
systems where both colloidal forces and hydrodynamic forces are present.
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Chapter 4

Physical and Chemical Properties
of Oil Sands

In this chapter, we will discuss the physical properties of oil sands constituents and the
chemical properties of bitumen that are relevant to the recovery of bitumen from the
Athabasca oil sands.

Typical oil sands consist of a mixture of coarse sand grains, fine mineral solids,
clays, formation water, electrolytes, and bitumen. Clay minerals are assumed to be
suspended mainly in the water phase (Takamura 1982). A schematic illustration of the
oil sands matrix is shown in Figure 4.1. The bitumen content (saturation or grade) can
vary widely, from zero to as high as 16 % by weight. Low bitumen saturation is of less
commercial value in present commercial open-pit mining operations, where the cutoff
for mining is 7 % by weight. Mineral solids constitute the most mass in oil sands ores.
Water content can vary from nearly zero in dehydrated (weathered) oil sands ores to as
high as 7 % by weight. The indigenous formation water present in oil sands contains
a variety of electrolytes, including sodium, calcium, magnesium, chloride, potassium,
sulphate, and bicarbonate ions. The concentrations of these electrolytes vary widely,
from high values (marine-type ores) to low values (fluvial ores). In marine-type ores,
the sodium concentration is similar to that of seawater.

Water

Bitumen

Sand
Fine solids

Figure 4.1 Oil sands matrix.
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The properties of oil sands constituents play a major role in determining the
processability of oil sands ores. The nature of the bitumen and its components; the
bitumen’s physical and interfacial properties; the mineral solids size distribution; the
percent fine solids and clays in the ore and their mineralogy and surface characteristics;
the pH of the formation water; and the electrolyte type and concentration all play an
important role in the efficiency of bitumen liberation, flotation, and recovery. These
properties also dictate the choice of operational conditions and the type of equipment
used in oil sands extraction processes.

The physical and interfacial properties of an oil sands ore are influenced by the
processing temperature, the properties of the processing water chemistry, and the type
of diluent used in bitumen froth treatment.

The successful application of water-based technology in the recovery of bitumen
from the Athabasca oil sands lies in the key fact that the sand grains are hydrophilic.
There is a notion that a thin layer of water surrounds individual sand grains, separating
them from the bitumen. As noted by Mossop (1980):

Perhaps the single most characteristic feature of the Alberta oil sands,
and almost certainly the most fortunate, is that the grains are water-wet or
hydrophilic. The oil in the pores is not in direct contact with mineral grains.
Rather, each grain is surrounded by a thin film of water beyond which, in
the center of the pore, is the oil. This hydrophilic tendency of the sands is
fortunate because the hot water extraction process would not work if the
grains were other than water-wet.'

The presence of a water film around the sand grains of the Athabasca oil sands
deposit has been postulated from the early stage of oil sands development (Clark and
Pasternack 1932; Ball 1935; Clark 1944). It was hypothesized that, were it not for the
intervention of the water layer, the process of bitumen separation from the oil sands
would not only be difficult, but also economically unfeasible (Fitzgerald 1978).

The water film is assumed to be stabilized by electrostatic forces between the
electrical double layers created at the oil-water and sand-water interfaces (Takamura
1982; Hall, Collins, and Melrose 1983; Anderson 1986). The thickness of the thin
water film sandwiched between a sand grain and bitumen is predicted to be about
10 nm (Takamura 1982; Hall, Collins, and Melrose 1983). However, the existence of
this water film remains to be experimentally verified.

The hydrophobic character of sand grains in the Utah oil sands, as opposed to
the hydrophilic nature of those in the Athabasca oil sands, may partially explain why
the Utah oil sands cannot be effectively processed using conventional water-based
extraction processes (Sepulveda and Miller 1978; Miller and Misra 1982; Misra and
Miller 1991). Czarnecki et al. (2005) give a detailed discussion on the possibility of
the presence of a water film on the Athabasca sand grains. For our purposes, it is
sufficient to designate a surface as being hydrophilic or hydrophobic when referring
to solids.

1 In this quotation, Mossop uses the terms ‘hydrophilic’ and ‘water-wet’ as synonyms,
which may not be necessarily correct, as discussed in more detail in Chapter 2 of this volume.
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Clay minerals are assumed to be suspended mainly in the water phase (Cottrell
1963; Cameron Engineers 1978; Takamura 1982). A schematic illustration of this
structural model, normally referred to as Cottrell’s model, is shown in Figure 4.2.
Dusseault and Morgenstern (1978) and Mossop (1980) suggested alternative models.
Another model, clearly showing a thin water layer on a sand grain, is shown in
Figure 4.3 (Takamura 1982).

Water
envelope

Fines

Sand
particle

Bitumen

Sand
particle

Sand
particle

Figure 4.2 A schematic model structure of Athabasca oil sands.

Source: Cottrell (1963).

Quartz or
clay mineral

Figure 4.3 A refined model for the structure of Athabasca oil sand.

Source: Takamura (1982).
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In order for bitumen embedded in the unconsolidated coarse sand and clays to be
separated out, it must be 1) liberated (i.e., taken out) from the sand grains, 2) become
aerated, and 3) float to the top of the pulp, where it is collected as bitumen froth.
This is achieved by mixing the oil sands with hot water and any entrained air. The
efficiency and kinetics of bitumen separation are linked to the properties of the ore
constituents and the physicochemical properties (temperature and chemistry) of the
processing water.

For convenience, the physical properties of oil sands are divided into two broad
categories. The first includes bulk properties, such as density, viscosity, reflective
index, specific heat, and heat of combustion. The characterization of oil sands ores,
in terms of mineral particle size distribution and electrolyte type and concentration
in the formation water, is also grouped into this category. Bulk properties are easily
appreciated in many cases. For example, the viscosity of bitumen, as affected by
temperature and diluent (solvent) addition, is known to affect bitumen flow in a
pipeline; while the solids particle size distribution and the presence of clays have
been proven to affect slurry flow in a hydrotransport or tailings pipeline (in terms
of pumping power requirements and pipe sanding prevention). The second category
deals with interfacial properties, including surface properties such as wettability
(contact angle), surface tension, interfacial tension, and surface charge. The slurry
that results from the processing of oil sands is made up of coarse and fine solids,
clays, bitumen droplets, and air bubbles. The interaction among these entities is highly
influenced by their surface characteristics. For example, the attachment of a clay
particle to a bitumen droplet surface, or the liberation of bitumen from a sand grain,
is directly affected by the surface properties of the clays, bitumen, and sand grains.
The surface properties of mineral solids, air bubbles, and bitumen are influenced by
water temperature and chemistry. For our purposes, it suffices to say that the presence
of ions (such as sodium, calcium, magnesium, chlorides, or/and bicarbonates), the
water alkalinity, and surfactants (surface-active agents) individually and collectively
determine the nature of the water chemistry.

The surface properties of sand grains and bitumen also have a marked effect on
the separation of bitumen from the sand grains. Since the liberated bitumen needs to be
floated, the air-bitumen attachment process (i.e., bitumen aeration) is vital for bitumen
recovery. Clearly, it is necessary to understand the surface properties that affect the air
attachment process.

The chemical properties (composition) of bitumen are also of key importance in
bitumen upgrading; these will be discussed briefly for completeness in Section 4.8.
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4.1 Oil Sands Composition: Bitumen,
Mineral Solids, and Inorganic lons

4.1.1 Bitumen Grade Distribution

The amount of bitumen in Athabasca oil sands ores ranges from ~ 0 % to 16 % by
weight. An ore with a bitumen content of 7 wt. % to 8 wt. % is considered to be
low-grade; 8 wt. % to 10.5 wt. %, average-grade; and 11 wt. % or more, high-grade.
Typically, the oil sands ore mined by the four commercial open-pit mining operators
(Suncor, Syncrude, Albian, and CNRL) is about 9 wt. % to 13 wt. % bitumen, with
a minimum grade cutoff of 7 wt. %. Figure 4.4 shows the bitumen grade distribution
for the Jackpine Mine Lease for a TV:BIP (total volume—to—bitumen-in-place) ratio
of < 12. In mining operations, there is a cutoff in the bitumen grade distribution at
7 wt. % grade and at a minimum ore thickness of 3 m.

Figure 4.5 shows the bitumen grade distributions for different leases on CNRL’s
Horizon Project. The volume-weighted average ore grade for the Horizon-area deposit
is ~ 10.8 wt. % bitumen. However, the ore grade within the lease varies depending
on the stratigraphical location, from low bitumen grades in the upper part (Upper
McMurray) to higher bitumen grade in the middle and lower regions (Middle and
Lower McMurray). From Figures 4.4 and 4.5, it is clear that there is no uniformity
in the bitumen grade across a lease, and certainly not across the entire Athabasca oil
sands area.

Percent of oil sands total volume
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Figure 4.4 Bitumen grade distribution in Jackpine Lease.
Source: Shell Canada Ltd. (2007, p. 4.14).
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Figure 4.5 Bitumen grade variation with depth for CNRL Horizon Project (a)
Lease 18, (b) Lease 10, and (c) Lease 25, by mining bench.

Source: Canadian Natural Resources Limited (2002a, p. 2-47).
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4.1.2 Mineral Solids

The particle size distribution (PSD) of mineral solids in an oil sands ore can vary quite
substantially from one ore body to another, from submicron-size to nearly over 1 mm
(1000 um). The PSD of mineral solids is a very important parameter in designing
tailings and hydrotransport pipelines. The minimum velocity required to move the
solids within a hydrotransport or tailings pipeline is a function of both the fine and
coarse mineral solids content. To minimize pipeline erosion, slurry pipelines are
normally operated at the lowest possible velocity, i.e., the lowest velocity at which
no stationary solids bed is formed. Accordingly, the PSD of mineral solids is needed
for the design and operation of tailings and hydrotransport pipelines. In addition,
because the content of fine solids and clays play such a major role in bitumen flotation,
knowledge of the PSD of solids in an ore body becomes one of the first steps in oil
sands ore characterization.

Fines is the term adopted by the oil sands industry to describe the portion, by
weight, of mineral solids that are smaller than 44 um. Clays refers to mineral solids
smaller than 2 pum, while clay minerals can refer to clays of any size, as the term
describes their chemical, rather than physical, nature. Figure 4.6 shows the size
distribution of mineral solids in an oil sands ore with a fines content of 30 % and
a mean size (D, ) of 72 um (i.e., 50 % of the mineral solids have a size of less than
72 um). The actual particle size distributions of ores of different percent fines in the
Athabasca formation are shown in Figure 4.7. Within a given lease, the particle size
distribution can vary over quite a large range. The percent fines shown in Figure 4.7
ranges from approximately 8 % to 30 %, with a corresponding D, of 300 pm and
85 um, respectively.
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Figure 4.6 Particle size distribution of mineral solids in oil sands
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Figure 4.7 Particle size distribution of the mineral solids in oil sands.
Source: Tipman and Sharp (2004).

The percent fines (weight percentage of mineral solids smaller than 44 um) in an
oil sands ore is an important parameter for ore characterization. First, by and large, the
percent fines can be correlated with bitumen recovery. Other parameters being equal,
a high-fines ore leads to a lower bitumen recovery. Percent fines is referred to in the
industry in a variety of ways, such as in fine solids capture during the beaching of
tailings streams into a tailings pond; during the reprocessing of mature fine tailings; in
designing gravity separation vessels; and in defining government regulations in terms
of fine tailings capture and storage. Moreover, bitumen grade (saturation) is, to some
extent, correlated to percent fines.

One would expect solids much smaller than 44 um (e.g., 1 um) to affect bitumen
recovery through their interaction with bitumen. Indeed, there is a reasonable
correlation between percent fines and smaller-size minerals, as seen in Figure 4.8.
It is likely that this positive correlation led to the industry’s use of 44 um as a cutoff
marker for fines solids. It is worth noting that wet sieving, using standard procedures,
leads to reproducible sieving results down to 44 um. Solids characterization for
particles smaller than this can be equipment-dependent. It is therefore more difficult to
compare bitumen recovery data for smaller solids (e.g., 1 um) across different testing
equipment. Nevertheless, it may be preferable to use a given measuring technique and
available PSD data for solids smaller than 44 um to correlate solids of, say, 1 um, with
oil sands processability. Figure 4.9 shows that it is possible to correlate cuts of 1.9 pm
and 44 pm with D, .

The results of a typical x-ray diffraction analysis of oil sands solids, including both
the coarse and fines solids fractions, were combined to characterize oil sands solids
(Hepler and Smith 1994). A typical mineral composition of the total solids is given
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in Table 4.1. Heavy minerals, such as titanium, are found in the fraction representing
smaller-size mineral solids.

Mineral solids < 1.9 and 5 um (wt. %)

100

Mineral solids < 44 pym (wt. %)

Figure 4.8 Relationship between < 44-um size fraction and the < 5-um size
fraction of solids in Athabasca oil sands.

Source: Sanford (1983). Data for 1.9 ym are taken from Imperial Oil (2005 p. 4-12).
See also Shaw, Schramm, and Czarnecki (1996).
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Figure 4.9 Variation of percent fines (44 um and 1.9 pm) with D, for various
ores.

Sources: Open circles and squares from Imperial Oil (2005, p. 4-12); diamonds
from CNRL (2002a, p. 2-45); solid circles from Suncor Energy Inc. (2005, p. 4-42);
crossed squares based on University of Alberta data.
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Table 4.1 Mineral components in total oil sand solids
Source: Hepler and Smith (1994).

Component Weight percent
Quartz 82
K-feldspar 5
Calcite Trace
Dolomite Nil
Siderite Trace
Pyrite Nil
Kaolinite 4
Ilite 7
Chlorite
Smectite Trace
Mixed layer clays 1
Anhydrite Trace

Clays

Various types of clays are a major contributor to the fines content of oil sands ores. The
type and amount of clay play a critical role, not only in bitumen recovery and froth
treatment, but also in tailings management and process-affected warm water recycling.
In bitumen recovery, the presence of clays can cause slime coating on bitumen
droplets and hinder bitumen aeration. Clay fines can also induce slurry gelation in
primary separation vessels (cells), which can hinder the flotation of aerated bitumen.
In bitumen froth treatment, the presence of clays can contribute to the stabilization
of emulsions of water in diluted bitumen, creating challenges in producing a bitumen
product of required specifications for downstream upgrading. In tailings management,
the formation of mature fine tailings or fluid fine tailings in tailings ponds is mainly
attributed to clays. The challenges presented by the presence of clay minerals in oil
sands processing are largely related to the high specific surface areas and anisotropic
surface characteristics of small-sized platy clay particles. Understanding the properties
of clays is, therefore, of great importance, as they affect the entire process chain of
bitumen recovery and tailings management.

The typical composition of clays commonly encountered in the Athabasca oil
sands is shown in Figure 4.10 and Table 4.1. The dominant clay minerals are kaolinite
and illite.? Trace amounts of montmorillonite and smectite clays may be present in the
fines fraction.

2 The ratio of kaolinite to illite shown in Table 4.1 is different from the pie
chart value in Figure 4.10. This difference is due to different ore samples being used
in the analysis and the fact that the ore body is not uniform across the Athabasca oil
sands area. By and large, kaolinite is the dominant clay fraction.
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Figure 4.10 Relative amounts of clay minerals in an oil sands sample.

Source: Cuddy (2004).

Asshownin Figures 4.11 and 4.12, clay minerals are composed of two basic layers:
a silicon-oxygen tetrahedron sheet (T) and an aluminum-oxygen-hydroxyl octahedron
sheet (O, known as gibbsite). When the octahedron sheet is made of magnesium
hydroxide, it is called brucite. Different arrangements of tetrahedron and octahedron
basic sheetsresultin various types of clay minerals, such as two-layer structured kaolinite
(1:1 or =TO-TO-), and three-layer structured illite and smectite (2:1 or —=TOT-TOT-),
where — represents binding between two-sheet (TO) or three-sheet (TOT) unit layers,
known as building blocks. The tetrahedron and octahedron sheets are covalently bound
through sharing of the apex oxygen atoms of the tetrahedron sheet. The structures of
four typical clay minerals encountered in the oil sands are shown in Table 4.2. The
schematic structures of these four clay minerals are shown in Figure 4.13.

Tetrahedral sheet

Layer
Octahedral sheet

Interlayer
Tetrahedral sheet Layer

Octahedral sheet

Figure 4.11 Two unit layers of kaolinite, with an interlayer between them.
Each layer is composed of a siliceous tetrahedral and a dioctahedral
aluminous sheet.

Source: Konan et al. (2007).
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Figure 4.12 Two unit layers of illite with potassium ions in the interlayer
between them. Each layer is composed of one dioctahedral aluminous
sheet sandwiched between two siliceous tetrahedral sheets.

Source: Konan et al. (2007).

Table 4.2 Characteristics of clays commonly encountered in oil sands

formations
. Kaoli- . Montmo- .
Mineral a0 Ilite lontmo Chlorite
nite rillonite
Abundance
69 28 0.3 1
(wt. %)
Composi- ALSi, 0Oy K(ALFe,Mg), (Na,Ca,H,0) [Al,_(Fe, (Mg,Fe,Al),
tion* (OH), (A1,S1),0,(OH), Mg)Si,0,,(OH),] (A1,S1),0, (OH),
Type of Two-Layer
Three-L TOT
structure (TO) ree-Layer ( )
SiOSi SiOSi
Cleavage . .
siloxane o siloxane
(Basal) ALOH SiOSi siloxane
lanes ) MgOH hydroxyl
P hydroxyl gOH hydroxy
Isomf)rp%llc LowinT Highin T Both in T and O
substitution
C(.)mp.e nsa- K* K* Na*, Ca?* O-brucite
ting 10ns
Specific
surface 50-120 (external)
10-20 65-100 42
area 700-840 (total)
(m2/g)*
Cation
h
erennes 35 10-40 80-150 10-40
capacity
(meq/100g)

*Mitchell (1976).
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Figure 4.13 Schematic structure of four clay minerals typically encountered
in oil sands.

Both kaolinite and illite clays are not expandable, i.e., they do not easily swell in
water. Smectite clays, however, are known to do so, and can have a marked influence
on the viscosity of the conditioning slurry. The presence of smectite clays can cause
gelling in a gravity separation vessel, as mentioned above. Smectite is also characterized
by a large specific surface area and high cation exchange capacity. Current literature
recognizes smectite as a group and montmorillonite as a mineral belonging to the
smectite group (van Olphen 1963; Giese and van Oss 2002).

Two-Layer Kaolinite Clays

Kaolinite is a Si:Al 1:1-type clay (Figure 4.11). Each unit layer is made up of a siliceous
tetrahedral and a dioctahedral aluminous sheet. The 1:1 layer has basal oxygen on
the tetrahedral surface sheet and hydroxyls on the octahedral aluminous sheet. The
bonding between the unit layers occurs via a hydrogen bond between one hydroxyl
group in the octahedral surface and the adjacent oxygen in the tetrahedral surface. As
there is an abundance of these bonds, the binding between the layers is strong. In other
words, kaolinite clays do not delaminate easily. The layers do not swell when placed
in water or in an electrolyte solution.

In nature, water can intercalate with kaolinite clay to form Al,Si,O5(OH),-2H,0
clays, thereby increasing the layer thickness from 0.7 nm to ~ 1 nm. There is very little
ionic penetration into the interlayer by ions present in the electrolyte solution. The
cationic exchange of kaolinite clay (i.e., the ability to exchange, say, sodium within the
layer with calcium in an external electrolyte solution) is considered to be low. Cationic
exchange occurs mainly at the edges of the layers.
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The ion exchange offered by the clays is of great importance. The clays act as a
sink or a scavenger for calcium present in the processing water, where high levels of
calcium ions can be detrimental to bitumen recovery. For each atom of calcium taken
up by kaolinite clay, two atoms of sodium are released from its outer surface (Stumm
and Morgan 1996; Essington 2004).

The perfect tetrahedron and octahedron sheets are electrically neutral. However,
isomorphic substitution of higher valance cations by lower valence cations of
similar sizes, such as silicon (Si*) by aluminum (AI*") in the tetrahedron sheet and/
or aluminum (AI*) by magnesium (Mg?*) in the octahedron sheet, results in a net
charge deficiency, causing the building blocks to carry a permanent negative charge.
The charge deficiency is balanced by interstitial compensating cations (such as
sodium, potassium, calcium, magnesium, and ferrous ions), which make the clay
minerals electrically neutral. When kaolinite clay is placed in an aqueous solution,
a surface charge appears on the external basal surfaces and near the layer edges due
to the departure of the compensating cations. These charges are pH-insensitive at the
siliceous faces, slightly pH-sensitive at the aluminous faces, and pH-sensitive at the
edges. In other parts of this chapter, we will detail the electric surface properties of the
clays as they are affected by pH and electrolytes.

For two-layer kaolinite (1:1), the degree of isomorphic substitution, mainly in the
tetrahedron sheets, is relatively small, leading to a relatively low permanent charge.
The compensating ions sit in the hexagonal holes created by six oxygen atoms on
the tetrahedron surface (Bergaya, Theng, and Lagaly 2006), holding the building
blocks together tightly, as shown in Figure 4.13. As a result, two-layer kaolinite is
non-swelling, and the compensating ions are not available for exchange with other
cations in the solution. Under mechanical delamination, the cleavage of TO-TO
linkage leads to two different surfaces, a tetrahedron siloxane surface (SiOSi) and an
aluminum hydroxyl surface (AI-OH), known as basal planes (Bergaya, Theng, and
Lagaly 2006). Although the aluminum hydroxyl surface is hydrophilic, the neutral
siloxane surface is normally of moderate hydrophobicity, with a water contact angle
of around 40° to 45° (Gee, Healy, and White 1990; Kanta, Sedev, and Ralston 2005).
It is possible to hydrolyze the siloxane bonds to silanol groups, making the siloxane
surface hydrophilic. However, the hydrolysis of siloxane bonds is generally relatively
slow unless it occurs in extremely high pH solutions. This is one of the reasons why
high pH is beneficial for bitumen liberation, as it can quickly and effectively hydrolyze
the silica surface so that it becomes hydrophilic.

The isomorphic substitution of silicon by aluminum creates a negative charge
on the surface that is compensated by interstitial cations. When placed in an aqueous
solution, the compensating ions on the exposed basal planes leave the surface as a
result of their strong hydration characteristics, leading to net negative charges on
the basal plane, which is pH-insensitive. This surface charge is known as permanent
surface charge (Tombacz and Szekeres 2006). The presence of this charge makes the
basal plane surface hydrophilic.

The exposed aluminum hydroxyl surface (Al-OH) can be protonated at low pH
and deprotonated at high pH by following hydrolysis reactions similar to those in the
silanol groups shown in Figure 4.14 (reactions II and III, respectively), causing the
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surface to carry a pH-dependent surface charge that is positive at low pH and negative
at high pH (Tombacz and Szekeres 2006).

Si__ +H,0 —I>2||SiOH

|siot + e <> sion,”

Ision + or s ||sior+ 1,0

|sio” + ca* RN | sio-ca*
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Figure 4.14 Surface reactions on silica basal planes of clays that make the
surfaces amenable for surfactant contamination and hydrophobization.
I: Hydrolysis of siloxane bonds or broken SiO~ bonds. Il: Protonation
of silanol group to carry positive charge at low pH. lll: Deprotonation
of hydrolized surfaces to make them negatively charged at high pH.
IV: Divalent calcium adsorption under electrostatic attraction. V: Specific
surface condensation reaction of hydrolyzed calcium monohydroxyl
groups (CaOH*) with surface silanol groups (SiOH) to form a covalent
bond (SiOCa*). VI: Adsorption of anionic natural surfactant on activated
clay silica basal plane surfaces, which makes them hydrophobic, hindering
bitumen liberation and inducing clay flotation, resulting in lower bitumen
recovery and/or poorer froth quality.

In addition to these two different basal plane surfaces, clay particles also have
edge surfaces with broken Si-O and AI-O bonds. When immersed in water, these
broken bonds undergo a hydrolysis process similar to that of silica and alumina.
The hydrolyzed sites experience different degrees of dissociation, depending on
the characteristics of the metal oxide surfaces and the solution pH. An acidic silica
surface, for example, exhibits a point of zero charge (PZC) at a pH of around 2, where
PZC is defined as the minus log of potential determining ion (pdi) concentration (—
log [pdi]) or pH at which a surface carries a net zero charge. In metal oxide systems,
hydrogen ions are potential determining ions. The PZC is an important parameter in
characterizing the electric characteristics of solids. Above the PZC, particles carry a
net negative charge, while below the PZC, they carry a positive surface charge. For
alumina of basic characteristics, the PZC is around pH 9. Based on the Si:Al ratio, the
PZC of kaolinite edge surfaces varies between 6 and 6.5 for kaolinite clays (Tombacz
and Szekeres 2006). For two-layer kaolinite particles, the overall charge is a result of
all three types of surfaces (two basal planes and an edge) and depends on pH, as shown
by the results in Figure 4.15. The zeta potential of kaolinite is shown to be strongly
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pH-dependent, indicating a weak permanent charge on the kaolinite basal planes
and a high ratio of edges—to—basal plane surface area, such that the edges become a
dominant contributor to overall surface charge. In this particular case, an isoelectric
point (IEP), where zeta potential is zero, is observed at pH 3.2. It is important to note
that, although the kaolinite particles are electrically neutral at their IEP, the surface
remains charged, with the T-basal plane being negatively charged and the O-basal
plane and edges being positively charged. Such complex charge characteristics lead to
various important practical issues, such as the formation of card-house structure and
the gelation of clavs (van Olphen 1963).
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Figure 4.15 Zeta potential of clay particles as a function of pH in 1 mM KCI
aqueous solutions.

Replotted based on the results by Liu, Xu, and Masliyah (2004). The results for
chlorite (Wu 2009, pers. comm.) have not been published. The minerals were
purchased from Ward’s Natural Sciences (Rochester, NY).

Three-Layer Clays

The main differences among various three-layer clay minerals (such as illite and
smectite) are in the degree and location of isomorphic substitution and the type of
compensating ions. Illite clay, for example (Figure 4.12), is a dioctahedral 2:1
phyllosilicate that occurs in abundance in oil sands, soils, and sedimentary rocks. Its
chemical composition can vary widely.

The isomorphic substitution of illite occurs mainly in the tetrahedron sheet, where
a quarter of silicon atoms are substituted by aluminum atoms with compensating ions
(mainly potassium) sitting in the hexagonal holes. Such an arrangement makes the
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binding of the basic building units very strong. As the layers do not easily part, the
interlayer potassium cations are not available for cation exchange. However, cation
exchange does occur, mainly at the edges of the layers (as in kaolinite). The ion
exchange offered by the illite clays is significant, as the clays act as a sink to the divalent
cations in the processing water. Again, the electric surface properties of illite clays are
dependent on the solution’s pH, electrolyte type, and concentration. Apart from its
chemical composition, illite clay is distinguished from smectites (or montmorillonites)
mainly by the absence of interlayer swelling with water or hydrocarbon compounds.

In smectite clays such as montmorillonite, the isomorphic substitution occurs in
both the tetrahedron and octahedron sheets. The substitution in the tetrahedron sheet of
smectite is similar to that of kaolinite and illite. However, the isomorphic substitution
in the octahedron sheet is sandwiched between two tetrahedron sheets, making the
permanent charge in the O-sheet delocalized. In this case, the compensating ions are
separated from the octahedron sheet and sit on the tetrahedron sheet. The presence
of such compensating ions between the layers of the building blocks weakens the
interlayer binding, such that the compensating ions become available for ion exchange,
displaying the well-known swelling characteristics of smectite clay minerals. As a
result, smectite clays exhibit a high cation exchange capacity (CEC).

When three-layer clay minerals undergo shear forces, their interlayer binding is
broken and they become delaminated, exposing their basal plane surfaces. Unlike in
two-layer kaolinite, a common feature of three-layer clay minerals is that both basal
planes produced from the cleavage have identical siloxane surfaces. The siloxane basal
planes are less sensitive to the aqueous pH than the aluminum hydroxyl basal planes
of 1:1 kaolinite. Because illite and smectite undergo a greater isomorphic substitution
of the tetrahedron sheet than kaolinite, their basal planes feature a more negative
surface charge than kaolinite when placed in water. As well, the aluminum-to-silicon
ratio on the edge surfaces of three-layer (2:1) clay minerals is lower than that on the
two-layer (1:1) kaolinite edge surfaces. Since the PZC for broken aluminum oxide and
silica surfaces are pH,,. 9 and 2, respectively, at a given pH, one would expect lower
positive or more-negative edge surfaces in three-layer clay minerals than in two-layer
clay minerals. Overall, three-layer clay minerals for a given solution condition should
exhibit a more negative (or less positive) zeta potential, as shown in Figure 4.15.

It is interesting to note major differences in the zeta potential profiles of kaolinite
(1:1) and illite (2:1) and of illite and montmorillonite (2:1). Illite has a more negative
zeta potential profile than kaolinite, attributed to a greater isomorphic substitution and
a higher Si:Al ratio on its edge surfaces. There is no IEP for illite over the pH range
studied, indicating a dominant contribution of permanent charge on the basal plane
to the overall charge of illite, which is pH-independent. However, at very high pH
(above 11), the zeta potential profiles of illite and kaolinite converge to the same curve,
suggesting a similar saturation charge density on the edge surfaces and basal planes of
both illite and kaolinite surfaces.

For montmorillonite, a flat zeta potential profile with only a slight decrease (i.e.,
a slightly more negative zeta potential) with increasing pH above 10 is observed. This
zeta potential profile is in great contrast to that for illite, although both are 2:1 clay
minerals. The fact that the zeta potential of montmorillonite clays is insensitive to
pH is attributed to the significant contributions of the basal planes in comparison to

- 189 -



those of the edge surfaces, a unique feature of swelling clays. Such an observation is
anticipated by considering typical edge surface areas of kaolinite and montmorillonite
(around 20 % and less than 1 %, respectively) and corresponding plate thicknesses
(40 nm and 1 nm) (Wan and Tokunaga 2002). It should be noted that due to the
complex nature and contamination of clay minerals, there is a wide range of points of
zero charge reported in literature for illite and montmorillonite clays. The clays shown
in Figure 4.15, with their specific electrokinetic characteristics, are just one example.

Chlorite

Another type of clay encountered in the oil sands, although only in small amounts,
is three-layer chlorite. The isomorphic substitution in chlorite occurs in both the
tetrahedron and octahedron sheets. In contrast to illite and montmorillonite, charge
compensation due to isomorphic substitution in three-layer chlorite occurs through
the positively charged brucite layer, in which some magnesium ions are substituted by
aluminum ions. For this reason, chlorite is sometimes considered a four-layer (1:2:1)
clay mineral. When chlorite is cleaved along the basal planes, two distinct basal
planes are produced: a tetrahedron siloxane basal plane and an octahedron magnesium
hydroxide basal plane. The permanent charges on the siloxane basal plane are
pH-independent and the charges on the magnesium hydroxide basal plane are highly
pH-dependent following protonation and deprotonation of magnesium hydroxides. On
the edge surfaces, chlorite contains a similar aluminum-to-silicon molar ratio as on the
edge surfaces of three-layer illite or montmorillonite clay minerals. However, chlorite
also contains magnesium ions from the compensating brucite layers. Considering
pH,,. values of 9.1 for aluminum oxide (hydroxide) and 11.8 for magnesium oxide
(hydroxide) (King 1982), one would expect chlorite to have more positive zeta potential
values above PZC, or less negative zeta potential values below PZC, than illite. Indeed,
the zeta potential profile of chlorite in Figure 4.15 shows these characteristics. It is also
interesting to note that chlorite has a more pH-dependent zeta potential profile than
illite, but is similar to kaolinite in this respect. This trait is not unexpected, and clearly
illustrates the major contribution of charge from the edges to the overall surface charge
in both chlorite and kaolinite, a unique feature of non-swelling clays.

Cation Exchange Capacity of Clays

The above discussion established that isomorphic substitution and the location of
compensating ions determine, to a large extent, the electric surface properties of clay
minerals. The net charge due to isomorphic substitution in basal planes is balanced by
the interstitial compensating ions that can be exchanged by other cations available in
the solution. The amount of compensating ions that can be exchanged, known as the
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cation exchange capacity (CEC), is therefore a good measure of isomorphic substitution
and of clay characteristics in general. The CEC is expressed in miliequivalents per 100
grams of clays. Common cations capable of ion exchange with compensating ions
include H*, Na*, NH,", Ba**, and Ca*". Cation exchange is driven by high concentration
(and hence, high chemical potential in a solution for cation exchange), and, as outlined
in Stumm and Morgan (1996), is expressed by

{K'R"}+Na" - {Na'R" |+ K" (4.1)
and

2{K'R"}+Ca’ —»{Ca’R] }+2K (4.2)

Typical CEC values of various types of clays are given in Table 4.2. For kaolinite,
cation exchange occurs mainly on the external basal planes and on edge surfaces.
Because kaolinite has a low degree of isomorphic substitution, its CEC is generally
very low (3—5 meq/100 g). An increased degree of isomorphic substitution in illite
makes its CEC slightly higher (10-40 meq/100 g). Degradation or weathering of illite
can cause its CEC to increase slightly. In contrast, montmorillonite has a much higher
CEC (around 100 meq/100 g), not only due to its higher isomorphic substitution, but
also to delocalized compensating ions that result from a high degree of isomorphic
substitution in the octahedron layer. The delocalization of compensating ions in
montmorillonite makes the clay swell and the compensating ions accessible for cation
exchange. The cation exchange capacity of chlorite is extremely low due to its unique,
tightly bound octahedron brucite layer structure, which compensates the permanent
structural charges of isomorphic substitution.

It is important to note that divalent cations have a higher affinity to clay surfaces
than monovalent cations, depending on the type of clay and the concentration of
exchanging cations in the solution. The competitive cation exchange of monovalent
and divalent cations on various types of clay surfaces is shown by the experimental
results in Table 4.3. It is evident that the lower the exchanging cation concentration in
the solution, the higher the selectivity of cation exchange towards the higher-valence
cations. Also interesting to note is that the selectivity is higher for smectite than for
non-swelling clays, indicating a stronger affinity of divalent cations than monovalent
cations to swelling clays. The results in Table 4.3 suggest that, to accurately determine
the CEC value for a given clay, the presence of excess exchanging cations is necessary
in a solution in order to ensure a complete exchange.
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Table 4.3 Selectivity of cation exchange on three major clay minerals

encountered in oil sands formations
Source: Stumm and Morgan (1996).

Ca’/K*'molar ratio on clay surfaces in
Clays solutions of 2[Ca*"]*[K*] (meq/L)
100 10 1 0.1
Kaolinite — 1.8 5.0 11.1
Illite 1.1 34 8.1 12.3
Montmorillonite 1.5 — 22.1 38.8

Mineral Solids and Bitumen Grade

A characteristic of the oil sands is that the particle size distribution (PSD) of their
mineral solids is, by and large, a function of the bitumen content of the oil sands ore.
Finer mineral solids are present in low-grade ores, whereas coarser solids are present
in high-grade ores. Cameron Engineers offered one of the first representations of the
relationship between percent fines and bitumen grade (alternatively, bitumen saturation
or content), shown in Figure 4.16 (1978). Despite the high degree of scatter in the
plot, there is a clear trend: high-grade oil sands ores are associated with low percent
fines. More recent core analysis data, showing the relationship between bitumen grade
and percent fines, are given in Figures 4.17, 4.18, and 4.19 for mines in operation
at Syncrude, Suncor, and Imperial Oil, respectively. Again, there is much scatter in
the data, but this is to be expected from a natural formation. Figure 4.20 depicts an
averaged estimate for bitumen grade and percent fines.

100

Percent fines < 44 um (wt. %)

0 2 4 6 8 10 12 14 16 18 20 22 24
Bitumen grade (wt. %)

Figure 4.16 Core analysis data: relationship between percent fines and
bitumen grade.

Source: Cameron Engineers (1978).

-192 -



% Fines

20

% Bitumen

Figure 4.17 Core analysis data: relationship between percent fines and
bitumen grade, Syncrude.

Source: Cuddy (2004).
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Figure 4.18 Core analysis data: relationship between percent fines and
bitumen grade, Suncor.

Courtesy Mr. Wayne Hill, Suncor Energy Inc.
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Figure 4.19 Core analysis data: relationship between percent fines and
bitumen grade, Kearl Oil Sands Project, Imperial Oil.

Source: Imperial Oil Ltd. (2005, Figure 4-5).
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Figure 4.20 Estimate of average bitumen grade with percent fines.

A relationship between percent fines and water content in oil sands samples is
shown in Figure 4.21. There is a trend of increasing percent fines with percent water
in the oil sands.

Although in most literature, data for percent fines are correlated in terms of
percent bitumen content in oil sands, there is a reasonable correlation between much
smaller mineral solids and oil sands bitumen grade. Figure 4.22 shows the variation of
mineral solids smaller than 2 pm with bitumen weight percentage—i.e., the oil sands
grade; the expected positive correlation can be seen in the figure.
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Figure 4.21 Core analysis data: relationship between percent fines and water
weight percent.

Source: Cameron Engineers (1978).
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Bitumen grade

40

Percent solids < 2 um

Figure 4.22 Relationship of bitumen percent to mineral solids smaller than
2 um.

Source: Czarnecki et al. (2005).
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4.1.3 Electrolytes in Oil Sands

As discussed earlier, crude oil migrated into sedimentary formations that had
indigenous water in them. As well, for millions of years, underground water flowed
through the oil formations as a result of hydrologic gradients (albeit at an exceedingly
slow pace). The resulting electrolyte content and type, i.e., the presence of ions such
as sodium, calcium, chloride, bicarbonate, and sulphate in the formation water, is the
result of a very complex process. The electrolyte content and type vary with depth
and lateral location from one ore formation to another and within a given formation.
As the electrolyte type and concentration tend to have a marked effect on bitumen
recovery, tailings water management, and bitumen froth treatment, much effort has
been devoted to studying the ionic content of the Athabasca formation. To that end,
the gathering of core data on leases, the bitumen grade; the percent fines and D_; and
the ionic strength of chloride, sodium, bicarbonate, sulphate, calcium, and magnesium
have all become an essential part of lease characterization.

Measuring the composition and concentration of the electrolytes present in an
oil sands ore sample may seem like a straightforward task, as analytical techniques to
measure ion type and concentration in a water sample are widely available. However,
the complexity arises from the fact that the water (when it contains the majority of the
ions) is not present in the oil sands matrix as a distinct layer that can easily be separated
out. The logical approach is to mix an oil sands sample with hot water to remove the
bitumen from the sand grains, centrifuge the sand-water-bitumen slurry, and analyze
the the ionic type and composition of the supernatant water layer. Knowing the mass of
added water and the water content of the original oil sands sample, one then evaluate
the ionic type and content of the oil sands sample. The former can be easily measured
using the Dean-Stark analytical method.

Herein lies the difficulty. Once water is added to the oil sands sample, clays will
exchange ions from the water in the slurry. The equilibrium ionic strength of the water
in the slurry will depend on the amount and the temperature of the added water, as
well as the percentage and type of clays in the oil sands sample. In reality, one is not
measuring the true electrolyte strength of the formation water itself. For that reason,
a protocol must be followed in assigning a relative value to the concentration of a
given ionic species in an oil sands sample. This value is noted in mg/kg or mmol/kg
(milligrams or millimoles of ionic species per kilogram of oil sands ore).

The normal protocol is to add boiling distilled water at 100 °C in amounts equal in
weight to the oil sands sample and to measure the ionic concentration in the water after
bitumen removal and centrifugation.’ The results can then be recorded in milligrams
of a given ion per kilogram of oil sands (mg/kg). We will refer to concentrations as
being in “kilograms of oil sands” with the knowledge that they are measured in the
collected water after mixing distilled water with an equal mass of oil sands. Electric
conductivity and pH are measured in the final collected test water. It is best to avoid
the units mg/L and mmol/L, as it may be potentially unclear whether they refer to the
volume of the formation water or the collected test water.

3 Unfortunately, in some literature, the water collected during ionic determination tests
is described using the term connate water. This can be rather confusing, as this term refers to
water trapped in a sediment or rock at the time of deposition (literally, existing at birth or from
the beginning).
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There are very large variations in the ionic concentrations of the different
ionic species in oil sands ores from one location to another. Therefore, there are no
representative plots of ionic concentrations. Here, we will refer to some open literature
to illustrate variations within a core or within an oil sands lease from which different
core samples are used.

The concentrations of sodium and chloride ions tend to vary substantially within
the Athabasca oil sands area. The variations between these two ions within one ore
body (in this case, from the Horizon Project) can be seen in Table 4.4. As can be noted
from the table, the arithmetic average of the measured chlorides values is 117 mg/kg
(milligrams of chloride per kilogram of oil sands ore), while the corresponding value
for sodium is 109 mg/kg. These values are consistent with the upper range values
reported at other oil sands operations located near the Horizon Project leases. It is
interesting to note the wide variation in the sodium and chloride concentrations, as
given by their maximum and minimum values in Table 4.4.

Table 4.4 Chloride and sodium ions, CNRL’s Horizon Oil Sands Project
Source: CNRL (2002a, p. 2-49).

Statistics Ionic concentration (mg/kg of oil sands)
Chloride, Cl1 Sodium, Na
Arithmetic average 117 109
Minimum value 0 4
Maximum value 552 453
Standard deviation 99 79
Number of essays 293 293

Table 4.5 Soluble ionic concentrations for 348 core samples from the 2003—

2004 core hole program, Kearl project
Source: Imperial Oil Ltd. (2005, Table 4-4, p. 4-16).
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For comparison, the corresponding data for the Kearl Project are given in Table
4.5. The mean values reported for sodium and chloride concentrations are lower than
those reported for the Horizon Project.

Figures 4.23 and 4.24 show the variation, with depth, of the concentrations of
calcium and magnesium, respectively, in oil sands core samples. In this particular
lateral location within the oil sands formation, the difference between the marine and
estuarine sediments is quite substantial. The ore from the marine sediment, which is
located in the Upper McMurray layer, has a much higher calcium and magnesium
content than that from the deeper estuarine sediment of the Middle and Lower
McMurray layers. This is due to the ionic strength of the formation water prior to oil
migration and the history of water migration through the formation. The very high
spike in calcium and magnesium concentrations at the highest depth is due to the
presence of basal water sands.
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Figure 4.23 Variation of calcium with depth for marine and estuarine ores in
an oil sand core at the same lateral location.

Source: Cuddy (2004).

Core analysis data from different core samples for calcium plus magnesium
are provided in Figure 4.25. Here, there is a clear trend in the variation of calcium
plus magnesium with depth, where the marine ore—type deposit carries higher
concentrations in divalent cations as compared to the estuarine ore deposit. The ratio
of calcium to magnesium (wt./wt.) from different core samples is given in Figure 4.26.
There is a tendency of the Ca:Mg ratio to increase with depth; however, it remains, by
and large, less than 3.
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Figure 4.24 Variation of magnesium with depth for marine and estuarine ores
in an oil sand core at the same lateral location.

Source: Cuddy (2004).
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Figure 4.25 Variation of calcium plus magnesium with depth for marine and
estuarine ores in oil sand cores.

Source: Cuddy (2004).
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Figure 4.26 Variation of the ratio of Ca:Mg, expressed by mass ratio as a
function of depth.

Source: Cuddy (2004).

In general, the concentration of sulphate ions (SO,”) tends to be less than
100 mg per kilogram of ore, as shown in Figure 4.27 for the estuarine sediment. On
this particular lease, the sulphate concentration is very high in the marine sediment.
However, one should not assume that all marine sediments have very high sulphate
concentrations and that they are acidic due to the sulphate presence.
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Figure 4.27 Relationship of sulphate in oil sands with depth for marine and
estuarine ores.

Source: Cuddy (2004).
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The pH of an aqueous solution is a measure of its hydrogen ion concentration,
which is influenced by the presence of ionic species such as sulphates and bicarbonates.
As sulphates comprise the main negative divalent ions in the aqueous solution, an
increased number of sulphate ions would lead to lower pH values. From Figure 4.28,
there appears to be a fair correlation between ore sulphate concentration and pH. By
and large, the pH of the oil sands ore from the tested lease ranges between 7 and 9.
Data from the Kearl project give a sulphate range of 22.2 mg/L to 603 mg/L, with a
mean value of 113.1 mg/L; and a corresponding pH of 9.3 to 4.0, with a mean value
of 7.7 (Table 4.5). These data fit in quite well with those presented in Figure 4.28.
The variation of sulphate ion concentration with depth is shown in Figure 4.29 for a
Syncrude lease (Cuddy 2004). The pH values are close to 8. Towards higher depths,
the pH drops to as low as ~ 3 due to the oxidation of iron sulphide and organic matter.
The sulphide oxidation is:

4FeS,+150,+14H,0 — 4Fe(OH), +16H" +8S0
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Figure 4.28 Variation of test water pH as a function of sulphate concentration.
Source: Cuddy (2004).

It is of interest to note that the Athabasca River contains relatively low levels of
various ions, whose concentrations vary with location and season. Annual averages
are provided in Table 4.6. The calcium concentration is shown to be ~ 33 mg/L, which
is comparable to that in tailings ponds, while the sodium concentration, at ~ 8.8 mg/L,
is much lower than that in tailings ponds. The Athabasca River water has a pH of
around 7.9, which is slightly alkaline, and its value of total dissolved solids (TDS)
is about 170 mg/L. In contrast, basal water sands can have very high total dissolved
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Figure 4.29 Variation of test water pH as a function of depth.
Source: Cuddy (2004)

solids. For example, at Total’s Joslyn North Mine Project, the total dissolved solids
range from ~ 10 000 mg/L to as high as 58 000 mg/L (in the northwestern part of the
lease) (Deer Creek Energy Ltd. 2006).

Normally, electric conductance is measured for water bodies. It provides a
measure of the ionic strength of the various electrolytes in the water. The symbol
S represents the unit siemens, which is equal to ampere/volt. For reference, 2 mM
(116.9 mg/L) of NaCl in water would have an electric conductance of 245 pS/cm,
and 1 mM (142 mg/L) of Na,SO, would have an electric conductance of 248 pS/cm
(Masliyah and Battacharjee 20006).
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Table 4.6 Water quality of Athabasca River

Sources:
* CNRL (2002b, p. C7-23).

b Petro-Canada Inc. (2001, p. 6-7).

Data are based on measurements at mid-river, October 3, 2000.

Downstream Upstream of
of Fort Fort Creek®
Parameter Unit | McMurray* (Annual
(October 3, observed
2000) median values)
Conventional parameters
pH 7.9
Electric conductance uS/cm 280
Total alkalinity mg/L 99
Total dissolved solids mg/L 170 170
Total suspended solids mg/L 25
Dissolved organic carbon mg/L 8.35 8
Total organic carbon mg/L 10
Biochemical oxygen demand mg/L <2.0
Major ions
Bicarbonate mg/L 121
Calcium mg/L 335 31
Chloride mg/L 2.7 11
Magnesium mg/L 8.7 9
Potassium mg/L 1
Sodium mg/L 8.75 13
Sulphate mg/L 25.15 25
Sulphide ng/L 3
Organics
Naphthenic acids mg/L 2
Total phenolics ng/L 2 2
Total metals
Alminum ng/L 510 870
Antimony ng/L 0.08 <5.0
Arsenic ng/L 0.6 <1.0
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4.2 Bitumen Density

The density of a material is defined as its mass per unit volume, given by
Density = Mass/Volume.

The unit of density is normally given as kg/m®. For example, at room temperature,
water has a density of about 998 kg/m®. This is equivalent to 0.998 tons/m?. For
convenience, the term specific gravity (SQ) is used; this is defined as the ratio of the
density of a material of interest relative to a reference density. The reference density
normally used is that of water at 3.98 °C, which is 1000 kg/m?>. Specific gravity has no
units, as it is the ratio of two quantities of the same units.

Gas density is a strong function of temperature and pressure. Liquid and solids
densities are very weak functions of pressure, but they vary with temperature. Within
the range of operating temperatures of bitumen extraction, the density of sand and
clays is normally given as 2650 kg/m?.

We are accustomed to thinking of light oil crude as having a lower density than
that of water (e.g., 900 kg/m?® versus 998 kg/m? for water). This is precisely why oils of
a density of ~ 920 kg/m? (e.g., olive oil) float on top of water or vinegar. In this context,
“lighter” materials have a lower density than “heavier” materials.

In the petroleum industry, a different density scale is used. It is referred to as the
American Petroleum Institute gravity scale, or API gravity for short. API gravity is a
measure of how heavy or light a petroleum liquid is compared to water. It is given in
degrees, and is defined as:

°API = 1415 ~131.5 (4.3)

Liquid SG at 15.6°C

Since water has a specific gravity of unity, the above equation yields a value of 10° API
for water. Thus, a hydrocarbon with of more than 10° API will float in water, whereas
a hydrocarbon having an API smaller than 10° will sink in water.

4.2.1 Classifications of Oil Crude

In general, oils with higher API gravity values are of greater commercial value.
Conversely, oils of a lower API have a lower commercial value. Based on its measured
API gravity, crude oil is classified as light, medium, or heavy:

Light crude oil is defined as an oil with an API gravity greater than 31.1° APL

Medium crude oil is defined as an oil with an API gravity between 22.3° API and
31.1° APL
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Heavy crude oil is defined as an oil with an API gravity below 22.3° APIL.

Bitumen is a heavy oil that does not flow at room temperature without dilution,
i.e., solvent addition. It has an API gravity of less than 10°. At Syncrude it is upgraded
as Syncrude Sweet Blend to an API gravity of 31° to 33°. Upgraded bitumen is known
as synthetic crude oil (SCO). West Texas Intermediate has an API gravity of 39.6°; oil
between 40° API and 45° API would command high prices.

A density-temperature plot is reproduced in Figure 4.30. As shown by the figure,
within the extraction temperature range, the density of bitumen is very close to that
of water. As indicated by Figure 4.31, bitumen has a high density compared to heavy
oils. Certainly, it has a much higher density than solvents such as toluene, heptane,
and naphtha. Due to the very small density difference between water and bitumen, air
attachment to bitumen becomes very important in bitumen recovery processes that
depend on a density difference.
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Figure 4.30 Bitumen density compared with water density.

Sources: Cameron Engineers (1978) and Komery, O’'Rourke, and Chambers
(1993).
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Figure 4.31 The effect of temperature on the density of some Western
Canadian crudes.

Source: Takamura and Isaacs (1989).

Table 4.7 provides some numerical values for water and crude bitumen densities.
It should be noted that the density of bitumen is not as precisely measured or universal
as that of water. This is due to the fact that bitumen density depends on its source
and the method used in its measurement. Therefore, the two intersection points
between water and bitumen density curves, seen in Figure 4.30, should not be taken
as representative. At higher temperatures, e.g., greater than 200 °C, bitumen density
becomes sufficiently higher than that of water, and gravity separation between the two
becomes feasible.

Bitumen density = 1015 —0.615T +5.45x10” T (kg/m’) (4.4)

A curve-fitting correlation for the bitumen density, for 7< 200 °C, is given by:
where T is in degrees Celsius.
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Table 4.7 Table Density variation of water and bitumen with temperature

Temperature | Water density | Temperature Bitumen
(°O) (kg/m?) (°O) density (kg/m?)
10 999.7 25 1000
20 998.2 50 987
30 995.7 100 954
40 992.2 125 939
50 988.1 150 924
60 983.2 175 910
70 977.8 200 895
80 971.8 225 880

4.3 Bitumen Dynamic Viscosity

The dynamic viscosity (or simply, viscosity) of a fluid reflects its resistance to flow.
By and large, for a given temperature and pressure, bitumen behaves as a Newtonian
fluid, where the applied force is proportional to the induced shear rate. An excellent
compilation on the dynamic viscosity of bitumen is given by Seyer and Gyte (1989).
The SI unit of dynamic viscosity is the pascal-second (Pa-s), which is equivalent to
kg/m-s. Normally, viscosity is given in mPa-s, equivalent to the less-commonly used
centipoise (cP) unit. Kinematic viscosity is defined as the ratio of dynamic viscosity
to fluid density, and is given in units of m%s. Examples of the dynamic viscosities and
densities of different hydrocarbons are given in Table 4.8.

Table 4.8 Viscosity of some organic solvents and oil at 20 °C
Source: Shaughnessy, Katz, and Schaffer (2005).

Liquid Density Dynamic viscosity

at 20 °C (kg/m?) (Pa-s = kg/m-s)
Benzene 881 6.51-10—4
Ethanol 789 1.2-10-3
Gasoline 680 2.92:10—4
Kerosene 804 1.91-10-3
SAE 10W oil 870 1.04-10-1
Water 998 1.00-10-3

Due to the very high viscosity of bitumen, great care must be taken in order
to obtain reliable viscosity data. This is due to viscous heating during the viscosity
measurements. Typical rheological devices used in viscosity measurements are the
bob and cup viscometer and the cone and plate viscometer (Figure 4.32). In the case of
the bob and cup device, bitumen is placed in the gap between the bob (inner cylinder)
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and the cup (outer cylinder), and the inner cylinder is rotated. From the measurement
of the torque needed to rotate the cylinder, it is possible to calculate the bitumen
viscosity. The cup is usually jacketed, and water is circulated to maintain a constant
temperature of the test liquid within the gap.

Bob and cup viscometer

z . Z .
a False conclusion 2 False conclusion
2 to time dependency Q to shear thinning
> S
a b
Time Shear rate

Figure 4.32 False viscosity measurements are easily made for very viscous
fluids due to viscous heating effects.

The difficulty is that, due to rotation of the inner cylinder (bob), heat is generated
within the bltumen sample due to viscous dissipation. The generated thermal energy
is related to gy °, where £ is the bitumen viscosity and y is an average shear rate
within the bitumen sample in the gap. Although the outer surface of the cup is within
circulating water of a constant temperature, the temperature of the bitumen within
the gap is higher than that of the circulating water due to viscous heating. As viscous
heating is proportional to () ’, the bitumen’s steady-state temperature depends on
the magnitude of the applied rate of shear and on the bitumen viscosity itself. As
well, the bitumen steady-state temperature is dependent on the viscometer geometry.
As bitumen viscosity is sensitive to temperature, erroneous viscosity data can be
generated when careful attention is not paid to bitumen heating while performing
viscosity measurements (Sukanek and Laurence 1974).

For example, Figure 4.32 shows the apparent bitumen viscosity variation with
time and shear rate. In Figure 4.32a, a bitumen sample is sheared. At time zero, the
bitumen is at temperature 7, . As the bitumen is sheared at a given shear rate, its
temperature rises due to viscous dissipation and it eventually reaches a steady-state
value. A plot based on Figure 4.32a would appear to indicate that bitumen viscosity is
time-dependent. However, the change of bitumen viscosity with time is simply due to
bitumen heating with time, leading to a lower viscosity.
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Figure 4.32b shows different apparent viscosity behaviour. Here, a bitumen
sample is subjected to different levels of shear rate. A corresponding plot would appear
to indicate that bitumen is a shear-thinning liquid, as bitumen viscosity decreases
with shear rate. However, the decrease in viscosity is simply due to the fact that the
bitumen’s steady-state temperature due to viscous dissipation increases as the shear
rate is increased. Consequently, the curve of Figure 4.32b is a result of a bitumen
viscosity being temperature-dependent. If the bitumen under the testing conditions is
kept exactly at a constant temperature, there would be no viscosity variation with time
or with shear rate.

The dynamic viscosity of bitumen at room temperature (Figure 4.33) is very
high compared to that of water. It is similar to the viscosity of refrigerated honey.
The viscosity of bitumen is very dependent on the source of the bitumen and on the
methods used in separating it from the oil sands ore. Bitumen will hardly flow at room
temperature and it is a strong function of temperature. Bitumen from the Cold Lake
region is normally considered to be less viscous and to have a higher API gravity value
than Athabasca bitumen.
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Figure 4.33 Mean viscosity of Athabasca bitumen.
Source: Seyer and Gyte (1989).

Bitumen viscosity varies nearly five orders of magnitude over a temperature range
of 20 °C to 200 °C. Hepler and Smith (1994) gave the following generic equation for
bitumen viscosity (u,):
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fy, =4x107""exp[10100/ 7] 300<7T <375K (4.5)

where 7'is in degrees Kelvin* and 4, is in mPa-s. The constant 4 1(-10 can vary from
1x101°to 7x101°.

Note that water viscosity also decreases with temperature. This temperature
dependence is typical of liquids. For gases, the gas dynamic viscosity increases with
temperature.

Athabasca bitumen viscosity data for a temperature range of —10 °C to 50 °C is
shown in Figure 4.34. Figure 4.35 shows Athabasca bitumen viscosities measured
from samples taken from different locations. The “standard” viscosity-temperature
curve of Figure 4.33 is also included. Clearly, there is no unique viscosity-temperature
curve for bitumen, as viscosity is location-dependent.
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Figure 4.34 Mean viscosity of Athabasca bitumen (cold temperature data,
<20 °C).

Source: Seyer and Gyte (1989).

4 Absolute zero is given as - 273.15 °C. To convert degrees Celsius to Kelvin, add 273.15.
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Figure 4.35 Variation of Athabasca bitumen viscosity with location.
Source: Seyer and Gyte (1989).

A comparison between Cold Lake heavy oil viscosity and bitumen is shown
in Figure 4.36. The heavy oil viscosity (Esso Cold Lake) is about one order of
magnitude less than that of bitumen. Another way of comparing the viscosity of the
two hydrocarbons is that it is necessary to heat bitumen by about 40 °C above the
temperature required for heavy oil in order to obtain the same viscosity value.
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Figure 4.36 Cold Lake and Athabasca comparison.
Source: Seyer and Gyte (1989).
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Pumping of cold bitumen in pipes or in open channels is not practical. In the
case of closed-pipe flow, a high pressure gradient would be required in order to pump
bitumen. For open-channel flow, the channel needs to be quite steep for a meaningful
flow to occur.

Let us consider an example of bitumen flow in a pipeline. For laminar flow in
circular closed pipes, the pressure gradient is proportional to the viscosity of the
flowing liquid, where

8uQ

R4

Pressure gradient =

for a Reynolds number (Re) less than 2000, where

Re = 2RUp /1

0 = volumentric flow rate, in m*/s;
R = inner pipe radius, in m;

U = average velocity of liquid, in m/s;
u = liquid viscosity, in Pa's; and
p = liquid density, in kg/m?;

for

R = 0.15 m;

U = 1.5 m/s;

u = 10 Pa-s; and

p = 1000 kg/m?.

Using the pumping system characteristics provided, the calculated Reynolds
number is 45—well within the laminar flow regime—allowing for the use of the
pressure gradient equation above. An excessive pressure gradient of 5.3 kPa/m is
required for the pumping operation. From the example, it becomes essential to lower
the bitumen viscosity in order to economically and practically transport bitumen in a
pipeline.

As an alternative to bitumen heating, reduction in the crude bitumen viscosity
can also be achieved with the addition of dissolved gases or solvents to the bitumen.
Figure 4.37 shows the viscosity reduction of Athabasca bitumen with the inclusion
of CH,, C,H,, CO,, and toluene. On a weight percent basis, materials with lower
molecular weights are the most effective viscosity-reduction agents (Seyer and Gyte,
1989). Bitumen viscosity reduction using various solvents is also shown in Figures
4.38 and 4.39. As indicated by Figure 4.38, benzene and toluene yield nearly the same
viscosity reduction at the same weight percentage of solvent added. For the aliphatic
solvents, Figure 4.39 shows that a lower-molecular-weight alkane gives a higher
viscosity reduction at the same solvent concentration.
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Figure 4.37 Effect of various additives on the viscosity of Athabasca bitumen.
Source: Seyer and Gyte (1989).
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Figure 4.38 Reduction of bitumen viscosity by different solvents at 38 °C for

Cold Lake bitumen.
Source: Seyer and Gyte (1989).
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Figure 4.39 Reduction of bitumen viscosity by addition of various alkane
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Source: Seyer and Gyte (1989).

As naphtha is commercially used as a diluent (solvent) for reducing bitumen froth
viscosity, data on the viscosity of bitumen-naphtha mixtures is more readily available.
Figure 4.40 gives a comprehensive set of viscosity data for bitumen-naphtha mixtures.
As bitumen viscosity is dependent on the origin of the bitumen, the viscosity plot of
Figure 4.40 should be used relative to a bitumen-naphtha—free case. Clearly, a mixture
with a naphtha-to-bitumen ratio of ~ 0.18 leads to two orders of magnitude reduction
in the bitumen viscosity for a temperature of 10 °C. Making use of the pipe flow
example above, the flow Reynolds number becomes 4500, whereby the flow in the
pipe is in the turbulent regime. With the reduction in bitumen viscosity, the pressure
gradient is much lower.

It is of interest to note that at higher temperatures, the effectiveness of solvent
addition on bitumen viscosity decreases. An N:B ratio of 0.6 (wt./wt.) is typically used
in naphthanic bitumen froth treatment at an operating temperature of ~ 85 °C.

The effect of the addition of naphtha to bitumen froth is shown in Figure 4.41.
Once again, we note that the addition of naphtha can reduce bitumen froth viscosity
quite dramatically. Presently, naphthenic froth treatment is employed at Suncor,
Syncrude, and CNRL to reduce bitumen density and viscosity to enhance solids and
water separation from the bitumen froth.

The kinematic viscosities (defined as the ratio of dynamic viscosity to density) for
bitumen, as compared to upgraded products, are shown in Figure 4.42. From the plot,
we note that bitumen has a much higher kinematic viscosity than upgraded products.
The figure also shows parallel temperature dependence when a semi-log plot is used
(Seyer and Gyte 1989).
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Figure 4.41 Viscosity of bitumen froth samples diluted with naphtha.
Sources: Seyer and Gyte (1989); Schramm and Kwak (1988).
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Figure 4.42 Variation of the kinematic viscosity of different upgraded bitumen
streams with temperature.

Sources: Seyer and Gyte (1989).

Based on plots relating to viscosity, it becomes clear that bitumen viscosity can be
reduced dramatically through heating, solvent addition, and upgrading. Publications
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on viscosity prediction for hydrocarbons (and more specifically, for bitumen) are
provided by Mehrotra (1991, 1992a, 1992b); Puttagunta, Miadonye, and Singh
(1992); and Mehrotra, Monnery, and Svreek (1996). The correlations provide a means
of predicting the viscosity of bitumen diluted with liquid hydrocarbons and/or diluents
(solvents) over a wide range of conditions.

4.4 Refractive Index of Bitumen

Refractive index measurements for diluted bitumen and deasphalted bitumen are
provided by Buckley (1996, 1999); Buckley et al. (1998), and Taylor, Czarnecki,
and Masliyah (2001). Refractive index data for Athabasca bitumen and for heptane
deasphalted bitumen from the latter researchers are shown in Figures 4.43 and 4.44,
respectively. Due to the opaque nature of the bitumen, data were collected for a
bitumen volume fraction of less than 0.5. Extrapolated values were obtained by plotting
(n* -1) / (n* +2) versus the bitumen volume fraction. Here, 71 is the refractive
index of the bitumen solution. Refractive index measurements can be used for a quick
estimation of the solvent volume fraction in bitumen. The refractive index of bitumen
can be taken as 1.58, while that of deasphalted bitumen can be taken as 1.57.
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Volume fraction of bitumen
Figure 4.43 Refractive index measurements on mixtures of bitumen with

various solvents.

Source: Taylor, Czarnecki, and Masliyah (2001).
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Figure 4.44 Refractive index measurements on mixtures of deasphalted
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Source: Taylor, Czarnecki, and Masliyah (2001).

4.5 Specific Heat

Specific heat is defined as the thermal energy needed to raise the temperature of one
kilogram of a material by one degree Celsius at constant pressure. For our purposes,
we will assume a condition of constant pressure. The units for specific heat are J/
kg °C, and the symbol used is C - The specific heat of a material is a function of
temperature. Where it is possible, an average value is used in the calculations. Water
has a high specific heat compared to sand or bitumen. The specific heat of water is
shown in Figure 4.45. It has a minimum value at ~ 32 °C. However, it is within 1 % of
the range of 0 °C to 100 °C. Table 4.9 gives the specific heat values of some materials
of interest.
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Figure 4.45 Variation of specific heat of water with temperature.

Table 4.9 Specific heat values of some materials of interest

Source: Incropera and DeWitt (1985).

Material Specific heat at 27 °C(J/kg °C)
Engine oil 1909
Paraffin 2890
Sand 800
Cement mortar 780
Water 4178

The specific heat values of coarse solids from the Athabasca oil sands, mostly
SiO, and > 325 mesh (or > 44 pm), are expressed in J/kg-K as follows:

C,= 168+2442x10°T —-1611x107°T">

or

C,=914+331x107T -2415x10"T~

for 300 < T'< 700 K.

(4.6)

(4.7)
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For Athabasca fine solids < 325 mesh (or < 44 um), the specific heat is given as:

C,=342+1873x107°T -926x10™°T" 4.8)

or

C,=787+644x10°T -1559x10'T 4.9)

for
320< T <680K.

Specific heats for bitumen and related oil sands constituents are given below for
bitumen, asphaltenes, and Syncrude coke (Cassis et al. 1985):

Bitumen:

C,=55+6818x107°T —4464x10°T* (4.10)
or

Cp::1763+1542><10’3T—4884><104T’2 (4.11)
for

300<T <600 K.

Asphaltenes:

C, =-593+8079x10°T —5353x10°T” (4.12)
or

Cp=:1444+1748><10_3T—5609><104T_2 (4.13)
for

280<T <620K.
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Syncrude coke:

C,=—-141+3928x107T 2108 x10°7? (4.14)

or

Cp::778+l239><10’3T—2739><104T’2 (4.15)

for

280<T <720 K.

T'is in degrees Kelvin (K). The equations expressed in terms of 7' are generally
best suited for extrapolating at lower temperatures, while equations expressed
in terms of 7 ? are generally best suited for extrapolation at higher temperatures
(Smith-Magowan, Skauge, and Hepler 1982; Hepler and Smith 1994).

Figure 4.46 gives a plot of the variation of specific heats of different oil sands
components with temperature, based on Egs. (4.6) to (4.15). Typical specific heat
values are 1800 J/kg-K for bitumen and 820 J/kg-K for sand (Smith-Magowan,
Skauge, and Hepler 1982). The specific heats of some minerals are given in Table 4.10.

In the above equations, the specific heats are provided for a given temperature. The
average specific heat between temperatures 7T, and 7, can be obtained from Egs. (4.6)
to (4.15) through integration, where:

1%
I:CP:'Average - T2 _T1 .T[CPdT (4.16)
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Table 4.10 Specific heats of some minerals
Source: Hepler and Smith (1994).

Mineral Specific heat, C_(J/kg-K)

300 K 400 K 500 K
SiO, (quartz) 743 889 990
CaCO, (calcite) 835 969 1044
CaMgCO, (dolomite) 855 995 1095
MgCO, (magnesite) 904 1074 1185
Kaolinite 962 1151 1270
Illite 808 955 1046
Montmorillonite 811 996 1084

In oil sands processing, the ore is normally mixed with water at a given ratio to
produce a slurry of desired density and temperature. Normally, the process requirements
dictate the ratio of oil sands to water and the final slurry temperature. For example,
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the tumblers formerly used at Suncor and Syncrude required an ore-to-water ratio as
high as 1:0.3 by weight (resulting in a slurry density of ~ 1700 kg/m?) and a desired
slurry temperature of, say, 75 °C; whereas, in a hydrotransport pipeline operation,
the desired ratio is approximately 1:0.6 by weight (producing a slurry density of
~ 1500 kg/m?) and the exit slurry temperature is 40 °C to 55 °C. With a ‘back of the
envelope’ calculation, it is possible to use the specific heat data to construct a plot
showing the water temperature needed to produce an oil sands slurry of a given final
(exit) temperature. The thermal energy balance is given below:

Te.rit Te):it
j CPWMWdT+ j CPO/SMO/SdT =0 (4.17)
TW T()/S

To simplify the calculations, temperature-averaged specific heat values are used in the
calculations. For constant specific heats, we can write

M,C,, T, + M, C

pOIS

TO/S = [MWCpW + Mo/stO/S ]Te

Xit
where:

= Average specific heat of water (J/kg °C);

W
CPO/S = Average specific heat of oil sands (J/kg °C);
M, = Mass flow rate of water (kg/s);

M, = Mass flow rate of oil sands (kg/s);

T, = Water inlet temperature (°C);

T, = Oil sands inlet temperature (°C); and

T = Slurry exit temperature (°C).

Figure 4.47 shows the exit slurry temperature as a function of water temperature
and ore-to-water ratio. To produce an oil sands slurry with an ore-to-water ratio of
1:0.3 by weight at 55 °C, the addition of water at ~ 100 °C is required. Consequently,
at this specified ratio, steam is needed to produce a slurry with a temperature higher
than 55 °C. Indeed, a 1:0.3 ratio was formerly employed at Suncor and Syncrude in a
tumbler operation, and steam was added to produce an exit tumbler slurry temperature
of 70 °C to 80 °C.
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For a hydrotransport pipeline operating at a slurry density of 1500 kg/m® to
1600 kg/m* and an exit temperature of 55 °C, no steam is required.

It is clear from Figure 4.47 that the process-water temperature required to produce
a slurry of a given temperature very much depends on the oil sands ore-to-water ratio
and on the final oil sands slurry temperature.
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Figure 4.47 Water temperature required to produce given final slurry
temperature.

4.6 Heat of Combustion

The heat of combustion is defined as the thermal energy obtained by burning one
kilogram of fuel under controlled conditions; it is given in units of kJ/kg or J/kg. It
can also be referred to as higher heating value (HHV), gross calorific value, or gross
energy. The HHV of a fuel is defined as the amount of heat released by a specified
mass (initially at 25 °C) once it is combusted and the combustion products, including
water, have returned to a temperature of 25 °C. The HHVs for some fuels of interest
are given in Table 4.11. The HHV of natural gas varies according to its composition.
For Canadian natural gas, it is ~ 38 300 kJ/m® (1082x10° kJ/1000 ft*) at standard
temperature and pressure.

Heats of combustion for different substances related to Athabasca oil sands are
also given in Table 4.11. The heat of combustion is 41 500 kJ/kg for crude bitumen
and 45 700 klJ/kg for Syncrude Sweet Blend (SSB). In comparison, methane, which
is the main constituent of natural gas, has a heat of combustion value of 55 500 kJ/kg.
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Table 4.11 Heats of combustion, higher heating value (HHV)
Source: Hepler and Smith (1994).
Note: Latent heat of vaporization of water is 2256.9 kJ/kg at 100 °C.

Substance (exothermic) Ki/Kg
Anthracite 33 000-37 000
Bituminous coal 25 000-35 000
Sub-bituminous coal 18 000-28 000
Lignite 13 000-18 000
Charcoal 29 000
Gasoline 46 000—48 000
Kerosene 44 00048 000
Bitumen from Athabasca 41 500
Syncrude gas oil 44 500
Syncrude synthetic crude 45 700
Syncrude naphtha 44 60046 400
Syncrude H-oil pitch 38 600
Asphaltenes from Athabasca 36 900
Maltenes from Athabasca 42 200
Syncrude coke 28 900-29 700
Methane, CH, 55500

Clearly, the values of heat of combustion for fossil fuel are quite large. Let us
illustrate just how large using an example. Let us find the approximate volume of
water that can be heated from 10 °C to 70 °C by burning one barrel of SSB at 70 %
efficiency. Let us assume that the specific heat of water is 4180 J/kg °C and that one
barrel of SSB has a mass of ~ 138 kg (one barrel is equivalent to 0.159 m?®). The
approximate water mass is given by

45 700 000 x 138x 0.7
4180 % (70—10)

Mass of water =

Thus,
Mass of water = 17 600 kg (or ~ 17 000 L of hot water).

If we assume that a person uses 100 litres of hot water (plus additional cold water)
per one shower, in this case, the amount of water required for the production of one
barrel of Syncrude Sweet Blend would be enough for at least 170 showers, or nearly
one year’s supply of hot water for bathing! This example demonstrates the very high
thermal energy concentration in one barrel of oil.
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4.7 Thermal Conductivity

The thermal conductivity of oil sands is an important physical property, as it controls
the effectiveness of heating cold oil sands lumps in tumblers, rotary breakers, or
hydrotransport pipelines. It ultimately defines the residence time required for an oil
sands lump to be heated. Thermal conductivity measurements for oil sands were done
by Clark and Pasternak (1932), Clark (1944), and Karim and Hanafi (1981). A large
degree of scatter exists in the data. For convenience, the correlation is given as

k=1.415-0.0108(T —0.00337T7) (4.19)

where k is the thermal conductivity of the oil sand (W/m °C) and T is in degrees
Celsius.

For a temperature of 45 °C, the thermal conductivity of an average oil sands ore
sample, according to Karim and Hanafi (1981), can be taken as 1 W/m °C. However,
more recent data, based on the thermal conductivity of twelve different oil sands
samples, shows that £ values vary widely, depending on the ore type (Mohamad and
Masliyah, pers. comm. 2009). No general trends could be found in terms of the ore
composition. The margin of error in the measurements that were repeated five times for
a given ore sample was fairly small in comparison to the margin of error for ore type. A
transient measurement technique was employed. The results are given in Figure 4.48.
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Figure 4.48 Specific heat of twelve different oil sands ore samples at room
temperature.
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4.8 Chemical Aspects of Bitumen

The composition of bitumen is a consequence of its history—its formation in its
source rock, migration to the present-day sedimentary formation, and biodegradation
by bacteria on its journey. Bacteria used the light-end, hydrogen-rich components of
the petroleum crude as a food source, leaving behind the heavier components (those of
a higher molecular weight and boiling point). The degradation process also left behind
higher amounts of sulphur, nitrogen, oxygen, vanadium, and nickel elements, which
form part of the heavier organic components of the bitumen. The sulphur, nitrogen,
and oxygen atoms are referred to as heteroatoms.

Bitumen is a natural mixture of semi-solid and solid hydrocarbons. It is composed
mainly of carbon and hydrogen. It also contains sulphur, nitrogen, oxygen, nickel,
and vanadium. Isolation of the individual compounds is a frustrating task. Due to the
complexity of bitumen, it is nearly impossible to identify all of the species present
within it. The chemical and structural identification of some of the major bitumen
components can lead to a better understanding of the location of the heteroatoms
present in the complex bitumen molecules. This can lead to improvements in processes
used for their elimination and in upgrading technologies.

We have limited our discussion of bitumen density to its API gravity. Although
petroleum products are classified by this value, other properties are also important
in their characterization. Along with API gravity, sulphur content and octane or
cetene numbers would, by and large, determine the value and price of the petroleum
commodity.

For our purposes, a sour crude has a fairly high sulphur content, in the range of
0.5 wt. % to 2 wt. %. When bitumen undergoes primary treatment in, say, a delayed
coker, the product stream is that of a sour product from which the sulphur has not yet
been removed. During hydrotreating, a thermal catalytic upgrading process during
which hydrogen is added, sulphur and nitrogen are removed, rendering a sour crude
oil into a sweet crude oil with a low sulphur and nitrogen content (S < 0.5 wt. %). For
light crudes, nitrogen is nearly absent.

Gray (2002) showed that the density of Alberta heavy oils and bitumens can be
correlated with the elemental composition of the petroleum. The oil density is given by

Density =1033—13.7 H+13.8 S+115.7 N; kg/m’

Here, H refers to hydrogen, S refers to sulphur, and N refers to nitrogen, and all of the
components are in weight percent. Figure 4.49 shows a plot of the above equation.

An interesting observation for this density correlation is that the sign for the
hydrogen term is negative. This means that the more hydrogen present, the lower the
bitumen density or the higher the API gravity. On the other hand, the presence of both
sulphur and nitrogen contributes to a higher density. Removal of these two chemical
elements would decrease the bitumen density, leading to a higher API gravity and a
higher price.
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Figure 4.49 Density of oil dependence on various elements.
Source: Gray (2002).

Let us assume that, for typical Athabasca bitumen, H =10, S = 5, and N = 0.4. The
density would then be given as

Density =1033-13.7x10+13.8x5+115.7x0.4=1011 kg/m’

4.8.1 Bitumen Characterization

Due to the complexity of bitumen and different end-use requirements, there are several
approaches to bitumen chemical characterization. We will deal very briefly with just
three of these approaches.

The elemental composition approach deals with the different elements that make
up the bitumen as a whole or with the composition of some fractionated parts of the
bitumen. For example, if we heat bitumen under a vacuum and recover the condensed
vapours at different intervals, then we can carry out elemental analysis on each of the
collected bitumen fractions. Here, we are mainly interested in the carbon, hydrogen,
oxygen, and nitrogen elements that make up the bitumen.

The solubility and adsorption class deals with the fractionation of bitumen
according to its solubility in solvents and its adsorption on solids. For example,
the addition of large quantities of n-heptane to bitumen leads to precipitation. The
precipitate is referred to as asphaltenes. It is made up of a very large number of
different molecules. If one would allow the filtrate to flow through a column filled
with silica gel, there would be some adsorption on the silica gel. The elutriate and the
adsorbed species will be different in their chemical composition.
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Chemical structure studies of bitumen components are very complex and
labour-intensive. One must isolate pure compounds prior to structure identification.
Both of these processes require strong analytical chemistry skills.

Elemental Composition

The elemental chemical composition of pure compounds is essential for understanding
their chemical structures. The value of a hydrocarbon fuel is linked to its atomic
hydrogen-to-carbon ratio, or (H:C),. This is the ratio of the number of hydrogen
atoms to the number of carbon atoms in the hydrocarbon molecule. It is an important
property of the hydrocarbon. The higher the (H:C),, the more valuable the petroleum
crude. Table 4.12 provides the (H:C), for some compounds of interest. Methane has
the highest ratio. In petroleum crude, the (H:C), can vary considerably. It can be as
high as 2.0 to 2.4 for a very light oil crude; between ~ 1.5 and 1.55 for bitumen; and
~ 1.15 for asphaltenes.

Table 4.12 Hydrogen-to-carbon atomic ratio for some hydrocarbons
Source: Strausz and Lown (2003)

Compound H:C),
Methane, CH, 4
Propane, CH,CH,CH, 2.67
Higher paraffins >2
Naphthenes 1-2
Aromatics <1
Gasoline 1.9-1.95
Bitumen <1.55

Pure hydrocarbons are made up of carbon and hydrogen. Knowing the elemental
chemical composition of bitumen does not provide the chemical structure of the
multitude of different bitumen components, but it can shed some light on the possible
hydrocarbon groups in the bitumen. For example, if a hydrocarbon compound has a
hydrogen-to-carbon ratio of 3, then this compound cannot be an aromatic, unsaturated
hydrocarbon ring, whose hydrogen-to-carbon ratio would be much lower. A bitumen
sample with a (H:C), of ~ 1.55 would indicate that it must be rich in naphthenes and
aromatics, as shown in Table 4.12.

In general, bitumen is composed of five main chemical elements: carbon
and hydrogen (which together make up over 93 wt. %); and nitrogen, oxygen,
and sulphur (collectively called NOS). These five chemical elements amount to
~99.4 wt. % to 99.9 wt. %. There is no free nitrogen, oxygen, or sulphur in bitumen.
The remainder (~ 0.1 wt. % to 0.6 wt. %) is made up of metals in the form of
organometallics (metals that are an integral part of the hydrocarbon molecule). These
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include vanadium and nickel porphyrins, carboxylic salts (e.g., surfactants), submicron
silicates and clay particles, clay organics, and heavy metals (Strausz and Lown 2003).
The weight percent elemental composition is given in Table 4.13.

Table 4.13 Athabasca bitumen constituents by weight
Source: Strausz and Lown (2003).

Compound Weight percent

Carbon 83.1+0.5
Hydrogen 10.3£0.3
Nitrogen 0.4+0.1
Oxygen 1.1+0.3
Sulphur 4.6£0.5
Nickel (ppm) 80
Vanadium (ppm) 220

Solubility and Adsorption

‘Solubility class’ is a peculiar classification. It does not relate to molecular structure
or composition. It simply relates to a hydrocarbon fraction or a hydrocarbon class that
is not soluble in a given solvent. Accordingly, such an insoluble class of hydrocarbon
can have a wide range of distribution in terms of chemical structure, composition, and
molar mass. At best, it is an ad hoc classification. However, it is widely used in the
petroleum industry.

The ‘adorption class’ is also used in hydrocarbon classification. Here, a mixture of
a hydrocarbon in a solvent is allowed to flow in a column filled with ‘absorbing’ solids,
such as clays or silica gel. While the flow is taking place, certain species become
adsorbed at the absorbent surface. Subsequently, a different solvent is allowed to flow
in the column to desorb the already adsorbed chemical species. Using appropriate
solvents and absorbing media, it is possible to fractionate the hydrocarbons into
aromatics and saturates. Again, the fractionated portions contain a multitude of
different chemical species.

The acronym SARA denotes a technique designed to separate the main bitumen
fractions into saturates, aromatics, resins, and asphaltenes. It combines selective
solvent extraction (precipitation) with sorption on silica gel and clays.

The SARA method, illustrated in Figure 4.50, can be summarized as follows: A
large amount of a paraffinic solvent e.g., n-pentane, is added at a solvent-to-bitumen
ratio of 40:1 (vol./vol.), leading to the precipitation of the higher molar fraction of
bitumen (this precipitate is referred to as asphaltenes). Following solvent removal, the
supernatant is referred to as maltenes or deasphalted bitumen. The maltenes can be
fractionated by column chromatography into resins or oils. The resins are sorbed from
the n-pentane solution by silica gel or clay and subsequently elutriated by pyridine.
The oils, which are not sorbed (i.e., taken up and held due to adsorption), can be
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further separated into aromatics (which are sorbed from the solution in n-pentane by
Si0,/Al O, and elutriated by benzene) or saturates (which are not sorbed and remain
dissolved in n-pentane).

Bitumen
n-pentane
Asphaltenes Deasphalted bitumen
(Precipitate) (Solubles, i.e., maltenes)
o Adsorbed by silica gel from
Adsorbed by silica gel a solution in n-pentane
Oils Resins
Pentane eluate Pyridine eluate

Adsorbed by SiO,/Al,O,
from n-pentane

. |

Saturates Aromatics
Pentane eluate Benzene eluate

Figure 4.50 SARA (saturates, asphaltenes, resins, and aromatics)
fractionation.

Adapted from Berkowitz (1998).

Asphaltenes that are soluble in benzene but insoluble in n-pentane can be further
fractionated into soluble carbenes and insoluble carboids by extraction with carbon
disulphide (CS,) (Berkowitz 1998).

There is much variation in SARA analysis, and it is operator-dependent. At times,
the total composition percentage does not add up to 100 due to experimental error.
Much is dependent on the exact experimental procedure and the type of sorbent being
used. In the case of asphaltenes, their composition very much depends on how well
the precipitate is washed by the precipitating solvent (Alboudware;j et al. 2003; Zhang
et al. 2005).

The saturate fraction contains one- to six-ring hydrocarbons. The different
available procedures allow for clean saturates separation, where the levels of aromatics
and heteroatom contamination are low. The aromatic fraction contains the heteroatom
compounds, mainly sulphur (in the form of cyclic sulphides) and thiophenes. The
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resin fraction consists of acidic, basic, amphoteric (exhibiting both acidic and basic
properties), and neutral constituents. According to Strausz and Lown (2003), the
following ranges, by weight, are suggested:

Saturates: 15% to 21 %
Aromatics: 18 % to 19 %
Resins: 44 % to 48 %

Asphaltenes: 14 % to 20 %.

The molar masses of the various bitumen fractions, according to SARA
fractionation, are shown in Figure 4.51. The molar masses were measured in
toluene using vapour pressure osmometry. Because asphaltenes self-associate (i.e.,
the asphaltene molecules form aggregates), their molar mass is dependent on their
temperature and their concentration in toluene (or whichever solvent is used in the
molar mass determination). For that reason, the molar mass values obtained by
different investigators can vary widely. The data reported for asphaltenes are at infinite
dilution, where it is expected that self-association is minimal. The asphaltenes were
precipitated using n-pentane, and are therefore referred to as C, asphaltenes. The use
of a different paraffinic solvent would result in the formation of a different type of
precipitate in terms of composition and molecular weight. As the bitumen fractions of
aromatics, resins, and asphaltenes are nearly all polynuclear aromatics, the following
correlation, relating the molar mass to mass density, was identified by Alboudware;j et
al. (2003):

Density = 670 [Molar mass]"**’ kg/m’

Here, the molar mass is in g/mol.
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Figure 4.51 Bitumen density variation with molar mass.

Sources: Yarranton and Masliyah (1996); Alboudwarej et al. (2002); Alboudwarej
et al. (2003).
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The amount of asphaltenes precipitating in an n-alkane, e.g. methane and
n-pentane, depends on the carbon number of the n-alkane solvent. As the nature of the
precipitate changes with the type of solvent used in the precipitation, the precipitated
asphaltenes take on the solvent’s name. For example, asphaltenes precipitated with
n-heptane are referred to as C asphaltenes.

Figure 4.52 shows that the percent bitumen that would precipitate varies according
to the carbon number within the n-alkane series. At high values of solvent-to-bitumen
ratio, the weight percent of the precipitate increases with decreasing carbon
number (n-heptane to n-pentane). An asymptote in the asphaltene yield occurs at a
solvent-to-bitumen mass ratio of ~ 15.
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Figure 4.52 Fractional asphaltenes yield from Athabasca bitumen diluted with
various n-alkanes.

Source: Alboudwarej et al. (2003).

For a given solvent, there is a critical ratio of solvent to bitumen for the onset
of asphaltene precipitation. This critical ratio varies with the solvent used for the
precipitation. The onset of precipitation is not easy to observe, and it takes place at
a ratio of ~ 1.3 (wt./wt.) for n-heptane. Once precipitation takes place, there is sharp
initial increase in the amount of asphaltene precipitation with an increasing ratio of
solvent to bitumen. For the case of n-heptane, about half of the total asphaltenes would
precipitate at a n-heptane-to-bitumen ratio of 2.5 (Figure 4.52). Since n-alkanes (mixed
isomers of alkanes) are used as the solvents of choice in bitumen paraffinic froth
treatment and only a fraction of the available asphaltenes is precipitated, good control
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of the solvent-to-bitumen ratio is required. Below a temperature of about 100 °C, for
a given n-alkane, and at given solvent-to-bitumen ratio, the percent of asphaltenes
precipitation decreases with increasing temperature. For example, at a mass ratio of
2.9 of n-heptane to bitumen, 6.6 wt. % is precipitated at 25 °C, as opposed to 4.0 wt. %
at 65 °C (Dabros et al. 2004).

We mentioned earlier that n-alkane is a poor solvent for bitumen and above a
critical alkane solvent-to-bitumen ratio, asphaltenes begin to precipitate. On the other
hand, toluene is a good solvent, and no asphaltenes precipitation takes place at any
toluene-to-bitumen ratios. It thus stands to reason that if a mixture of n-heptane and
toluene is used for asphaltenes precipitation, asphaltenes precipitation would take
place at a critical fraction of n-heptane in the solvent mixture.

Figure 4.53 shows the fraction of the total asphaltenes that would precipitate while
increasing the weight fraction of n-heptane in a mixture of n-heptane and toluene. The
x-axis can be thought of as being a scale for the aromacity of the solvent or its asphaltene
solvency power. For this case of n-heptane and toluene, the onset of precipitation is at
about 0.35 n-heptane volume fraction in the mixture.
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Figure 4.53 Asphaltenes precipitation in solutions of n-heptane and toluene
at a high ratio of solvent to bitumen.

Source: Alboudwarej et al. (2003)

Naphtha is used by CNRL, Suncor, and Syncrude in bitumen froth treatment.
As naphtha is a distillation cut, its composition varies from one operator to another.
Nevertheless, asphaltenes can be precipitated by naphtha at a naphtha-to-bitumen
ratio of 4:1 (wt./wt.). Naphtha is roughly equivalent to a n-heptane-to-toluene solvent
mixture at 80:20 (vol./vol.) ratio.
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Chemical Structure

By and large, bitumen contains a combination of paraffinic, aromatic, and naphthenic
groups. The aromatic fractions of bitumen and heavy oils contain a multitude of aromatic
compounds, which range from alkylbenzene to large condensed polyaromatic (benzene
rings attached to each other) and heteroaromatic (benzene rings with embedded
nitrogen, oxygen, or sulphur atoms) together with nickel or vanadium atoms. It should
be remembered that the aromatic benzene ring is not saturated, and that double bonds
exist between the carbon atoms within an aromatic ring. Chromatography is employed
in the identification of the molecular species.

Athabasca bitumen and heavy oil, in general, do not contain a high concentration
of non-cyclic (acyclic) saturates. This is simply because bitumen is the residue of a
crude oil following microbiological degradation. Indeed, bitumen does not contain any
n-alkanes such as n-pentane or n-heptane. Normal alkanes tend to be a favourite food
for bacteria. According to Strausz and Lown (2003), once normal alkanes (n-alkanes)
are consumed, the branched alkanes are consumed, and there is decreasing preference
for degradation with increasing number of branches. As well, simple cyclic saturates
can also be degraded through the action of bacteria. Due to microbial degradation
within the saturates, only highly branched alkanes and naphthenics are present in
bitumen.

Asphaltenes are the precipitate resulting from the addition of large amounts of an
n-alkane (paraffinic) solvent. They are made up of a multitude of molecules of
different composition and structure. The main structure of the molecule is made up
of polyaromatic rings that are attached to aliphatic chains. The molecule also has
nitrogen, oxygen, and sulphur heteroatoms that are associated with a chemical group.
Asphaltene molecules also contain nickel and vanadium.

There is debate regarding the experimental values of the molar mass of asphaltenes.
As asphaltenes self-associate, it is difficult to measure their exact average molar mass
and their molar mass distribution. The reported molecular weight of asphaltenes can
vary from over 1000 to several thousands Dalton. Asphaltenes are presumed to be
the precursors to coke, and they are stabilizing agents for water-in-oil emulsions. The
composition of asphaltenes by weight is: C = 80.5£3.5, H = 8.1+0.4, N = 1.1+0.3,
0O =2.5%1.2,and S = 7.9+1.1 (Strausz and Lown 2003).

4.9 Interfacial Properties in Bitumen
Recovery

As discussed in previous sections, the physical properties of oil sands components,
such as the density and viscosity of bitumen, and the particle size and density of sands
grains and fines, play a critical role in bitumen recovery and tailings management.
However, the surface properties of oil sands components, such as wettability and
surface charge, govern almost all aspects of bitumen production from mined oil
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sands using water-based extraction processes. For example, the wettability of solids
determines how easily bitumen can be separated from sands grains, an essential step
for bitumen recovery. As shown in Figure 4.54a, the shape of the bitumen sitting on a
sand grain in water determines the level of difficulty of separating the bitumen from
the sand grain i.e., bitumen liberation. It is clear that the smaller the contact angle
(0), measured through the aqueous phase, as shown in the right of Figure 4.54a, the
more easily the bitumen detaches from the sand grain. On the other hand, in bitumen
aeration, i.e., bitumen attachment to air bubbles (Figure 4.54b), a larger contact angle
(as in the left of Figure 4.54b) represents a stronger attachment, and hence is more
beneficial.

a
Water Water
M g
Sand Sand
b Water Water
Bitumen Bitumen

Figure 4.54 The shape of a bitumen droplet on a solid surface (a) and of an
air bubble on bitumen (b) in water determines the difficulty of bitumen
liberation and aeration, respectively. In (a), bitumen would be more easily
liberated from the solid surface in the left plate than in the right plate; in (b),
bitumen would much more easily attach to an air bubble in the left plate
than in the right plate.

There is an apparent conflict with regard to the value of the contact angle, as
liberation calls for low contact angle values, while aeration calls for high contact angle
values. It is therefore important to know what determines the contact angle and which
parameters in a bitumen extraction system can be manipulated to control the contact
angle to maximize the overall benefits of both bitumen liberation and aeration. The
value of contact angle reflects the affinity of surfaces (solid or bitumen) to a liquid
(water) medium, also referred to as wettability. As discussed earlier, a water-wettable
solid has an affinity to water, and can be called hydrophilic. On the contrary, if a
solid repels water from its surface, it is referred to as being hydrophobic. The
hydrophobicity of solids, often measured by their contact angle values, plays a critical
role in water-based oil sands extraction.
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The surface charge and wettability of fines determine not only particle aggregation,
which is desirable for tailings management, but also the interaction of particles with
bitumen, which has a profound effect on bitumen recovery, froth quality, and bitumen
froth cleaning. In bitumen aeration, for example, the coating of bitumen by fine clays,
known as slime coating, can change the surface properties of bitumen to clay-like, as
shown in Figure 4.55. When an air bubble approaches a liberated bitumen droplet, as
shown in Figure 4.55a, the bubble will attach to the bitumen droplet, provided that the
bitumen is hydrophobic, as in Figure 4.54b (left). Together, they will float to the top of
the slurry, where the bitumen can be recovered as bitumen froth, resulting in a clean
bitumen product. However, when an air bubble approaches a bitumen droplet fully
covered by hydrophilic fines, the bubble will not be able to attach to the slime-coated
bitumen (Figure 4.55b). As a result, the bitumen droplet will remain in the slurry due
to its similar density to the processing fluid (pulp), or drop to tailings due to increased
density of the clay-coated bitumen droplet, reducing bitumen recovery. When an air
bubble approaches a liberated bitumen droplet that is partially covered by hydrophilic
fines (Figure 4.55¢) or fully covered by hydrophobic fines (Figure 4.55d), the bubble
will be able to attach to the bitumen droplet and lift it to the top of slurry, forming
bitumen froth. In this case, the quality of the bitumen froth will be decreased drastically,

Figure 4.55 Role of fines characteristics and their interaction with bitumen
in bitumen aeration, assuming bitumen is hydrophobic: (a) fines are well
dispersed and an air bubble easily attaches to a clean liberated bitumen
surface for high bitumen recovery and good froth quality; (b) an air bubble
is unable to attach to a bitumen droplet fully covered by hydrophilic fines,
leading to low bitumen recovery; (c) an air bubble finds and attaches to an
uncovered area of a bitumen droplet that is partially covered by hydrophilic
fines, a case of both low bitumen recovery and poor froth quality; and
(d) an air bubble attaches to a bitumen droplet through the hydrophobic
fines fully or partially covering the bitumen, leading to poor froth quality but
without sacrificing bitumen recovery.
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depending on the degree of slime coating. Clearly, understanding the mechanisms of
fine particle attachment to bitumen surfaces is crucial for controlling the slime coating
phenomenon.

It is extremely important to note that the wettability and surface charge of oil
sands components are highly coupled with the chemistry of the processing water, such
as the pH of the slurry and the presence and concentration of organic and inorganic
ions. Controlling the surface properties to optimize all aspects of bitumen production
(bitumen recovery, bitumen froth cleaning, and tailings management) requires an
in-depth understanding of these surface parameters.

4.9.1 Surface Tension

The shape of a bitumen droplet on a sand grain or of an air bubble on a bitumen
surface in process water (and hence the contact angle of water) is largely determined
by interfacial tension (y), as given by the well-known Young equation (Eq. [2.5]),
where the subscripts represent the appropriate interfaces. To understand the wettability
of a surface by a liquid, it is therefore important to know the origin of the surface
energy and surface tension. The former is defined as the free energy required to create
a unit area of surface (or interface) under the condition of constant temperature,
pressure, and chemical composition; the latter as the tension force applied to a unit
length of three-phase contact line acting in a direction that would reduce the total
surface energy. Surface tension force is illustrated in Figure 4.56 from an atomic
or molecular interaction viewpoint. Figure 4.56a shows a two-dimensional array of
atoms or molecules, constituting a single-component liquid such as water, exposed to
a vapour environment. For the simplicity of illustration, the number of molecules in
the vapour above the surface can be considered negligible as compared to the number
of liquid molecules in the bulk liquid. Let us take a water molecule 4 in the bulk liquid
as a reference. It interacts with all of the other water molecules surrounding it (the
direction and strength of the force are represented in the figure by arrows). Clearly, the
forces in each direction are balanced by the intermolecular forces from the opposite
directions. As a result, the net force on molecule A4 is zero. However, if one examines
a molecule B sitting at the liquid-vapour interface, there exists a net downward force
pulling the molecule into the liquid, as shown by the bold arrow, although the net force
in horizontal directions is zero. The net pulling force on the surface molecules towards
the bulk liquid phase is due to a lack of molecular forces from the vapour phase. Such
a downward force into the liquid signifies the tendency of molecule B to move into
the bulk liquid. A force manifested as surface tension force retains this molecule at the
liquid-vapour interface. On the other hand, work is required to move the molecules
from the bulk to the surface by overcoming the pulling force acting on molecule B to
create new surfaces, where the molecules experience tension.
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Figure 4.56 Molecular mechanism of (a) surface and (b) interfacial tensions.

Based on the above analysis, it is clear that the stronger the intermolecular forces
of a liquid, the higher the liquid’s surface tension. This conclusion is remarkably
well supported by the surface tension values of common liquids given in Table 4.14.
For a paraffinic liquid such as n-hexane, for example, the molecules interact mainly
through van der Waals forces, which are relatively weak compared to other specific
interactions. As a result, the surface tension of n-hexane appears to be the lowest of
the liquids given in Table 4.14. On the other hand, the hydrogen bonding among water
molecules contributes significantly to intermolecular forces, leading to a much higher
surface tension value of water. It is not surprising that the surface tension values of
other organic molecules with various weak molecular forces in addition to van der
Waals forces lie in-between the surface tension values of n-hexane (18.4 mN/m) and
water (72.8 mN/m). The surface tension of liquid mercury is much greater than that of
any other liquid listed in Table 4.14, a result of strong metallic bonds among mercury
atoms. Based on this molecular theory of surface tension, the surface tension can be
estimated from the density of the liquid and the interaction energy of the molecules in
bulk, which is linked with the free energy of liquid evaporation (Butt, Graf, and Kappl
2003).

Table 4.14 Surface tension (y) and temperature coefficient (dy /d T) of common

liquids at 20 °C
Sources: Fowkes (1965); van Oss (2006); Hiemenz and Rajagopalan (1997).

Organic
Type of £ Wa- | Mer-
liquids n-He- | Cyclo- | Me- Tolu- | Naph- ter cury
xane | hexane | thanol ene tha*
21.5—
Y (mN/m) 18.4 25.5 25.5 28.5 29.4 72.8 484
dy /dT
—0.105 -0.086 | -0.081 -0.152 | -0.220
(mN/m-K)

*Values for naphtha and heavy naphtha, respectively, measured using Du-Noly
ring method (X.H. Feng, pers. comm., 2009).
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Example 4.1

The pair molecular interaction energy, W, (r), defined as the energy required to separate
two molecules from a separation distance 7 to an infinite separation distance, is given
for cyclohexane (CH,,) at 20 °C as —1.69x107*° J, which is estimated from the energy
of cyclohexane vaporization by considering an average of six nearest neighbouring
molecules (Butt, Graf, and Kappl 2003). The density (p) of cyclohexane at 20 °C is
778 kg/m® and its molar mass (M) is 84.16 g/mole. Calculate the surface tension of
liquid cyclohexane.

Solution:

First, let us assign the energy per molecule as E, and the number of the nearest
neighbour molecules in the bulk and on the surface as Z, and Z_, respectively. Clearly,
Z, > Z. We can further assume that the distance between the nearest neighbour
molecules in the bulk (7, ) and at the surface (r,) is the same, i.e., r, = r,. The energy
of molecules in the bulk (£, ) and that on the surface (£, ) on a per-molecule basis are
given, respectively, by

Z
By =22 1,,(5)

and

V4
E, :?SWAA(]/:S‘)

S

The energy required to move a molecule from the bulk to the surface is, therefore,
given by

~ 1
AG=E -E,= E[ZSWAA(}/:Y) -ZW,,(1)]
Since r, = r and thus, W, (r,) = W, (r), then

AG = @(za _Zb)

Knowing that Z, > Z and that W, (r) <0, it is evident that AG >0, i.e., energy is
required to move the molecules from the bulk to the surface. For a surface of area
A with N molecules on the surface, AG = NAG, and the surface tension is therefore
given by

_AG _NAG _ W,,(r)
A A4 2(A/N)

(Zs - Zb)
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Here, 4 / N is the area per molecule (0), which can be estimated from the density of
the liquid by

a4 [ m | .
oc=—=| — =3.18%x10 m
N pN |

where N is the Avogadro number. If we take a small cube of liquid as a reference
and compare, we would have six faces of the cube in the bulk and only five faces of
the cube on the surface, which are surrounded by the nearest neighbour molecules.
Therefore, we can simply consider Z, to equal 6 and Z to equal 5. Inserting all of the
known values, we can calculate the surface energy (tension) as:

W, (r) . -1.69x107

Z -7Z)=—""""" __(5-6)=0.026 J/m?
(2,2, 2><3.18><10‘19( )

YN

Considering all of the assumptions, this calculated value is considered to be in excellent
agreement with the measured value of 25.5 mJ/m? given in Table 4.14. It is evident that
the surface tension or the surface energy is directly related to the strength of molecular
interactions, given by W, (r) and the distance (r) between the neighbouring molecules
in liquids.

The above molecular mechanism of surface tension also accounts for the observed
dependence of liquid surface tension on temperature. As we know, increasing the
temperature imparts more kinetic energy to liquid molecules. As a result, the distance
between molecules increases, while the strength of intermolecular forces decreases
as a result of the increased thermal motion of molecules. Therefore, a reduction of
surface tension with increasing temperature, i.e., a negative temperature coefficient of
surface tension, is expected. The measured temperature coefficients of a few common
liquids are listed in Table 4.14. A negative temperature coefficient of surface tension
indicates that less energy is required to move molecules from the bulk liquid to the
surface with increasing temperature.

The surface tension of bitumen centrifuged directly from the Athabasca oil
sands has been measured at around 32 mJ/m? at 40 °C and 28.2 mJ/m? at 90 °C,
with a temperature coefficient of —0.076 mJ/m? K (Potoczny et al. 1984). It is well
established that the surface tension of bitumen varies, depending on the method used
in isolating the bitumen from the oil sands ore and on the source of the ore. Details on
the temperature dependence of the surface tension of bitumen from oil sands ores of
various sources and prepared using various methods are given in Isaacs and Morrison
(1985) and Hepler and Smith (1994). Overall, the range of surface tension given above
falls within the range of typical hydrocarbons, e.g., 24 mN/m and 29 mN/m for liquid
cyclohexane and benzene, respectively (Fowkes 1965). This is not unexpected, as
bitumen consists mainly of hydrocarbons containing aromatic rings, although it is a
mixture of many types of complex molecules, including saturates, aromatics, resins,
and asphaltenes (SARA).
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4.9.2 Interfacial Tension

Because interfaces (bitumen-water, bitumen-solid, and solid-water) are so often
encountered in oil sands processing (bitumen liberation and aeration), it is important
to understand interfacial phenomena and their governing principles. It is not difficult
to extend the molecular mechanism of the surface tension of liquids (Figure 4.56a)
to interfaces (Figure 4.56b), where molecules from a second liquid, such as liquid
hydrocarbon (upper phase), exert a pulling force on the immiscible liquid molecules
on the surface of the lower phase. This force weakens the overall force that pulls
the molecules from the interface into the bulk. The magnitude of this force from the
opposite phase is determined by the intermolecular forces across the interface and
is conventionally described by the geometric mean of the surface tension of the
individual phases in contact, corrected by the phenomenological Good and Girifalco
parameter (®), as D4/7,7, . The correction is necessary to account for the complex
nature of molecular interactions across an interface (van Oss 2006). An equal force
in the opposite direction exists from the lower phase towards the molecules on the
surface of the upper phase. To simplify the formulation, the interfacial tension, ), ,,
defined as the tension force on a unit length of interface, can be considered to be the
summation of surface tension forces of each phase in contact, i.c.,

Yie = = Oy + (1, = Priy,) =7, +7, = 20477, (4.20)

For molecules interacting across the interface by van der Waals forces only, ®
becomes 1, and only the van der Waals components of surface tension (") need to

be considered, i.e.,
vdW _ vdW
Vi =V +72-2Y 7, (4.21)

This simple relation, known as the Fowkes equation, provides an excellent
estimate of the interfacial tension of hydrocarbon liquids in contact with water (Fowkes
1965), but caution should be exercised when applying it to other liquids, as will be
illustrated in Example 4.2. The Fowkes equation can be extended by considering and
formulating other specific interactions. One such formulation is proposed for acid-base
interactions, including hydrogen bonding, by van Oss, Chaudhury, and Good (1987)
and has been widely used in literature. Readers interested in this subject are referred
to a review article by Lee (1996).

Example 4.2

Table 4.15 gives the surface tensions and van der Waals components of n-hexane,
toluene, and water, along with the measured interfacial tension values. Calculate
the interfacial tension of water in contact with n-hexane and toluene using Fowkes’
equation and compare the results with the measured values.
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Table 4.15 Surface tensions and van der Waals components of surface

tension and interfacial tension of selected liquids

Source: van Oss (2006).

St | wheane | Totuene | water
4 18.4 28.5 7.8
v 18.4 28.5 21.8
y,, (measured) 51.1 36.1 0*

"A note to the reader: Why do you think the surface/interfacial tension of water is
listed as 07

Solutions:

Inserting the numbers given in Table 4.15 into the Fowkes equation (Eq. [4.21]), we
obtain

7, (water-hexane) = 72.8 +18.4-24/21.8 x18.4 =51.1 mN/m

and

7, (water-toluene) = 72.8 +28.5-2/21.8 x 28.5 = 51.4 mN/m

Clearly, the calculated interfacial tension for water-hexane agrees well with the
measured value of 51.1 mN/m, indicating that the van der Waals forces are the only
forces operating between water molecules and n-heptane across the interface, even
though there is strong hydrogen bonding among the water molecules. In contrast,
the measured interfacial tension of 36.1 mN/m for water-toluene is much lower than
the value calculated using Fowkes’ equation. The overestimate of interfacial tension
using Fowkes’ equation indicates that the interaction between water and toluene is
stronger than the van der Waals forces, most likely due to water highly polarizing
the conjugated (delocalized) m-electrons of toluene and inducing additional attraction.
This observation further confirms the limitation of applying Fowkes’ equation to
systems where van der Waals forces are the only forces operating across the interface.

Figure 4.57a shows the interfacial tension of bitumen in contact with water,
determined using microtensiometry (Moran et al. 2000) and drop-shape recovery
methods (Moran 2001), as a function of pH. For comparison, the surface tensions
of water alone and water in contact with bitumen as a function of pH are shown in
Figure 4.57b. The interfacial tension of bitumen in contact with simulated process
water (SPW) and simulated process water doped with divalent cations (DSPW), in
this case, 0.3 mM calcium and 0.3 mM magnesium, respectively (Figure 4.57a),
is significantly lower than the typical interfacial tension of simple organic liquids
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(such as hexadecane and toluene) in contact with water (49 mN/m and 36.1 mN/m,
respectively). Although the interfacial tension of bitumen-water is not sensitive to
cation addition at the 0.3 mM level, it decreases steadily with increasing solution pH,
from 23 mN/m at pH 4 to less than 0.1 mN/m at pH above 12. This is in great contrast
to the observed pH-independence of the surface tension of water and the interfacial
tension of hexadecane (or other simple hydrocarbon liquids) in contact with water
(Wang et al. 2004).

To account for the observed change in the bitumen-water interfacial tension with
the pH of the aqueous phase when no change has been made to the surface tension
of the water, we assume that the chemistry of the bitumen-water interface must have
undergone a change. Bitumen is known to contain various types of surface-active
components, collectively known as natural surfactants (described in Section 2.10
of Chapter 2). Surfactants have an amphiphilic nature, exhibiting two distinct
characteristics: affinity to water at one end (hydrophilic head) and aversion to water
at the other end (hydrophobic or lyophilic tail). Moving an amphiphilic molecule (as
opposed to a water or non-amphiphilic organic molecule) from the bulk aqueous or
organic phase to the interface would lead to a reduction in the system energy. For
example, moving an amphiphilic molecule from the bulk aqueous phase to an oil-water
interface in such a way that the organic part of the amphiphilic molecule resides in
the organic phase would eliminate unfavourable contact of the organic moiety with
water, lowering the energy of the system by n x 2.5 kJ/mole, where n is the number
of carbons in the amphiphilic molecule (Fuerstenau 1982). Similarly, transferring an
amphiphilic molecule from a bulk organic phase to an oil-water interface in such a
way that the hydrophilic head resides in the aqueous phase would lead to a reduction
in the system energy by the difference between the hydration energy and the solvation
energy of the hydrophilic head group.

When bitumen makes contact with water, the surface-active components migrate
from the bulk bitumen to the bitumen-water interface in such a way that their hydrophilic
head group moves into the aqueous phase, while their hydrophobic tails remain in the
bitumen. Depending on the type of surfactant and the pH of the aqueous phase, the head
group can be protonated or deprotonated to carry positive (cationic) or negative (anionic)
charges. Charging the surfactant molecules will change their hydrophilic-lyophilic
balance (HLB), and thus, their solubility and surface activity. The presence of a surfactant
containing a carboxylic acid in bitumen is well documented (Bowman 1967; Schramm
1984; Schramm and Smith 1987). Increasing pH is known to ionize the carboxylic group
(—~COOH) of surface-active molecules to carboxylate (—-COO"), increasing its HLB
number (shown in Table 2.8) and solubility in water. As a result, increasing the
aqueous pH facilitates the accumulation of natural surfactant molecules from the bulk
bitumen onto the interface and their consequent migration into the aqueous phase. This
is confirmed in Figure 4.57b by the sharp reduction of surface tension of water from
72 mN/m to around 63 mN/m after its contact with bitumen at pH 11.5.

The degree of surfactant accumulation at the bitumen-water interface is determined
by surfactant concentration in bulk aqueous solutions, which is governed by Gibbs’
equation (Eq. [2.15]). A reduction in the surface tension of water after its contact with
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(a), in comparison with surface tension of water alone and in contact with
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Source: Wang et al. (2010).
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bitumen and with increasing aqueous pH, shown in Figure 4.57b, indicates an increase
in the concentration of natural surfactant released from bitumen into the aqueous
phase, as predicted from applying Gibbs’ equation to the surface of the aqueous phase.
Such an increase in surfactant concentration in the bulk aqueous phase reflects an
accumulation of surfactant at the bitumen-water interface, causing a corresponding
decrease in bitumen-water interfacial tension, as seen in Figure 4.57a.

From the viewpoint of oil sands processing, a significant reduction in bitumen-water
interfacial tension with increasing aqueous pH would aid in bitumen liberation, as
will be discussed later. However, an excessively low bitumen-water interfacial tension
indicates the potential for spontaneous bitumen emulsification when the oil sands
ores are processed in highly alkaline slurry. The highly charged bitumen emulsion
droplets are stable in highly alkaline slurry and are not easily aerated due to their small
sizes, leading to low bitumen recovery. The entrainment of alkaline water in bitumen
froth also leads to difficulties in bitumen froth cleaning due to the stabilization of
highly emulsified, alkaline water droplets in diluted bitumen. Increasing pH will also
increase the wettability of bitumen, leading to difficulties in bitumen aeration and
hence reducing bitumen recovery, as will be discussed later.

4.9.3 Surfactant Chemistry

Although non-ionic surfactants are less sensitive to solution pH, the characteristics of
ionic surfactants (and hence their hydrophilic nature) change with pH. This can affect
the interfacial tension and impact bitumen recovery and froth cleaning. It is therefore
important to understand the ionization characteristics of surfactants and the effect of
water chemistry on interfacial properties. Based on the nature of their ionization, three
major types of ionic surfactants are present in bitumen: strong-acid, weak-acid, and
weak-base surfactants. Sulphonate (—SO5 ) and sulphate (—OS Q) ) are typical polar
groups of strong-acid surfactants. When dissolved in aqueous solutions, strong-acid
surfactants ionize, and hence carry a negative charge over almost the entire pH range.
The carboxylic acid group (COOH) is a common type of weak-acid surfactant,
while various types of amines (-NH,) are weak-base surfactants. A common feature
of weak-acid and weak-base surfactants is their pH-dependent ionization. The
pH-dependent protonation of amine-type surfactants makes them positively charged,
while the pH-dependent dissociation of carboxylic-acid type surfactants makes
them negatively charged. Table 4.16 gives the pertinent equilibrium reactions and
corresponding equilibrium constants for dodecyle amine (RNH,) and stearic acid
(RCOOH), where R is CH,(CH,),,— and CH,(CH,),—, respectively.

From the equilibrium reactions given in Table 4.16, it is evident that when a
surfactant is dissolved in an aqueous solution, it distributes among various species.
Added surfactant in solid form contributes little to the desired functions. In most cases,
only charged species perform the desired functions of surfactants. To understand the
effect of pH on bitumen-water interfacial tension and its role in bitumen liberation and
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aeration, it is instructive to determine the surfactant species distribution as a function
of solution pH. We will use stearic acid to illustrate the principle of constructing a
surfactant speciation diagram.

Table 4.16 Equilibrium reactions and corresponding equilibrium
constants for dodecyl amine and stearic acid at 25 °C

Reaction | Reaction Reaction Egi“ulllrllb'
no. type constant
Dodecyle amine
(R-1) Dissolution RNH, (s) = RNH, (aq) 2:10°
(R-2)

Protonation | RNH, (aq)+H,O0 = RNH; +OH | 4.3-10*

Stearic acid

(R-3) | Dissolution | RCOOH(s) = RCOOH(aq) 3.107
(R4 Dissociation | RCOOH (aq) = RCOO +H" 1-10°
Example 4.3

Using the equilibrium constants provided in Table 4.16 for an aqueous solution
containing 1x10™* mole/L stearic acid, determine the critical precipitation pH
above which the added stearic acid is completely soluble and the pH at which the
concentration of soluble stearic acid equals that of the ionized stearic acid. Construct
a speciation diagram for a pH range of 2 to 10.

Solutions

The total amount of stearic acid ((RCOOH] = 1x10™* mole/L) placed in water
distributes among RCOOH(s), RCOOH(aq), and RCOO". From the definition of
critical precipitation pH (pHcp), we know that the concentrations of RCOOH(s) and
RCOOH(aq) are nil and 3x1077 mole/L, respectively, at the pH,. Considering the
materials balance at critical precipitation pH, we have:

[RCOOH], = [RCOOH(aq)]+[RCOO"] (4.22)

Inserting the known values for [RCOOH], and [RCOOH(aq)] into Eq. (4.22) and
rearranging leads to:

[RCOO ]=1x10"*=3x10"7=9.97x10"° mole/L (4.23)
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Applying the mass action law to (R-4) in Table 4.16 leads to:

K, = [RCOO JIH ] (4.24)
[RCOOH(aq)]

Inserting the known values of K,, [RCOO], and [RCOOH(aq)] into Eq. (4.24) and
rearranging leads to:

(H'] = K,[RCOOH(aq)] 1x107°x3x10”
P [RCOO] 9.97x107

=3.009 x10°* mole/L

Therefore, pH_ = —log[H'] = - log 3.009 x 108=7.52
When [RCOOH(aq)] = [RCOO ], Eq. (4.24) gives [H'] =K, i.e.,pH =pK, = 5.

It is important to note that below the critical precipitation pH, the system is in
equilibrium with solid stearic acids, RCOOH(s), such that RCOOH(aq) is constant
at 3x1077 mole/L, the solubility limit of stearic acid (Cs). From Eq. (4.24), we can then
readily calculate the concentration of ionized stearic acid as a function of pH using

_. K, [RCOOH
[RCOO] = X4l - (aq)] 4.25)
[H"]
where [RCOOH(aq)] = Cs. In logarithm form, Eq. (4.25) becomes
log[RCOO™ ] =logCs —pK, + pH (426)
=1og(3x107)+1log(1x10°)+pH =—11.52 + pH '
The concentration of solids is then given by
[RCOOH(s)] =[RCOOH]; —[RCOO ]-Cs (4.27)

Above the critical precipitation pH, on the other hand, [RCOOH(s)] = 0. In this case,
Eq. (4.22) is valid. Rearranging Eq. (4.25) to replace [RCOOH(aq)] in Eq. (4.22) leads
to

RCOOH], = [RCOE—_][}F]HRCOO‘] = [Rcoo-]([;ﬂﬂ) (4.28)

4 4
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We can then obtain:

[RCOOH], _ [RCOOH], K,
([H+]+ 1] [H]+K, (4.29)

4

[RCOO ]=

and

[RCOOH(aq)] = [RCOOH], —[RCOO ]

—[RCOOH], (1 _ L] (4.30)
([H']+K,

At pH below pH,_ =7.52, Egs. (4.26) and (4.27), along with [RCOOH(aq)] = Cs,
can be plotted as a function of pH, while at pH above pH_, Egs. (4.29) and (4.30) can
be plotted to complete the stearic acid speciation diagram, as shown in Figure 4.58.

Stearic acid at 0.1 mM
10" |
RCOOH(s)
-
g
= 10'5':
p E
K} ]
S
© .
*é :Critical
e © :precipitation pH
Q 10 3 '
] E '
1 RCOOH(aq)
107 — T '/I T T Y T
2 3 4 5 6 7 8 9 10

Figure 4.58 Speciation diagram of 0.1 mM stearic acid in an aqueous solution.

The speciation diagram of stearic acid in Figure 4.58 shows that the ionized
species become dominant only when the pH is above pK_ (or more precisely, above
critical precipitation). The ionic form is more soluble in water and, due to its high HLB
value,’ becomes more surface-active than the undissociated acid. This supports the
measured reduction in bitumen-water interfacial tension with increasing aqueous pH
seen in Figure 4.57a. The dominant species of stearic acid at a pH value that is above its
critical precipitation pH carries a negative charge. Its adsorption at the bitumen-water
interface would impart hydrophilic characteristics to bitumen, enhancing bitumen
liberation but hindering bitumen aeration, as will be discussed later.

5 See HLB group number of “COOH and —COONa in Table 2.8 of Chapter 2.
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The results in Figure 4.58 also suggest that adding more surfactant into a system
below the surfactant’s critical precipitation pH has no benefit, as the additional
surfactant exists mainly in solid form of little surface activity. For a weak-acid
surfactant to be effective, the process must operate at pH levels above the surfactant’s
critical precipitation pH. A similar analysis applies to cationic surfactants such as
amines.

Although it is instructive to understand surfactant chemistry, oil sands processing
is a far more complex system than discussed here. It contains many other types of
surfactant and inorganic ions, such as calcium and magnesium ions. Calcium ions are
known to react with stearic acid to form calcium salts of extremely low solubility. The
calcium salt of stearic acid in water undergoes various equilibrium reactions, which
are affected by the presence of carbonate or bicarbonate (Table 4.17). Example 4.4
illustrates the role of water chemistry on free surfactant concentration of desired
surface activity.

Table 4.17 Equilibrium reactions and corresponding equilibrium
constants of bicarbonate in the presence of calcium and stearic acid,
where calcium hydrolysis is not considered

Reaction cer e . crep .
number Equilibrium reaction Equilibrium constant
(R-5) | Ca(RCOO")(s) = Ca** + 2RCOO" [ K_ . - =[Ca®][2RCOO] = 10715
(R-6) CaCO,(s) = Ca¥" + CO.> K, = [Ca¥1[CO2T = 105
[H+][HCO;] 635
- pa— + - = = 10
(R 7) HZCO3(aq) = H"+ HC()3 (R-7) [HZCO3(aq)]
[H'I[COT] i
R-8 HCO,; = H'+CO* Kpgyy=—————=10""
( ) 3 3 (R-8) [HCO;]
Example 4.4

To illustrate the impact of water chemistry on free surfactant concentration, let us
look at process water containing 0.1 mM stearic acid and 40 ppm (1 mM) calcium
ions with and without 1000 ppm carbonate (CO,*) in a closed system at pH 8.5. The
calcium hydrolysis to form CaOH" and precipitation of Ca(OH),(s) can be considered
negligible at this pH.

Solutions:
Case A: Without Bicarbonate

From Figure 4.58, we see that pH 8.5 is well above the critical precipitation pH of
stearic acid, and hence, stearic acid is mainly in the ionic form, with a negligible
amount in the acidic form. Therefore, both RCOOH(aq) and RCOOH(s) are essentially
zero, and the stearic acid balance can be written as
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[RCOOH], =[RCOO ]+ 2[Ca(RCOO"),(s)] @.31)
where RCOO™ is given from the solubility equilibrium of (R-5) by

K
[RCOO |= [CP—“;? (4.32)
a

Since CaOH" and Ca(OH),(s) are not considered at this pH, the calcium will
be mainly in the form of Ca*" or Ca(RCOO"),(s) in the absence of carbonate and
bicarbonate. The calcium balance is therefore given by:

[Ca], =[Ca*"]+[Ca(RCOO),(s)] (4.33)
Rearranging Eq. (4.33) leads to
[Ca®*]=[Ca], —[Ca(RCOO"),(s)] (4.34)
Inserting Eq. (4.34) into Eq. (4.32) and the resultant equation into Eq. (4.31) leads to
[RCOOH], =
K 435
\/ DRI +2[Ca(RCOO),(s) (439
[Ca]; —[Ca(RCOO"),(s)]

Since [RCOOH], =10"*M and [Ca] = 107 M, while K ows = 107138 as given, the
only unknown in Eq. (4.35) is [Ca(RCOO"),(s)], which is solved numerically (using
the “Solver” tool in Microsoft Office Excel, for example) to be 4.98x1075 mole/L. With
this value, RCOO™ in Eq. (4.31) is calculated to be 4x1077 mole/L. Clearly, almost all
the added stearic acid molecules are in the form of solid calcium salt, with very little
left to be effective. The precipitation of calcium salt of stearic acid reduces the calcium
ion concentration from 1 mM to 0.5 mM, representing a 50 % reduction.

Case B: With 1000 ppm (0.016 M) Carbonates (CO,*)

Material balances can be set for [CO,*], [Ca*]
Eq. (4.37) and Eq. (4.31), respectively):

and [RCOOH], (Eq. (4.36),

[CO; ]y =[CO; ]+[HCO,1+[H,CO;(aq)] +[CaCO,(s)] ~ (4:36)

[Ca], =[Ca®]+[CaCO,(s)] + [Ca(RCOO"),(s)] 4.37)

Inserting Eq. (4.31) into Eq. (4.32) and rearranging leads to
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10°
(4.38)
Methylene chloride

From (R-6), we have

K
Ca2+ — sp(R-6) 4.39
[Ca™] [CO™] (4.39)

Inserting Eq. (4.39) into Eq. (4.38) and then Eq. (4.37) and rearranging the resulting
equation leads to

[CaCO,(s)] =[Ca] Koo
3 " [cor]

1 4.40
1 Ksp(R—S) 2—- ? ( )
~-| [RCOOH], —| 22 [CO} ]

sp(R-6)

In Eq. (4.36), the component concentration of [HCO,] and [H,CO,(aq)] can be
expressed in terms of the soluble carbonate concentration, [CO3*], and the equilibrium
constants of reactions (R-7) and (R-8), which leads to

(H'], _[H'F
KK

(R-8) (R-7)7™(R-8)

[CO: ], = [Coi][l + ]+ [Cal;

1

> (4.41)

K K
— 20 1 [RCOOH], —| =222 1C0O3"]
[COI] 2 Kre

For a given pH (8.5) and total concentrations of calcium (1 mM), carbonate (16
mM), and stearic acid (0.1 mM) with all of the known equilibrium constants in Table
4.17,Eq. (4.41) can be solved numerically to obtain the soluble carbonate concentration,
which can then be used to calculate the concentration of soluble calcium, and hence,
the surfactant concentration. The species concentration is given in Table 4.18.

Table 4.16 Species distribution of 0.0001 M stearic acids in 0.001 M calcium
and 0.016 M carbonate solutions at pH 8.5 and 10

Species | co> [HCO; [ H,COaq)| Ca» | cCacoag) | RCOO | CaCO0),(5)
Concentration (milimole/L)

pH=85 [ 0218 | 1474 | 0104 | 15510° | 0936 [3.1910¢]  484.10°
pH=105 | 897 | 607 | 043.10° [03810° | 0960 |20510° 39.8:10°
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In the above example, it is interesting to note that without carbonate (or
bicarbonate) in the system, almost all of the stearic acid is in the form of precipitates as
Ca(RCOO),(s), and a very small fraction, less than 0.4 %, is in soluble ionized form.
As a result, very little stearic acid is left in the form of a surface-active component
available for bitumen liberation, hindering bitumen recovery. Significant reduction of
stearic acid by calcium also implies a strong binding of calcium to stearic acid. Such
a characteristic of calcium would allow it to attach to the bitumen surface, where
the deprotonated carboxylic group was found to prevail in zeta potential distribution
measurements (Liu, Zhou, and Xu 2002). The adsorption of divalent calcium cations
would make the bitumen surface locally positively charged, attracting negatively
charged fine solids (as shown in Figure 4.55b or Figure 4.55c), and lead to low
bitumen recovery or poor froth quality (Gu et al. 2003). Despite the negative impact
of calcium on bitumen recovery, strong binding of calcium with stearic acid allows for
the removal of potentially toxic surfactants by calcium ion addition, which is followed
by flocculation or precipitates flotation to clean up the surface-active organics (such as
naphthenic acids) from the process water for safe discharge.

Since calcium negatively affects bitumen recovery by reducing the active
ingredients of surface-active components in bitumen, oil sands processing is often
operated at alkaline pH, not only to produce and ionize the natural surfactants
needed for bitumen liberation (discussed later), but also to introduce carbonates
to minimize the detrimental effect of calcium ions. The calculation above for the
closed system containing 1000 ppm carbonate showed an almost sevenfold increase
in the concentration of soluble stearic acid, from 4x1077 mole/L without carbonate
to 3.19x10°° mole/L with carbonate. This is attributed to a significant reduction of
soluble calcium ions, from 1 mM to 0.016 mM, by the formation of 0.936 mM calcium
carbonate precipitates in the presence of 1000 ppm carbonate. Clearly, increasing the
concentration of soluble stearic acid (RCOO") by scavenging soluble calcium ions
using carbonate or bicarbonate is effective.

It is interesting to see the effect of pH on soluble stearic acid anion concentration
by recalculating species distribution at higher pH (e.g., 10.5). Table 4.18 shows a
further increase in soluble stearic acid anion concentration, from 3.19x107° mole/L
to 20.5x10°° mole/L, which results simply from increasing pH at the fixed total
carbonate concentration of 1000 ppm. Such an increase in soluble stearic acid anion
concentration is attributed to the increase of carbonate(CO,*) concentration with pH
(from 0.218 mM to 8.97 mM), leading to increased precipitation of calcium carbonate
at 0.96 mM and a corresponding decrease in soluble calcium ion concentration
from 15.5%1072 mM to 0.38%10° mM. It is evident that high pH is favourable for
maintaining a high concentration of soluble stearic acid anions when bicarbonate is
co-present with calcium.

In view of the importance of bicarbonate in controlling soluble calcium
concentration, it is instructive to calculate speciation distribution. For a given total
carbonate concentration ([CO,*],) below its solubility limit, and without considering
calcium, Eq. (4.36) can be applied by setting [CaCO,(s)] to equal zero. Applying
dilute solution approximation, the concentration of various carbonate species can be
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expressed in terms of equilibrium constants in (R-6) and (R-7) as a function of pH
(hydrogen ion concentration) using the mass action principle. The materials balance
equation of carbonates (Eq. [4.36]) then becomes

[HCO; ],

(LT, T
KR-S KR—7KR—8

2-9_
[COs )= (4.42)

)

Fora given pH, Eq. (4.42) allows us to calculate the carbonate anion concentration,
from which the concentration of other species can readily be calculated. The speciation
diagram in Figure 4.59 shows the results obtained for [HCO, ], =16 mM . It is evident
that, over a pH range of 6 to 10.5, bicarbonate anions (HCO,’) dominate. Below pH
6, the neutral molecular carbonic acid, H,CO,(aq), dominates, while at pH above
10.5, divalent anionic carbonate, CO,*, begins to dominate. It is therefore anticipated
that, for an open system, the amount of dissolved CO, increases significantly at pH
levels above 10.5, increasing the concentration of carbonate ions, which effectively
remove calcium ions by forming calcium carbonate precipitate. Clearly, the presence
(addition) of CO,* is highly beneficial for controlling the calcium level, and hence,
the optimized performance of bitumen recovery.

[H,CO,]; = 16 mM

Concentration (mol/L)

H,CO4(aq)

Figure 4.59 Speciation diagram of carbonate for a closed system of
[HCO,], =16 mM .

It should be noted that the above approach for calculating soluble calcium,
carbonate, and surfactant concentrations is limited to closed systems only, such as
those encountered inside hydrotransport slurry pipelines, where bitumen liberation
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and aeration occur. In oil sands extraction, many unit operations (such as flotation
cells and tailings ponds) are open to the atmosphere, where mass transfer occurs
between CO, in the atmosphere and in the pulp/suspension. Thermodynamically, the
amount of CO, dissolved in the aqueous phase is determined by Henry’s law for a low
concentration regime of CO,:

[CO,(aq)] =[H,CO;(aq)] = K, Py (4.43)

where K, is Henry’s constant and Peo, is the partial pressure of CO, in the atmosphere.
At amblent conditions (i.e., P=1 atm and T = 298 K), K, =10 s mole/bar-L and
Peo, =3.5-10° “ bar . In an open system, the concentration of H,CO,(aq) is governed by
Henry’s law, which allows for the calculation of other carbonate species as a function
of pH using equilibrium reactions and the corresponding equilibrium constants given
in Table 4.17. The procedures outlined in Example 4.4 could easily be modified to
calculate species distributions. A detailed analysis of water chemistry for calcium
precipitation using bicarbonate is provided in Chapter 6.

4.9.4 Natural Surfactants in Bitumen

The presence of natural surfactants in bitumen is well established, although their role
in bitumen recovery remains controversial (Hepler and Smith 1994). Due to their
amphiphilic nature, surfactant molecules accumulate at air-water or oil-(bitumen)-water
interfaces, as shown in Figure 4.60. By eliminating unfavourable contact between
hydrocarbon (or fluorocarbon) tails and water and between polar heads and the organic
phase, the accumulation of surfactant at the oil-water or air-water interface reduces
the interfacial energy, as moving a surfactant molecule from the bulk solution to the
interface requires much less energy than moving a water molecule to the interface.

Depending on caustic addition (or more specifically, on the pH), some surfactant
molecules can be made water-soluble and transfer from bitumen to the aqueous phase.
Bichard (1987) reported that the lowest solubility (extraction) of natural surfactant
from bitumen to the aqueous phase was at neutral pH, indicating the presence of
both weak-acid (carboxylic acid-type, ~=COOH) and weak-base (amine-type, ~NH,)
surface-active molecules in bitumen. Although carboxylic acid-types of surfactants
have been considered by many to be the major surface-active components in bitumen
following caustic addition, emphasizing the importance of caustics in bitumen
recovery, others have reported the presence of sulphonate, sulphate, or sulphoxide
surfactants (Ali 1978; Moschopedis et al. 1980; Schramm and Smith 1987).

In his early studies, Bichard suggested the bridging of natural surfactant molecules
and bitumen by polyvalent cations (1987). This hypothesis was later experimentally
confirmed by zeta potential distribution measurements (Liu et al. 2002). The use of
chelating agents to scavenge polyvalent cations or high caustic addition to produce a
sufficient amount of surface-active components from bitumen have been proposed as
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methods of improving bitumen recovery and froth quality. Increasing pH, in addition
to producing more natural surfactants from bitumen, also dissociates carboxylic acids,
thus rendering bitumen-water and oil-water interfaces progressively more negative
while accelerating the hydrolysis of siloxane bonds (Si—O-Si) and the dissociation
of silanol (—SiOH) groups on solids. As a result, solids become more hydrophilic,
leading to better bitumen-solids separation. However, the loading of negatively
charged surfactants at the bitumen-water and air-water interfaces makes bitumen-air
attachment more difficult, reducing bitumen recovery. Decreasing the bitumen-water
interfacial tension to extremely low values at high pH also emulsifies bitumen, making
the recovery of ultrafine bitumen droplets even more challenging.

The detrimental effect of excessive caustic addition on bitumen recovery is well
documented by Misra, Aguilar, and Miller (1981), Hupka and Miller (1991), and
Schramm and Smith (1984), leading to the concept of critical surfactant concentration
for optimal bitumen recovery. A critical surfactant concentration of 0.1 mM (Schramm,
Smith, and Stone 1984) occurs at a pH of around 9 (Bichard 1987). The demand for
caustic addition to achieve this level of natural surfactant release depends on the
characteristics of the ore. More caustic is required for high-fines and weathered ores.

Figure 4.60 Schematic illustration of surfactant adsorption at air-water and
oil-water interfaces.

Zeta Potential

As mentioned earlier, the amphiphilic nature of the natural surfactants from bitumen
causes them to migrate from bitumen to the bitumen-water interface, transfer into
water, and then migrate to the air-water interface. The extent of surfactant transfer
depends on caustic addition. As discussed in Section 4.9.3 on surfactant chemistry, a
pH-dependent ionization of the weak acid- or base-types of surfactants (Table 4.16)
creates a pH-dependent surface charge at oil-(bitumen)-water and air-water interfaces.
As we can see, measurement of interfacial charge characteristics (zeta potential) is
a powerful method for determining the type and concentration of natural surfactant
present at the bitumen-water and air-water interfaces and released into the aqueous
phase during oil sands extraction.
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Following early work by Takamura and Chow (1983, 1985), Schramm and Smith
(1984), and Hupka and Miller (1991), a systematic study was conducted by Liu, Zhou,
and Xu (2002) to determine the type of natural surfactant released into industrial process
water and accumulated at the bitumen-water interface. As shown in Figure 4.61, the
zeta potential profile of hexane droplets in oil sands industrial CT (consolidated or
composite tailings) process water can only be matched by the zeta potential profile of
hexane droplets in 1 mM KCland 1 mM CaCl, electrolyte solutions containing all three
types of surfactants: sodium dodecyl sulphate (SDS), dodecyl amine hydrochloride
(DAH), and sodium salt of palmitic acids (NaPa) at 1:1:X molar ratios (where X is
variable). An attempt to match the measured zeta potential profiles of hexane droplets
in 1 mM KCl solutions containing either a single or binary surfactant of SDS, DAH, or
NaPa with the profile of hexane droplets in oil sands process water was not successful
(Liu, Zhou, and Xu 2002). These results indicate not only the presence of these three
types of surfactants, but also their relative concentrations. It is interesting to note that
the measured zeta potential value of hexane droplets in an aqueous solution is less
sensitive to the change of NaPa concentration ratio (with X varying from 0.5 to 2) than
to the change of SDS and DAH concentration ratio. Furthermore, the measured zeta
potential of hexane droplets in tailings pond water was found to be more negative than
that in CT process water, which was attributed to a higher concentration of calcium
ions in the CT process water than in the tailings pond water. The zeta potential profiles
of hexane droplets in tailings pond water and CT process water can be well matched
by the measured zeta potentials of hexane droplets in aqueous solutions that contain
not only the same level of inorganic ions, but also SDS:DAH:NaPa surfactants at 1:1:1
molar ratios.

04 A SDS:DAH:NaPa
A A 1:1:1
NS A A v 1:1:2
< -10 & ¢ 2:1:1
= A 1:2:1
5 20 A O Process water
B .
Q
kS]
Q30
©
©
N
40
-50 ] 2
® 0.5:0.5:0.5
_60 T T T T T T T T
2 4 6 8 10 12

pH

Figure 4.61 Zeta potentials of hexane droplets as a function of pH in 1 mM
KCI and 1 mM CaCl, solutions containing mixed surfactants (symbols)
in CT process water (curve). The surfactant concentration is indexed as
0.5=0.005 mM, 1=0.01 mM, and 2 = 0.02 mM.
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More interestingly, the measured zeta potential profile of bitumen in 1 mM KCl
solutions can be well matched by the zeta potentials of hexane droplets in 1 mM
KClI solutions containing a 1:1:1 molar ratio of SDS:DAH:NaPa, each at 0.01 mM,
as shown in Figure 4.62. The measured zeta potential profiles of hexane droplets
in a binary surfactant solution do not provide a satisfactory matching. This finding
is particularly important, as it indicates the presence of all three types of natural
surfactants on bitumen surfaces in aqueous solutions. Cleary, the electric charge on
the bitumen surface is complex and by no means uniformly distributed.

It should be noted that the adsorption of natural surfactants at the air-water
interface will also lead to similar pH-dependent charge characteristics. The only
difference is that the amount of natural surfactant adsorbed at the air-water interface
(adsorption density) may well be different from that at the bitumen-water interface,
leading to differences in the absolute value of surface charge density and hence, in
the zeta potential. The adsorption of natural surfactants not only makes air bubbles
more stable and less amenable to attachment to bitumen surfaces, but also induces
electrostatic double layer repulsive forces that prevent bubbles from approaching the
bitumen surface, leading to poor bitumen aeration. The impact of surfactant adsorption
on bubble generation and stabilization will be discussed in later chapters.

75

20 7 DAH+NaPa

-25 DAH+SDS

Zeta potential (mV)

.50
=75

-100 NaPa+SDS SDS+DAH+NaPa

pH

Figure 4.62 Zeta potentials of hexane droplets in surfactant containing
solutions at a 1:1:1 molar ratio, each at the 0.01 mM level (solid lines), and
of bitumen in 1 mM KCI supporting electrolyte solution (symbols).
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Efforts have been made to better understand the surface charge characteristics
at bitumen-water interfaces by applying the ionizable surface group model (Healy
and White 1978) to the ionization of surfactant molecules adsorbed at bitumen-water
interfaces (Takamura and Chow 1985). In this model, surface charge develops
as a result of the ionization (dissociation or protonation) of surface groups. At the
bitumen-water interface, it is the dissociation of carboxylic groups and the protonation
of amine groups of natural surfactants adsorbed at the interface that contribute tothe
total surface charge. An early attempt by Takamura and Chow (1985) considered only
the carboxylic surfactants at the bitumen-water interface. Although the predicted
zeta potentials from this model show a reasonable agreement with the measured zeta
potential, the presence of mixed surfactants of different ionization characteristics
poses challenges in accurately modelling electrical properties of bitumen-water or
air-water interfaces, as reported by Liu et al (2008). A main difficulty lies in accurately
determining the adsorption density of each type of surfactant at the bitumen-water
interface, which can change with changing solution pH. Considering the important
role of surfactants in bitumen liberation and aeration and their application in bitumen
recovery, continuing research in this direction would be fruitful.
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Chapter 5

Slurry Preparation and
Conditioning

When Suncor and Syncrude first began bitumen extraction operations (the former in
1967 and the latter in 1978), both initially employed the Clark Hot Water Extraction
(CHWE) process with the addition of caustic at operating temperatures of 70 °C to
80 °C.! Today, there is an increasing shift towards operating at lower temperatures
(and to some extent, towards lowering or eliminating the use of caustic). The shift
in temperature reduction is evident in the design of Suncor’s 1998 Steepbank Mine
and 2001 Millennium project; Syncrude’s North Mine and Aurora Mine Trains 1 and
2 (2000-2003); and Albian’s Muskeg River Mine (2003). The operating temperature
plays a major role in the design of a bitumen extraction plant, and is based on a number
of different factors, including the residence time of oil sands lumps in the extraction
unit, unit operations within the extraction plant, the available thermal energy (which
is normally dependent on the presence or absence of upgrading facilities nearby), heat
integration, and the use of recycle water. A brief review of some alternative bitumen
extraction processes is given by Fuhr et al. (1993) and the Fine Tailings Fundamentals
Consortium (FTFC) (1995). In the last decade, plant experience and laboratory tests
have indicated the significance of the extraction operating temperature. The general
rule is to avoid operating at temperatures below 40 °C (Long, Xu, and Masliyah 2005).

The basic steps of bitumen recovery are outlined below.

1. Mining of oil sands

Oil sands are mined using shovels, and the mined dry ore is transported to the extraction
plant by trucks (this is referred to as the truck-and-shovel method). More recently,
Suncor introduced mobile mining technology as an alternative to the traditional truck-
and-shovel operation. The mined oil sands are crushed and mixed with water at the
mine face and transported to the processing facility by pipeline, thereby eliminating
the use of trucks.

1 Operating temperatuare refers to the temperature of the exit slurry in a bitu-
men digestion unit, i.e., tumbler or hydrotransport pipeline.
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2. Oil sands ore preparation

Oil sand lumps are crushed and then mixed with recycle process water in mixing boxes,
cyclofeeders, or rotary breakers. At this stage, chemical additives can be included. Air
entrainment takes place.

3. Digestion of oil sand lumps with subsequent bitumen liberation and
aeration

This step involves lump size reduction, bitumen liberation from sand grains,
bitumen-bitumen coalescence, and aeration. In early oil sands development, rotating
drums (tumblers) were used. At present, slurry hydrotransport pipelines are used in
this step. Air, at low doses, can be added to the hydrotransport pipeline to allow for
more bitumen aeration.

4. Separation of the liberated and aerated bitumen aggregates from the
water-solids slurry

The flotation of the acrated bitumen and settling of the solids are achieved using large
gravity separation vessels, which are referred to as primary separation vessels (PSVs);
sep cells, or primary separation cells (PSCs).

5. Bitumen flotation

Further recovery of small bitumen aggregates (usually unaerated bitumen) is achieved
using induced air flotation in flotation cells or columns, tails oil recovery vessels,
cycloseparators, or hydrocyclones.

6. Froth treatment

Bitumen froths that are recovered from gravity separation vessels or flotation cells
are first deaerated. At Syncrude, Suncor, and more recently, CNRL’s Horizon Project,
naphtha is used as a solvent (diluent) to reduce the bitumen density and viscosity. The
solids and water are then removed from the bitumen froth using inclined plate settlers,
cyclones, and centrifuges. At Albian’s froth treatment plant, rather than a naphthenic
diluent, a paraffinic diluent is used. As the use of paraffinic diluent leads to asphaltene
precipitation, the paraffinic froth treatment process has changed the nature of water
and solids removal, leading to new technological challenges. The paraffinic froth
treatment process produces fairly clean, partially deasphalted bitumen with very small
amounts of residual mineral solids and emulsified water.

7. Fine tailings management

At Suncor and Syncrude, the whole tailings are fed to tailings ponds. To reduce the
accumulated mature fine tailings, they employ the consolidated (composite) tailings
process, whereby gypsum, together with mature fine tails, is used to consolidate the
fines and capture the coarse sand, thereby releasing recycle water for further use in
the extraction process. At Albian, coarse sand is separated from the tailings slurry
using hydrocyclones, and the fine solids are treated in thickeners to produce thickened
tailings (TT) and warm water for recycling.
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A generic flow diagram of the bitumen production process, from oil sands mining
to bitumen upgrading, is shown in Figure 5.1. Each box in the figure identifies a unit
plant operation that is well-integrated within the whole oil sands extraction operation
and with upgrading when it is available in proximity of the extraction plant. The basic
units of a bitumen extraction plant, as shown in the figure, include the mine face,
utilities, extraction, froth treatment, upgrading, and water management (tailings pond/

thickeners).
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Figure 5.1 Schematic of various units for bitumen production.
Adapted from Fine Tailings Fundamentals Consortium (FTFC) (1995).

Itis clear that all the units are inter-related. The mining operation affects extraction,
and in turn, the extraction operation affects the upgrading operation. One should not
think of mining, extraction, and upgrading as three independent operations. Only
through proper integration and through meeting the specifications and goals of each
operation can bitumen be efficiently recovered with minimum adverse environmental
impact. In such a massive operation, the maximization of bitumen recovery should
always guide the three basic operations: mining, extraction, and upgrading. With
new oil sands operations under consideration, the impact of bitumen recovery from
oil sands should seriously address the environmental issues that accompany such
operations. Land disturbance and reclamation, greenhouse gas emission, freshwater
use, and human resources need always play a major role in the design and operation
of commerecial oil sand plants.

In this chapter, we will deal with the theory of lump size reduction (i.e., lump
ablation) and with the fundamentals involved in bitumen liberation from a solid
surface.
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5.1 Modelling of Lump Digestion in a
Hydrotransport Pipeline

The purpose of this section is to illustrate oil sands lump digestion in a hydrotransport
pipeline using a phenomenological approach.

5.1.1 Conceptual Model

An oil sands slurry in a pipeline is envisioned to flow as shown schematically in
Figure 5.2. The larger material (i.e., lumps and coarse sand) forms a bed that moves
along the bottom of the pipeline. Rocks that are similar in density to clay lumps, but
higher in density than oil sand lumps, travel along the pipeline with the coarse sand
bed. Finer material is suspended by fluid motion, forming a mixture that fills the region
above the moving bed and the interstices between the lumps in the bed.

o O ooo o
o > °° 0000 © e © o
L02050,00:0°6°6:2 S’ hkiacd.

Lump digestion
Figure 5.2 Conceptual model of oil sand flow in a pipeline.

Relative motion between lumps travelling in the moving bed results in shear
stresses being applied to the surface of a lump. In addition, the slurry provides a heating
medium to heat the oil sands lumps and reduce the bitumen viscosity. More precisely,
the bitumen viscosity is lowered at the outer layer of an oil sands lump. The effect
of shear stress being applied to an oil sands lump is that the outer layer of the lump
is removed or ablated away. As the outer layer of an oil sands lump is sheared away,
it exposes a lower temperature surface. The newly exposed outer layer of the lump
becomes heated, its viscosity is then lowered, and it is subsequently sheared away.
The cycle repeats itself until the entire oil sands lump is digested. Aerated bitumen,
the recoverable product, is ultimately produced as bitumen is liberated from the sand
grains and attaches itself to air bubbles.

The ability of a lump to resist digestion depends on the lump type (i.e., rock, clay,
or oil sand). A rock will not lose any mass given the distances that this material is being
pipelined. However, oil sands lumps would be expected to lose mass. The resistance of
a clay lump to digestion is not a strong function of temperature, whereas the digestion
of oil sands lumps is very dependent on lump temperature (Law, Masliyah, and
Nandakumar 1987; Gilles and Small 1996).
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An oil sands lump can only be digested if energy is imparted to it. In the case of an
oil sands lump flowing in a pipeline, it is the mechanical energy from the surface shear
stresses and the thermal energy as a result of heat transferred from the conveying slurry
that are the energy inputs. Therefore, two key elements in developing a model for oil
sands lump digestion are the determination of surface shear stress on the lump and the
evaluation of the mass lost from the lump, taking into consideration the temperature
profile of the lump.

5.1.2 Model Development

The starting point for developing the digestion model is the conservation of mass
and energy. The governing equations can be derived by considering a differential
segment of pipe of length Az, as noted in Figure 5.3. At a given axial location within
the pipeline, the flow medium is assumed to be composed of lumps (that include oil
sand rocks and clay) and digested slurry (made up of mineral solids, bitumen, and
water). It is assumed that the material ablated from the outer layer of a lump becomes
part of the slurry.

Lumps ———» —— Undigested lumps
(oil sands) (oil sands)
Digested slurry
Digested slurry ——— ——» (water, mineral solids,

and bitumen)

- ]

Az

Figure 5.3 Differential segment of pipeline showing flow of slurry and pumps.

Conservation of Mass

At any given axial location within the pipeline, lump digestion takes place and transfer
of mass occurs between the lumps and the slurry. The total mass flow rate, 71 4 atany
given axial location in the pipeline is given as

=i+ Y, (5.1)

where 7i1_is the mass flow rate of slurry, 7iz, is the mass flow rate of the i lump species,
and N is the total number of lump species.

Assuming that the flow is steady-state (i.e., rhz is constant for all axial locations),
Eq. (5.1) can be differentiated to obtain the mass balance for an infinitesimal element
of pipe length Az — 0. The resulting expression is
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di,  Ldm,
s =) i (5.2)
dz = dz
An expression for the change of mass flow rate with distance for an i lump
species (i.e., dn'il/dz) can be developed by considering the concept presented by the
schematic shown in Figure 5.4.

Lump at time ¢ Lump at time ¢ +At

_| Digested

volume
AZ '|

Figure 5.4 Ablated lump volume AV after a travel distance of Az.

A

If the volume of a lump at time ¢ is V, the fractional reduction in volume after the
lump has travelled a distance Az is AV/ V. Assuming that the density, p., of the i lump
species is constant, the differential change in mass flow rate for the i lump species is
simply

. AV, .
Am, =—Lm, (53)
V.
Dividing Eq. (5.3) by Az and taking the limit as Az — 0 results in
din, _ 1 dV, y
dz V, dz ! >4

If we let the volumetric rate of a material that is being ablated from a lump be Q,, the
rate of volume reduction of a lump is then simply given by

a, _

Yi__o 5.5
7 0, (5.5)

Introducing variation with respect to axial distance, z, to the right-hand side of Eq. (5.5)
and noting that v = dz/dt (where v is the velocity of the lump in the pipeline), we
obtain
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dv, dv,dz
dt  dz dt
Given that the slurry is comprised of mineral solids, bitumen, and water, the mass flow
rate of the slurry at any axial location along the pipeline can be expressed as

av. -0,
0 = Pk =

1

m,=m, +m,+m, (5.7)

The ablated components of the oil sands lumps leave the lumps and become part
of the slurry. In other words, the loss of a component due to lump ablation is a gain by
the slurry. Each component of the slurry can then be expressed as below:

Mineral solids:

dm N dm.
n=— —L 5.8
. Zlym = (5.8)
Bitumen:
dmb ul dm.
—_b —L 59
n ;yb, = (5.9)
Water:
dm ul dri.
Y= —t 5.10
y Zl‘,y y (5.10)

It follows from Egs. (5.4), (5.6), and (5.8) to (5.10) that a mass balance for each
individual component of the slurry (i.e., mineral solids, bitumen, and water) on a
pipeline segment of infinitesimal length (i.e., Az — 0 is given for each component by
the following equations.

Mineral solids:

dm Sy, O .
=) =i, 5.11
. 21 o (5.11)
Bitumen:
diy, ~¥u O
= L= m. 5.12
dz Z Vv -12)
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Water:

7/ wi

L)

i=1

(5.13)

=
= |LQ

Here, m, , m, and m  are the mass flow rates for mineral solids, bitumen, and water in
the slurry stream respectlvely The quantities p .7, ,andy . are the mass fractions of
the mineral solids, bitumen, and water in an i lump species, respectively. For a given
lump, they are constant along the pipeline.

For a given i lump species, the conservation of mass fractions dictates that
fori =1 to N, where N is the number of lump species.

Vi ¥ V0t 70 =1 (5.14)

At the pipeline inlet, z = 0, and the initial lump mass flow rate as well as lump
size and component mass fractions (i.e.,y, ,7,.and ) ) must be known. Egs. (5.11)
to (5.13) can be integrated along the pipeline to evaluate the mass flow rate of each
slurry component at a given pipeline location. However, the quantity Q, is not known,
and a model for the lump ablation rate O, must be developed. Clearly, any model for
the prediction of O, should take into account the temperature profile inside a lump and
the shear stress acting on the lump’s surface.

Conservation of Thermal Energy

At any given axial location, neglecting heat transfer to the surroundings or internal
heat addition due to friction losses, there is a transfer of thermal energy between the
lumps and the slurry. Assuming that the flow is steady-state, a thermal energy balance
on a differential element of pipe segment of length Az, if we let Az — 0, gives

N

:;Z(mscpsT (Z))=—lej (m,cplT(z)) (5.15)

where t_and m, are the mass flow rates of the slurry and i lump species at ax1a1
location z, respectlvely Here ¢ and ¢, are the specific heats of the slurry and i
lump species, respectively. 7 is ‘the temperature of the slurry, which is assumed to be
uniform across the cross-sectional area of the pipeline, and 7; is the volume average
temperature of the /™ lump species.

The initial condition for Eq. (5.15) is that the slurry temperature, 7, is the
temperature of the added water at the pipeline inlet, and 7} is the dry oil sand feed
temperature of the i lump species. The volume average temperature of the i/ lump
species, 7T;, at an axial distance z , is defined as
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[1.r.20a,

T(z)= IdV.

(5.16)

where T, is the temperature of each infinitesimal volume element at a position »
within the lump for a given axial location z . If the lumps are assumed to be spherical,
Eq. (5.16) results in

Rl
j4n7}(r,z)r2dr
0 T(r z)r

(5.17)

N
—
N
e
I
o'—.w

1'

R;
.[47rr2dr

where R, is the radius of the i lump species and 7, (,z) is the lump temperature at
radial location r for a given axial location z.

The temperature profile of a lump is governed by the heat conduction equation.
For a lump that is spherical in shape, the heat conduction equation, in spherical

coordinates, is
o __k 119 (rz a—Tj 5.18
o pe,rtlor\ or G:19)

where 7 is the lump temperature, which is a function of both radial position 7 and axial

location z (i.e., 7, = T(1,z)). The term (k/p c l) is the thermal diffusivity of the i lump
P

species. Here, k is the thermal conduct1v1ty, p, is the density, and ¢ _is the specific heat

(at constant pressure) As time and distance are related to the ve1001ty of a lump (V)

by v, = dz/dt), Eq. (5.18) can be transformed to

T _L k1[0 s00) o
oz v, pe, riLor\ or G19

The initial conditions are:
Atz =0for0< r < R, T, = oil sand feed temperature for i = 1 to N.

The boundary conditions are:
For all axial locations z, at » = 0, 07/0r = 0 fori = 1 to N.

A convective boundary condition is applied at the surface of the lump, given by

oT,

g <T or |,

i,surface

~T,)=—k—*
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there (7, e = L, ) is the temperature difference between an i lump species surface
and slurry, and /4, is the heat transfer coefficient for the i lump and can be evaluated

from Hines and Maddox (1985, p. 194).

Model for Lump Ablation

In modelling an oil sands lump, it is assumed that the bitumen is the ‘glue’ that holds
the lump together. Under an applied shear stress, the bitumen will flow, resulting
in material being removed from the lump. The rate at which the bitumen ablates
or becomes ‘extruded’ from the lump depends on the magnitude of the shear stress
applied at the surface of the lump as well as the viscosity of the bitumen. For a sphere,
the shear stress is assumed to be applied over an equatorial line. Given that a velocity
profile develops over the circular cross-section bordered by the equatorial line, an
ablation rate of material from the lump, Q, can be obtained if the velocity profile is
integrated over the circular area. This results in the following expression for the i
lump:

R;
0 = 27r'[ui(r)rdr
0

where u(r) is the extrusion or ablation velocity within a lump as a function of radial
position r, and R, is the radius of the /" lump. Both R, and u(r) are functions of travel
distance along the pipeline, Z, since the lump reduces in size as it travels down the
pipeline.

The ablation of material from a lump can be visualized as shown in Figure 5.5.
Under the applied shear stress, material can be visualized as being extruded from
the lump (i.e., ablated off at the rate given by Eq. [5.20]). This extruded material
continually breaks off and becomes part of the slurry.

f Material enters

A slurry
o

ﬁ Shear j

Shear

..
Material ablated
from lump

Figure 5.5 Schematic representation of lump losing material to slurry.
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For a given axial location along the pipeline, it is assumed that the velocity profile
that develops within an oil sands lump obeys Newton’s law of viscosity, given by

du
I T — (5.21)
2 ump itumen d}"

where 7, , is the shear stress in the moving bed, Thamp is the shear stress that the lump
experiences (i.e., the bed shear stress, T, d), )L — is the viscosity of the bitumen,
and du/dr is the velocity gradient of the flowing bitumen within a lump. The velocity
profile of the flowing bitumen in the oil sand lump can be obtained by integrating
Eq. (5.21) to yield the following expression:

dr

u(r)=1,, [ (5.22)
0

:ubitumen

A temperature gradient can exist within the lump. Therefore, the bitumen viscosity,
YL - is a function of the radial position r, as well as travel distance, and remains
inside the integral. Combining Eqgs. (5.20) and (5.22) results in the following final
expression for Q:

dr

Q, =2nt h,mj f rdr (5.23)

00 u bitumen

From Eq. (5.23), it can be observed that the shear stress acting on a lump, 7, . is
the only quantity left to be determined in order to complete the pipeline lump digestion
model. It was evaluated using the Wilson-Shook two-layer model (Gilles, Shook, and
Wilson 1991).

Lump Shear Stress

The shear stress that a lump is subjected to is calculated using the concept of a
suspension viscosity for the moving bed, where the shear stress is equal to the
suspension viscosity multiplied by a shear rate (i.e., Newton’s law of viscosity).
Using the expression developed by Barnea and Mizrahi (1973) for the viscosity of a
concentrated suspension, the shear stress within a bed of material moving along the
bottom of a pipe can be expressed as

dw 2.66C,
Tped = d_y mexp| ———

1-C (5.24)

lim

suspension viscosity
where dw/dy is the velocity gradient in the moving bed, u, is the viscosity of water

at the prevailing slurry temperature, and C, is the volume fraction of solids in the
moving bed.
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The shear rate, dw/dy, and the volumetric fraction of solids in the moving bed, C,_,
can be obtained by employing the two-layer model developed by Gilles, Shook, and
Wilson (1991). In the two-layer model, pipeline slurry flow is assumed to be composed
of two layers. The top layer has a volume fraction of C,, while the bottom layer has
a volume fraction of C, + C,. The volume fraction of the bottom layer or moving
bed, C, (i.e., C, + C,), is assumed to be 0.6 (Gilles, Shook, and Wilson 1991). The
two-layer model provides an average velocity for each of the upper and lower layers
in the pipeline. The lower layer, which contains the larger particles, moves at a slower
average velocity than the upper layer.

5.1.3 Comparison of Model to Experimental
Measurements

The validity of the pipeline digestion model was tested by comparing predictions of
lump digestion to experimental measurements. The measurements were obtained from
a study of oil sands slurry flow in a pipeline conducted at the Saskatchewan Research
Council’s pipeline loop facility (Gilles and Small 1996). Lump digestion experiments
consisted of adding a known mass of lumps into the pipeline loop, then straining the
lumps out of the system at a specified time and measuring the remaining undigested
mass of the lumps. From these tests, it was possible to construct data sets of mass lost
from the lumps against time.

Predictions of lump digestion at three slurry temperatures were compared to
experimental measurements. Only the plot for a slurry temperature of 30 °C is shown
here (Figure 5.6). As can be noted from the figure, the simulation of lump digestion is
a fair prediction of the measured data. The comparison provides an indication of the
model’s overall ability to predict oil sands lump digestion in a pipeline.
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Figure 5.6 Predictions of lump digestion compared to measurements.
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5.1.4 Model Parametric Study Predictions

Themain objective indeveloping amodel for oil sands lump digestion ina hydrotransport
pipeline was to investigate lump digestion (size reduction) in a warm-temperature
extraction scenario. Rather than inputting a range of lump sizes, only one size was
used in the simulation. In all of the test runs, unless specifically mentioned, the ratio of
oil sand feed flow rate to that of water was kept at 2000 kg/950 kg. For fully digested
lumps, the discharge density was 1548 kg/m?. The pipeline inner diameter was 71 cm
(28 in). At the inlet to the hydrotransport pipeline, the initial temperature of the lumps
was 0 °C.

Figure 5.7 is a plot showing the variation in lump digestion with distance
travelled along a pipeline (up to 4 km) for a lump of an initial size of 10 cm (4 in) for
different slurry delivery temperatures in the range of 20 °C to 50 °C. The slurry water
temperature was varied to achieve the desired temperature at the pipeline discharge.
In a commercial operation, with a maximum lump size of 10 cm (4 in), one would
normally encounter lumps smaller than the size used in this simulation. Such a lump
size distribution would lead to a conservative estimate of lump digestion along the
pipeline. Clearly, Figure 5.7 shows that lump digestion is strongly dependent on the
slurry discharge temperature. At a 50 °C slurry discharge temperature, nearly all the
lumps have been digested. At a 20 °C discharge temperature, however, nearly 50 % of
the lumps remain undigested after travelling a distance of 4 km along the pipeline (a
lump is considered to be digested when it is | mm in diameter). The strong dependence
of lump digestion on temperature is simply due to the fact that bitumen viscosity is
strongly dependent on temperature.
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Figure 5.7 Effect of slurry temperature on lump digestion.
