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ABSTRACT More Electric Aircraft (MEA) has a great development prospect in the aviation industry thanks
to the progressive power electronics technology and digital systems. Nevertheless, any fault occurring in the
power electric system of MEA could be a fatal risk for the safety of the aircraft. To deal with the real-time
fault detection and isolation (FDI) on the MEA, we put forward an FPGA-based neural network method
which includes two stages: off-line construction using TensorFlow and real-time monitoring on the FPGA.
Long Short-Term Memory (LSTM) network is applied because of its capability of learning from the long-
term historical information in time series. A comprehensive MEA model based on the Boeing 787 power
system created in PSCAD/EMTDCr and a commercial electric aircraft model based on Airbus E-Fan in
Simscape are simulated to validate the effectiveness and generality of our proposed method. Adequate
contrast experiments are conducted to acquire the most applicable architecture and configurations of the
network. The results illustrate that the evaluation of the real-time condition can achieve accuracy over 99.5%
within one sampling time on FPGA and reasonable hardware resource utilization.

INDEX TERMS Fault detection and isolation (FDI), field-programmable gate array (FPGA), gated recurrent
unit (GRU), long short-term memory (LSTM), more electric aircraft (MEA), neural networks, real-time
systems.

I. INTRODUCTION
Since human beings fulfilled the dream of flying in the sky,
researchers have always endeavored to make aircraft more
energy efficient, environmental friendly, reliable and safer as
well as less heavy and maintenance cost. More Electric Air-
craft (MEA) could be a promising answer. The design of con-
ventional aircraft leads to the sacrifice of energy efficiency
in balancing various types of energy sources consisting of
mechanical, hydraulic, pneumatic, and electrical [1]. On the
other hand, MEA, a fly-by-wire (FBW) aircraft, is able to
overcome the above problems with advanced power electron-
ics and digital systems. Themost recent commercial transport
aircraft, such as the Boeing 787 and the Airbus A380, are
largely equipped with electrical systems [2].
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However, the MEA still cannot completely avoid the acci-
dental fault and damage during a flight because of harsh
environmental conditions. When the severity of the fault
reaches a certain level, it would be a disaster. Therefore,
the Fault Detection and Isolation (FDI), which timely esti-
mates whether an abnormal event occurs, accurately distin-
guishes the location and type of the failure [3], is crucial
for the safe flight of the aircraft. The reconfiguration actions
could be taken as soon as possible if only the failure is
diagnosed at the early stage. Due to high complexity of the
MEA system, it is a challenging task to detect and isolate
faults correctly and rapidly. Many strategies researched can
be summarized into two categories, namely model-based and
data-driven methods.

Model-based methods build up a mathematical model to
estimate states of the system, then the difference between
actual outputs and estimated ones is taken as the criterion
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to diagnose the fault. In order to diagnose the fault in sen-
sors and actuators of the aircraft, sliding mode and adaptive
observers are adopted to estimate their states. [4], [5]. The
faults of auto-transformer unit and transformer rectifier unit
in aircraft electrical power system has been detected by par-
ticle filtering state estimation and smoothed residual in [6].
The parity space-based approach has solved the fault detec-
tion for discrete-time switched systems under dwell-time
switching. Multiple-model based fault detectors for aircraft
are introduced in [7], where each fault corresponds to one
independent model and the ‘‘right’’ model can be automati-
cally activated with the type of present fault. Another widely
discussed approach is multi-agent based method that detects
and isolates a fault by the vote of a majority of agents [8].
The excellent performance of these model-based methods
relies on the expertise of designers who have gained years
of experience in practice. If the complete knowledge of the
system including its inputs and outputs as well as interac-
tions with environment can be obtained, the model would be
well-defined to detect multiple faults [9]. Unfortunately, as
systems get more complex as well as highly integrated, non-
linear characteristics and uncertainties that are hardly cap-
tured and expressed mathematically prevail among modern
electrical systems like MEA. Moreover, it will become too
computationally expensive to apply in the real world even if
a more accurate model can be established.

When using data-driven approaches, it is not neces-
sary to have a priori knowledge of the system model, but
to have access to massive historical data that is easy to
obtain in this era of big data. This type of methods can
be further classified into signal processing methods, sta-
tistical methods and machine learning. Signal processing
methods depend on the analysis of time-frequency domain
information, e.g. amplitude-frequency and phase-frequency
characteristics, from the original sampled data. FFT trans-
form [10], Vold-Kalman filter [11], ensemble empirical mode
decomposition [12], Hilbert-Huang transform [13], wavelet
transform [14] are applied in the aircraft industry. Statistical
methods make use of the fact that the probability distribution
of the parameters in a system should be normally stable,
but deviate from the normal values under faulty conditions.
Bayesian network [15], hidden Markov models [16], and
Hotelling’s T2 statistic [17] have been used to control the
safety and risk of the electrical system of aircraft. These
methods are sensitive to the anomaly of the system, but also
to the signal noise, i.e. the raw data sampled from the systems
usually cannot be used directly but specific signal processing
technologies should be developed to eliminate noises of the
signals.

Machine learning is a significant research topic in recent
years having been applied widely in many engineering
fields [18]–[21]. We focus on neural networks that have
broad applications in fault detection of aviation industry
[22], [23]. Artificial neural network (ANN) and support vec-
tor machine (SVM) are traditional shallow learning mod-
els, which are not effective to learn the non-linearity and

uncertainty of the complex system [24]. Another network
is the convolutional neural network (CNN) usually used in
image identification which demands lower in real-time. Con-
sequently, the Long Short-Term Memory (LSTM) network,
a significant branch of Recurrent Neural Network (RNN),
is employed to the FDI of MEA in this work since it is
able to learn from the long-term historical information of
the previous context for problems in time series as our raw
sampled data. Some efforts, [25] for the engines, [26] for the
rolling bearing and [27] for potential cyber-attacks, have been
carried out, but scarcely any of them are able to monitor the
wholeMEA system during a flight. In this paper, we establish
a comprehensive model of a MEA based on the Boeing
787 with the help of PSCAD/EMTDCr and implement the
real-time fault detection and isolation method on the field-
programmable gate array (FPGA).

The remainder of this paper is structured as follows.
Section II briefly describes the high potential failure on the
MEA as well as the model exploited and the conditions simu-
lated in this work. Section III illustrates the proposed method
to deal with the problem of FDI, including the basic theory
of LSTM, the procedure of the off-line construction and the
real-time monitoring. Section IV presents the scenarios and
data sampling approach, and then compares and summarizes
the results of different configurations of the neural network
implementation, followed by the conclusions in Section V.

II. PROBLEM DESCRIPTION
The most recent commercial transport aircraft, such as the
Boeing 787 and the Airbus A380, are largely equipped with
electrical systems. A potential failure may occur on any
location of an MEA with a variety of components. First,
the fault tree for the power system of the MEA is analyzed
to figure out the failure that is more likely to cause the loss
of aircraft. Then specific operating conditions of the MEA
are defined in accordance to the fault tree and simulated by a
comprehensive model based on the Boeing 787 with the help
of PSCAD/EMTDCr. The experimental conditions include
both normal and fault scenarios, and the sampled datasets
from the model are then used to verify our proposed method.

A. FAULT TREE
In the MEA power system, the potential failure mechanisms
are intricate, so the fault tree is used as a basic analysis
method. The failure rates of typical components that may
encounter problems on an MEA are displayed in Fig. 1. The
probability of total function loss of aircraft must less than
10−9/flight hour [28]. Electrical actuators failing will directly
lead to the loss of aircraft, and the failure rate of one actuator
is estimated as 3.2 × 10−4/flight hour. A number of failures
may result in this event, such as power supply failure, signal
failure and mechanical/electrical failure [29]. The probability
of the loss of power supply can derive from the failure of
generator, converter or busbar. Sensor failure is considered
as the cause of signal loss.

159832 VOLUME 7, 2019



Q. Liu et al.: Real-Time FPGA-Based Hardware Neural Network for FDI in MEA

FIGURE 1. A fault tree diagram built for the MEA system [29].

FIGURE 2. Structure of Boeing 787 power system.

B. MODEL DESCRIPTION
A simulation model of the Boeing 787 power system similar
to the one developed and verified in [30] is used for this work,
as shown in Fig. 2. The power supply system consists of four
250kVA variable frequency starter generators (SG1-SG4),
the auxiliary power unit composed of two 225kVA variable
frequency generators (APU1 and APU2) and one 50kVA gen-
erator driven by the ram air turbine system (RAT). The main
busbar of the power supply system is 230VAC/400Hz, and the
secondary buses with different voltages (i.e. ±270V VDC,
115VAC/400Hz and 28VDC) converted by auto transformers
are applied to multiple loads.

In the constant voltage variable frequency bus power sys-
tem, the main bus should solely be connected to one generator
at any moment in time, the secondary bus should only be con-
nected to one main bus simultaneously [31]. Therefore, one
generator with its auxiliaries and supplied loads can be sep-
arated as an independent unit. We simplify the model which
comprises one synchronous generator, the Wing Ice Protec-
tion System (WIPS) that is a 230VAC load, a sychronous
motor as an electrical actuator, two resistive loads respec-
tively on the ±270VDC bus and 28VDC bus, an energy
storage system charged or discharged on 28VDC bus as well
as converters needed in the system, as displayed in Fig. 3.

FIGURE 3. Fault locations on the model of Boeing 787 power system.

TABLE 1. Conditions modeled in the MEA system.

C. SELECTED CONDITIONS OF THE MEA
POWER SYSTEM
Twelve operating conditions consisting of 1 normal
(including 2 scenarios) and 11 faults in total are selected in
our simulated MEA system and summarized in Table 1. The
fault locations are shown in Fig. 3 with red marks. Generator
failure includes phase-to-phase short circuit fault and open
circuit fault on one phase or three phases inside the generator.
Converter failure contains phase-to-phase short circuit fault
or open circuit fault on one phase in two converters of two
DC branch lines (i.e.±270VDC and 28VDC). Sensor failure
comprises omission and bias in speed encoder of the actuator.
Motor electrical failure includes phase-to-phase short circuit
fault and open circuit fault on one phase. DC load (one resis-
tance loaded on each one of DC branch lines respectively)
failures are also introduced in our simulation.
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FIGURE 4. General procedure of the proposed FDI method.

III. GENERAL PROCEDURE OF THE PROPOSED METHOD
In this section, the general procedure of our proposed method
for the FDI of MEA is presented in Fig. 4, which includes
two stages: off-line construction and real-time monitor-
ing. Both training and testing samples are obtained from
the transient simulation by PSCAD. In the off-line con-
struction stage, Tensorflow library is applied to build up
LSTM-based networks to train a model that is capable of
classifying various operating conditions of the MEA with
respect to 15 features collected in simulation. The archi-
tecture of the model with optimal weights and biases is
implemented on the FPGA in the real-time monitoring
stage to estimate the condition in accordance to testing
samples.

A. LONG SHORT-TERM MEMORY ALGORITHM
The RNN is a network with loops in itself, persisting the
past information, so it is an effective tool for classification
and regression problems with datasets in a sequential manner.
Unfortunately, when the gap of connection between the pre-
vious information and the present task becomes very large,
RNN is confronted with vanishing or exploding gradient
problem called long-term dependencies [25] and is unable
to learn the connections any more in practice. Thanks to
the novel concept of LSTM network [32], the problem is
successfully overcome by controlling the rate of data flow
using ‘‘gate units’’ as it will be explicitly illustrated in this
subsection. There have been numerous variants of LSTM.

The standard LSTM is expressed as below:

ft = σ
(
Wf · [xt , ht−1]+ bf

)
it = σ (Wi · [xt , ht−1]+ bi)

ot = σ (Wo · [xt , ht−1]+ bo)

c̃t = tanh (Wc · [xt , ht−1]+ bc)

ct = ft ◦ ct−1 + it ◦ c̃t
ht = ot ◦ tanh (ct) (1)

where the input is xt and the output hidden state is ht . The
concept cell state ct is crucial in LSTM that will reasonably
accumulate the historical information being protected and
controlled by gate layers, namely forget, input and output
gate layer (ft , it and ot respectively in equation (1)) which are
made by sigmoid layers. The gates are in charge of removing
or adding information to the cell state and the output of them
ranges from zero to one. A value of zero means ‘‘completely
forget it’’, while a value of one means ‘‘completely keep
it’’. c̃t is new memory content. Weights W and biases b
are calculated during the process of network learning. ‘‘·’’
is matrix product and ‘‘◦’’ is hadamard product that means
the point-wise multiplication of two matrices of the same
dimension.

Some concepts can be summarized as following. 1) The
information needed by the present step is from the current
input xt and the hidden state of last step ht−1. 2) The sources
for the present cell state ct are itself in the last step ct−1
and the new memory content c̃t , and they are independently
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controlled by forget and input gate. 3) Finally, the present
output hidden state ht derives from non-linearized cell state
ct filtered by output gate ot .
One popular variant of LSTM is to add ‘‘peephole con-

nections’’ by letting the gate layers also look at its internal
cells [33]. Comparing with (1), the difference is that there is
cell state addition in gate units in (2):

ft = σ
(
Wf · [xt , ht−1, ct−1]+ bf

)
it = σ (Wi · [xt , ht−1, ct−1]+ bi)

ot = σ (Wo · [xt , ht−1, ct ]+ bo)

c̃t = tanh (Wc · [xt , ht−1]+ bc)

ct = ft ◦ ct−1 + it ◦ c̃t
ht = ot ◦ tanh (ct) (2)

Another increasingly popular LSTM variant is the Gated
Recurrent Unit (GRU) [34]. It simplifies the standard LSTM
by combining the forget and input gates into a single update
gate zt as well as abandoning the cell state andmerging it with
the hidden state, as shown below:

zt = σ (Wz · [xt , ht−1]+ bz)

rt = σ (Wr · [xt , ht−1]+ br )

h̃t = tanh (Wh · [xt , rt ◦ ht−1]+ bh)

ht = zt ◦ ht−1 + (1− zt) ◦ h̃t (3)

We compare the performances of the FDI using all three
types of LSTM in terms of accuracy and the consumption of
time and resources on the FPGA.

B. OFF-LINE CONSTRUCTION USING TENSORFLOW
TensorFlow [35] was released by Google as an open-source
library that is widely used in large-scale machine learn-
ing. It provides plentiful Application Programming Inter-
faces (APIs) for users to express and execute machine
learning algorithms. Furthermore, it is flexible enough for
researchers who want to experiment with different model
architectures and optimization methods. The core Tensor-
Flow library is implemented in C++ and its Python-based
high-level APIs are adequate for building models.

As for the LSTM algorithms studied in this work, three
types of LSTM layers with various parameter configurations
supported by TensorFlow are trained and compared to find
the optimal network architecture for the FDI of MEA. The
LSTM variants include standard LSTM, LSTM with peep-
holes and GRU. The framework of LSTM-based network is
shown in Fig. 4. Each sample is normalized and reshaped to
a two-dimensional matrix. The calculation of hidden states
for each time step of the sample called one-time-step process
(i.e. mathematically expressed as (1), (2) or (3)) is iterated
step-by-step in the LSTM layer. Then, two fully connected
layers are directly followed by the last step of LSTM, and
the former layer is filtered by Rectified Linear Unit (ReLU)
activation function. Finally, the learned deep features are fed
into a softmax layer for condition classification. The number
(15, 8 or 12) on each layer block represents the number of

FIGURE 5. Architecture of the LSTM-based network hardware module
with respect to latency.

neurons for the layer. The algorithm used to train the network
is Adam [36].

C. REAL-TIME MONITORING ON FPGA
In order to achieve the goal of monitoring the condition of
the MEA in a real-time manner, the LSTM-based hardware
implementation on FPGA is proposed; the algorithm’s exe-
cution time has been slashed thanks to the highly parallelism
of FPGA. The detailed implementation of the algorithm on
FPGA will be elaborated as follows.

The platform used in this work is Xilinx Virtex
UltraScale+ FPGA VCU118 Evaluation Kit [37], shown
in Fig. 4, which provides a hardware environment for designs
targeting the UltraScale+ XCVU9P-L2FLGA2104E FPGA
with 2586K programmable logic cells, 345.9MbBlock RAM,
and 6840 DSP Slices.

Fig. 5 shows the architecture of the LSTM-based network
hardware module with respect to latency. The LSTM layer is
an iteration process of one-time-step algorithm. The latency
for the LSTM layer depends on the type of the LSTM applied
in the network and the number of time steps of the sample.
The explicit structure of one-time-step for each variant is
presented in Fig. 6. The vertically aligned operations are
executed in parallel.

It can be seen from Fig. 6 (a) and Fig. 6 (b) that the latency
of the two algorithms (namely standard LSTM and LSTM
with peepholes) are almost the same for hardware imple-
mentation although more hadamard product operations are
needed for the latter. On the other hand, the GRU algorithm
(Fig. 6 (c)) which simplifies the standard LSTM by merging
gates and states also reduce the latency on hardware to some
degree.

In addition, the fixed-point format is set by trial and error to
minimize the consumption of time and resources in the FPGA
implementation within sufficient accuracy. Finally, we take
the 24-bit word length with 19 fractional bits fixed-point
format in this study.

Operation units appearing in the diagrams are summarized.
Concat unit is used to merge two arrays:

concat (x,h) =
[
x
h

]
. (4)

Linear unit is to calculate the linear combination:

linear (x) = W · x+ b. (5)
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FIGURE 6. Framework of LSTM networks computation over one-time-step.

ReLU, sigmoid and tanh units that are popular activation
functions used in neural networks can be expressed as:

Relu (x) =
{
x if x > 0
0 if x ≤ 0, (6)

sigmoid (x) =
1

1+ e−x
, (7)

tanh (x) =
2

1+ e−2x
− 1. (8)

For two matrices A, B of the same dimension m × n,
the elements of the hadamard product A◦B can be calculated
by:

(A ◦ B)i,j = (A)i,j(B)i,j. (9)

For a vector V , the ith element of the vector V i after the
softmax operation is given by:

softmax (V i) =
eV i∑
j e
V j
. (10)

IV. EXPERIMENT RESULTS AND DISCUSSION
To verify the effectiveness of our proposedmethod, the exper-
iments of 11 fault scenarios and 2 normal ones are carried
out, as mentioned in Section II C. In this section, the details
of data sampling from our simulated model will be intro-
duced. The simulation is conducted in PSCAD/EMTDCr.
Then we compare and analyze the effect of various LSTM
networks and their parameters on the performance of the FDI
on MEA. The off-line construction and real-time monitoring
stages are implemented on CPU with Tensorflow and FPGA
respectively. For this study, a total of three trials are carried
out for each different configuration of the LSTM network and
100-epoch iterations are processed.

A. SCENARIOS AND DATA SAMPLING
There are 12 operating conditions of the MEA chosen as
our study cases. One normal condition contains 2 scenarios:
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FIGURE 7. Examples of the time series data for 12 different conditions.

the change of 230VAC load and the change of actuator
speed. The other 11 conditions are 11 different fault sce-
narios located on 5 major components in the MEA power
system. All of these scenarios are simulated in PSCAD/
EMTDCr.

Faults are injected in the model after the system reaches
steady-state (that is 6s after starting simulation in our model).
For training samples, the exact start time of a fault injection
is configured at evenly distributed points in one period of the
system (the frequency of the system is 400Hz) considering
there are some differences when the fault happens at the
different points of an alternating current period. In the case
of testing samples, the start time is set randomly during the
same period as training.

As mentioned above, we take 2 scenarios into account
as the normal condition. One is the change of 230VAC
load (WIPS) on the main bus, and the other is the change of
actuator speed under control. The start time for training and
testing is similar to other fault conditions. While the setting
reference of the load or the speed will change to a random
value in a limited scope for each sample.

Table 2 represents the signals including voltages, currents,
resistance, speed and torque that are able to be measured from
the systemmodel. Each channel of the signals acts as a feature
for samples, and the tabs are listed in the last column. The
principles of the selected features are: the accessibility of
measurement, the variability in different conditions as well
as the ability of covering all branches and components. The
range of the time we collect data is from the start time of
a fault or change to a specific time point (6.2s in our case).
The length of each sample is not the same due to the different
start points. The signals under all operating conditions are
collected at a sampling frequency of 4 kHz, so that the time

TABLE 2. Features for each sample collected from the MEA system.

steps of one sample amounts to a random number between
700 to 800.

In summary, we obtain 101 samples for training and 300 for
testing under each scenario. The number of total training
samples is 1313, and testing samples is 3900. Each sample
has 15 features in time series. The number of time steps for
each sample can be reached between 700 and 800.

The time series of one sample for each condition are ran-
domly picked out and displayed in Fig. 7. Each colored line
corresponds to a feature. Each unit on the horizontal axis
stands for one time-step and the vertical axis stands for the
signals or features. Only the first 100 time steps are plotted
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TABLE 3. Comparison of different LSTM networks with respect to time
consumption.

TABLE 4. Comparison of other neural networks with respect to accuracy
and FPGA time consumption.

for conciseness. It is clear that supervising all these signals
and evaluating the condition of the system all the time is diffi-
cult since signals from some conditions have few differences,
such as fault4, fault5, fault6 and fault7. Even though they
are put together for comparison it is not easy to distinguish
between them.

B. TYPE OF LSTM NETWORK
The networks applied to the system are standard LSTM,
LSTM with peepholes, and GRU. The evaluation criteria of
better performance of the network is less time consump-
tion with reasonable accuracy and resource utilization. First,
we fix all the other parameters except for the type of LSTM
network. The input of the network is 15 features from a
batch size of samples. The hidden layers are a single LSTM
layer and a fully connected layer filtered by ReLU activation
function both with 8 hidden units. The output layer is a
fully connected layer connected to a softmax classifier having
12 classes because the conditions simulated and collected are
12. The batch size for training is 32, the optimizer is Adam
with the learning rate of 0.001 and the time steps are selected
as 100 for each sample.

The consumption of time and FPGA resources in Table 3
and Table 5 proves the aforementioned analysis of hardware
implementation of three algorithms. GRUwith less execution
time and resource utilization a little bit outperforms stan-
dard LSTM and LSTM with peepholes. On the other hand,
the average accuracy of the three trials of constructed models
using the three LSTM variants are displayed in Fig. 8(a),
which indicates that they are similar, but the LSTM with
peepholes may slightly outperform the other two in terms of
classification accuracy. Together, the LSTM with peepholes
could be the most suitable architecture since the accuracy is
more significant under the applicable consumption of time
and resources in the case of the FDI on MEA.

C. HYPER-PARAMETERS
In this subsection, we analyze and compare the influence
of various hyper-parameters of the LSTM network. Hidden
units of hidden layers, batch size for training and learning

FIGURE 8. FDI performance under different type of LSTM network, hidden
units of layers, learning rate and batch size.

rate are considered in our work. In order to evaluate each
hyper-parameter, we follow the principle of a single vari-
able, that is only one parameter is changeable each time.
The scale of the network structure has a significant effect
on the runtime and resource utilization of FPGA in real-
time monitoring stage. Therefore, the single-layer LSTM
and the fully connected layer both with 8 hidden units are
selected since more complex architecture will not notably
improve the accuracy, as illustrated in Fig. 8(b). According to
Fig. 8(c) and 8(d), 0.001 and 32 are selected as learning rate
and batch size respectively due to their outstanding perfor-
mance. The results using only the network of the LSTM with
peepholes are presented here for saving space. The curve
trends of the other two networks are the same.

D. TIME STEPS OF SAMPLES
We also conduct experiments to find out how many time
steps for a sample is the most proper for the data sampling.
From Fig. 9, it is apparent that the runtime of the algorithm
increases linearly with increase of time steps. When it comes
to the accuracy, the 100 time steps stands out for its high-
est precision with relatively less time consumption. For the
sake of simplicity, the data are based on the network of the
LSTM with peepholes, and the curve trends of the other two
networks are the same.

E. SOFTWARE VS. HARDWARE
The comparison of the performance between CPU and FPGA
are made to prove the necessity of using FPGA for real-
time application, exactly as our study case. The same C++
code runs on Visual Studio 2017 for CPU and Vivado HLS
2017.2 for FPGA. The time consumption of one sample of
the three LSTM variants for both CPU and FPGA implemen-
tation is presented in Table 3. More than 1000µs are required
for running the algorithms on CPU while less than 100µs on
FPGA. It can be concluded that the FPGA provides a runtime
speed-up of about 15x, which means whenever one sampling
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TABLE 5. Comparison of different neural networks with respect to hardware resource utilization on the Xilinx XCVU9P FPGA.

FIGURE 9. FDI performance under different time steps.

process is completed, an evaluation can be made accordingly
for the sampling frequency at 4kHz. Since the sampling
frequency is the highest frequency to update the condition of
the monitoring system, the speed meets the demand of the
real-time fault detection and isolation application.

F. OTHER NEURAL NETWORKS
Other prevailing neural networks are introduced to compare
with the performance of our proposed method. They are one
shallow learningmodel, Support VectorMachine (SVM), and
two deep learning models, Recurrent Neural Network (RNN)
and 1D Convolutional Neural Network (CNN1D). For the
sake of fairness, the training and testing samples are the
same with 100 time steps. In addition, the architectures of
deep learning models are as consistent as our proposed one.
Namely, only the LSTM layer is replaced by RNN or CNN1D
layer, and the configuration for the two fully connected layers
and softmax layer remain unchanged. RNN layer is set to
have 16 hidden units. While a kernel size of 2 is applied to
each of the 8 filters for CNN1D layer which is connected
to a maxpool1d layer sliding a window of height 5 across
the output of CNN1D layer, as shown in Fig. 10. As for
the SVM model, we bring in the LIBSVM, a popular open
source library [38]. From Table 4 and Table 5, it indicates
that the shallow learning model (LIBSVM), which is least
accurate but consuming most runtime and resources, is not
qualified for this kind of comprehensive problem. Likewise,
RNN cannot reach the accuracy as LSTM does due to its
inability to avoid the vanishing or exploding gradient problem
in long-term sequential data. On the other hand, CNN1D
may be an alternative in terms of accuracy, but we definitely
have to pay the price, i.e. tremendous hardware resources.

FIGURE 10. Architecture of CNN1D-based neural network.

FIGURE 11. Confusion matrix of the LSTM with peepholes network for
one trial.

Therefore, we can reach the conclusion that our LSTM-based
network is competitive for this complex fault detection and
isolation case.

G. EXPERIMENTAL RESULTS
Putting all the carefully selected configurations of the LSTM
network into use, we are able to achieve the goal to make
an evaluation of the real-time condition of the MEA during
one sampling time on FPGA and to expect the performance
to be more accurate than 99.5%. The confusion matrix of the
proposed method for one trial is shown in Fig. 11. Each row
of the matrix represents the actual label of instances, while
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each column represents the classified label of instances. The
percentage in the matrix represents the ratio of the number
of samples which are classified to the label and the total
number of samples as the label they should actually belong
to. For instance, there are 300 samples belong to the Label
11; 1 sample classified to Label 1 and the other 299 samples
are classified correctly to Label 11. So the number in the 11th
row and the 1st column of the matrix is 0.33% (1/300), and in
the 11th column is 99.67% (299/300). Almost all of the fault
conditions can be detected and isolated correctly. Only Fault
10may get a little bit confusedwithmerely 1 in 300 error rate.
The vast majority of errors happen in normal condition which
may be classified into Fault 4, Fault 5 and Fault 11, but only
with 1, 8 and 2 in 600 error rates respectively. It is reasonable
to some extent, because the curve trends of the 15 features in
specific cases are similar.

Additionally, a commercial electric aircraft model based
on Airbus E-Fan in Simscape of Matlab [39] is also tested to
validate the feasibility and generality of the approach. This
model has similar major components as the model we build,
containing a combustion engine, a generator, two DC net-
works connected with two converters, a battery and a set of
loads. On the high voltage DC network, there is a mechan-
ical model of the aircraft acting as a load which considers
atmosphere condition and motion dynamics. The mass of the
fuel consumed by the engine is also included in the simu-
lation. Because of the restriction of the model, 11 features,
including voltages, currents, speed, torque and flight height,
are adopted to detect and isolate 5 faulted and 1 normal
scenarios. The faulted scenarios take place respectively on
the five major components, i.e. generator, converter, motor,
sensor and load. The architecture of the LSTM-based network
and the data sampling method are completely consistent with
those applied in our model. Ultimately, the average accuracy
of three trials is 99.85% and the best performance is only
1 in 1800 classified to the wrong scenario. The result proves
that our data-based method can still work well, although the
model may not be exactly the same.

V. CONCLUSION
In this paper, we propose an FPGA-based neural network
method to handle the real-time FDI on the MEA. We explain
the procedure of the method which contains two stages: off-
line construction and real-time monitoring. In the first stage,
TensorFlow library is used to construct various LSTM-based
networks with different types and hyper-parameters of the
network layers. In the second stage, the detailed FPGA imple-
mentation is carefully designed to maximize parallelism of
the algorithms. Specific operating conditions of the MEA
simulated by the comprehensivemodel in PSCAD/EMTDCr

as well as a commercial electric aircraft model in Simscape
are selected to verify the effectiveness and generality of
the method proposed. The contrast experiments indicate that
the netwok of LSTM with peepholes outperforms the other
architectures (i.e. standard LSTM, GRU, CNN1D, RNN and
SVM) in our case. After employing all the best configurations

of the network layers, the results manifest that the runtime
speed-up of algorithms can achieve up to 15× on FPGA
than CPU, which means an evaluation can be made in one
sampling time. Besides, the accuracy of the evaluation of
the real-time condition can be better than 99.5% within rea-
sonable hardware resource utilization. While the possibility
of critical fault occurring simultaneously is small, in future
research, we will investigate the detection and isolation of
simultaneous multiple faults in aircraft systems.
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