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Abstract 

The study of metal-organic frameworks (MOFs) and hydrogen-bonded organic frameworks 

(HOFs) has gained much interest over the last decade.  MOFs and HOFs are constructed through 

the self-assembly of organic building units and metals (in the case of MOFs), giving rise to a 

diverse range of framework materials with varying properties.  Herein, we focus on an emerging 

class of MOFs/HOFs known as phosphonate MOFs/HOFs, which are generally known to be highly 

thermally and chemically stable.  We computationally study the electronic structures of several 

recently synthesized phosphonate MOFs/HOFs and the mechanisms of proton conduction in two 

phosphonate HOFs, to gain a deeper understanding of the microscopic origins of their macroscopic 

properties.  We use density functional theory (DFT) to study the structures and electronic factors 

contributing to their electrical conductivity and magnetic behaviour and Born-Oppenheimer 

molecular dynamics (BOMD) to study the proton conduction mechanisms in the HOFs.   

In the DFT studies, we considered three copper phosphonate MOFs, namely, TUB75, 

TUB40, and TUB1.  Our work on TUB75 revealed a low frontier orbital gap, which paved the way 

for our further study of electrically conductive phosphonate MOFs.  Our DFT calculations of the 

highest occupied crystal orbital (HOCO) to lowest unoccupied crystal orbital (LUCO) gaps agree 

well with the experiment results.  An analysis of the orbitals revealed that the HOCOs lie on the 

organic linkers, while the location of the LUCOs is system-dependent.  We also confirmed that 

the magnetic behaviour of these MOFs is due to the unpaired electrons on the copper atoms.  In 

addition to the DFT studies on MOFs, we considered five porphyrin-based phosphonate HOFs, 

namely GTUB-5, Cu-, Ni-, Pd-, and Zn-GTUB-5, investigating their structures, HOCO-LUCO 

gaps, and relative hydrogen bond strengths.  From the experimental structure, Ni-GTUB-5 is 

twisted compared to the other GTUB-5 systems.  Our DFT results suggest that this twisting is due 
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the d-orbital composition of the Ni HOCO, short Ni-N bonds in the porphyrin, and sharing of the 

electron density between the Ni and N atoms in the porphyrin.  We found that the HOCOs and 

LUCOs for GTUB-5, (α-spin) Cu-, Pd-, and Zn-GTUB-5 all lie on the porphyrin, while the LUCO 

for (β-spin) Cu-GTUB-5 is localized on the copper d-orbitals, its HOCO lies on the porphyrin, and 

the HOCO and LUCO for Ni-GTUB-5 are localized on the nickel d-orbitals.  A DFT-based 

vibrational analysis on Zn-GTUB-5 revealed that the O-H bond stretch gives rise to a similar peak 

structure/width for all the HOFs, suggesting that all four metalated HOFs have similar hydrogen 

bond strengths. 

In the BOMD study, we examined the proton transport mechanisms in two HOFs, namely 

GTUB-5 and UPC-H5a, under humid conditions.  These two HOFs have similar porphyrin-based 

building blocks, but UPC-H5a has a metal in its porphyrin core (while GTUB-5 does not) and 

GTUB-5 has an extra phenylphosphonate linker in its unit cell.  Furthermore, the experimental 

activation energies suggest a Grotthuss mechanism for proton transport in both cases.  However, 

despite their similarities, UPC-H5a has a much higher experimental proton conductivity than 

GTUB-5.  To study the proton transport mechanisms and gain insight into this difference, we 

inserted water molecules and excess protons into the pores of each HOF and simulated their 

dynamics using a combination of BOMD and metadynamics (MTD).  Radial distribution functions 

(calculated from unbiased BOMD trajectories) show that, on average, the O-O bond lengths in 

GTUB-5 are shorter than in UPC-H5a, whereas the O-H bond lengths are shorter in UPC-H5a than 

in GTUB-5, suggesting that GTUB-5 has stronger hydrogen bonds than UPC-H5a.  Based on the 

unbiased trajectories, we identified three proton transport pathways, which were used to define the 

MTD simulations: water-to-water (WtW), water-to-framework (WtF), and framework-to-

framework (FtF).  The MTD results reveal that, for both GTUB-5 and UPC-H5a, the free energy 
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barriers associated with proton transfers between hydrogen bonded oxygen atoms increase in going 

from WtF to WtW to FtF, and all pathways in UPC-H5a have lower barriers compared to their 

respective ones in GTUB-5.  Lastly, we observed three proton transport mechanisms in the 

pathways, viz., single-proton, stepwise, and concerted transport.   
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Preface 

This thesis is an original contribution by Craig Peeples and collaborators.  This thesis is a partial 

collection of the research I completed at the University of Alberta during my PhD tenure from 

September 2018 – April 2023.  The work presented here is part of an international collaboration 

led by Prof. Dr. Gündoğ Yücesan based initially out of the Technische Universität Berlin (TUB) 

and currently based out of the Heinrich Heine Universität Düsseldorf, with Prof. Dr. Gabriel Hanna 

being the lead at the University of Alberta.  

 

The studies in Chapter 3 are presented in semi-monograph format, this includes only relevant 

experimental data in which the computational studies examine directly.  This chapter includes the 

study of three phosphonate metal-organic frameworks, namely: TUB75, TUB40, and TUB1.  With 

TUB75, TUB40 and TUB1 having experimentally determined x-ray diffraction structures, and 

UV-vis.  Where TUB75 and TUB40 also have experimentally determined magnetic susceptibility, 

and electrical conductivity.  We make use of computational modeling to determine electrical 

conductivity and magnetic mechanisms, as well as study of the frontier orbital gaps.  This chapter 

is based on three peer-reviewed publications: 1) is published by Konrad Siemensmeyer, Craig A. 

Peeples, Patrik Tholen, Franz-Josef Schmitt, Bünyemin Çoşut, Gabriel Hanna, and Gündoğ 

Yücesan “Phosphonate Metal-Organic Frameworks: A Novel Family of Semiconductors” Adv. 

Mater. 2020, 32, 24, and I am co-first author. 2) is published by Craig A. Peeples, Delf Kober, 

Franz-Josef Schmitt, Patrik Tholen, Konrad Siemensmeyer, Quinn Halldorson, Bünyemin Çoşut, 

Aleksander Gurlo, Ahmet Ozgur Yazaydin, Gabriel Hanna, and Gündoğ Yücesan. “A 3D Cu-

Naphthalene-Phosphonate Metal-Organic Framework with Ultra-High Electrical Conductivity” 

Adv. Funct. Mater. 2021, 31, 3.  3) is published by Craig A. Peeples, Ahmet Çetinkaya, Patrik 

Tholen, Franz-Josef Schmitt, Yunus Zorlu, Kai Bin Yu, Ozgur Yazaydin, Jens Beckmann, Gabriel 

Hanna, and Gündoğ Yücesan “Coordination-induced Band Gap Reduction in a metal-Organic 

Framework” Chem. Eur. J. 2022, 28, 8.  Dr. Gündoğ Yücesan supervised the whole process, and 

wrote the introductions.   Dr.  Gündoğ Yücesan with help from Prof. Gabriel Hanna formulated 

the project.  Dr. Gündoğ Yücesan organized and edited the manuscripts.  Prof. Gabriel Hanna 

organized/edited the manuscripts, helped guide the DFT calculations/analysis, helped with 

experimental analysis, added discussion points, and edited the DFT analysis.  Craig A. Peeples 

https://chemistry-europe.onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Y%C3%BCcesan%2C+G%C3%BCndo%C4%9F
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https://chemistry-europe.onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Y%C3%BCcesan%2C+G%C3%BCndo%C4%9F
https://chemistry-europe.onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Y%C3%BCcesan%2C+G%C3%BCndo%C4%9F
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=%C3%87o%C5%9Fut%2C+B%C3%BCnyemin
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performed the DFT calculations, wrote initial drafts of the DFT analysis, made all the 

figures/tables associated with the DFT analysis, helped organize/edit the manuscripts, added 

discussion points, and helped with experimental analysis.  Quinn Halldorson did initial DFT 

optimizations of TUB40, helped with writing the computational details and initial analysis of the 

DFT results.  The experimental results presented in Chapter 3 include x-ray diffraction, band gap 

measurements conducted by Patrik Tholen under the supervision of Gündoğ Yücesan, magnetic 

measurements conducted by Dr. Konrad Siemensmeyer, and conductivity measurements by Dr. 

Franz-Josef Schmitt (TUB75 & TUB40), and Prof. Ahmet Ozgur Yazaydin (TUB40). 

 

The studies in Chapter 4 are presented in semi-monograph format, this includes only relevant 

experimental data in which the computational studies support directly.  This chapter includes the 

study of five phosphonate hydrogen-bonded organic frameworks, namely: GTUB-5, Cu-GTUB-

5, Ni-GTUB-5, Zn-GTUB-5, and Pd-GTUB-5.  Where, experimental x-ray diffraction, UV-vis, 

and proton conductivities were performed.  Our work focused on analysis of the frontier orbital 

gaps through computational study; the results also include computational analysis of the structural 

influence of metalation on GTUB-5.  This chapter is based on two peer-reviewed publications: 1) 

is published by Patrik Tholen, Craig A. Peeples, Raoul Schaper, Ceyda Bayraktar, Turan Selman 

Erkal, Mehmet Menaf Ayhan, Bünyemin Çoşut, Jens Beckmann, Ahmet Ozgur Yazaydin, Michael 

Wark, Gabriel Hanna, Yunus Zorlu, and Gündoğ Yücesan “Semiconductive microporous 

hydrogen-bonded organophosphonic acid framework” Nat. Commun. 2020, 11, 1.  2) Patrik 

Tholen, Craig A. Peeples, Mehmet Menaf Ayhan, Lukas Wagner, Heidi Thomas, Paulius 

Imbrasas, Yunus Zorlu, Clemens Baretzky, Sebation Reineke, Gabriel Hanna, and Gündoğ 

Yücesan “Tuning structural and optical properties of porphyrin-based hydrogen-bonded organic 

frameworks by metal insertion” Small, 2022, 18, 49, and I am co-first author.  Dr. Gündoğ Yücesan 

supervised the whole process, and wrote the introductions.   Dr.  Gündoğ Yücesan with help from 

Prof. Gabriel Hanna formulated the project.  Dr. Gündoğ Yücesan organized and edited the 

manuscripts.  Prof. Gabriel Hanna organized/edited the manuscripts, helped guide the 

experimental and DFT calculations/analysis, added discussion points, and edited the DFT analysis.  

Craig A. Peeples performed all the DFT calculations, wrote initial drafts of the DFT analysis, made 

all the figures/tables associated with the DFT analysis, helped organize/edit the manuscripts, added 

discussion points, and helped with experimental analysis.  The experimental results presented in 
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Chapter 4 include x-ray diffraction, band gap, and attenuated total reflectance infrared, and surface 

area measurements conducted by Patrik Tholen under the supervision of Dr. Gündoğ Yücesan, and 

proton conductivity measurements performed by Prof. Michael Wark. 

 

The study in Chapter 5 is composed in manuscript format.  The research elucidates the proton 

conductivity mechanisms of two phosphonate hydrogen-bonded organic frameworks, namely: 

GTUB-5 and UPC-H5a, using Born-Oppenheimer molecular dynamics and metadynamics.  This 

is to be submitted for peer-review as Craig. A Peeples, Suni Guo, Gündoğ Yücesan, and Gabriel 

Hanna “Mechanistic insights into the proton transport in phosphonate hydrogen-bonded organic 

frameworks: an Born-Oppenheimer  molecular dynamics and metadynamical study”.  Dr. Gündoğ 

Yücesan supplied the initial GTUB-5 structure.  Both Craig A. Peeples and Prof. Gabriel Hanna 

formulated the project.  Both Craig A. Peeples and Suni Guo are responsible for running the Born-

Oppenheimer molecular dynamics simulations.  Craig A. Peeples was responsible for the 

metadynamic simulation setup.  Craig A. Peeples was responsible for collecting the data and 

analysis.  Craig A. Peeples and Prof. Gabriel Hanna are both responsible for the interpretation of 

the data.  Craig A. Peeples was responsible for writing the manuscript, and Prof. Gabriel Hanna 

edited and gave feedback on the writing process and editing of the manuscript. 
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Chapter 1  

 

INTRODUCTION 

1.1 MOTIVATION: ENERGY STORAGE 

Energy storage is a key area of research in the material sciences.1,2,3  Lithium-ion batteries have 

been the go-to in terms of long-term energy storage,4,5 however, they have a limited number 

charge/discharge cycles.6  This cycle deficiency can be mitigated by augmenting the batteries with 

supercapacitors, which have high cycling efficiencies and quick charge/discharge cycles, but less 

charge density than their Li+ counterparts.  A supercapacitor working in conjunction with a Li+ 

battery can lead to reduction in the battery-powered load for initialization of a device and 

ultimately extend the battery’s lifetime.7  Capacitance, 𝐶,  is defined as 

 

 

 
𝐶 =  𝜀

𝑆𝐴

𝑑
 

1.1 

 

where 𝑑 is the distance between the electrode and the electrolyte, 𝜀 is the permittivity of the 

electrolyte, and 𝑆𝐴 is the surface area of the electrode.8  Therefore, a porous electrode material 

with high surface area is desirable for increasing capacitance.9  Metal-organic frameworks (MOFs) 

are ideal candidates for these electrodes, as they are highly porous structures and can be electrically 

conductive.9   

Another aspect of energy storage we are interested in is the improvement of solid-state 

electrolytes for hydrogen fuel-cells.10  These fuel-cells take in H2 and O2 to produce energy with 

heat and water as byproducts, giving a non-carbon alternative to traditional fossil-fuel-based 

harvesting of energy.  A typical hydrogen fuel-cell consists of an anode at which H2 is split into 

H+ and e-, a cathode which reacts O2 and H+, and a proton-conducting electrolyte which separates 

the anode and cathode.10  Electrolytes in these cells require high proton conductivity, along with 
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high thermal and chemical stability.11 Hydrogen-bonded organic frameworks (HOFs) have been 

proposed as a good candidate for the electrolyte in a fuel-cell,12 as they can be highly proton 

conductive13 and have similar pores to their MOF counterparts, allowing the inclusion of guests 

molecules which can help increase conductivity.12,14 

 

1.2 METAL-ORGANIC FARMEWORKS AND HYDROGEN-BONDED 

ORGANIC FRAMEWORKS 

Metal-organic frameworks (MOFs) are two- or three-dimensional solid-state materials comprised 

of inorganic building units (IBUs) and secondary building units (SBUs) called organic linkers, 

held together by covalent/ionic bonding between the SBUs and IBUs Figure 1.1.15,16,17,18  Under 

a given set of experimental conditions, a particular combination of IBUs and SBUs will undergo 

self-assembly and form nano-sized porous materials.19  As described by IUPAC, MOFs are 

considered a subgroup of coordinated polymers.20  The first MOF was synthesized by Yaghi, et 

al., named MOF-5, in which an IBU zinc oxide is connected through carboxylate SBU linkers.21  

This study led to a new field of synthesis known as reticular chemistry, in which Yaghi and other 

groups have made use of similar carboxylate building blocks to make an extensive library of MOFs 

for different potential applications.22,23,24   In particular, the original goal of reticular MOF 

chemistry was to maximize the surface area of the pores, e.g., MOF-5 has a surface area of 2900 

m2/g and other groups synthesized MOFs with surface areas as high as 10500 m2/g.15,25  Such high 

surface areas are beneficial for various applications and allow for guest-in-pore interactions.  One 

can functionalize a MOF by changing the SBUs to target specific meso-characteristics, allowing 

for high versatility and structural tunability.9,15,26,27  In particular, MOFs can be used in many 

different applications such as gas sequestration,26,28 gas separation,29,30 drug delivery,31,32 electrical 

conductivity,9,33 and magnetism,34,35 etc.   
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Figure 1.1. Building blocks for the TUB75 copper phosphonate-MOF.  The first SBU highlighted 

in blue on the left forms an interconnected phosphonate network with the copper atoms.  The 

second SBU highlighted in orange on the left donates electrons to the copper atoms.  The IBU 

highlighted in green and shown on the left forms copper-dimer structures.  The right is the 

superstructure of the two SBUs holding the IBU together to create a MOF, where the white space 

in between linkers indicates the pores.  Colour scheme – blue nitrogen, grey – carbon, orange – 

copper, white – hydrogen, and yellow – phosphorous. 

Hydrogen-bonded organic frameworks (HOFs) are similar to MOFs because they are also 

framework structures that are held together by linkers.19  However, in HOFs the linkers are 

connected by hydrogen bonding, as opposed to by ionic/covalent bonding as in MOFs.19,36  Also, 

there is no metal-linking unit holding HOFs together as in MOFs, but HOFs can have metals in 

their SBUs, just not participating in holding the structure together.  There have been early reports 

of HOF-like materials in the literature,36,37 but the HOF nomenclature is more recent.38,39,40  Since 

hydrogen bonds are relatively weak bonding interactions, reticular chemistry can be more difficult 

than with MOFs, as covalent, ionic, and pi-bonding interactions now hinder the self-assembly 

process.19,41,42  On the other hand, due to the weak bonding interactions, HOFs can be used for an 

application, then post-processed, recycled, and regenerated for repeated use.42  While HOFs lack 

the surface area that is seen in some MOFs, they can still have significantly large pores, allowing 
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for molecule capture and guest interactions as well.14  Proposed applications of HOF materials 

include gas capture,38 semi-conductivity,43 and proton conductivity.12,44 

The vast majority of MOFs and HOFs in the literature are composed of carboxylate-based 

SBU linkers.18,45  This is due to the availability of carboxylate building blocks for SBUs, with 

dozens of functionalized structures readily available.45  Additionally, the ease with which carbon 

chain lengths can be increased allows for the creation of large pore sizes.22,25,46  Also, the 

conjugated benzene-based backbones create rigid building blocks, reducing the risk of pore 

collapse upon removal of guests in the pores.47  There is also great versatility in the coordination 

modes between the O- groups and the metals.45,48   However, there are some major issues that 

plague carboxylate MOFs.  Carboxylates are susceptible to hydrolysis, as the negative O- groups 

readily react with H2O, causing instability in highly humid conditions.46,49  Furthermore, 

carboxylate MOFs are susceptible to heat and can become unstable under highly basic or acidic 

conditions.50,51  Thus, the field of MOF synthesis has been striving for improved stability, and 

more robust MOF construction.45 

 

1.3 PHOSPHONATE-ORGANIC FRAMEWORKS 

Phosphonate-based MOFs are constructed of organophosphonic acid SBUs, where the linker is 

defined by a PO3H2 building block.52,53  While the diversity of organophosphonic acids is less than 

carboxylates, similar building blocks can be used to synthesize phosphonate MOF materials.52,53,54  

Phosphonates are known for their high structural diversity due to the multiple metal-binding 

modes; phosphonates can coordinate up to nine metal atoms52 giving high versatility in the 

structural composition of their IBUs.55,56  Moreover, the pyramidal structure formed by the PO3H2 

group allows for 3D frameworks.57,58  Phosphonate groups are strongly metal-binding, producing 

high chemical and thermal stability.59,60  This stability allows for resistance to corrosion, 

degradation, and resistance to water-based effects; reducing the likelihood of hydrolysis occurring 

within the framework.52,61  The high stability also affords pre- and post-functionalization under 

harsh experimental conditions. 62  The robust properties of phosphonates in MOFs are why they 

have attracted the attention of the MOF community and have been proposed for applications in 

which conditions are more extreme compared to the carboxylate-based MOFs.53,54   However, 

there are several issues with phosphonate materials, viz., the high number of coordination modes 
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makes a priori synthesis difficult,52,62 they tend to have low porosity,63 and metal-phosphonates 

are poorly crystalline with a high tendency to be amorphous.52,60,62,64 

Phosphonates are also well-known for their ability to hydrogen bond to other 

phosphonates.52,65  This allows for highly inter-connected hydrogen bonding interactions which, 

in combination with their stability, makes phosphonates ideal starting structures for HOF 

materials.44  Furthermore, the phosphonate group is an intrinsic proton carrier (P-OH), which 

makes it a good candidate for the development of proton-conductive HOF materials.52  The 

stability and resistance to hydrolysis makes phosphonate HOFs attractive for use in fuel-cells, as 

these devices function under high temperature and in highly humid environments.10  On the other 

hand, carboxylate-based HOFs are typically unstable and highly susceptible to hydrolysis.49,66  

 

1.4 ELECTRICAL AND PROTON CONDUCTIVITIES 

In the study of electrically conductive MOFs, most of the focus has been on creating 

materials using carboxylate SBU linkers; however, this methodology leads to a more ionic 

interaction between the metal and linkers and low conductivity.18  Electrical conductivity in MOFs 

is believed to occur via two mechanisms, namely “through-bond” and “through-space” 

mechanisms.18  The through-bond mechanism occurs when there is significant overlap between 

the ligand and metal frontier orbitals, leading to significant charge delocalization over the bond.  

This mechanism has been shown to improve by increased covalency in metal-to-linker bonding, 

as some groups have shown improved conductivity by substituting the oxalate ligands with sulfur 

or nitrogen-based SBUs.33,67  The through-space mechanism involves non-covalent charge 

delocalization, where strong pi-conjugation between two-dimensional sheets increases charge 

delocalization and in turn the conductivity.68  The through-space mechanism is mediated by 

frontier orbitals localized on spatially separated SBUs.  Overall, due to the poor orbital overlap of 

traditional SBUs, and the search for large pores, progress in the design of electrically conductive 

MOFs has been difficult.   

In the area of proton-conductive materials, Nafion®69 is the most widely used solid-state 

material, as its proton conductivity69 is quite high and it has high chemical and mechanical 

stability.70,71   For a MOF to be proton-conductive, one must incorporate hydrogen bonding into 
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its structure and increase the mobility of its charge carriers.72  Intrinsic proton carriers, such as O-

H and N-H groups, may be used to mediate the proton transport.72,73  While MOFs possess a lot of 

internal space for the charge transport, their pores typically lack the intrinsic proton carriers.  On 

the other hand, HOFs are constructed of proton carriers, and thus are good candidates for use as 

proton electrolytic materials.44  As mentioned previously, carboxylate HOFs are typically unstable 

under ambient conditions, and suffer from the aforementioned hydrolysis issue, while phosphonate 

HOFs are both stable and resistant to hydrolysis.   

Conductivity, 𝜎 (S/m), itself can be defined, in simplistic terms, as the concentration of 

charge carriers and the mobility of said carriers.  For electrical conductivity in semiconductors the 

requirement is that an electron is promoted from the valence band to the conduction band, creating 

an electron-hole pair.  Where the elementary charge unit, 𝑒  (C), holes, ℎ+ (number/L), electrons, 

𝑒− (number/L), and their respective mobilities, 𝜇ℎ [cm2/(V*s)], 𝜇𝑒 [cm2/(V*s)] Eqn. 1.2, are 

required for a conductivity approximation.  Within most theoretical publications the concentrations 

and mobilities are only alluded to, in referencing exact energies of low highest-occupied orbital to 

lowest-unoccupied orbital transitions, and the energy differences of the bands along reciprocal 

space in the band structure.  Theoretically obtaining these values, and thus the overall electrical 

conductivity, requires a more-exhaustive approach: including multiple strain calculations and 

accurate calculations of either the highest-occupied or the lowest-unoccupied orbitals.74  For most 

practical purposes, and this thesis, the concentration of holes and electrons are alluded based on 

how narrow the gap is between the valence and conduction band, one way to approximated 

mobility is through energy changes of bands in the band structure of the material, which will be 

explored in Chapters 3, and 4.   

 𝜎 = 𝑒(𝑒−𝜇𝑒 +  ℎ+𝜇ℎ) 1.2 

where 𝑒 is the elementary charge unit, ℎ+is the concentration of holes (number/L), 𝑒− is the 

concentration of electrons (number/L), and 𝜇ℎ [cm2/(V*s)] and 𝜇𝑒 [cm2/(V*s)] are their respective 

mobilities.74  For practical purposes in this thesis, the concentrations of the holes and electrons are 

approximately inversely proportional to the gap between the valence and conduction bands.  As 

for the mobilities, one can approximate them from the energy changes of the bands in the band 

structure of the material, which will be explored in Chapters 3 and 4.   
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The proton conductivity is given by the Nernst-Einstein relation, i.e.,75,76 

 

 
𝜎𝐻+ =  

𝐹𝑎𝑟𝑎𝑑𝑎𝑦
2

𝑅𝑇
𝐷𝐻+𝐶𝐻+ 

1.3 

   

where 𝐷𝐻+ (m2/s) is the diffusion coefficient of the protons within the material, 𝐶𝐻+ (mol/L) is the 

concentration of the protons, and 𝐹 (S*m) is the Faraday constant. 𝐷𝐻+  can in principle be 

calculated from a molecular dynamics simulation and the charge concentration is dependent on the 

initial conditions of a simulation. 

 

1.5 MOF MAGNETISM 

Magnetic MOFs have recently attracted attention due to the possibility of creating tunable 

magnetic materials by varying the host-guest interactions in the pores or the metals within the 

IBUs.77  In order to produce magnetism in a MOF, the material requires closely packed metals 

with unpaired electrons and repeating units of these metals to yield cooperatively aligned spins.77  

The key to design is incorporating short linkers because, if a linker is too large, long-range 

cooperativity is not possible.77  Thus, pore size inhibits magnetic cooperation between metals.  In 

order to address this disparity, linkers such as cyanide or a combination of short and long linkers 

are used to ensure that the metals are close enough to each other.78  Furthermore, the magnetism 

itself is dependent on the metals used in the framework.  Varying the metals can produce different 

magnetic responses, such as ferromagnetism (FM) due to Co79 and antiferromagnetic responses 

due to Cu.80   Magnetic carboxylate-based MOFs have been produced in the past, with one of the 

most well-known MOFs, M-MOF-74, showing an interesting meso-scale FM response in the Co-

substituted version.79   

Magnetism in MOFs is influenced by the building blocks of the SBU.81  Particularly, in this thesis, 

the focus and interest is in pairing magnetism with conductivity, as the vast majority of MOFs are 

not magnetic and are considered insulating.82  Phosphonate MOFs are also ideal for creating 

magnetic MOFs, as they typically have short or medium sized linkers allowing for more metal-

metal interactions.  Also, since the PO3 group allows for many metal-binding sites, it allows metals 
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to be closer to one another.  In Chapter 3, we discuss two magnetic and electrically conducting 

phosphonate MOFs. 

 

1.6 THEORETICAL APPROACH TO STUDY STRUCTURED 

FRAMEWORKS 

The work done on the MOFs/HOFs studied in this thesis begins with the experimentally 

determined x-ray diffraction (XRD) structures.  The crystallographic information file (CIF) 

obtained from XRD is converted and imported to the code of choice and the xyz components of 

the unit cell and experimental lattice are used as an input structure.  The density functional theory 

(DFT) formalism was used for all electronic structure calculations throughout this thesis; the basics 

of the DFT formalism are presented in Chapter 2, but for a extensive overview one may refer to 

Teale et al.83  for a perspective of the current experts in the DFT field.  From the xyz coordinates 

a geometry optimization is performed using DFT, for which the minimum of the atomic positions 

with respect to energy is obtained within a certain numerical precision.  The local minimum 

structure is compared to the experimental input to ensure the unit cell and heavier atoms have not 

changed the pristine structure significantly.  Hydrogen atoms have low electron density and thus 

are not easily amenable to XRD refinement,84 so the obtained CIFs only provide estimates of the 

hydrogen positions.85  DFT gives reasonable results for atomic positions, including hydrogens.86  

Thus, geometry optimizations are done as a first step as slight changes in geometries could have 

profound effects on the solutions to the electronic structure (ES).87  Following the geometry 

optimization, a single-point energy calculation is performed to see how the energy gap of the 

frontier orbitals compares to the experimental UV-vis results.  If the DFT results are poor, a single-

point calculation at an elevated DFT ‘level-of-theory’ that includes Hartree-Fock exchange is 

performed to improve the results, as this methodology has been used to great success in studying 

MOFs.88,89  Once an acceptable gap is obtained, several properties are calculated to obtain further 

insight into the system, including the frontier orbital gap, magnetic exchange energy, density of 

states (DOS), band structure, and partial atomic charges; all of which will be discussed in more 

detail in Chapter 2.     
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In order to study the dynamics of a system, one needs to accurately describe the forces of 

each atom as they move in time.  This requires a knowledge of the potential energy surface (PES) 

as a function of all degrees of freedom (DOF) in the system.  For a large number of DOF,  obtaining 

an entire PES is computationally inaccessible.  To circumvent this issue, one can calculate the 

forces at each step in a trajectory by making approximations to the solution of the electronic 

problem.  In Chapter 5 of this thesis, we use Born-Oppenheimer molecular dynamics (BOMD)90,90  

to propagate the system in time using forces obtained from DFT calculations of the electronic 

structure (within the BO approximation) at each time step.  However, the computational cost of 

using DFT limits the length of BOMD simulations to tens of picoseconds at a time, versus the 

microsecond timescales accessible in classical molecular dynamics (CMD).  The dynamical 

methodologies used in this thesis will be described in more detail in Chapter 2.  

The codes of choice for the work in this thesis are ADF-BAND91 and CP2K.92  ADF-

BAND has the advantage of localized atom-centered basis sets, while CP2K has the advantages of 

efficient calculations and the ability to perform BOMD and metadynamics (MTD) simulations.  

The basis sets used by each program will be described in Chapter 2. 

   

1.7 OBJECTIVES AND OUTLINE OF THIS THESIS 
The main objectives of this thesis are as follows: 

• First and foremost, to elucidate the microscopic origins of various experimentally observed 

properties of phosphonate-organic frameworks. 

• To determine which components of the frameworks are involved in the frontier orbital gaps 

of the phosphonate-organic frameworks. 

• To elucidate the atomic contributions to the magnetic response observed in several 

phosphonate MOFs. 

• To investigate how compositional changes will affect the overall structure and frontier 

orbital gaps. 

• To elucidate the proton conductivity mechanisms in phosphonate HOFs. 

An outline of the topics covered in each chapter of this thesis is presented below: 
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1. In Chapter 2, we introduce the theoretical background for DFT, classical dynamics, 

BOMD, and metadynamics (MTD).  Furthermore, we describe the use of periodic 

boundary conditions (PBCs) for studying solid state systems and the various basis sets used 

in our work, and discuss properties such as magnetism, DOS, band structures, and charge 

analysis. 

 

2. In Chapter 3, we study three phosphonate MOFs, their frontier orbitals, and the atoms that 

participate in their magnetic responses.  We analyze the atomic contributions to the energy 

gap of each MOF, elucidate which atoms participate in the magnetic response, the charges 

associated with the phosphonates, and comment on similarities between the three materials.  

 

3. In Chapter 4, we study five porphyrin-based phosphonate HOFs, their frontier orbitals, and 

structural consequences of metal insertion into the porphyrin cores.  We analyze the 

changes in the energy gaps, overall structure, and partial charges associated with the 

metallation. 

 

4. In Chapter 5, we study the proton conductivity mechanisms of two HOFs.  We simulate 

the unbiased dynamics of these systems, focusing on hydrogen bonding and proton 

transport dynamics.  We then explore three pathways for proton transport throughout the 

HOFs, estimate their free energy barriers, and propose three hopping mechanisms based 

on MTD simulations. 

 

5. In Chapter 6, we present the concluding remarks and future studies. 
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Chapter 2  
 

THEORETICAL AND COMPUTATIONAL 

BACKGROUND 

 

2.1 INTRODUCTION 

In the study of MOFs and HOFs, research is mainly focused on understanding their structural 

characteristics and structure-property relationships and developing new materials with useful 

functions.  Computational chemistry has been an extremely valuable tool in this research for 

providing atomic-level details, which could in turn explain the macroscopic properties of these 

materials.  For example, molecular dynamics (MD) simulations could be used to show how 

molecules move through the pores of MOFs and HOFs, as well as to calculate bulk properties of 

these materials.  Given the large number of atoms required to model these materials, 

approximations are needed to make electronic structure and ab initio MD simulations 

computationally feasible.   Here, we present an overview of the fundamental theories and 

approximations that are used throughout the rest of the thesis.   

 

2.2 DENSITY FUNCTIONAL THEORY  

2.2.1 DFT foundations 

All the calculations in this thesis rely on the density functional theory (DFT) approach.  Ignoring 

electron spin, DFT simplifies the electronic problem by replacing the N-electron wave function of 

a system with a density that depends only on the three spatial coordinates of Euclidean space.  For 

an electron residing in one dimension, the probability of finding the electron between a distance r 

and r+dr can be represented by the wave function probability |Ψ(𝑟)|2𝑑𝑟, where the electron 

density is expressed as 𝜌(𝑟) =  |Ψ(𝑟)|2.  For an N-electron system residing in three dimensions, 
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one may arrive at the electron density by integrating the wave function of all electrons over all but 

one of the spatial variables,93 i.e.,    

 
𝜌(𝑟1⃑⃑⃑ ⃑) = 𝑁 ∫|Ψ(𝑟1⃑⃑⃑ ⃑, 𝑟2⃑⃑⃑⃑ , … , 𝑟𝑁⃑⃑⃑⃑⃑)|2𝑑𝑟2⃑⃑⃑⃑ … 𝑑𝑟𝑁⃑⃑⃑⃑⃑ 

2.3  

   

In terms of the electron density, the probability of finding electron 1 at position 𝑟1⃑⃑⃑ ⃑ and within 𝑑𝑟1⃑⃑⃑ ⃑, 

while the other electrons are situated elsewhere, can be expressed as: 

𝑃(1) =  [∫|Ψ(𝑟1⃑⃑⃑ ⃑, 𝑟2⃑⃑⃑⃑ , … , 𝑟𝑁⃑⃑⃑⃑⃑)|2 𝑑𝑟2 … 𝑑𝑟𝑁] 𝑑𝑟1 =  𝜌(𝑟1⃑⃑⃑ ⃑)𝑑𝑟1 
2.4 

where this can be generalized to any electron (ie. 𝑃(2) =  𝜌(𝑟2⃑⃑⃑⃑ )𝑑𝑟2), as the electrons are 

indistinguishable from each other.  Therefore, the probability of finding an electron at r within dr 

and the other N-1 electrons elsewhere is N*P(1), thus one can express the probability density of 

finding one electron as 

𝜌(𝑟) = 𝑁𝜌(𝑟1) 2.5  

When electron spin is taken into consideration, a secondary integral over the spin coordinates of 

the first electron, s, is performed, 

 
𝜌(𝑟1⃑⃑⃑ ⃑) = 𝑁 ∫ … ∫|Ψ(𝑟1⃑⃑⃑ ⃑, 𝑟2⃑⃑⃑⃑ , … , 𝑟𝑁⃑⃑⃑⃑⃑)|2𝑑𝑠1𝑑𝑟2⃑⃑⃑⃑ … 𝑑𝑟𝑁⃑⃑⃑⃑⃑ 

2.6  

Integration of this density over the entire space must equal the total number of electrons in the 

system, i.e., 𝑁 = ∫ 𝜌(𝑟)𝑑 𝑟1, and the density at infinity must be zero, i.e.,  

𝜌(𝑟 → ∞) = 0.   

To obtain the energy of a system from the density, a mapping between the two is required.  

Such a mapping was originally proposed by Thomas and Fermi, who realized that the ground-state 

of a homogeneous electron gas depends on the density, from which one may map to the kinetic 

energy.93,94  Hohenberg and Kohn extended the original idea to incorporate inhomogeneous 

systems, with two theorems that initiated DFT, namely 1) the existence theorem and 2) the second 

Hohenberg-Kohn theorem, an exact formal variational principle for the ground-state energy.94  The 

existence theorem states that the ground state energy of a many-particle system can be described 

by a functional of the density of that system, i.e.,94  
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 𝐸0[𝜌0] = 𝑇[𝜌0] + 𝐸𝑒𝑒[𝜌0]  + 𝐸𝑁𝑒[𝜌0]  2.7 

where 𝐸0 is the ground state energy of the ground state density 𝜌0, ENe is the electron-nuclear 

interaction energy, and Eee is the electron-electron interaction energy, and 𝑇 is the kinetic energy.  

The ground state energy can be separated into two components: (i) a part that depends on the 

nuclear positions and is system-dependent due to electron-nuclear interactions, and (ii) a part 

which is valid for any system, 𝐹𝐻𝐾[𝜌0], i.e.,   

 
𝐸0[𝜌0] = ∫ 𝜌0(𝑟)𝑉𝑒𝑥𝑡𝑑𝑟 +  𝐹𝐻𝐾[𝜌0]   

2.8 

where Vext is the external potential for a fixed set of nuclear coordinates (owing to the Born-

Oppenheimer approximation), which incorporates the electron-nuclear Coulombic interaction, and 

FHK is the Hohenberg-Kohn functional.  The external potential is a unique functional of the density 

since the nuclear positions define the positions of the electrons.94  For an arbitrary density, the 

Hohenberg-Kohn functional gives the expectation value of the sum of the kinetic energy, �̂�, and 

electron-electron repulsion operators, �̂�𝑒𝑒, over the ground state wave function, Ψ0
94, i.e.,  

 𝐹𝐻𝐾[𝜌0] =  𝑇[𝜌0] + 𝐸𝑒𝑒[𝜌0] =  ⟨Ψ0|�̂� + �̂�𝑒𝑒|Ψ0⟩  2.9 

This functional, if known, contains all the information about electron exchange and correlation.93,94  

That is, the theory behind the Hohenberg-Kohn functional is exact in the case of nearly constant 

density and slowly varying density.94  The second component to the Hohenberg-Kohn theorems 

makes use of the variational principle: if any trial density satisfies the conditions that 𝜌(𝑟)  ≥ 0, 

and 𝑁 = ∫ 𝜌(𝑟)𝑑𝑟, and is linked with an external potential, 𝑉𝑒𝑥𝑡, the energy produced by Eqn. 

2.8, will give an upper-bound to the ground state energy, 𝐸0.93  

In order to approach potential universal functionals that represent the Hohenberg-Kohn 

functional, Kohn-Sham suggested that direct density functionals, like the Thomas-Fermi 

methodology, are connected to the kinetic energy.93,95  They also realized that orbital-based 

methods, like the Hartree-Fock approximation perform fairly well.  Thus, the idea behind Kohn-

Sham DFT is to assume that there exists a virtual system of non-interacting electrons that generates 

the same density as the interacting system, and one can calculate the non-interacting kinetic energy, 

𝑇𝑆, by93 
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𝑇𝑆 =  −
1

2
∑⟨𝜑𝑖|∇2|𝜑𝑖⟩

𝑁

𝑖

 

2.10 

where 𝜑𝑖 a single-electron orbital.  This kinetic energy is different from the actual kinetic energy 

of the interacting system; the difference between them is dealt with by introducing the separation 

of the electronic portion as follows,  

 𝐹[𝜌(𝑟)] =  𝑇𝑆[𝜌(𝑟)] + 𝐽[𝜌(𝑟)] + 𝐸𝑋𝐶[𝜌(𝑟)] 2.11 

where 

 𝐸𝑋𝐶[𝜌] = (𝑇[𝜌] −  𝑇𝑆[𝜌]) + (𝐸𝑒𝑒[𝜌] − 𝐽[𝜌]) =  𝑇𝐶[𝜌]  +  𝐸𝑛𝑐𝑙[𝜌], 2.12 

 

J is the Coulombic integral, 𝐸𝑋𝐶 is the exchange-correlation energy (which is unknown), 𝑇𝐶 is the 

part of the true kinetic energy that is not incorporated in 𝑇𝑆, and 𝐸𝑛𝑐𝑙 is the non-classical 

contribution to the electron-electron interaction.  Since the electrons in the virtual system are non-

interacting fermions, the equations can be formulated in terms of a single Slater determinant 

constructed of single-electron orbitals.  In this approach, the total energy functional is given by, 

𝐸[𝜌] = 𝑇𝑆[𝜌] + 𝐽[𝜌] + 𝐸𝑋𝐶[𝜌]  + 𝐸𝑁𝑒[𝜌] 

= 𝑇𝑆[𝜌] + 
1

2
∬

𝜌(𝑟1)𝜌(𝑟2)

𝑟12
𝑑𝑟1𝑑𝑟2 + 𝐸𝑋𝐶[𝜌] +  ∫ 𝑉𝑒𝑥𝑡𝜌(𝑟)𝑑𝑟 

 

2.13 

As can be seen, EXC accounts for the remaining effects in the system such as the remainder of the 

kinetic energy and electron correlation.   Applying the variational principle using single-electron 

orbitals, 𝜑𝑖, with the orthonormal constraint, ⟨𝜑𝑖|𝜑𝑗⟩ =  𝛿𝑖𝑗, yields the following equation: 

(−
1

2
∇2 + [∫

𝜌(𝑟2)

𝑟12
𝑑𝑟2 + 𝑉𝑋𝐶(𝑟1) −  ∑

𝑍𝐴

𝑟1𝐴

𝑀

𝐴

]) 𝜑𝑖 =  𝜀𝑖𝜑𝑖 

2.14  

𝑉𝑋𝐶 ≡  
𝛿𝐸𝑋𝐶

𝛿𝜌
 

2.15  

where ∫ 𝜌(𝑟2)/𝑟12 is the electronic Coulombic energy, VXC (defined as the functional derivative of 

EXC with respect to the density) is the exchange-correlation potential, A is the nuclear index, M is 

the total number of nuclei interacting with electron 1, 𝑟1𝐴 is the nuclear-electron distance, 𝑍𝐴 is the 

nuclear charge, 𝜑𝑖 is the one-electron orbital, and 𝜀𝑖 is the energy.  If the exact solution to 𝐸𝑋𝐶 
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exists, the resulting energy will be an exact solution, and one will have the exact ground state 

energy for any system, since the solution is unknown, approximations must be made.  For the 

purposes of this thesis, we will discuss only a few approximations to the exchange-correlation 

potential, including the local density approximation (LDA), generalized-gradient approximation 

(GGA), and hybridization with Hartree-Fock (HF) exact exchange, and the addition of dispersion 

to incorporate long-range dispersion.   

 

2.2.2 Local density approximation  

The local density approximation (LDA) is the basis of most approximate exchange-

correlation functionals.   In the LDA, the energy is calculated by approximating the density as a 

uniform electron gas sitting on a positive background charge.  This methodology resembles that 

of a perfect metal surface where the nuclei are smeared to obtain a positive uniform charge.93  The 

LDA functional has the following form, 

 
𝐸𝑋𝐶

𝐿𝐷𝐴[𝜌] =  ∫ 𝜌(𝑟)𝜀𝑋𝐶(𝜌(𝑟))𝑑𝑟 
2.16 

where 𝜀𝑋𝐶 is the exchange-correlation energy of a uniform gas of density 𝜌(𝑟).  The probability, 

𝜌(𝑟), is a weighting of the energy per particle at a specified point in space, r.93  Furthermore, the 

exchange energy, 𝐸𝑋, and correlation energy, 𝐸𝐶, contributions can be approximated separately, 

i.e., 

 𝐸𝑋𝐶
𝐿𝐷𝐴(𝜌(𝑟)) =  𝐸𝑋

𝐿𝐷𝐴(𝜌(𝑟)) + 𝐸𝐶
𝐿𝐷𝐴(𝜌(𝑟)) 2.17 

 

 The exchange is taken from the exchange energy of the aforementioned uniform electron 

gas.  One such approximation was formulated by Dirac,93,96,97 

 

𝐸𝑋
𝐿𝐷𝐴[𝜌] =  −

3

4
 √

3

𝜋

3

∫ 𝜌(𝑟)4 3⁄ 𝑑𝑟 

2.18 

where the electron correlation is either represented in a functional form or it can be fitted using 

stochastic quantum Monte-Carlo simulations, for example, of a system of charged bosons and 

fermions.98,99,100  The LDA approach can perform well for equilibrium structures, compared to HF; 

however, it does not capture energies accurately.93 
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2.2.3 Generalized gradient approximation  

The LDA approach can be improved by incorporating the change in density, i.e., gradient 

of the charge density around a local point, into the exchange-correlation term.  The LDA approach 

treats an electron as a specific point in a uniform electron gas, while the incorporation of the 

gradient tells us how the electron density is changing around that point, thereby introducing the 

inhomogeneity one would expect from electronic density in a diverse molecule.93  This is the basis 

of the GGA.  In general, the energies associated with the exchange and correlation can be separated 

as 

𝐸𝑋𝐶
𝐺𝐺𝐴 =  𝐸𝑋

𝐺𝐺𝐴 +  𝐸𝐶
𝐺𝐺𝐴 2.19 

In the Perdew-Burke-Ernzerhof (PBE) GGA functional, the correlation term incorporates a 

uniform electron gas correlation 𝜖𝐶
𝑢𝑛𝑖𝑓

, with a simplified version of the correlation expressed as,  

 
𝐸𝐶

𝐺𝐺𝐴[𝜌𝛼, 𝜌𝛽] ≈  ∫ 𝜌[𝜖𝐶
𝑢𝑛𝑖𝑓(𝜁) + 𝐻(𝜁, ∇𝜁)]𝑑3𝑟 

2.20 

where 𝜌𝛼 is the α-spin denisty, 𝜌𝛽 is the β-spin density, 𝜁 = (𝜌𝛼 − 𝜌𝛽)/𝜌 is the relative spin 

polarization, and H is the gradient contribution.  The exchange term may be expressed in terms of 

the LDA exchange 𝜖𝑋
𝑢𝑛𝑖𝑓

 and density gradient as  

𝐸𝑋
𝐺𝐺𝐴 = ∫ 𝜖𝑋

𝑢𝑛𝑖𝑓
(𝜌)𝐹𝑋(𝑠)𝑑3𝑟  

2.21  

In the above equation,   

𝐹𝑋(𝑠) = 1 +  𝜅 −  
𝜅

1 + 𝜇 𝑠2 𝜅⁄
 

𝑠 ≈
|𝛻𝜌|

𝜌4 3⁄
 

2.22  

where s is called an inhomogeneity parameter.93  When κ = 0.804 and μ = 0.21951, Eqn. 2.22 

yields Eqn. 2.21.  Finally, putting Eqn. 2.21, Eq. 2.20, together with Eqn. 2.19 yields a simplified 

version of the Perdew-Burke-Ernzerhof (PBE) GGA functional, which is used extensively in this 

thesis.101  
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2.2.4 Hybridization with HF exchange 

 While GGAs have been used to great success,83 the inability to treat long-range interactions 

reduces their applicability.  A proposed solution to this issue is to incorporate HF exact exchange 

into the DFT functional, which accounts for the exact exchange of two electrons.102  Such a  hybrid 

approach achieves accurate electron correlation from DFT, as well as more accurate exact 

exchange from HF.  Many hybrid functionals exist, but in this thesis we will only present the Heyd-

Scuseria-Ernzerhof (HSE06)103 hybrid functional, which is the gold-standard functional for 

calculating energy gaps in solid-state materials and is used in the work described in Chapter 3 of 

this thesis.88  First, when considering potentials over an infinite solid, the DFT approach is only 

formulated with a positional density and how that density changes locally.  The potential from the 

density in the central cell converges with respect to the surrounding cells when they reach the 6th 

nearest neighbouring cell.103  With HF the exchange is a sum over all electron-electron integrals 

within the unit cell and surrounding cells, which leads to extremely slow convergence (with no 

convergence by the 15th nearest neighbouring cell).103  This slow convergence problem is a well-

known issue in solid-state theory when dealing with potentials while invoking periodic boundary 

conditions, which can be solved by screening the potential.  The HSE06 functional makes use of 

screening, and is a so-called ‘range-separated’ hybrid functional because a switching parameter, 

ω, is used to turn off the HF exchange at a distance weighted by the parameter, i.e., 

 1

𝑟
=  

erfc(𝜔𝑟)

𝑟
+

erf(𝜔𝑟)

𝑟
;  erfc(𝜔𝑟) = 1 − erf(𝜔𝑟) 

 

2.23 

where erf is the error function, erfc is the complementary error function, and ω is a parameter set 

by HSE06 (𝜔 = 0.11 in ADF-BAND), and r is the electron-electron distance.  At short ranges 

(SR), the exchange will have a typical hybrid-DFT contribution, while at long ranges (LR) the 

non-convergent exact HF exchange is smoothed out and the convergent PBE exchange becomes 

dominant.  Since the GGA density is local, the energy at LR drops off and the overall energy will 

be convergent.  This is a typical approach used when incorporating exact exchange into periodic 

hybrid-DFT.  The HSE06 functional takes the form, 

𝐸𝑥𝑐
𝜔𝑃𝐵𝐸0(𝜔𝑟) = 𝑎𝐸𝑥

𝐻𝐹,𝑆𝑅(𝜔𝑟) + (1 − 𝑎)𝐸𝑥
𝑃𝐵𝐸,𝑆𝑅(𝜔𝑟) + 𝐸𝑥

𝑃𝐵𝐸,𝐿𝑅(𝜔𝑟) + 𝐸𝑐
𝑃𝐵𝐸(𝑟) 2.24  
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where a is the percentage of HF exchange, ω is the switching parameter, 𝐸𝑥
𝐻𝐹,𝑆𝑅

 is the exact HF 

exchange at SR, 𝐸𝑥
𝑃𝐵𝐸,𝑆𝑅

 is the PBE exchange at SR, 𝐸𝑥
𝑃𝐵𝐸,𝐿𝑅

 is the PBE exchange at LR, and 𝐸𝑐
𝑃𝐵𝐸 

is the PBE correlation energy over all distances.  When ω = 0, the result is equal to the PBE0 

hybrid functional,104 and when ω = ∞, the result is equal to the pure PBE GGA. 

 

2.2.5 Dispersion corrections 

 DFT based on semi-local density functionals has benefits, particularly when dealing with 

periodic boundary conditions.  However, again, it leaves out important long-range interactions as 

the 1/r behavior of the electrons is not fully captured.  One such interaction is the dipole-induced 

dipole interaction, which can be described as a dispersion effect.105  Dispersion effects are of 

particular importance when there are non-bonded interactions, such as in hydrogen bonding or 

between guest molecules in the pores of frameworks.  The DFT error can be improved by including 

an analytical parameterized function to correct for the missing dispersion through modification of 

the energy,106 

 𝐸𝐷𝐹𝑇−𝐷3 = 𝐸𝐷𝐹𝑇 − 𝐸𝑑𝑖𝑠𝑝 2.25 

 

where  𝐸𝐷𝐹𝑇−𝐷3 is the overall energy, 𝐸𝐷𝐹𝑇 is the energy from DFT, and 𝐸𝑑𝑖𝑠𝑝 is the energetic 

correction from dispersion.  The design of the methodology excludes the need for the wave 

function altogether, considering only nuclear positions and atomic numbers and exploiting 

parameterized dipole-dipole pair interactions between elements.  In this thesis, we employ the 

D3BJ dispersion correction, with the D3 dispersion energy given by the following equations,106 

 𝐸𝑑𝑖𝑠𝑝 = 𝐸(2) + 𝐸(3) 2.26 

 
𝐸(2) =  ∑

𝐶6
𝐴𝐵

𝑟𝐴𝐵
6 𝑓6(𝑟𝐴𝐵)

𝐴𝐵

 
2.27 

 𝐸(3) =  ∑ 𝑓6(𝑟𝐴𝐵𝐶)𝐸𝐴𝐵𝐶

𝐴𝐵𝐶

 
2.28 

 
𝐸𝐴𝐵𝐶 =

𝐶9
𝐴𝐵𝐶3 cosθ𝑎 cosθ𝑏 cosθ𝑐 + 1

(𝑟𝐴𝐵𝑟𝐵𝐶𝑟𝐶𝐴)3
 

2.29 
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𝑓6(𝑟𝐴𝐵) =

1

1 + 6 (
𝑟𝐴𝐵

𝑠𝑟,6𝑅0
𝐴𝐵)

−𝛼 

 

2.30 

Where E(2) is the dispersion energy due to a two-body interaction, E(3) is the dispersion due to a 

three-body interaction,  𝑟𝐴𝐵
6

 is a two particle (A-B) distance to the power of 6, 𝑟 is the average of 

all distances between three bodies (ABC), θ𝑎 is the angle between vector 𝐴𝐵⃑⃑⃑⃑ ⃑⃑  and 𝐴𝐶⃑⃑⃑⃑⃑⃑ , θ𝑏 is the 

angle between vectors 𝐵𝐴⃑⃑⃑⃑ ⃑⃑  and 𝐵𝐶⃑⃑⃑⃑⃑⃑ , θ𝐶 is the angle between vectors 𝐶𝐴⃑⃑⃑⃑⃑⃑  and 𝐶𝐵⃑⃑⃑⃑⃑⃑ , 𝑅0
𝐴𝐵 is a pair cut-

off radius parameter between atoms A and B, sr,6 is a screening parameter based on the functional 

of choice (sr,6 = 1.217 for PBE), α = 12/16 for E(2)/E(3), 𝐶6
𝐴𝐵 is a pair-wise dispersion coefficient 

parameterized for atom pairs (i.e., C-C), and 𝐶9
𝐴𝐵𝐶 is a parameterized dispersion coefficient for 

three-bodies (i.e., C-C-H).106  The Becke-Johnson (BJ) damping107 is a damping function that 

corrects for the over-compensation of energies by D3 at short ranges; this is done by adding a 

constant to the r in the denominator of 2.31 and adding an 8th order term, i.e., 

 
𝐸𝑑𝑖𝑠𝑝

𝐷3(𝐵𝐽)
=  ∑ (𝑠6

𝐶6
𝐴𝐵

𝑟𝐴𝐵
6 + [𝑓(𝑅𝐴𝐵

0 )]6
+  𝑠8

𝐶8
𝐴𝐵

𝑟𝐴𝐵
8 + [𝑓(𝑅𝐴𝐵

0 )]8
)

𝐴≠𝐵

 

𝑓(𝑅0
𝐴𝐵) = 𝑎1𝑅𝐴𝐵

0 + 𝑎2 

𝑅𝐴𝐵
0 =  √

𝐶8
𝐴𝐵

𝐶6
𝐴𝐵 

 

 

 

2.31 

where for the PBE functional 𝑎1 = 0.4289, 𝑎2 = 4.4407, 𝑠8 = 0.7875.  The effect is that the 

dispersion diminishes similarly to the non-damped version at extended distances, while at short 

ranges the energy is damped by the [𝑓(𝑅𝐴𝐵
0 )]6 increase to the 1/r6 term from dispersion. 

All in all, DFT is particularly good at obtaining better geometries than HF, and the 

calculations require less computational time as DFT scales as N3, where N is number of basis 

functions and the 3 arises from the three spatial coordinates.  However, DFT has some general 

shortcomings in yielding accurate energies for systems, as the energy calculated by any one 

functional is dependent upon that functional.  Thus, in switching between any two functionals the 

calculations could give different energetic results.108 A typical approach to improve the DFT 

energy issue is to utilize the accurate geometries calculated by DFT, then escalate the level-of-

theory for single point calculations using the resulting geometry.  In non-periodic works one makes 
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use of post-HF methods,109,110 while within this thesis, this is done through GGA optimizations 

followed by hybrid-DFT analysis. 

 

2.3 MOLECULAR DYNAMICS 

2.3.1 Basics  

Simulating the dynamics of a molecular system under a given set of external conditions allows one 

to calculate observables that can be used to study and understand experimental results.  Within the 

Born-Oppenheimer (BO) approximation, the motion of the nuclei in a system can often be well-

described using classical mechanics or Newton’s equations of motion (EOM), i.e., 

 
𝐹(𝑅) = 𝑚𝑎(𝑅) = 𝑚�̈� =  −

𝜕𝐸(𝑅)

𝜕𝑅
= 𝑚

𝑑2𝑅

𝑑𝑡2
 

2.32  

where F is the force, R is the nuclear position, m is the mass of the nucleus, t is time, �̈� is the 

second derivative with respect to time, and E(R) is the BO potential energy surface (PES).111  Thus, 

to simulate the dynamics of a system of N nuclei, one requires an accurate description of its 3N-

dimensional PES, 𝐸(𝑅).  There are several common ways of obtaining a PES.  For small systems 

(N < 10 atoms), it is possible to thoroughly sample the PES and solve the electronic TISE to 

obtain the potential energy at each sampling point; however, when N is large, this strategy is not 

computationally feasible.  One of the most popular approaches is to construct an empirical model 

of the PES or force field (FF) prior to performing the MD simulation.  This approach requires 

parameterized descriptions of two types of atom-atom interactions:  (i) bonded interactions such 

as bond stretching, bond bending, bond torsions, and (ii) non-bonded interactions such as 

dispersion (described through a Lennard-Jones potential) and electrostatic interactions (described 

through a Coulombic potential).  The FF approach requires input either from experiment, or high-

level quantum calculations for an accurate description.  Some examples are the SPC112 FF for 

water and the GROMOS113 FF for a general set of organic molecules.  When using such FFs, 

however, chemical reactions cannot be modeled and their transferability is limited (since FFs are 

parameterized for specific atom-atom interactions).  The third approach is to calculate the potential 

‘on-the-fly’ at each time step of the MD simulation (for example, using DFT), which is known 

generally as ab initio molecular dynamics (AIMD).114,115,116  The results presented in Chapter 5 of 
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this thesis were generated using an AIMD method known as Born-Oppenheimer MD (BOMD), 

which will be described in the following subsection.   

After deciding on an approach for tackling the PES, the EOM, Eqn. 2.35, must be 

integrated subject to an appropriate set of initial conditions, i.e., atomic positions and velocities.  

The initial positions could be obtained from a model, experiment, or energy minimization of pre-

determined configuration, while the velocities could be obtained by running an initial equilibration 

simulation (starting with velocities randomly sampled from a Boltzmann distribution at 

temperature T) in the appropriate statistical mechanical ensemble, e.g., an ensemble that is 

consistent with the conditions under which an experiment is carried out.111  Two popular 

integration algorithms are the velocity-Verlet117 and leapfrog118 algorithms.  The main difference 

between them is that Verlet-type algorithms calculate positions, velocities, and forces at each 

timestep, requiring the information to be stored in memory, while the leapfrog approach staggers 

the updating of the positions and velocities at different times, essentially “leapfrogging” from a 

position at t=1 to t=3, and a velocity at t=2 to t=4.  Ideally, integrators should be time-reversible, 

numerically stable, and fast.    

As mentioned above, the MD simulations should be carried out in an appropriate statistical 

mechanical ensemble.  Some popular ensembles include the microcanonical (or NVE), canonical 

(or NVT), and isobaric isothermal (or NPT) ensembles.  The NVE ensemble is composed of 

trajectories in which the number of particles, volume, and energy of the system remain constant, 

and is used when calculating dynamical properties of the system.  The NVT ensemble is composed 

of trajectories in which the number of particles, volume, and temperature of the system remain 

constant, and is used when equilibrating a system or calculating equilibrium properties of a system 

under constant temperature conditions.  The NPT ensemble is composed of trajectories in which 

the number of particles, pressure, and temperature of the system remain constant, and is used when 

equilibrating a system or calculating equilibrium properties of a system under constant temperature 

and pressure conditions.   

To perform the NVT simulations in Chapter 5, a thermostat was used, which effectively 

couples the system to a thermal reservoir at a desired temperature.  A thermostat modifies the 

atomic velocities over the course of a trajectory in such a way that generates a canonical 

distribution of velocities at the desired temperature.  For our simulations, the canonical sampling 
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through velocity rescaling (CSVR) thermostat was used, which is similar to the Berendsen 

thermostat (mimicking weak coupling to a heat bath).119  However, CSVR adds noise (sampled 

from a Gaussian distribution) to the thermostat to rescale the velocities in such a way that samples 

the canonical ensemble.120 

 

2.3.2 Born-Oppenheimer molecular dynamics  

 Most FFs used in classical MD simulations do not account for electronic polarization or 

chemical reactivity.121  Accounting for these effects can be achieved by solving the electronic 

problem for the potential at a fixed nuclear geometry, R, and integrating the following EOM to 

propagate the system to the next time step,114   

𝑚�̈� =  −∇ min
Ψ0 

[⟨Ψ|𝐻𝑒|Ψ⟩] 2.33 

where ∇ is the gradient with respect to nuclear position, Ψ is the wave function, 𝐻𝑒 is the electronic 

Hamiltonian under the BO approximation, 𝑚 is the mass of the nucleus, �̈� is the second time 

derivative of nuclear position, and min
Ψ0 

 represents a minimization of the energy with respect to the 

ground state wave function.  Because solving the electronic problem on-the-fly is computationally 

demanding, one is limited to much smaller systems and shorter timescales than those achievable 

with FF-based classical MD.  The self-consistency of the electronic calculation must be satisfied 

at every time-step, so any error that propagates through the iterative self-consistent field (SCF) 

calculation will affect the dynamics of the system.  Therefore, a stricter numerical criterion is 

required for the iterative process, further increasing the computational demand.  CP2K-Quickstep92 

has addressed this issue by making use of a predictor-corrector approach known as the always 

stable predictor-corrector (ASPC) method.122  The ASPC method uses previous solutions to the 

wave function to predict new approximations, and corrects them with a damping procedure.122  

The EOM are solved using integrators that are commonly used in FF-based classical MD.  In this 

thesis, BOMD is used in Chapter 5, with the on-the-fly solution of the electronic problem 

performed at the DFT-D3(BJ) level.  In this approach DFT is utilized as a replacement of the 

wavefunction in Eqn. 2.33.  As a result, the potential comes from the energy associated with the 

combination of DFT and dispersion, Eqn. 2.25, and Eqn. 2.19, and ultimately Eqn. 2.16.  Here, 
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DFT-based BOMD seeks the density which produces the lowest energy at every step via. the 

variational principle, Eqn. 2.17. 

2.3.3 Metadynamics 

To explore the high energy regions of a PES and sample rare events, one could in principle 

run very long simulations and, if need be, run the simulations at elevated temperatures and/or 

pressures.  However, this approach raises two problems:  how long must these simulations be run 

to adequately explore the phase space, and how does an increase in temperature and/or pressure 

affect the other variables of the system? To circumvent these problems, several methods which 

introduce biases along certain degrees of freedom have been proposed.  Of particular relevance to 

the work in Chapter 5 of this thesis is the metadynamics (MTD) technique.123  In MTD, a history-

dependent biasing potential, which depends on carefully selected collective variables (CVs), is 

added to the natural potential of the system to accelerate the dynamics of the system along the 

CVs.124  These biasing potentials take the form of Gaussian functions added along a particular 

CV,125 i.e., 

 

 
𝑉(𝑆(𝑥), 𝑡) = ∑ 𝜔 𝑒𝑥𝑝 (−

(𝑆(𝑥) −  𝑠(𝑡′))
2

2𝛿𝑠2
)

𝑡′=𝜏𝐺,2𝜏𝐺 
𝑡′< 𝑡

 
2.34 

 

where x is the coordinates, 𝑠(𝑡′) is the CV value at time 𝑡′, 𝑆(𝑥) the bias potential as a function of 

the coordinate, ω is the height of the Gaussian, δs is the width of the Gaussian, and 𝜏𝐺  is the 

frequency at which the potential is applied.123  Some examples of CVs are torsion angles, atomic 

distances, atomic angles, gyration radius, etc.  In Chapter 5 of this thesis, we use the coordination 

number (CN) CV to monitor the coordination around oxygen atoms.  Adding energy along a given 

CV will push the system along that direction and eventually the system will have enough energy 

to overcome the local barrier and explore the region of interest.  In fact, the energy that is added 

to reach the barrier top provides an estimate of the free energy along the CV.126,75  Well-tempered 

MTD is an extension that adds a temperature-dependent biasing potential, where the Gaussian 

height, ω, decreases over time, and thus the magnitude of the applied bias also reduces,125 i.e.,  



24 
 

 
𝜔 =  𝜔(𝑡′) =  𝜔0𝑒𝑥𝑝 (−

𝑉(𝑠(𝑡′), 𝑡′)

𝑘𝐵Δ𝑇
) 

γ =  
𝑇 +  Δ𝑇

𝑇
 

 

2.35 

 

where 𝑘𝐵 is the Botlzmann constant, 𝑉 is the potential from the previous applied Gaussian, s is the 

CV, 𝜔0 is the initial Gaussian height, and Δ𝑇 is a user-inputted ‘bias factor’, which is a ratio 

between the CV’s temperature and the system temperature T.  An advantage of the well-tempered 

approach is that the trajectory is allowed to explore the phase-space more thoroughly, as a lot of 

energy is initially put in but then tempered over time, allowing the CVs to relax to minimums.  

Well-tempered MTD was implemented using the PLUMED127 plugin for CP2K in Chapter 5 of 

this thesis. 

 

2.4 PERIODIC BOUNDARY CONDITIONS 

Simulation of periodic structures requires one of two approaches, either the crystal structure is 

truncated and studied as a large molecule in a vacuum, or periodic boundary conditions (PBCs) 

are invoked.128  The molecular approach requires cutting out a portion of the repeating crystal 

structure and then capping the edges of the system.89  There are many advantages to treating the 

system as a molecule, as the methods available in molecular computational chemistry codes are 

vast, allowing ease of calculation of various properties, e.g., transition states,129 spectroscopic 

quantities,130 etc.  However, the main advantage to molecular calculations is the availability of 

exact exchange, where the exact exchange integrals leads to extremely slow convergence in 

reciprocal space and requires approximations.131  The disadvantage comes when attempting to 

accurately describe the electronic structure of a periodic system, which possess ‘band-like’ energy 

levels that can only be reproduced through continuous overlap of adjacent orbitals.  Moreover, the 

truncation produces edge effects due to the inclusion of new atoms that are not physically present 

in the actual structure and the neglect of long-range interactions.  In this thesis, PBCs are applied 

to all electronic structure and dynamics calculations performed, allowing for a more complete 

understanding of the full repeating structure while sacrificing exact exchange. 
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 In order to implement PBCs, one must write the Schrödinger equation in a repeating way, 

which can be achieved by re-expressing the wave function according to Bloch’s formalism,132  

 𝜓(𝑅 + 𝐿) =  𝑒−𝑖�⃑⃑�𝐿𝜓(𝑅) 2.36  

where R is a position in the incident cell, L is a position in an adjacent cell, and 𝑒−𝑖�⃑⃑�𝐿 is a phase 

factor with wave vector k.  Bloch’s theorem states that the wave function can be represented as a 

traveling wave solution, where in k-space (or momentum space) the wave function repeats with a 

phase-factor based on the symmetry of the lattice.  By expressing the wave function in this way, 

all edge effects disappear from the solutions, and since the solutions at a position R+L are 

equivalent to the solutions at R, the adjacent cell will be treated as a mirror of the incident cell.  

The energy of a system in reciprocal space may be evaluated at individual k-points, using a specific 

number of points in each of the k-space directions.133  The more dense the k-grid is populated the 

better description of the space.128  Since the invocation of PBCs requires the transformation from 

the real lattice to a reciprocal lattice, the density of the k-grid is inversely proportional to the size 

of real unit cell.  If the unit cell has a large volume, then the first Brillouin zone will be small (the 

first Brillouin zone describes the primitive cell in reciprocal space).  The inverse relation allows 

for the use of less k-points when dealing with MOF/HOF systems, as these systems often have 

large pores and large unit cell volumes.  The origin of the first Brillouin zone is denoted by Γ, and 

thus in k-space the origin is called the Γ-point; therefore, when a single point is used for populating 

the k-grid, the calculation is referred to as a Γ-point calculation.  The consequence of using a single 

Γ-point is that the molecular orbitals are projected onto the first Brillouin zone, yielding less 

information about surrounding cells; to more accurately model cell-to-cell interactions, more k-

points should be used.89  In this thesis, the k-space grids used for the ADF-BAND calculations are 

all done with varying numbers of k-points, while the CP2K-based calculations all make use of a 

Γ-point description.   

 

2.5 BASIS SETS 

In this thesis, we make use of two types of basis sets.  For the ADF-BAND134 calculations, the 

basis sets are composed of numerical atomic orbitals (NAOs) to describe the core electrons and 

Slater-type orbitals (STOs)135 to allow for versatility in describing the valence electrons.  For the 
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CP2K calculations, the basis sets are composed of Gaussian-type orbitals (GTOs)136 combined 

with plane waves for a Gaussian plane wave (GPW) hybrid approach.137  While STOs give accurate 

energies and are the ‘natural’ solutions to a hydrogen-like atom, there are no analytical solutions 

to integration of two-electron STO integrals, and when used to describe orbitals they require 

numerical solutions.98,135  Thus, solutions of the TISE using a STO basis are computationally 

expensive, but they produce more accurate energies than other approaches.  The computational 

cost associated with using STOs is the reason why Gaussian basis sets were introduced136; 

integration of Gaussians functions is analytically solvable, leading to quick solutions.136  The 

approach does come with the caveat that Gaussians do not have the cusp that is expected at the 

nucleus, and fall off too quickly at long ranges, giving a worse description of atomic orbitals and 

energies.  The inaccuracies at the nuclei and long-distances can be improved by introducing 

additional Gaussians, allowing the shape of the radial portion of the orbitals to closely resemble 

that of the hydrogen atom-like solutions.  Furthermore, the Fourier transform of a Gaussian is 

another Gaussian, which makes it convenient to use these orbitals in the PBC formalism.   

When invoking PBCs it is common to use plane waves because they are not atom-centered, 

but rather span all periodic space.  That being said, plane waves will occupy any void spaces in a 

system and, as a result, have energy associated with these spaces, a particular difficulty when 

trying to model MOFs and HOFs.128  Plane wave basis sets also require the use of pseudopotentials 

to map out regions close to nuclei; due to the rapidly varying nature of the orbitals in this region, 

an enormous number of plane waves are required to describe it.114,138  To get a chemical sense of 

what plane waves physically mean with respect to atomic orbitals, a projection of the plane waves 

unto localized basis sets is required.  Along these lines, Lippert et al.137 devised the Gaussian and 

plane waves (GPW) method, which incorporates GTOs in real space and a combination of GTOs 

and an auxiliary plane wave basis in reciprocal space.   

In general, improving the energies of a system requires the addition of more basis 

functions.  Expanding the basis set can be done by adding more STOs or GTOs (which gives rise 

to the double-ζ and triple-ζ nomenclature).  There can also be further improvement through the 

addition of higher-order angular momentum functions known as polarization functions.139  Also, 

adding diffuse functions accounts for longer distances and non-neutral charges accurately.140  With 

regards to plane waves, increasing the cut-off in reciprocal space will add more plane waves.114  In 
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practice, the addition of more basis functions comes with an increased computational cost, where 

HF scales as N4 and DFT scales as N3, where N is the number of basis functions used. 

 

2.6 PROPERTIES OF INTEREST 

The last section of this Chapter discusses the properties that are calculated for the MOFs and HOFs 

studied in this thesis.   

2.6.1 Magnetism 

 Magnetism depends on the alignment of spins of unpaired electrons in a system, i.e., when 

unpaired electrons from different atoms are in proximity their spins can align and create a magnetic 

ordering.77  Unpaired electrons on atoms can either be spin up (α) or spin down (β).  When invoking 

PBCs one repeats the spins on atoms in a unit cell across all adjacent cells.  Thus, one can 

approximate mesoscale magnetism by considering the microscale unpaired electron 

configurations.  Magnetism in MOFs originates from closely layered metal nodes with unpaired 

electrons which are aligned in a column/row, where the unpaired spin on each metal in the 

column/row is the same.77  This ordering gives rise to several potential configurations, where each 

has a mesoscale consequence on the magnetism of the material.  An antiferromagnetic (AFM) 

configuration occurs if two different columns/rows of metal atoms are aligned but have opposite 

spins, while if two different columns/rows of metal atoms are aligned but have the same spins, it 

is called a ferromagnetic (FM) configuration (see Figure 2.1).34   
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Figure 2.1.  Highlights of magnetic domains in TUB75.58  A) FM configuration, in which all unpaired spins are in the same 

direction.  B) AFM configuration, in which the spin domains are staggard between up and down.  Colour scheme: blue - β-spin, 

red - α-spin.  Atomic scheme: grey – carbon, white – hydrogen, yellow – phosphorous, red – oxygen, brown – copper.  

 The magnetic exchange energy is defined as34  

 𝐸𝑒𝑥 = 𝐸𝐴𝐹𝑀 − 𝐸𝐹𝑀 2.41 

 

where 𝐸𝐴𝐹𝑀 is the energy of the AFM configuration and 𝐸𝐹𝑀 is the energy of the FM configuration. 

To calculate 𝐸𝑒𝑥 for a MOF, the structure is first optimized with all unpaired electrons in a parallel 

configuration.128  For example, if there are six Cu2+ atoms, each with an unpaired α-electron, the 

calculation would be done with a multiplicity of 7, 

 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦 = 2𝑆 + 1 2.37 

 

where S is the total spin of the system (e.g., 1 unpaired electron S = ½ and multiplicity = 1; 6 

unpaired electrons of the same spin, S = 6/2 and multiplicity = 7).  Afterwards, further 

optimizations are performed with one column/row of aligned metals having the unpaired electrons 

in the spin-up configuration (α) and a parallel column of metals in the spin-down configuration 

(β).  Lastly, a single-point energy calculation at either the GGA and/or hybrid level of theory is 

done, and the total energies of the two systems are used to calculate the magnetic exchange energy.  

If the magnetic exchange energy is negative/positive, the AFM/FM alignment is the ground-state 

configuration.  To gain further insight into which atoms contribute to the magnetic character of the 

system, one may plot spin-density iso-surfaces, which show the difference between the α-spin and 

β-spin densities.34  Spin-density plots highlight the parts of the system that contribute to the 

magnetism and confirm that the spins are localized on the metals.   

2.6.2 Density of states 

Density of states (DOS) is the number of states at a given energy per unit volume, i.e., the 

number of allowed electron/hole states per unit energy per unit volume.  Of particular interest, the 

DOS gives insight into the highest occupied molecular orbital (HOMO) and lowest unoccupied 

molecular orbital (LUMO), which are involved in the excitation of an electron to create an 

electron-hole pair.  While the HOMO-LUMO nomenclature is commonly used in reference to the 

frontier orbitals in solid-state systems, we have moved away from this nomenclature as these 
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systems are periodic in nature and not molecules.  Rather, we use the highest occupied crystal 

orbital (HOCO) and lowest unoccupied crystal orbital (LUCO) nomenclature.141,142 As will be seen 

in Chapters 3 and 4, bands do not describe the energy level structure in MOFs/HOFs particularly 

well.  Where many closely packed atoms over long distances will create continuous bands of 

energy levels, if atoms are separated by large voids as in MOFs, the band thins out resulting in 

“spaced-out” levels.  Therefore, the terms valence band, conduction band, and band gap are not 

well-suited for describing MOFs.  Rather, we refer to the energy gap between the HOCO and 

LUCO simply as the HOCO-LUCO gap.   

From the projected density of states (pDOS), one can determine which atoms are 

contributing to the HOCO and LUCO, and which orbitals from these atoms have the largest 

contributions to them.34  Knowledge of the atomic orbitals which contribute to the HOCO/LUCO 

can be used to propose a conduction mechanism, viz., the orbitals on atoms in the HOCO/LUCO 

describe the location of the holes/excited electron.  Based on the structures of the HOCO and 

LUCO, one may infer a through-bond or through-space electrical conduction mechanism.18   

2.6.3 Band structure 

 The band structure refers to the plot of orbital energy vs. wavevector k and can give insight 

into where in reciprocal space the largest contributions to the HOCO and LUCO are in the crystal 

lattice, which in turn gives us information about these contributions in direct space.  Furthermore, 

larger changes in energy along a particular path in momentum space correlate with higher electron 

mobility in moving from one point in k-space to another, described as electron dispersion.  The 

electron dispersion can also be used to describe the directionality of the electron/hole movement 

in k-space.18,33  In band structure calculations, the energy is calculated along the first Brillouin 

zone k-space vectors.143  For example, if a lattice has an orthogonal unit cell, going from the (0,0,0) 

point to the (1,0,0) point in k-space space will correspond to the x-axis in real space.  The energy 

may be calculated along many different vectors in reciprocal space; if sufficiently explored or 

smart choices are made for the vectors, the paths will yield a great deal of information about the 

HOCO-LUCO gap and the electron dispersion within the unit cell.33,82  Identification of the nature 

of the gap, i.e., direct vs. indirect, in this thesis is done in two ways, viz., from dispersions in the 

band structure and Tauc plotting of the UV-vis spectrum.  If the highest occupied band energy is 

located at one point in reciprocal space and the lowest unoccupied band energy at another, the 
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transition requires the energy difference plus movement of the electron in k-space and is called an 

indirect gap.  If the highest occupied and lowest unoccupied band energy both occur at the same 

k-point in reciprocal space, the transition involves a direct gap and excitation requires the exact 

energy difference between the bands.   

2.6.4 Partial atomic charges 

 The many-body electronic wave function, which describes the probability density 

associated with finding electrons, may be used to calculate charges on atoms.  By defining local 

regions around each atom, one could use the electronic populations of electrons from the wave 

function to calculate the partial atomic charges from the difference between the number of 

electrons in a given region and the nuclear charge of the atom.98  These charges are a purely 

theoretical construct, which cannot be directly probed experimentally;98 in general, the only 

experimental validation of charge models comes from measurements of dipole moments.  The 

disparity between experimental and calculated values has resulted in the development of different 

charge models based on different spatial partitioning of the electrons.  In modeling the charges of 

atoms in our systems, we use the following rule, viz., if all the charge models agree in sign, then 

the negative or positive charges are describing the atoms qualitatively accurately.  For the localized 

NAO/STO basis sets in ADF-BAND, the charge models that are used are Mulliken,144 Hirshfeld,145 

Voronoi,146 and Charge Model 5 (CM5) charges.147,148  Mulliken partitions the population based 

on the density of the orbital and the overlap of orbitals with surrounding atoms.  Hirshfeld is an 

integral over space of the initial atomic density of an atom multiplied by the optimized density 

from the SCF procedure and divides it by the total sum of the initial atomic densities of all the 

individual atoms.  Voronoi is based on atomic partitions of each atom and a deformation density, 

and CM5 uses Hirshfeld charges corrected by empirically determined values for the periodic table.  

On the other hand, for the non-localized basis sets used by the GPW approach in CP2K, Mulliken 

and Hirshfeld charges are typically unrealistic.  The poor description provided by localized charge 

models is a well-known issue and was solved through the development of RESP-REPEAT 

charges.149,150  In RESP-REPEAT, the potential is calculated and then fitted (restrained) to the 

electrostatic potential, where the fitting is done by least-squares absolute difference between the 

two.  The repeating electrostatic potential atomic charges further correct this in the periodic case 

by fitting to the variance of the potentials, as opposed to the absolute difference.92 
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Chapter 3  

 

Phosphonate Metal-Organic Frameworks Insights from 

DFTR1 
 

3.1 INTRODUCTION 

Metal organic frameworks (MOFs) emerged as a new family of microporous materials at the 

beginning of the 21st century.15,17,151,152,153 They are composed of inorganic building units (IBUs) 

and organic linkers, which combine to create microporous frameworks.15,17,154,155  Owing to the 

vast range of organic linker geometries and functional groups, and the option of post-synthetic 

modification of pore surfaces,156,157,158 many diverse applications of MOF chemistry have 

emerged, including small molecule storage,159 greenhouse gas sequestration,160 drug delivery,161,31 

and detoxifying agents162; and the presence of IBUs has led to applications in heterogeneous 

catalysis,163,164 magnetism,165,77,166,35 and conductivity.35,167 Among these applications, magnetic 

MOFs have recently attracted a great deal of attention due to the possibility of creating tunable 

magnetic materials by varying the host-guest interactions at pore sites or exploiting structural 

changes induced by MOF breathing; and conductive MOFs are expected to serve as next-

generation porous electrode materials with higher and customizable surface areas compared to 

active carbon electrodes.35,167,9 

 
R1  This chapter contains research copied and/or adapted from 3 separate publications: 1) Siemensmeyer, K.; Peeples, 

C. A.; Tholen, P.; Schmitt, F. J.; Çoşut, B.; Hanna, G.; Yücesan, G. Phosphonate Metal–Organic Frameworks: A 

Novel Family of Semiconductors. Adv. Mater. 2020, 32 (24), 2000474. 2) Peeples, C. A.; Kober, D.; Schmitt, F. J.; 

Tholen, P.; Siemensmeyer, K.; Halldorson, Q.; Çoşut, B.; Gurlo, A.; Yazaydin, A. O.; Hanna, G.; Yücesan, G. A 3D 

Cu-Naphthalene-Phosphonate Metal–Organic Framework with Ultra-High Electrical Conductivity. Adv. Funct. 

Mater. 2021, 31 (3), 2007294. 3) Peeples, C. A.; Çetinkaya, A.; Tholen, P.; Schmitt, F. J.; Zorlu, Y.; Bin Yu, K.; 

Yazaydin, O.; Beckmann, J.; Hanna, G.; Yücesan, G. Coordination-Induced Band Gap Reduction in a Metal–Organic 

Framework. Chem. - A Eur. J. 2022, 28 (8), e202104041. The supporting information for this chapter can be found in 

Appendix A: Figures A1-A7 and Tables A1 & A2. 
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Traditional MOFs have primarily relied on molecular IBUs known widely as paddle wheel 

patterns.15,151,17  To synthesize magnetic MOFs based on molecular IBUs, the IBUs must be close 

enough to each other to generate the desired magnetic interactions. The design patterns for such 

magnetic MOFs have been summarized in two recent review articles.165,77   Typically, shorter 

linkers such as CN or azolate linkers make magnetic interactions possible between the inorganic 

components.168,169  Also, linkers that can generate free radicals may be used to create magnetically 

significant MOFs.170,171  However, because MOF chemistry has evolved towards the use of longer 

organic linkers for larger surface areas, the distances between the molecular IBUs has increased 

and thereby diminished the possibility of constructing magnetic MOFs with molecular IBUs.172  

Thus, new architectural strategies for synthesizing magnetic MOFs are in need. Along these lines, 

one-dimensional (1D) and two-dimensional (2D) IBUs can provide a more suitable platform for 

magnetic interactions as the metal centres may come into close proximity to each other in such 

geometries.173,174,175  MOFs, which are synthesized at high temperatures and under hydrothermal 

reaction conditions, usually form 1D chain IBUs.64,176,53  In contrast, conventional MOFs, which 

are synthesized at low temperatures in the presence of organic solvents,15,151,17,152,153,154 usually 

form molecular IBUs. One-dimensional magnetic chains are well known,173 but relatively few 

porous magnetic MOFs with 1D IBUs have been reported in the literature.165,77,169,175,177 

The construction of conductive MOFs requires more subtle design elements. For example, 

highly conjugated linkers such as phthalocyanine or porphyrins with ortho-diimine, ortho-

dihydroxy, and azolate metal-binding units connected via molecular IBUs composed of a single 

metal ion, are known to give rise to conductivity.35,167,9  However, due to the limited number of 

metal-binding modes for the single nitrogen and oxygen donating linkers and the highly 

conservative nature of metal binding in these systems, progress in the design of conductive MOFs 

has been limited. Alternative metal binding units capable of yielding both rich structural diversity 

and conductivity are needed for constructing next-generation conductive MOFs.53,178 

To this end, presented herein is the study of two magnetic low band gap MOF’s, namely 

TUB7558 and TUB40,80 and a low band gap MOF with unpaired spin configurations, TUB1.57 
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3.2 METHODOLOGICAL APPROACH 

All three MOFs were investigated in a similar fashion, what follows is a general procedure applied 

to each MOF, followed by the specifics of the individual calculations. 

3.2.1 General Density Functional Theory Approach for Phosphonate MOFs 

The DFT calculations were performed with the Amsterdam Density Functional BAND 

package.179,180 Since these MOFs are bulk materials, periodic boundary conditions have been 

applied to all three MOFs, making use of Bloch’s theorem to approximate the infinite material.132  

All wave functions were expanded using atomic Slater-type orbital (STO) basis sets, which are 

all-electron basis sets and are more similar to “real” atomic orbitals than plane-wave basis sets 

(avoiding the use of pseudo-potentials and effective core potentials).  Atomic geometry 

optimizations of the experimental crystal structures were performed using static experimental 

lattice vectors.  The optimizations were done using spin-polarized, unrestricted Kohn-Sham181,182 

DFT (as each Cu2+ has an unpaired electron in all MOFs studied here) at the PBE101-D3-BJ-

damping106,107 level of theory.   This is followed up by single-point calculations performed on each 

of the optimized structures using the range-separated hybrid HSE06103,183,184,185 functional to obtain 

the band gap, exchange energy, spin densities, partial charges, band structure, and projected 

density of states (pDOS).   

3.2.2 DFT methodology for TUB75 

All the DFT calculations on TUB75 were performed with the ADF2018 package.179,134  Periodic 

boundary conditions were applied to a 1x3x1 supercell with cell lattice parameters of a=17.907 Å, 

b=13.931 Å, c=10.086 Å, α=90.0°, β=90.4°, γ=90.0°, containing six copper dimers and the 

associated organic linkers (see Figure 3.1).  The optimization was done using PBE-D3-BJ and the 

fast inertial relaxation engine (FIRE)186 algorithm with a triple- polarized (TZP) STO basis set 

for the copper(II) atoms and a double- polarized (DZP) STO basis set for the main group atoms, 

Γ-point sampling, and good numerical quality.   Single-point calculations were then performed on 

the optimized structure using the range-separated hybrid HSE06103,183,184,185 functional with basic 

numerical quality.   
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Figure 3.1.  Top-down view of optimized AFM structure of the 1x3x1 supercell obtained at the 

PBE-D3-BJ level of theory. 

The energy of the ferromagnetic (FM) configuration was calculated by enforcing all 12 unpaired 

electrons on the 12 copper atoms to have α-spins, and the energy of the antiferromagnetic (AFM) 

configuration was calculated by enforcing 6 α-spins and 6 β-spins. 

3.2.3 DFT methodology for TUB40 

All the DFT calculations on TUB40 were performed with the ADF2019.301 package.179,180  

Periodic boundary conditions were applied to a 1x1x1 unit cell (a=11.656 Å, b=7.575 Å, c=7.549 

Å, α=90.0°, β=103.1°, γ=90.0°).  The geometry optimization of the TUB40 crystal structure was 

performed using the quasi-Newton method187 with a triple-ζ polarized (TZP) basis set with no 

frozen cores for the copper(II) atoms, and a double-ζ polarized (DZP) basis set with no frozen 

cores for the remaining atoms.  This was done with the PBE-D3-BJ101,106,107 functional and good 

numerical quality (sampling 24 symmetry unique k-points in the Brillouin zone).  The 

HSE06103,183,184,185 calculations were perfromed with TZP for the coppers and DZP for the 

remaining atoms, good numerical quality (sampling 24 symmetry unique k-points in the Brillouin 

zone), and unrestricted DFT.  The optimizations and subsequent calculations, as described above, 

were done for both the ferromagnetic (FM) and antiferromagnetic (AFM) configurations, where 

all unpaired electrons on the coppers are all spin-up for FM and alternate for AFM.    

3.2.4 DFT methodology for TUB1 

All of the DFT calculations on TUB1 were performed using ADF2019.301.179,180 Periodic 

boundary conditions were applied to the 1x1x1 unit cell (a=23.966 Å, b=25.394 Å, c=26.281 Å, 
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α=118.4°, β=106.2°, γ=97.0°), which contains three copper(II) atoms and their organic building 

units. 

Geometry optimizations were performed using the Quasi-Newton algorithm.187  This was 

accomplished at the PBE-D3-BJ101,106,107 level of theory, with Г-point sampling in k-space.  The 

first optimization was done using a triple- polarized (TZP) STO basis set for the copper atoms 

and a double- polarized (DZP) STO basis set for all the main group elements, with an enforced 

spin polarization of three alpha electrons.  The optimized structure was then used as the input for 

a second optimization with all the atoms’ orbitals described by a triple- polarized (TZP) STO 

basis set with good numerical quality, 14 k-points with default ADF-BAND spacing, and an 

enforced spin polarization of three alpha electrons.  After this optimization, a HSE06103,183,184,185 

single-point calculation was performed with different numerical qualities, and from here it was 

determined that the square planar copper(II) atom has an excess beta electron, while the other two 

trigonal bipyramidal copper(II) atoms each have an excess alpha electron.  This motivated us to 

carry out a third geometry optimization at the PBE-D3-BJ TZP level of theory with an enforced 

spin polarization of one alpha electron (to allow the two trigonal bipyramidal copper(II) atoms to 

each have an excess alpha electron and the square planar copper(II) atom to have an excess beta 

electron). This calculation was done with good numerical quality and a k-space sampling of 14 k-

points (Table A1).  The resulting structure produced electronic Mulliken populations144 (Table 

A2), which revealed that the square planar copper atom conforms to the +1-oxidation state.  To 

gain confidence that this was not an artifact of the PBE functional, we also optimized the structure 

with the BLYP188,189-D3-BJ-damping exchange-correlation functional and found the same 

oxidation state. 

From the calculations, the oxidation state of the square planar copper atom is unclear.  

Therefore, four geometry optimizations with the following enforced spin polarizations were 

performed using PBE-D3-BJ TZP to identify the lowest energy structure (Table 3.1): 

1. Three alpha electrons with all three copper atoms being Copper(II) (3-α) 

2. Two alpha electrons and one beta electron with all three copper atoms being Copper(II) (2-

α, 1-β) 
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3. No excess alpha or beta electrons on the square planar copper atom, and one excess alpha 

electron and one excess beta electron for the two trigonal bipyramidal Copper(II)  atoms (1-

α, 1-β) 

4. No excess alpha or beta electrons on the square planar copper atom, and two excess alpha 

electrons for the two trigonal bipyramidal Copper(II) atoms (2-α) 

The resulting structures were then analyzed with the HSE06 hybrid functional (Table 3.1) 

using the same initial spin polarizations.  From these calculations it was determined that an 

enforced spin polarization of three alpha electrons led to the lowest-energy configuration (for both 

PBE and HSE06) by 5.44 meV and 32.65 meV for PBE and HSE06, respectively (Table 3.1). 

Given these results, in section 3.3.3, we performed our analysis based on the PBE-D3-BJ TZP 

geometry optimization (with good numerical quality, 14 k-points, and 3-α electron spin 

polarization) and the single-point HSE06 calculation (with normal numerical quality, Г-point 

sampling, and 3-α electron spin polarization). 

Table 3.1.  Results from various single-point calculations using HSE06 functional.  The HOCO-

LUCO energy gaps are all reported in eV, while the total bonding energy is reported in atomic 

units. 

Enforced spin 

polarization 

α HOCO-

LUCO 

gap 

β HOCO-

LUCO 

gap 

Total bonding 

energy 

(3-α) 2.62 0.48 -874.760 

(2-α, 1-β) 2.63 0.10 -874.754 

(1-α, 1-β)a 0.36 0.36 -874.758 

(2-α)a 2.28 0.36 -874.759 

a The α and β HOCOs each have an electronic occupation of 0.5. 

Based on the results in Table A2, it is difficult to unambiguously determine the oxidation 

state of the square planar copper atom. Thus, one must analyze the orbital populations through the 

scope of the underlying chemistry.  Copper(II) has an electronic configuration of [Ar]3d94s0, which 

means that there should be more population of one spin than the other.  However, for all the PBE-

D3-BJ- and BLYP-D3-BJ- optimized structures, the Mulliken populations reveal that the square 

planar copper atom conforms to the +1 state, [Ar]3d104s0, as there is a negligible excess population 

of one spin over the other (Table A2).  On the other hand, all of the HSE06 calculations show that 



37 
 

the square planar copper atom conforms to the +2 oxidation state (having excess beta spin 

population) and the two trigonal bipyramidal copper atoms conform to the +2 oxidation state 

(having excess alpha or beta spin, depending on the initial enforced spin configuration).  It is 

known that GGAs (e.g., PBE, BLYP) tend to favor low-spin configurations, while hybrid 

functionals (e.g., HSE06) tend to favor high-spin configurations.190  [Here, low-spin refers to 

roughly equal alpha and beta spin populations, while high-spin refers to unequal alpha and beta 

spin populations.]  To have a more definitive answer on which is the correct square planar copper 

oxidation state, one would have to use post-Hartree-Fock methods.190  That being said, based on 

its structure, the square planar copper atom should be Copper(II) (as tetrahedrally coordinated 

copper atoms usually have a +1 oxidation state). Therefore, in the main text, we present the results 

from the HSE06 (3-α) calculations, as the corresponding structure has the lowest energy and the 

expected electronic configuration. 

 

3.3 RESULTS AND DISCUSSION 

3.3.1 Phosphonate Metal-Organic Frameworks a Novel Family of Semiconductors: TUB75 

Phosphonate MOFs are known for their high structural diversity due to the multiple metal-binding 

modes and protonation states of the phosphonic acid group.191  They are known to contain complex 

molecular clusters and 1D/2D IBUs.174,176,53,177,178  Recently, Yücesan et al. synthesized the 

phosphonate MOF TUB75 (where TUB stands for Technische Universität Berlin) at temperatures 

above 180C and under hydrothermal reaction conditions.192  The crystal structure revealed that 

this MOF contains 1D copper dimer chains linked by polyaromatic 1,4-naphthalenediphosphonic 

acid (1,4-NDPA) and 4,4’-bipyridines (4,4’-bpy) linkers (see Figure 3.2).  This chain structure is 

unique compared to that of previously reported 1D IBUs in the literature with respect to the 

presence of three different (and relatively short) characteristic Cu-Cu distances along the 1D IBU 

(see Figure 3.2B).174,176,53,177,178  As seen in Figure 3.2B, TUB75 is composed of zigzag copper 

dimer chains (one of which is portrayed in Figure 3.2B; the experimental and calculated Cu–Cu 

distances are given in Figure 3.3 and Table 3.2).  MOFs in this family have a general tendency to 

be thermally stable up to 375 C, after which thermal decomposition begins. In our previous work 

with 2,6-naphthalendiphosphonic acid, we found that removing the 4,4’-bipyridines to obtain pure 

metal phosphonates increases the thermal stability to 400 C.191   
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Figure 3.2.  A) One layer of the [{Cu2(4,4’-bpy)0.5}(1,4-NDPA)] (TUB-75) MOF, showing nine 

1D copper dimer IBUs and four void channels (which extend into and out of plane). B) Side view 

of the 1D IBU consisting of a zigzag chain of corner-sharing copper dimers, with Cu-Cu distances 

of less than 3 Å. Dimers are colored based on their Cu-Cu bond distances.  Color definitions: (O 

– red; N – orange; Cu – cyan; C – black; P – blue). 

In light of the above, in this study, we revisit our phosphonate MOF TUB75 to explore its 

conductive and magnetic properties. As we will discuss below, we find that TUB75 has an indirect 

band gap of 1.4 eV (based on a Tauc plot of the UV-Vis spectrum), making it a semiconductor.  In 

addition, we find that TUB75 possesses an antiferromagnetic chain-type IBU.  Our density 

functional theory (DFT) calculations of TUB75’s band gap, band structure (Figure A2), partial 

density of states, and relative energies of the ferromagnetic (FM) and antiferromagnetic (AFM) 

configurations, provide detailed insight into its electronic structure.  The experimental and 

calculated Cu-Cu distances are given in Figure 3.3 and Table 3.2, respectively, and agree 

reasonably well. 
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Figure 3.3.  Schematic depicting key inter-atomic separations (distances given in Table S1) in A) 

phosphonic acid group, B) naphthalene group, C) bipyridine group, and D) copper chain. 

 

Table 3.2.  Comparison of experimental and calculated average inter-atomic distances (in Å) in 

TUB75.  Standard deviations in distances are given in brackets.  The calculated structure was 

obtained from a geometry optimization of the experimental crystal structure at the PBE-D3-BJ 

TZP/DZP level of theory. 

Atom Pair Experimental Calculated 

 

Figure 3.2A 

C-P 1.81 (0.001) 1.83 (0.006) 

P-O 1.53 (0.01) 1.56 (0.013) 

 

Figure 3.2B 

C-C 1.40 (0.051) 1.41 (0.024) 

C-H 0.93 (0.001) 1.09  (0.007) 

 

Figure 3.2C 

Cu-N 2.02 (0.001) 2.03 (0.007) 

N-C 1.33 (0.027) 1.35 (0.001) 

 

Figure 3.2D 

    

d(Cu---Cu)

d(Cu-Cu)

d(Cu-O)d(N---Cu)

d(N-C)

d(C-H)

d(C-C)

d(C-P)

d(P-O)
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Cu-O 2.06 (0.148) 1.97 (0.03) 

Cu-Cu 2.74 (0.000) 2.78 (0.002) 

Cu --- Cu 2.97 (0.020) 2.84 (0.108) 

 

In Figure 3.5–B, we present a Tauc plot derived from the UV-Vis spectrum (shown in 

Appendix Figure A1) of a sample of pure handpicked (under a microscope) crystals − thin green 

needles with an average length of 0.5 mm. An optical band gap of 1.4 eV, typical of a 

semiconductor, was determined by linear extrapolation of an indirect Tauc plot193,194  yields an 

estimate of the optical bandgap of 1.4 eV, indicative of a semiconductor.  To shed light on the 

origin of the semiconductivity, we performed DFT calculations.  The density of states calculation 

yielded a HOCO-LUCO gap of Eg = 1.77 eV, which is in good agreement with the experimental 

band gap of 1.4 eV.  Based on the projected density of states (pDOS) in Figure 3.4, we see that 

the HOCO-LUCO gap is predominantly due to atomic orbitals associated with the carbon atoms 

in the -conjugated 1,4-naphthalenediphosphonic acid (1,4-NDPA) and 4,4’-bipyridine (4,4’-bpy) 

auxiliary linker groups.  It also appears that there is some contribution from the nitrogen orbitals 

to the LUCO and a very small contribution from the oxygen orbitals to the HOCO.   As for copper, 

there is effectively no contribution from the copper orbitals to the HOCO and LUCO.  There is 

indication of spin dependence in the higher energy virtual orbitals, primarily associated with the 

copper atoms and smaller contributions coming from carbon, nitrogen, phosphorous, and oxygen. 

We further projected the carbon pDOS into the individual contributions from the 1,4-NDPA and 

the 4,4’-bpy carbons (Figure 3.5).  This projection reveals that the HOCO and LUCO are spatially 

separated, with the HOCO localized on the 1,4-NDPA carbons and the LUCO localized on the 

4,4’-bpy carbons.  In such a case, a photo-excited electron (in the LUCO) would be spatially 

separated from its hole (in the HOCO). 
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Figure 3.4.  Spin-up and spin-down projected density of states for TUB75 in the AFM 

configuration. (A) Copper, (B) Carbon, (C) Phosphorous, (D) Nitrogen, (E) Oxygen. 
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Figure 3.5.  A) Spin-up and spin-down projected density of states of the 1,4-NDPA and 4,4’-bpy 

carbons for TUB75 in the AFM configuration.  B) Indirect Tauc plot of TUB75 indicating a typical 

semiconductor pattern, which reveals a band gap, Eg, of 1.4 eV (See Figure A1 for UV-Vis 

spectrum). 

Electrical conductivity measurements on MOFs have been mainly based on polycrystalline 

pellets. However, such measurements may greatly underestimate the conductance of the MOF due 

to contact/grain boundary resistances and anisotropic electrical conduction. On the other hand, 

single-crystal measurements can provide much more accurate conductance values, provided that 

the crystals are large enough. In light of this, we carried out a number of single-crystal 

measurements on TUB75 by clamping the individual crystals between two gold surfaces of a relay. 

From room-temperature measurements, we obtained a range of resistances from 10 Ω to 10 MΩ, 

depending on the orientation of the crystal with respect to the gold surfaces. Assuming that the 

TUB75 crystal makes perfect contact with the gold surfaces, these resistances yield a maximum 

conductance of ≈103 S m−1 and a minimum conductance of ≈10−3 S m−1 (see Supporting 

Information for the details of the calculations). However, since the TUB75 crystals do not make 

perfect contacts with the gold surfaces, the actual conductances could even be higher than our 

reported values. Nevertheless, our results show that TUB75 is a semiconductor and provide strong 

evidence of the directional nature of the electrical conductivity of TUB75. We are currently 

working on growing larger crystals to maximize the contact surface area in order to better 

understand TUB75's directional conductivity. 

Next, we report the results of our magnetization measurements on TUB75 in Figure 3.6–

A (see Appendix A, section A.1, for the details of the measurements).  The magnetization data 

exhibits a Néel temperature of T ≅ 30 K (i.e., the temperature corresponding to the maximum 

magnetization) that increases with increasing field strength, a behavior that is characteristic of a 

material with AFM correlations (see Figure 3.7 for a depiction of the AFM correlations of spins 

in the geometry-optimized structure).  This is corroborated by our DFT-calculated exchange 

energy (i.e., the energy difference between the AFM and FM configurations) of Eex = EAFM - EFM 

= -37.3 meV, indicating that the AFM configuration is more stable than the FM one.  Moreover, 

the position of the maximum does not vary with temperature, which is characteristic of the 

presence of short-range order in the 1D spin chains and is consistent with the zigzag chains 

observed in the crystal structure (Figure 3.2–B). At 2 K, we observe a non-zero magnetization that 
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increases with increasing field strength and appears to plateau at higher fields; for the lower field 

strengths, the magnetization initially decreases and then increases with increasing temperature (up 

to 10 K), while for the higher field strengths the magnetization simply increases with increasing 

temperature (up to 10 K).  The upturn of the magnetization below 10 K (known as a Curie tail) 

observed for the lower field strengths is suggestive of the presence of a small amount of 

paramagnetic impurity, e.g., Cu ions that are not embedded in the TUB75 crystal structure.64  At 

high temperatures, the magnetization decreases to zero with increasing temperature, as expected 

(see Figure 3.6–A).   

 

 

 

Figure 3.6.  Magnetic response data for TUB75.  (A) Magnetization vs. temperature data for 

TUB75 in different applied magnetic fields.  (B) Magnetic susceptibility, , (coloured circles) 

obtained from the magnetization data along with fits (solid blue lines) to the Heisenberg chain and 

dimer chain models.  The upturn in the low-temperature signal (< 10 K), which is suggestive of 

the presence of paramagnetic impurities, is fit by Brillouin functions (solid coloured lines) with a 

baseline signal (dotted black line). (C) Magnetic susceptibility (green circles) obtained in a 5 T 
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magnetic field, corrected for the diamagnetic background, and the inverse susceptibility (blue 

circles) on which a Curie-Weiss high-temperature linear fit is shown (solid blue line). (D) 

Schematic pictures of Heisenberg chains and dimer chains, the models used to fit the magnetic 

susceptibility data.  See Appendix A for details.  

 

 

Figure 3.7.  Minimum energy structure of the 1x3x1 supercell depicting the antiferromagnetic 

configuration of the electrons on each copper (α-spin: red, β-spin:  blue).  (O – red; N – orange; 

Cu – cyan; C – black; P – blue; H – white). 

 

Given the underlying 1D chain geometry, we fit our high-temperature (> 30 K) magnetic 

susceptibility data (Figure 3.6–B) to Heisenberg chain and dimer chain models (depicted in 

Figure 3.6–D).  As shown in Figure 3.6–B, close fits to the data were obtained with coupling 

constants of Jchain = 16.8 K and J = -22 K for the Heisenberg chain model,195,196 and coupling 

constants of Jdimer = 54 K and Jchain  = -2.6 K for the dimer chain model.197,198,199 The signs and 

magnitudes of the coupling constants reveal, consistent with those observed in 

antiferromagnetically coupled 1D chain models.  The diamagnetic contribution is small in both 

cases. As the temperature is lowered to 1K from 30K, the magnetic susceptibility predicted by the 

dimer chain model drops rapidly (ultimately to negative values), in contrast with the experimental 

susceptibility which drops less rapidly and remains positive.  On the other hand, the magnetic 
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susceptibility predicted by the Heisenberg chain model drops less rapidly than the experimental 

susceptibility and remains positive.  As mentioned earlier, these deviations may be due to the 

presence of impurity spins; thus, we fit the low-temperature (< 10 K) magnetic susceptibility data 

to a field-dependent Brillouin function plus a baseline signal (dotted black line) that is due to the 

1D chains.  From Figure 3.6–B, we see that this combination of functions (with an impurity 

content of ~8 %, S = 1⁄2 and g = 2) closely fits the low-temperature data.  Given that the magnetic 

susceptibilities of TUB75, the Heisenberg chain, and the dimer chain are positive, positive, and 

negative, respectively, at very low temperatures (see Figure 3.6–B), it appears that its IBU is best 

described in terms of Heisenberg chains.  A Curie–Weiss fit to the high temperature portion of the 

inverse magnetic susceptibility is shown in Figure 3.6–C. All details of the data fitting are given 

in Appendix A, section A.1. 

Finally, in Figure 3.8, we present the DFT-calculated spin density isosurface, focusing on 

a portion of the IBU in the AFM configuration.  The antiparallel spin density along the copper 

dimer chain is clearly seen and it is delocalized onto the coppers and their nearest-neighbor oxygen 

and nitrogen atoms.  This result suggests that the magnetic behavior of TUB75 is likely dependent 

on the shared spin density of these three atoms.    

 

 

 

Figure 3.8.  Spin density isosurface of a portion of the IBU.  β/α spin density is shown in blue/red 

and corresponds to a difference between the spin-up and spin-down density of 0.005 electrons per 

Å3.  (O – red; N – orange; Cu – cyan; C – black; P – blue; H – white).   
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As seen in Figure 3.2–B, all the 1,4-naphthalenediphosphonic acids in TUB75 are fully 

deprotonated, which leads to substantial electron delocalization within the 1D IBU.  Electronic 

population analyses of the HSE06-calculated density were performed using the Hirshfeld,145 

Voronoi,146 CM5,147,148 and Mulliken144 methods.  As seen in Table 3.3, each O has, on average, 

less than -0.3 elementary charge units for a total of less than -0.9 elementary charge units on the 

three terminating oxygens in 1,4-NDPA.  While the partial charges obtained from the various 

methods differ considerably in magnitude in some cases, the signs are all the same.  Together, the 

results suggest that Cu, P, and H have slightly positive charges, while N, O, and C have slightly 

negative charges. 

Table 3.3.  Average partial charges obtained using several electronic population analysis 

techniques. 

Atom Hirshfeld145 Voronoi146 CM5147,148 Mulliken144 

Cu 0.536 0.561 0.867 0.921 

N -0.090 -0.126 -0.369 -0.626 

O -0.331 -0.376 -0.434 -0.836 

P 0.456 0.484 0.393 1.858 

C -0.022 -0.030 -0.043 -0.083 

H 0.039 0.073 0.105 0.131 

 

 

3.3.2 A 3D Cu-Naphthalene-Phosphonate Metal-Organic Framework with Ultra-High 

Electrical Conductivity: TUB40  

In the current study, we revisit our previously published MOF TUB40,200 which is composed of 

2D sheets of corner-sharing copper and phosphorus polyhedral with 2,6-naphthalenediphosphonic 

acid (2,6-NDPA)  linkers (see Figure 3.9 for a depiction of the 2D sheets and crystal structure of 

TUB40) and explore its conductive and magnetic properties.  In particular, we perform pellet 

conductivity, single-crystal conductivity, solid-state diffuse reflectance (to estimate the band gap 

via Tauc plotting), temperature-dependent magnetization measurements, and density functional 

theory (DFT) calculations.  
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Figure 3.9.  Superstructure overview of TUB40.  a) View of [{Cu(H2O)}(2,6-NDPA)0.5] TUB40’s 

2D copper phosphonate IBU composed of edge-sharing Cu-O-P-O-Cu-O-P-O polyhedra (see 

Scheme 3.1 for the Lewis structure of 2,6-NDPA). b) Crystal structure of the three-dimensional 

pillared-layered network of TUB40. 

 

 

Scheme 3.1.  Lewis structure of 2,6-naphthalenediphosphonic acid (2,6-NDPA). 

CuO is known to be a good semiconductor with a band gap of 1.2 eV.201  In addition, the 

rich metal-binding modes found in phosphonate MOFs allows for optimizable surface areas, which 

could expand the range of semiconductor applications. Therefore, we sought to estimate the band 

gap of TUB40 from the UV-Vis diffuse reflectance spectrum of handpicked crystals of TUB40. 

As seen in Figure 3.10A, indirect Tauc plotting of the reflectance data reveals a band gap of 1.42 

eV, which lies in the semiconductive range.194,202  
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Figure 3.10.  Experimental band gap and conductivity measurements.  A) Tauc plot of UV-Vis 

diffuse reflectance spectrum for TUB40, showing the indirect band gap of 1.4 eV. B) Impedance 

spectrum of TUB40 revealing purely Ohmic behavior with |Z|=179.3±0.2 mΩ between 0.1 Hz and 

500 Hz. Above 500 Hz, |Z| and  increase due to the increasing parasitic contributions from the 

connectors and cables in the setup.   

Given the narrow bandgap, we then used impedance spectroscopy to measure the resistance 

of a 5 mm (diameter) x 0.5 mm (thickness) TUB40 pellet at room temperature and calculated the 

resulting electrical conductivity 𝜎. This was done using a Zahner ZENNIUM impedance 

measurement unit in the potentiostatic mode (with 20 mV amplitude between 100 mHz and 100 

kHz). To reduce the influence of contact resistance between the pellet surface and electrodes 

(stainless steel cylinders), the impedance measurement was done under a mechanical load of 1 

MPa. In Figure 3.10B, the complex-valued impedance is displayed in the Bode representation in 

terms of the magnitude of the impedance, |Z|, and the phase shift, , between the input potential 

wave and measured current wave (NB: =0 for ohmic resistors and 0 for serial or parallel 

combinations of capacitive, inductive, and resistive elements). From 0.1 Hz to 500 Hz, we see 

that |Z| and  remain constant at 179.3±0.2 mΩ and 0°, respectively. This frequency independence 

is characteristic of pure ohmic resistors. Above 500 Hz, the plot exhibits a common feature of an 

impedance measurement setup, namely  increases with increasing frequency towards 90° (here, 

80° at 100 kHz). This artifact is caused by parasitic contributions from the connectors and cables, 

which lead to measurable inductances due to mutual induction or object- and wiring-inductance. 

Thus, frequencies with  values higher than 1° were not considered in the calculation of the 
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resistance, R, i.e., R was calculated from the mean |Z| between 0.1 Hz and 200 Hz. Finally, the 

conductivity, 𝜎 Eqn. 3.1, was calculated to be 142 S m-1, 

 
𝜎 =

𝑙

𝑅𝐴
=

5 ∙ 10−4𝑚

0.1793Ω ∙ (0.25 ∙ 𝜋 ∙ (5 ∙ 10−3𝑚)2)
 

3.1 

As measurements on polycrystalline pellets may underestimate the conductance of the 

MOF due to contact/grain boundary resistances and anisotropic electrical conduction, we also 

performed single-crystal measurements according to the setup described in Ref 58.  The TUB40 

crystals were handpicked under a microscope (see Appendix Figure A–3) and a number of 

measurements were performed by clamping the individual crystals in a flat alignment between two 

gold surfaces of a relay (see Appendix A for more details). Assuming that the TUB40 crystal made 

perfect contact with the gold surfaces, the measured resistances yielded a maximum conductance 

of 103 S m-1 with an average of  200 S m-1.  Since the main crystal body is surrounded by smaller 

rectangular plates of TUB40 crystals (see Appendix Figure A–3), perfect contact with the gold 

surfaces is probably not made and thus the reported average conductance may underestimate the 

actual average. 

Temperature-dependent magnetization measurements of a 20 mg sample of TUB40 were 

conducted using a Squid-based vibrating sample magnetometer (MPMS by Quantum Design) in 

direct current mode.  The magnetization data was obtained in a temperature range between 2 K 

and 380 K for applied magnetic fields between 0.1 and 7 Tesla and the corresponding 

susceptibilities [calculated from the magnetization (M) and applied magnetic field (B)] are shown 

in Figure 3.11–A.  For low applied fields up to 2 Tesla, the magnetic susceptibility shows a broad 

peak with a maximum at Tmax  4 K, which is essentially independent of field strength.  Such a 

result is consistent with short-range antiferromagnetic order in the 2D Cu planes.203  For the higher 

applied field strengths, the peak maximum shifts to lower temperatures with increasing field 

strength due to the greater influence of the magnetic field over the short-range interactions.  Above 

Tmax, the susceptibility decays with increasing temperature to a small value at room temperature, 

indicative of paramagnetic behavior.  

 



50 
 

 

Figure 3.11.  Experimental magnetic measurements. A) Magnetic susceptibility, M/B, as a 

function of temperature for different values of the applied magnetic field, as obtained from the raw 

magnetization data. The insert shows the magnetization as a function of the applied field at 2 K.  

B) Inverse susceptibility, 1/χ, (filled symbols) as a function of temperature for different values of 

the applied magnetic field, along with fits to the data (solid lines). The deviations between the fits 

and measured data are also shown (open symbols). 

The inverse susceptibilities, 𝜒−1, which are used to obtain Curie-Weiss fits of the data, are 

shown in Figure 3.11–B.  As can be seen, straight lines are only observed at high field strengths, 

with deviations observed at low field strengths, namely, 𝜒−1(𝑇) curves downwards at high 

temperatures due to paramagnetic or ferromagnetic contributions. It should be noted that 

diamagnetic contributions, if present, would bend 𝜒−1(𝑇) upwards at high temperatures and be 

field-independent.  A good fit to the susceptibility, χ, over the full temperature range from 10 K to 

the highest temperature was obtained using Eqn. 3.2.   

 𝜒 =  
𝐶𝐶𝑊

𝑇 − 𝛩𝐶𝑊
⁄  +  𝜒𝑑𝑖𝑎 +   

𝐶𝐵

√𝐵
⁄  3.2 

Where 𝐶𝐶𝑊 and 𝛩𝐶𝑊 are the Curie and Curie-Weiss constants, respectively, and χdia is the 

diamagnetic contribution.  The last field-dependent term, 𝜒𝐵 =  
𝐶𝐵

√𝐵
⁄  , is introduced to capture 

the deviations from the Curie-Weiss behavior observed at high temperatures, where 𝐶𝐵 is a 

temperature-independent constant. The observed square root behavior can arise from a small 

amount of ferromagnetic impurity with soft magnetic properties.204  The fit gives 𝐶𝐶𝑊  =

0.76 
µ𝐵𝐾

𝐼𝑜𝑛𝐶𝑢 𝑇𝑒𝑠𝑙𝑎⁄  , 𝛩𝐶𝑊 = −4.13 𝐾, 𝜒𝑑𝑖𝑎 = 110 × 10−6  
µ𝐵  

𝐼𝑜𝑛𝐶𝑢 𝑇𝑒𝑠𝑙𝑎⁄ , and 𝐶𝐵  =
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225 × 10−6  
µ𝐵  

𝐼𝑜𝑛𝐶𝑢 √𝑇𝑒𝑠𝑙𝑎
⁄ .  Assuming Cu spins with g=2, the obtained value of the Curie 

constant, 𝐶𝐶𝑊, suggests that 80% of the Cu spins per mole of spins contribute to the magnetic 

interactions. The field dependence of the magnetization at 2 K (see insert of Figure 3.11–A) shows 

a change in slope at 2.5 Tesla to paramagnetic behavior. This value of the field corresponds to a 

Zeeman splitting of 3.4 K for Cu spins, which is consistent with Tmax  4 K and 𝛩𝐶𝑊 = -4.13 K. 

The negative sign of the latter indicates that the interactions are antiferromagnetic.  The magnitudes 

of the ferromagnetic (𝜒𝐵) and diamagnetic (𝜒𝑑𝑖𝑎) backgrounds are very small compared to the 

low-temperature susceptibility values, so they can be safely treated within this fit. The diamagnetic 

background can arise from the non-magnetic atoms in TUB40. 

DFT calculations of the density of states (DOS), projected density of states (pDOS), band 

gap, band structure (Appendix Figures A4-A6), and partial charges of TUB40 were also carried 

out.  Figure 3.12 shows the optimized structure of the antiferromagnetic (AFM) configuration of 

TUB40 (the optimized structure of the ferromagnetic (FM) configuration is negligibly different).  

As seen in Table 3.4, the structural differences between the optimized structure and experimental 

crystal structure are minimal.  The exchange energy (i.e., difference between the energies of the 

AFM and FM configurations) was calculated to be Ex = EAFM – EFM = -1.50 meV, suggesting that 

the zero-temperature magnetic ground state is the AFM state (in agreement with the magnetic 

susceptibility data below 5 K).   
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Figure 3.12.  Minimum energy structure of the 212 supercell of TUB40 in the AFM 

configuration, obtained at the DZP-PBE-D3 level of theory.  The orange box delineates the unit 

cell.  The red and blue arrows denote the α and β spins, respectively, of the unpaired electrons of 

the copper atoms.  For the FM configuration, all the unpaired electrons are taken to be spin-α. (O 

– red; Cu – cyan; P – blue; C – black; H- white). 

Table 3.4.  Comparison of average bond lengths (in Å) between the TZP PBE-D3-BJ optimized 

AFM structure and the experimental crystal structure.  Standard deviations are given in brackets.   

Bond Theory Crystal structure 

Cu-O 1.97 (9.92E-3) 1.95 (1.90E-2) 

Cu--O 2.00 (1.32E-2) 1.99 (3.75E-4) 

C-P 1.81 (3.15E-4) 1.80 (4.61E-4) 

O-P 1.56 (5.01E-3) 1.53 (2.97E-3) 

O-H 1.01 (7.12E-3) 0.83 (2.97E-3) 

C-H 1.09 (6.23E-4) 0.93 (4.30E-4) 

C-C 1.42 (5.24E-3) 1.41 (1.82E-3) 

C=C 1.38 (4.43E-3) 1.37 (2.90E-4) 

 

We first present and discuss the HOCO-LUCO gap and pDOS of the AFM configuration 

(the total DOS and band structure may be found in Appendix Figure A–4).  The HOCO-LUCO 
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gap was calculated to be 2.320 eV and, as seen in the pDOS (Figure 3.13), the HOCO is 

predominantly dictated by the carbon orbitals of the naphthalenes and the LUCO by the orbitals 

on the copper and, to a lesser extent, the oxygen atoms.  These results suggest that the AFM 

configuration has a spatially separated HOCO-to-LUCO transition.  Further insight into the 

HOCO-LUCO gap is provided by the pDOSs in Figure 3.14, which show the contributions from 

the p-orbitals of the carbon atoms and the d-orbitals of the copper atoms with excess β- (Figure 

3.14–A) and α-spins (Figure 3.14–B).  As can be seen, the spin orientations of the copper d-

orbitals contributing to the LUCO depend on the copper atom under consideration (i.e., a copper 

atom with an excess β-spin or α-spin).  Specifically, for the copper atoms with the excess β/α-

spins, spin-up/down electrons may populate the copper d-orbitals of the LUCO.  Due to the 

electronic transition selection rule that ΔS = 0 (i.e., the spin of the electron cannot change), our 

results suggest the possibility of excitations of spin-up/down electrons from the naphthalene π 

orbitals to the empty d-orbitals of copper atoms with unpaired spin-down/up electrons, i.e., a 

copper atom with an unpaired spin-up electron will only accept an excited spin-down electron into 

its empty d-orbitals and vice versa.  

Given the small exchange energy, we next present and discuss the HOCO-LUCO gaps and 

pDOSs of the FM configuration.  Based on the spin-up and spin-down band gaps, band structure 

(Figure A–5), total DOS (Figure A–5), and pDOS (Figure 3.14), we see that the FM 

configuration’s HOCO-LUCO gap is spin-dependent.  More specifically, the spin-down states 

have a band gap of 2.195 eV, in the semiconductor regime, while the spin-up states have a band 

gap of 3.913 eV, which is closer to that of an insulator.  This situation may be contrasted with that 

of a half-metal, where one spin orientation has a zero band gap and the other has a non-zero band 

gap.34,205,206  As can be seen in Figure A–5, the HOCO is spin-independent while the LUCO is 

spin-dependent.  To understand how the various atoms contribute to the spin-dependent HOCO-

LUCO gap, we calculated the pDOS for carbon, copper, oxygen, and phosphorous shown in 

Figure 3.15.  The figure reveals that the HOCO of TUB40 in the FM configuration is 

predominantly dictated by the carbon orbitals of the naphthalenes (as in the case of the AFM 

configuration).  On the other hand, the spin-down contribution to the LUCO is mainly composed 

of copper orbitals with a small contribution from the oxygen orbitals (as in the case of the AFM 

configuration), while the spin-up contribution is due to carbon orbitals.  Based on these results, we 

see that the spin-down states have a spatially separated HOCO-to-LUCO transition (as in the case 
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of the AFM configuration), while that of the spin-up states is localized on the naphthalene carbon 

atoms.  Further insight into the HOCO-LUCO gap is provided by the pDOS in Figure 3.16, which 

shows the contributions from the p-orbitals of the carbon atoms and the d-orbitals of the copper 

atoms with excess α-spins.  As can be seen, spin-down electrons may populate the copper d-orbitals 

of the LUCO.  Due to the electronic transition selection rule that ΔS = 0, this figure suggests the 

possibility of excitations of spin-down electrons from the naphthalene π orbitals to the empty d-

orbitals of the copper atoms, i.e., a β-spin π-d transition with a 2.195 eV gap.   

 

Figure 3.13.  Spin-up (red arrow) and spin-down (blue arrow) projected density of states for 

TUB40 in the AFM configuration. (A) Carbon, (B) Copper, (C) Oxygen, (D) Phosphorous.   
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Figure 3.14.  Spin-up (red arrow) and spin-down (blue arrow) projected density of states for 

TUB40 in the AFM configuration, showing the contributions from p-orbitals of the carbon atoms 

(black) and d-orbitals of the copper atoms (cyan) with (A) an excess β-spin and (B) an excess α-

spin.   

 

Figure 3.15.  Spin-up (red arrow) and spin-down (blue arrow) projected density of states for 

TUB40 in the FM configuration. (A) Carbon, (B) Copper, (C) Oxygen, (D) Phosphorous.   
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Figure 3.16.  Spin-up (red arrow) and spin-down (blue arrow) projected density of states for 

TUB40 in the FM configuration, showing the contributions from p-orbitals of the carbon atoms 

(black) and d-orbitals of the copper atoms (cyan) with an excess α-spin.   

Our smallest calculated HOCO-LUCO gaps (viz., 2.320 eV and 2.195 eV) are somewhat 

larger than the experimental estimate of the band gap (viz., 1.42 eV).  This may be due to a 

combination of reasons.  Firstly, our gaps were calculated at 0 K, while the experimental gap was 

extracted from a UV-Vis spectrum obtained at room temperature.  Secondly, the HSE06 hybrid 

functional that we used has a parameter that can be varied to switch between the PBE0 hybrid 

functional104,207 (ω = 0) and the pure GGA PBE101 functional (as ω → ).  Hybrid functionals 

include Hartree-Fock exchange, which increases long-distance interactions and, in turn, increases 



57 
 

HOCO-LUCO gaps.  Given that the default value of ω = 0.11 was used in our calculations and that 

our calculated HOCO-LUCO gaps overestimate the experimental one, it is possible that too much 

Hartree-Fock exchange was included in the functional.     

Finally, the results of the electronic population analyses (see Table 3.5) show that the 

oxygen atoms surrounding each copper atom have excess electron density (viz., for every three 

oxygen atoms there is approximately an excess electron), pointing to high electron delocalization 

within the 2D IBU.  The spin density isosurface of the AFM configuration (Figure 3.17) shows 

that the spin density is delocalized onto the copper atoms and oxygen atoms, suggesting that both 

of these atoms contribute to the magnetic behaviour of TUB40. 

Table 3.5.  Average partial charges for each atom in the AFM configuration, as calculated by 

several population analysis techniques.   

Atom Hirshfeld145 Voronoi146 CM5147,148 Mulliken144 

Cu 0.574 0.582 0.872 0.947 

O -0.298 -0.344 -0.466 -0.815 

P 0.462 0.485 0.399 1.801 

C -0.028 -0.052 -0.055 -0.157 

H 0.059 0.114 0.173 0.259 
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Figure 3.17.  Spin density isosurface of the optimized unit cell of TUB40 in the AFM configuration.  

/ spin density is shown in blue/red and corresponds to a difference between the spin-up and 

spin-down density of 0.005 electrons per Å3.   The portions of the isosurface that appear to not 

have atoms associated with them are consequences of the periodic calculation. Color definitions: 

O-red; P-blue; Cu-cyan; C-grey; H-white. 

 

3.3.3 Coordination-Dependent Band Gaps in a Cu-Phosphonate Metal-Organic 

Framework: TUB1 

It is believed that the well-layered aromatic units in such phosphonate MOFs help promote electron 

hopping and that the continuous arrangement of M-O-P polyhedra in the IBUs extend the 

conjugation.58,80 Moreover, due to their exceptionally high thermal and chemical stabilities, 

phosphonate MOFs could be suitable for applications such as electrodes in supercapacitors for 

electric vehicles and the storage/supply of energy produced by solar panels and wind 

turbines.177,27,208,209 In this work, we report the crystal structure of a newly synthesized 

phosphonate MOF, termed TUB1, which possesses a unique one-dimensional IBU composed of 

square planar and distorted trigonal bipyramidal copper(II) ions, and a tris deprotonated methane 

tetra-p-phenylphosphonic acid (H5MTPPA3-) linker. Notably, TUB1 was found to have an indirect 

band gap of 2.4 eV.  
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Scheme 3.2.  Solvothermal reaction scheme for the synthesis of TUB1. 

As seen in Scheme 3.2 and Figure 3.18–A, TUB1 is composed of one-dimensional IBUs, 

which are bridged together by H5MTPPA3- linkers. Each IBU is composed of corner-sharing eight-

membered Cu1-O-P-O-Cu1-O-P-O and Cu2-O-P-O-Cu2-O-P-O rings.  Since three of the four 

phosphonic acid units in the linker are mono-deprotonated, the linker has asymmetric metal-

binding modes, viz., the mono-deprotonated units could give rise to ionic interactions while the 

fully protonated unit provides coordinate covalent binding. Therefore, TUB1 exhibits two different 

metal-binding options, in contrast to our previously reported Co2H4MTPPA and Zn2H4MTPPA 

MOFs.177,210 In particular, the three mono-deprotonated phosphonic acid units are coordinated to 

square planar and distorted trigonal bipyramidal copper centres (labelled Cu1 and Cu2, 

respectively) via ionic bonding, while the fully protonated unit exclusively generates coordinate 

covalent bonding between the square planar copper centre and the P=O bond of the phosphonic 

acid.  DFT-based charge analysis in Table 3.6 shows that there is high electron delocalization on 

the deprotonated oxygens, suggesting the possibility of ionic interactions.)  To the best of our 

knowledge, the presence of both trigonal bipyramidal and square planar copper centres in a one-

dimensional IBU has not been previously reported for phosphonate MOFs.211  The crystal structure 

of TUB1 indicates the presence of two different types of square- and parallelogram-shaped void 

channels (see Figure 3.18).  

 

 



60 
 

 

Figure 3.18.  a) View of rectangular void channels (highlighted in yellow) in the ac plane b) 

Structure of the one-dimensional IBU c) View of parallelogram void channels in the ab plane. 

Next, the indirect and direct band gaps of TUB1 were estimated from Tauc plots of the 

UV-Vis spectrum (see Figure 3.19) to be 2.4 eV and 2.7 eV, respectively. As seen in Figure 3.19, 

the Tauc plots of H8MTPPA reveal direct and indirect band gaps of ca. 4.2 eV, which are 

considerably wider than those of TUB1 and contain two jumps as opposed to one in the TUB1 

plots.  This is likely due to the fact that H5MTPPA has an insulating sp3 methane core. The lower 

band gap of TUB1 arises from the formation of one-dimensional IBUs composed of eight-

membered Cu1-O-P-O-Cu1-O-P-O and Cu2-O-P-O-Cu2-O-P-O rings in the MOF. Such a 

dramatic change in the Tauc plot after the formation of TUB1 suggests the emergence of an 

electron hopping mechanism, as the sp3 methane core in H5MTPPA3- blocks the extension of 

conjugation in three dimensions.  

To gain deeper insight into the electronic structure of TUB1, we performed DFT 

calculations of the highest occupied crystal orbital (HOCO)-lowest unoccupied crystal orbital 

(LUCO) gap, projected density of states (pDOS), HOCO and LUCO, average partial charges, and 

band structure.  
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Figure 3.19.  Tauc plots of UV-Vis spectra used to obtain the indirect (left) and direct (right) band 

gaps of TUB1 and the MTTPA linker. 

The optimized structures of a 2x2x2 supercell and a single unit cell of TUB1 are shown in 

Figure 3.20, with the spin polarizations of each copper atom indicated on the unit cell.  The 

structural differences between the optimized structure and experimental crystal structure are small 

(see Appendix Table A1).  As illustrated in Figure 3.21, the copper atoms in the unit cell have 

different coordination environments, with the α-copper atoms (i.e., copper atoms with an excess 

of spin-up electrons) in the trigonal bipyramidal geometry and the β-copper atom in the square 

planar geometry.   
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Figure 3.20.  Optimized structure of TUB1.  a) A view down the b-axis of the 2x2x2 supercell. b) 

A view down the b-axis of the unit cell, with the red (spin-up) and blue (spin-down) arrows 

indicating the minimum-energy spin configuration of the unpaired electrons on the copper atoms 

(Cu – light brown; P – yellow; O – red; C – black; H – white).  

 

 

Figure 3.21.  A portion of the TUB1 unit cell, highlighting the two types of copper coordination 

environments.  a) Trigonal bi-pyramidal copper atom coordinated to five oxygen atoms.  b) Square 
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planar copper atom coordinated to four oxygen atoms (Cu – light brown central atom; P – yellow; 

O – red; H – white).  

Next, the pDOS was calculated using the range-separated hybrid functional 

HSE06,103,183,184,185 which is known to yield accurate solid-state HOCO-LUCO gaps.212,88  An 

analysis of the pDOS (shown in Figure 3.22) reveals a potential electrical conduction mechanism 

involving two spin-dependent HOCO-LUCO gaps, viz., a spin-up (α) gap of 2.60 eV, which is in 

good agreement with the experimental estimates of 2.4 eV (indirect) and 2.7 eV (direct), and a 

spin-down (β) gap of 0.48 eV.  As seen in the pDOS, the β-HOCO-LUCO gap, which lies beneath 

the Fermi energy, is generated by orbitals primarily on the carbon atoms and some on the oxygen 

and copper atoms.  From the β-HOCO and β-LUCO isosurfaces in the top panel of Figure 3.23, 

we see that the β-HOCO is primarily composed of π-orbitals on the sp2 carbon atoms in half of the 

phenyl rings down the b-axis.  The β-LUCO is composed of the same phenyl carbon π-orbitals, as 

well as π-orbitals on the oxygen atoms and d-orbitals on the square planar copper atoms (see 

Figures 3.24 and 3.25).  The higher energy β-unoccupied crystal orbitals are primarily composed 

of orbitals on the trigonal bipyramidal copper atoms and yield a gap of 3.72 eV (see Figure 3.24).  

Comparing this value to the β- and α-HOCO-LUCO gaps of 0.48 eV and 2.60 eV, respectively, 

generated by square planar copper atoms, it is evident that the coordination environment of the 

copper atoms plays an essential role in narrowing the HOCO-LUCO gap.  From the α-HOCO and 

α-LUCO isosurfaces in the bottom panel of Figure 3.23, we see that the α-HOCO is composed of 

carbon and oxygen π-orbitals along the b-axis, while the α-LUCO is primarily composed of d-

orbitals on the square planar copper atom (see Figures 3.24 and 3.25) and π-orbitals on the oxygen 

and carbon atoms.  The participation of the carbon, oxygen, and square planar copper atoms in 

both spin-dependent HOCO-LUCO gaps suggests that they are integral in facilitating electrical 

conduction in TUB1. 

 



64 
 

 

Figure 3.22.  Spin-up (red arrow) and spin-down (blue arrow) projected density of states for 

TUB1: (A) Copper, (B) Phosphorous, (C) Oxygen, (D) Carbon.  The solid red and blue lines 

indicate the α- and β-HOCO energy levels, respectively.  The dotted red and blue lines indicate 

the α- and β-LUCO energy levels, respectively.  The blue numbers in panel A indicate the 

energies of the β-HOCO and β-LUCO, while the red numbers in panel B indicate the energies of 

the α-HOCO and α-LUCO. 
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Figure 3.23.  HOCO and LUCO iso-density surfaces, corresponding to a density of 1 electron per 

0.03 Å3.  A) β-spin HOCO-LUCO gap.  B) α-spin HOCO-LUCO gap.  For clarity, only a portion 

of the unit cell is shown (Cu – light brown; P – yellow; O – red; C – black; H – white).   
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Figure 3.24.  pDOS of the copper atoms in TUB1. A) First trigonal bipyramidal α-copper.  B) 

Second trigonal bipyramidal α-copper.  C) Square planar β-copper.  The contributions from the 

spin-up (α) and spin-down (β) electrons are indicated by the red and blue arrows, respectively.  

The dotted red and blue lines indicate the α- and β-LUCO energy levels, respectively, while the 

solid red and blue lines indicate the α- and β-HOCO energy levels, respectively.  The red and 

blue numbers in panel A indicate the energies of the HOCO and LUCO for the spin-up and spin-

down contributions, respectively.   

  

Figure 3.25.  pDOS of the d-orbitals on the square planar copper atom. A) dyz; B) d z2; C) dxz; D) 

dxy; E) dx2-y2.  The solid red and blue lines indicate the α- and β-HOCO energy levels, 

respectively, while the dotted red and blue lines indicate the α- and β-LUCO energy levels, 

respectively.  The red and blue numbers in panel A indicate the energies of the HOCO and 

LUCO for the spin-up and spin-down contributions, respectively.   

The band structure of TUB1 is shown in Figure 3.26.  As can be seen, there are 120 meV 

dispersions in the β-LUCO band along the X-Γ, Γ-Y, L-Γ, Γ-Z, N-Γ, Γ-M, and R-Γ paths in k-

space.  This points to higher electron mobility in several directions compared to typical 

semiconducting MOFs, which have linear bands or bands with dispersions of less than 50 

meV.167,33 
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Figure 3.26.  (Left) Band structure of TUB1 calculated using the HSE06 functional with a TZP 

basis set, normal numerical quality, and an enforced spin polarization of three alpha electrons.  

The solid red and dotted blue lines denote the spin-up and spin-down bands, respectively.  The 

indirect and direct band gaps are indicated by solid arrows.  (Right) Total density of states (DOS) 

broken down into the spin-up (red arrow) and spin-down (blue arrow) contributions. 

Electronic population analyses were carried out on TUB1, using several different 

approaches.  The resulting average partial charges on the various atoms are presented in Table 3.6.  

As can be seen, the hydrogen atoms that are directly bonded to carbon atoms possess relatively 

low positive charges (which is consistent with the non-polarizing nature of hydrocarbon bonds), 

while the hydrogen atoms in the phosphonate groups show a roughly two-fold increase in positive 

charge.  All three types of oxygen atoms in the phosphonate group have significant negative charge 

on them, pointing to electron delocalization between them.  Although the double-bonded oxygen 

atoms are expected to have higher electron density, we see that the oxygen atoms participating in 

P-O-Cu bonds possess nearly the same negative charge.  Although the copper atoms are found in 

different coordination environments (Figure 3.21), their charges remain almost the same.   
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Table 3.6.  Average partial charges of oxygen, hydrogen, and copper atoms in TUB1.  NB:  Each 

charge presented is the difference between the nuclear charge and the partitioned electronic 

charge around each atom.  

Atom 

(bond-type 

found in) 

 

 

Hirshfeld145 

 

 

Voronoi146  

 

 

CM5147,148 

 

 

Mulliken144  

H (H-C) 0.05 0.09 0.11 -0.15 

H (P-O-H) 0.10 0.17 0.30 0.28 

O (P-O-H) -0.26 -0.27 -0.41 -0.67 

O (P=O) -0.31 -0.36 -0.40 -0.87 

O (P-O-Cu) -0.31 -0.36 -0.40 -0.82 

Cu (bi-pyr) 0.57 0.59 0.90 0.91 

Cu (planar) 0.58 0.59 0.94 0.87 

 

 

3.4 CONCLUSIONS 

 

3.4.1 TUB75 

We report on the conductive and magnetic properties of the phosphonate MOF, TUB75.  With an 

experimental band gap value of 1.4 eV, TUB75 is the first semiconducting phosphonate MOF in 

the literature, paving the way for a new family of semiconductors with an extremely rich structural 

chemistry. The metal-binding modes of the phosphonic acid group in TUB75 support a 1D IBU 

composed of a zigzag copper dimer chain, which was found to be antiferromagnetically coupled. 

The temperature-dependent magnetic susceptibility data was well fit using a combination of a 

Heisenberg chain model at higher temperatures and Brillouin functions at very low temperatures. 

Our experimental measurements were accompanied by DFT calculations, which yielded a band 

gap of 1.77 eV in good agreement with the experimental one and support the AFM nature of the 

IBU.  Given the high thermal/chemical stabilities of phosphonate MOFs and the innumerous 

metal-binding modes of phosphonates, our findings suggest that they could be used in next-

generation electrodes and supercapacitors capable of withstanding harsh operating conditions. The 

vast structural diversity of phosphonate MOFs could lead to a new generation of porous materials 
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with engineerable surface areas and magnetic/conductive properties. Currently, we are working on 

the reticular chemistry of phosphonate MOFs to explore these possibilities.  

 

3.4.2 TUB40 

In conclusion, we reported on the conductive and magnetic properties of TUB40, which is 

composed of 2D sheets of copper(II)-phosphonate polyhedra. TUB40 was found to have a narrow 

band gap of 1.42 eV, well within the semiconducting range. The single-crystal and pellet-based 

impedance measurements yielded conductivities of 200 S m-1 and 142 S m-1, respectively, at room 

temperature, making TUB40 one of the most conductive three-dimensional MOFs in the literature.  

Temperature-dependent magnetization measurements showed that the copper(II) atoms are 

antiferromagnetically coupled at very low temperatures.  The DFT results suggested that the 

electrical conduction in TUB40 is due to excitations between the spatially separated HOCO and 

LUCO, which are primarily located on the aromatic naphthalene rings and the copper(II) atoms, 

respectively.  Given their high thermal stability and extremely rich phosphonate metal-binding 

modes, phosphonate MOFs could become the next generation of microporous semiconductors and 

supercapacitor electrodes.  

 

3.4.3 TUB1 

In summary, we have reported on the electronic properties of a low-gap three-dimensional MOF 

TUB1, which possesses a unique one-dimensional IBU composed of corner-sharing eight-

membered Cu1-O-P-O-Cu1-O-P-O and Cu2-O-P-O-Cu2-O-P-O rings containing square planar 

and distorted trigonal bipyramidal copper(II) centres.  TUB1 was found to have an indirect band 

gap of 2.4 eV.  Our DFT calculations confirm the experimental structure, yield spin-dependent 

HOCO-LUCO gaps of 2.60 eV (α) and 0.48 eV (β), suggest a role of the square planar copper 

centres in reducing the HOCO-LUCO gap, and point to above-normal non-directional electron 

mobility.  The uniqueness of TUB1’s IBU was made possible by the structural diversity afforded 

by phosphonate metal-binding groups.  Such metal phosphonate IBUs may be used to construct 

semiconductive MOFs with polyaromatic cores for use in next-generation supercapacitors.  
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3.4.4 General Conclusions on TUB-phosphonate MOFs 

These three phosphonate MOFs show promise as low band gap, magnetic materials.  Our DFT 

results indicate that in general the HOCO-LUCO gaps of these materials depends highly on the π-

conjugation of the linkers.  Particularly, each of the materials presented have a gap that is 

dependent on the π-conjugated carbon orbitals participating in the HOCO’s, suggesting π-

conjugation is important in changing the HOCO-LUCO gaps of these systems.  However, It is not 

as evident how the LUCO’s of these materials are affected by the linkers as TUB40 and TUB1 

both have LUCO’s that depend on the d-orbitals of the copper(II) atoms, and TUB75 depends on 

the π-conjugation of the carbon orbitals from the 4,4’-bipyridine linkers.  When magnetic 

measurements are available, as in the case of TUB75 and TUB40, our DFT results indicate they 

depend explicitly on the metal centres and the closest-bonded elements.  Furthermore, all our 

charge analyses indicate that when three oxygen atoms from a phosphonate are near a metal atom 

they have an increased negative charge, suggesting high electron delocalization.  
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Chapter 4   

 

Phosphonate Hydrogen-Bonded Organic Frameworks 

Insights from DFT R2 

 

4.1 INTRODUCTION 

Hydrogen-bonded organic frameworks (HOFs) represent an emerging class of microporous 

materials.213,214,42,215,216,217,218  Compared to other microporous compounds such as metal-organic 

frameworks and covalent organic frameworks, HOFs can be synthesized under milder reaction 

conditions and can be recycled several times.219  Although hydrogen bonds are weaker than 

covalent bonds in general, hydrogen bonds whose lengths are shorter than 2.4 Å can exhibit near-

covalent bond stabilities.220  In a supramolecular system such as a HOF, the high number of 

hydrogen bonds,216,221 as well as the van der Waals interactions between the polyaromatic linkers, 

contribute to the stability of the framework.220,222  Although crystal structures of hydrogen-bonded 

organic molecules were already known in the literature, the first synthesis of a permanently stable 

microporous HOF was only reported a decade ago.223  Since then, HOFs synthesized with 

arylcarboxylic acids, boronic acids, azolates, pyridines, sulfonic acids, imides, imines, and 

amidinium functional groups have been reported, and our group recently reported the first HOF 

using the phosphonic acid functional group.213,42,224  Currently, the number of HOFs in the literature 

is relatively low (compared to MOFs),42,218  but they have already been used in a number of  

applications.214,224,40  For example, HOFs constructed from non-toxic linkers have proven useful 

in drug delivery.225,226  HOFs with high proton conductivities have been proposed as materials for 

 
R2 The contents of this chapter have been copied and/or adapted from two separate publications: 1) Tholen, P.; 

Peeples, C. A.; Schaper, R.; Bayraktar, C.; Erkal, T. S.; Ayhan, M. M.; Çoşut, B.; Beckmann, J.; Yazaydin, A. O.; 

Wark, M.; Hanna, G.; Zorlu, Y.; Yücesan, G. Semiconductive Microporous Hydrogen-Bonded Organophosphonic 

Acid Frameworks. Nat. Commun. 2020, 11 (1), 1–7.  2) Tholen, P.; Peeples, C. A.; Ayhan, M. M.; Wagner, L.; 

Thomas, H.; Imbrasas, P.; Zorlu, Y.; Baretzky, C.; Reineke, S.; Hanna, G.; Yücesan, G. Tuning Structural and 

Optical Properties of Porphyrin-Based Hydrogen-Bonded Organic Frameworks by Metal Insertion. Small 2022, 18 

(49), 2204578.  The supporting information for this chapter can be found in Appendix B: Figures B1-B5, Tables B1-

B8, and section B1. 
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proton exchange membranes.213,40,227 They are also known to effectively store small molecules 

such as hydrogen and to separate gases.228,229,230 

 

4.2 METHODOLOGICAL APPROACH 

The five HOF systems presented in this chapter were all modeled in a similar fashion.  This section 

will describe the general approach used in both manuscripts, while the subsections will describe 

the specific differences for the simulations. 

4.2.1 Density Functional Theory Approach for Phosphonate HOFs 

The geometry optimization of the GTUB-5 series was performed using density functional theory 

(DFT) and the conjugate gradient method231 within the Quickstep-CP2K program (version 

6.1),232,233 starting from the experimental crystal structure.  Since the GTUB-5 series are bulk 

material, periodic boundary conditions were applied.  The Perdew-Burke-Ernzerhof (PBE)101 

generalized gradient approximation (GGA) functional was used in conjunction with the Grimme 

D3 dispersion correction106 and BJ damping.107  The Gaussian and plane waves method233,137 was 

also used, with the valence orbitals expanded in terms of molecularly optimized Gaussian basis 

sets of double-ζ plus polarization quality and the core electrons represented by norm-conserving 

Goedecker-Teter-Hutter pseudopotentials234,235 and Γ-point sampling was used. 

4.2.2 DFT methodology for GTUB-5 

Atomic-only optimization of GTUB-5 was performed starting from the experimental crystal 

structure and with the lattice vectors set to their experimental values, using a reoriented 1x1x1 cell 

(a=25.452 Å, b=22.863 Å, c=7.1798 Å, α=γ= 90.0°, β = 102.325°).  The valence electrons were 

described by a Gaussian basis set of double-ζ plus polarization (MOLOPT-DZVP)236 quality.  The 

plane-wave cutoff in reciprocal space was set to 550 Ry, with a Gaussian mapping of 60 Ry over 

five multi-grids.  The self-consistent field was converged to 10-6 Ry with the ‘FULL_ALL’ 

preconditioner using the orbital transformation method with a HOCO-LUCO gap of 1.67 eV. 

Single point calculations were performed using CP2K to obtain the HOCO-LUCO isosurface plots, 

orbital populations, and HOCO-LUCO gap.   A second single point calculation was performed 

using the Slater-Type Orbital (STO) software ADF-BAND 2018.104179,134 to obtain the projected 

density of states (pDOS), band structure, and band gap. The periodic ADF-BAND calculations 

were performed using an all-electron double-ζ plus polarization (DZP) basis set, PBE-D3-BJ, and 
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Γ-point sampling for the 1x1x1 unit cell, with good numerical quality. The HOCO-LUCO gaps 

obtained from CP2K and ADF-BAND were both 1.65 eV (thus, the HOCO-LUCO isosurfaces and 

orbital populations obtained from CP2K are expected to be the same as those from ADF-BAND). 

 

4.2.3 DFT methodology for Ni-, Cu-, Zn-, Pd-GTUB-5 

Lattice and geometry optimizations were performed on the crystal structures in the 

crystallographic information files (CIFs).  The Goedecker-Teter-Hutter (GTH) short-range basis 

sets were applied, which describe the valence electrons with double-ζ polarization (DZVP-

MOLOPT-SR-GTH)236 functions.  All calculations were performed with the functional as 

described above, PBE-D3-BJ.  The Gaussian-type orbitals (GTOs) were expanded in reciprocal 

space with an 800 Ry cut-off and a 60 Ry Gaussian mapping over 5 multigrid’s using Γ-point 

sampling. The SCF was converged using the orbital transformation (OT)237 method and the 

preconditioner ‘FULL_ALL’, requiring a self-consistency of 1x10-9 a.u. Geometry and lattice 

optimizations were converged with a derivative tolerance of 1x10-7 a.u./Å and an external pressure 

of 100 bar for the lattice, while maintaining monoclinic symmetry. The Cu-GTUB-5 system was 

optimized in both the ferromagnetic (FM) and antiferromagnetic (AFM) spin configurations, using 

the same geometry and lattice optimization procedure mentioned above. The resulting magnetic 

exchange energy, Eex = EAFM – EFM = 0.19 meV, suggests that the FM configuration is the lower 

energy Cu-GTUB-5 system, and thus the FM configuration is presented in the manuscript. Single-

point calculations were performed using the same SCF convergence criteria to obtain the orbital 

populations (Appendix Tables B1-B4), projected density of states (pDOS), total density of states, 

RESP-REPEAT partial charges, and HOCO/LUCO isosurfaces.  Sphere sampling for the RESP-

REPEAT149,238,239 fitting made use of van der Waals radii from the universal force field (UFF).240 

Vibrational analysis was performed for the Zn-GTUB-5 system using the same SCF convergence 

criteria as the optimizations.  Vibrational analyses were attempted for the other M-GTUB-5 

systems, but due to resource constraints they never fully converged. 
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4.3 RESULTS AND DISCUSSION 

4.3.1 Semiconductive Microporous Hydrogen-Bonded Oragnophosphonic Acid 

Frameworks: GTUB-5 

HOFs have attracted immense interest in recent years.223,241,242  In HOFs, the linker connectivity 

is achieved via hydrogen-bonded networks rather than inorganic building units 

(IBUs).243,178,244,245,54 Hydrogen bonds provide simpler connectivity options compared to the 

complex molecular, one-, two-, and three-dimensional IBUs of MOFs.211 Therefore, the design 

and synthesis of stable hydrogen-bonded supramolecular networks can be more easily achieved 

compared to that of MOFs.  HOFs are also more convenient to recycle and HOFs are free of heavy 

metal ions providing environmentally friendly solutions.  The recent interest in HOFs has resulted 

in several review articles214,246,247 summarizing their applications in CO2 capture,248,249,250 and 

proton conductivity.251,252 However, to date, no semiconductive HOFs have been reported in the 

literature.  Thermally stable and permanently microporous semiconducting HOFs could 

revolutionize the design of supercapacitors and electrodes due to their simpler chemistry compared 

to MOFs. In this communication, we present the first example of a HOF (known as GTUB5, where 

TUB stands for Technische Universität Berlin and G for Gebze), synthesized using phosphonic 

acid functional groups (R-PO3H2), which exhibits a low band gap, proton conductivity, and high 

thermal stability.   

The phosphonic acid functional group has two protons and one oxygen from the P = O 

bond, which allow it to form multiple hydrogen bonds with other phosphonic acid groups and 

thereby stabilize the resulting HOF.  The phosphonic acid functional group contains two 

deprotonation modes with pKa values of 1.7 and 7.4, respectively.244 Therefore, in order to 

synthesize our phosphonate HOF, we adopted a crystallization method at pHs between 1.7 and 7.4 

with mixed phosphonic acid linkers of phenylphosphonic acid (PPA) and 5,10,15,20‐tetrakis [p‐

phenylphosphonic acid] porphyrin (H8-TPPA) to ensure that at least one of the phosphonic acid 

moieties is not fully deprotonated. H8-TPPA exhibits a planar tetratopic geometry with a 90° angle 

between the phenylphosphonate tethers.253,254 Given these starting conditions and materials, it is 

expected that a mixed linker strategy involving H8-TPPA and PPA could produce two-dimensional 

HOFs with hexagonal void channels. 
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The structure of GTUB5 was characterized using single crystal X-ray diffraction (XRD). 

As seen in Figure 4.1-A, -B, GTUB5 is composed of two-dimensional sheets of hydrogen-bonded 

H8-TPPA and PPA moieties. The structure contains two different hydrogen-bonding patterns, 

which are observed between different H8-TPPA units and between H8-TPPA and PPA (see Figure 

4.1-E). In the first pattern, the P = O bond from the H8-TPPA unit is exclusively involved in 

creating the (almost linear) double hydrogen-bonding pattern between each unit. In the second 

pattern, the hydrogen bond forms between the second protonated hydroxyl group of the H8-TPPA 

and the deprotonated PPA2−. The four DMF solvent molecules in the HOF structure act as a Lewis 

base acquiring the PPAs’ protons. 

 

 

 

Figure 4.1.  General properties of the GTUB-5 material.  A) Portion of hydrogen-bonded 

network of GTUB-5. B) Depiction of hexagonal void spaces in GTUB-5. C) Tauc plot from the 

solid-state UV-Vis spectrum of GTUB-5, showing a band gap of 1.56 eV.  The second jump at 

2.88 eV corresponds to the Soret band of the porphyrin core at 430 nm. D) Layer structure of 
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GTUB-5. E) One-dimensional hydrogen-bonded building unit of GTUB-5. F) XRD pattern 

before and after the proton conductivity measurements.   

The band gap was estimated from a solid-state diffuse reflectance UV-Vis spectrum of the 

GTUB-5 crystals (see Appendix Figure B1). As seen in Figure 4.1–C, the Tauc plot derived from 

the spectrum yields a narrow band gap of 1.56 eV. The second jump at 2.88 eV corresponds to the 

Soret band of the porphyrin core at 430 nm.  From a cyclic voltammetry measurement on GTUB-

5 in DMSO (see Appendix Figure B2), the first oxidation and reduction potentials were measured 

to be 0.42 V and -1.23 V, respectively, yielding a HOCO–LUCO gap of 1.65 eV supporting this 

hypothesis. 

To gain insight into the semiconductive nature of GTUB-5, we performed density 

functional theory (DFT) calculations. The details of the calculations, employing hybrid Gaussian 

plane-wave (GPW) basis sets and Slater Type Orbital basis sets, can be found in the methodology 

section. Figure 4.2 shows a periodic representation of the optimized geometry, which is in close 

agreement with the experimental crystal structure (see Table 4.1 and Figures 4.3-4.5). A single 

point calculation on the optimized structure yields a band gap of 1.65 eV, in very good agreement 

with the experimental result of 1.56 eV. As seen in Figure 4.2, the HOCO and LUCO are 

predominantly localized on some of the porphyrins within the supercell (of which, a single unit 

cell is delineated by the black rectangle), but not all of them; with the LUCO occupying the same 

porphyrins as the HOCO.  
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Figure 4.2.  Periodic representation of GTUB-5, with the unit cell indicated by the black box. 

This represents the HOCO isosurface corresponding to an electron density of 0.01 electrons per 

Å3 (negative and positive phases are shown in red and blue, respectively). (O – red; N – blue; P 

– yellow; C – black; H – white).  

 

 

Table 4.1.  Comparison of experimental and calculated average inter-atomic distances (in Å). 

Standard deviations in distances are given in brackets. The calculated structure was obtained 

from a geometry optimization of the experimental crystal structure at the PBE-D3-BJ DZVP-550 

Ry level of theory. 

Atom pair Experimental Calculated 

Figure 4.3 

C-P 1.78 

(0.018) 

1.80 

(0.008) 

P-O 1.53 

(0.003) 

1.58 

(0.013) 

O-H 0.83 

(0.013) 

1.16 

(0.096) 



78 
 

C-C 1.49 

(0.000) 

1.46 

(0.023) 

C=C 1.39 

(0.025) 

1.40 

(0.01) 

Figure 4.4 

N-C 1.78 

(0.018) 

1.80 

(0.008) 

N=C 1.53 

(0.003) 

1.58 

(0.013) 

N-H 0.88 

(0.012) 

1.05 

(0.015) 

N--N 2.92 

(0.000) 

2.93 

(0.000) 

Figure 4.5 

O-O 2.47 

(0.018) 

2.43 

(0.000) 

O--H 1.88 

(0.164) 

1.75 

(0.005) 

 



79 
 

 

Figure 4.3.  Simplified chemical structure of the GTUB5 building block, highlighting one of the 

phenyl-phosphonic acid groups. The bond distance labeling is used in Table 4.1.  
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Figure 4.4.  Simplified chemical structure of the GTUB5 building block, highlighting the 

dipyrromethene portion of the porphyrin group. The bond distance labeling is used in Table 4.1. 

 

 

 

Figure 4.5.  Simplified chemical structure of the GTUB5 building block, highlighting the hydrogen 

bonding between neighbouring phenyl-phosphonic acid groups. The bond distance labeling is used 

in Table 4.1. 

Focusing on the portions of the structure that have significant HOCO and LUCO density, 

we see that the HOCO and LUCO are localized on the same porphyrin (see Figure 4.6). Moreover, 

they are mostly confined to a subset of the carbon and nitrogen atoms. The HOCO is composed of 

π orbitals mostly on sp2 hybridized carbons and nitrogens, while the LUCO is composed of π* 

orbitals on some of the sp2 carbons and nitrogens. As shown in Table 4.2, 75% of the HOCO and 

LUCO orbital contributions are from the carbon and nitrogen 2p orbitals of the porphyrin. Table 

4.2 also shows that a HOCO-LUCO transition would lead to an increase in the carbon 2px orbital 

population, a slight decrease in the carbon 2py population, and a slight increase in the carbon 2pz 

population; while the nitrogen 2px and 2pz populations both decrease (the 2py population remains 

negligible). These results suggest that the semiconductive nature of GTUB-5 is predominantly 

determined by π- π* transitions involving orbitals localized on some of the porphyrin carbons and 
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nitrogens. Inspection of the projected density of states (pDOS) confirms that the HOCO-LUCO 

gap is predominantly due to orbitals localized on carbons and nitrogens (see Figure 4.7). 
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Figure 4.6.  HOCO and LUCO isosurfaces, corresponding to an electron density of 0.01 

electrons per Å3. A) Top view. B) Side view. Red/blue correspond to the negative/positive phases. 

(O – red; N – blue; P – yellow; C – black; H – white).   

 

Table 4.2.  Contributions from the 2p orbitals on the porphyrin carbons and nitrogens to the 

HOCO and LUCO.  

Carbon 2px 2py 2pz Sum 

HOCO 0.366 0.042 0.134 0.541 

LUCO 0.484 0.020 0.170 0.674 

 

Nitrogen 2px 2py 2pz  

HOCO 0.163 4.70x10-07 0.053 0.216 

LUCO 0.048 5.22x10-4 0.020 0.067 
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Figure 4.7.  Projected density of states (pDOS) for O(A.), P(B.), C(C.), N(D.), and H(E.) in 

GTUB-5, generated using ADF-BAND.51 

Given the presence of –PO3H2 groups in its hydrogen-bonded framework, the proton 

conductivity of GTUB-5 was measured.  Electrochemical impedance spectroscopy measurements 

were carried out at 75% and 90% relative humidity (%r.h.) and temperatures in the range of 25°C 

to 75°C (see Appendix B, section B1, and Ref.255 for setup details).  At 75%r.h., we see that the 

proton conductivity of GTUB-5 increases from 8.29x10-7 to 3.00x10-6 S cm-1 as the temperature is 

increased from 25°C to 75°C, while a non-monotonic increase is observed at 90%r.h. (see Table 

4.3). Furthermore, at a given temperature, we observe an increase in the proton conductivity with 

increasing relative humidity. The activation energies, as sum of the migration energy and the 

formation energy of defects, were extracted from the slopes of the Arrhenius plots (see Appendix 

Figure B3) to be EA = 0.26 eV and EA = 0.14 eV at 75°C and 90°C, respectively. These low 

activation energy values suggest that a Grotthuss mechanism with high proton movability and 

therefore low migration energy is the predominant mechanism for proton conduction through the 

framework. As seen in Figure 4.1–F, the XRD pattern of the sample recorded before and after the 

proton conductivity experiments slightly changes, indicating that the structure was slightly 

affected by the humidified atmosphere and the applied temperatures up to 75°C during the 

measurements. 
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Table 4.3.  Proton conductivities and activation energies (EA) of GTUB-5 at different relative 

humidities. 

Relative humidity [%rh] Temp. 75 90 

 25 °C 8.29 ∙ 10-7 3.55 ∙ 10-6 

Conductivity [S cm-1] 50 °C 1.67 ∙ 10-6 3.26 ∙ 10-6 

 75 °C 3.00 ∙ 10-6 4.20 ∙ 10-6 

EA [eV]  0.26 0.14 

 

4.3.2 Tuning Structural Properties of Porphyrin-based Hydrogen-Bonded Organic 

Frameworks by Metal Insertion: Ni-, Cu-, Zn-, Pd-GTUB-5 

Until our recent report,213 there were no HOFs constructed using aryl phosphonic acids in the 

literature. The reported HOF, termed GTUB-5, is permanently porous, proton-conductive, highly 

thermally and chemically stable, and possesses an indirect band gap of 1.56 eV, which is 

comparable to those of semiconductors like GaAs (1.42 eV) and metal halide perovskites (1.60 

eV).256,257  Phosphonic acid functional groups are known to form strong hydrogen-bonded 

networks.213  They have two protons and three oxygen atoms, making them ideal for constructing 

permanently porous HOFs, while carboxylic acids have only one proton and two oxygen atoms.191  

The presence of higher numbers of hydrogen and oxygen atoms around a concentrated tetrahedral 

geometry imparts phosphonic acids with structural richness and stability.178,211,258,64,53  Thus, 

phosphonate HOFs are unique compared to other HOF families due to the multiple number of 

hydrogen bonds they can form and their high stabilities.  

 

GTUB-5 was originally synthesized with a metal-free porphyrin ring.213  In this study, we 

inserted different metal atoms in the central porphyrin ring of the p-H8-TPPA linker as a way of 

modifying the structural and optical properties of GTUB-5.  In particular, we synthesized three 

isostructural HOFs, viz., Cu-GTUB-5, Pd-GTUB-5, Zn-GTUB-5, and one structural isomer Ni-

GTUB-5, solved their crystal structures, estimated their band gaps using solid-state diffuse 

reflectance spectroscopy (DRS). We also performed DFT calculations to calculate the band gaps 

and gain insight into the electronic structures of these HOFs and performed molecular simulations 

to estimate their textural properties. In our previous study, it was found that the semiconductivity 

of GTUB-5 originates from electronic interactions between the π-stacked porphyrin rings, which 
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are held together by the phosphonic acid groups.213  Introducing different metal atoms into the 

central porphyrin core is therefore expected to change the electronic structure of the HOF by 

modifying the relative orientations of the porphyrin rings. This modification, in turn, has 

implications on the geometric properties of the unit cell, and band gap of the resulting HOF, as 

will be discussed below.  

 

Single crystal diffraction revealed that Cu-GTUB-5, Pd-GTUB-5, and Zn-GTUB-5 are 

isostructural to each other, while Ni-GTUB-5 has a twisted structure and different hydrogen 

bonding pattern compared to the others (see Figure 4.8). To gain a more accurate picture of the 

hydrogen bonding, we performed geometry and lattice optimizations of the crystal structures using 

density functional theory (DFT) (the full details of the periodic DFT calculations using the CP2K-

Quickstep92 program are in the methodology). Table 4.4 shows the average lengths of the bonds 

exhibiting the largest differences across the M-GTUB-5 series (the remainder of the average bond 

lengths are given in Table B5 of the Appendix). Given the close agreement between the calculated 

and experimental bond distances and lattice vectors (see Appendix Tables B5 and 4.5), the 

optimized structures of the M-GTUB-5 systems (see Figure 4.9) are considered to be good 

representations of the actual structures. As seen in Figure 4.9–C, the Ni-GTUB-5 porphyrin 

structure is rotated around the a-axis. Our DFT results suggest this is partly due to the short Ni-N 

bonds in the centre of the porphyrin (as seen in Table 4.4, the Ni-N bonds are the shortest of the 

M-N bonds across the series). As seen in Figure 4.7–A, Cu-GTUB-5, Pd-GTUB-5, and Zn-

GTUB-5 have unique hydrogen bonding units, which are composed of rod-shaped hydrogen-

bonded phosphonic acid groups from phenylphosphonic acid and H8TPPA linkers. This rod-

shaped hydrogen bonding pattern is further crosslinked into layered hydrogen-bonded building 

units via dimethyl-ammonium (DMA+) cations. Ni-GTUB-5 also has a similar pattern but with 

twisted porphyrins (See Figure 4.7–B). 

 

As seen in the optimized structures (Figures 4.6 and 4.7), there are significant differences 

between Cu-/Pd-/Zn-GTUB-5 and Ni-GTUB-5 in terms of hydrogen bond numbers and O--H 

lengths. The three isostructural HOFs, Cu-, Pd-, and Zn-GTUB-5, are built up like the previously 

reported GTUB-5 with the fully deprotonated phenylphosphonic acid molecules and 

dimethylammonium cations involved in several hydrogen bonds. In the Cu-, Pd-, and Zn-GTUB-
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5 unit cells, there are two O--H-O hydrogen bonds between each phenyl-phosphonate and 

5,10,15,20‐Tetrakis[p‐phenylphosphonic acid] porphyrin (for a total of 16 O--H-O bonds per unit 

cell), while in the Ni-GTUB-5 unit cell, each phenyl-phosphonate not bonded to the porphyrin 

forms one O--H-O hydrogen bond (for a total of 12 per unit cell). This difference in numbers is 

due to the shorter Ni-N bonds, which in turn cause the Ni-based porphyrin to twist along the a-

axis, allowing each porphyrin-phosphonate access to only one O--H-O phenyl-based hydrogen 

bond (see Table 4.4 and Figure 4.10). As seen in Table 4.4, there are differences in the average 

donor-proton (O-H), proton-acceptor (O--H), and donor-acceptor distances (O---O) across the M-

GTUB-5 series. The longest donor-proton (O-H) bonds are in Cu-GTUB-5, followed by Zn-, Pd-, 

and Ni-GTUB-5 with the shortest bonds. This trend is reversed for the proton-acceptor bonds (O-

-H). With regards to the average O--H-O hydrogen bond angle, Cu-GTUB-5 has the smallest angle, 

followed by Zn-, Ni-, and Pd-GTUB-5 with the largest angle (see Table 4.6). The average donor-

acceptor bond length (O---O) is longest in Cu-GTUB-5, followed by Ni-, Pd-, and Zn-GTUB-5 

with the shortest bonds. Typically, the strength of a hydrogen bond depends on the donor-acceptor 

bond length and angle, with shorter bond lengths and angles closer to 180° yielding stronger 

hydrogen bonds.259  When considering the standard deviations in the distances and angles (shown 

in Tables 4.4 and 4.6), we find that the donor-acceptor bond lengths and angles are statistically 

similar to each other; thus, it appears that all systems have similar hydrogen bond strengths. The 

presence of short O---O hydrogen bonds (~2.5 Å) and angles close to 180° (~176°) in all of the 

reported M-HOFs is indicative of strong hydrogen bonding. 
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Figure 4.8.  A) Illustration of the porous HOF of M-GTUB-5 (M = Cu, Pd, Zn) showing their 2D 

network formed by O…O and O…N hydrogen bonding interactions between phosphonate arms 

and DMA cation.  Cu-GTUB-5 structure is shown for representation. B)  Schematic diagram of 

the porous HOF of Ni-GTUB-5 showing 1D hydrogen-bonded chains by O…O and O…N 

hydrogen bonding interactions between phosphonate arms and DMA cation. 

 

Table 4.4.  DFT-calculated average interatomic distances for select pairs of atoms. M-N refers 

to the metal-nitrogen pairs in the porphyrins; O-H refers to the hydrogen bond donor oxygen-

proton pair; O--H(O-H-O) refers to the hydrogen bond acceptor oxygen-proton pair in oxygen-

oxygen hydrogen bonds; O---O refers to the donor oxygen-acceptor oxygen pair; N-H refers to 

the hydrogen bond donor oxygen-proton pair; O--H(O-H-N) refers to the hydrogen bond acceptor 

oxygen-proton pair in oxygen-nitrogen hydrogen bonds; and O---N refers to the donor oxygen-

acceptor nitrogen pair; Por (H--H)axis refers to the distance between H atoms on opposite sides 
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of the porphyrin unit along a particular axis. All distances are in Å and angles and standard 

deviations are given in brackets.  

Atom Pairs Ni-GTUB-5 Cu-GTUB-5 Zn-GTUB-5 Pd-GTUB-5 

M-N 1.96 (0.00) 2.02 (0.01) 2.05 (0.02) 2.04 (0.01) 

O-H 1.05 (0.02) 1.11 (0.11) 1.08 (0.04) 1.06 (0.02) 

O--H(O-H-O) 1.47 (0.05) 1.39 (0.08) 1.40 (0.09) 1.44 (0.07) 

O---O 2.52 (0.03) 2.53 (0.32) 2.48 (0.05) 2.50 (0.04) 

N-H 1.06 (0.01) 1.06 (0.00) 1.06 (0.00) 1.05 (0.00) 

O--H(O-H-N) 1.65 (0.01) 1.70 (0.02) 1.66 (0.00) 1.73 (0.04) 

O---N 2.71 (0.06) 2.73 (0.01) 2.72 (0.00) 2.77 (0.03) 

Por (H--H)b-axis 10.03 10.19 10.26 10.19 

Por (H--H)a/c-axis 10.07 10.13 10.16 10.16 
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Figure 4.9.  DFT-optimized structures of the M-GTUB-5 systems. A) Cu-GTUB-5, B) Pd-GTUB-

5, C) Ni-GTUB-5, D) Zn-GTUB-5. (Colour scheme: Phosphorous – purple; Oxygen – red; 

Nitrogen – blue; Carbon – black; Hydrogen – white; Copper – cyan; Palladium – light gray; 

Nickel – green; Zinc – dark gray). 

 

Table 4.5.  Experimental and DFT-calculated monoclinic lattice vectors, angles, and unit cell 

volumes of the M-GTUB-5 systems. Lattice vectors are in Å, angles are in degrees, and volumes 

are in Å3. The DFT-calculated lattice vectors and volumes are in shown in brackets. 

 Ni-GTUB-5 Cu-GTUB-5 Zn-GTUB-5 Pd-GTUB-5 

�⃑� 7.251 (6.658) 7.106 (6.881) 7.090 (6.853) 6.990 (6.915) 

�⃑⃑� 23.77 (22.32) 22.91 (22.80) 22.98 (22.62) 23.16 (22.93) 

𝑐 23.64 (24.83) 25.87 (25.84) 25.03 (25.90) 24.88 (25.08) 

∠𝛽 95.3 93.05 94.51 94.71 
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∠α = ∠ γ 90.0 90.0 90.0 90.0 

Volume 4057 (3675) 4205 (4048) 4066 (4003) 4013 (3962) 

 

 

Table 4.6.  DFT-calculated average bond angles for hydrogen bonds in the porphyrins. All 

angles are in degrees and standard deviations are given in brackets. 

Atoms in angles Ni-GTUB-5 Cu-GTUB-5 Zn-GTUB-5 Pd-GTUB-5 

∠O-H--O 176.5 (1.97) 175.9 (2.74) 176.0 (2.52) 177.5 (1.60) 

∠N-H--O 172.5 (2.90) 165.6 (8.43) 176.8 (0.84) 170.1 (6.09) 

 

 

 

Figure 4.10.  Perspective views of hydrogen-bonding motifs showing strong O…O hydrogen 

bonding (~2.5 Å) between the phosphonate groups. A, B, C, and D represent M-GTUB-5 crystal 

structures, where M = Cu, Pd, Ni, and Zn, respectively. 

A vibrational analysis on Zn-GTUB-5 reveals that the O-H stretching mode (belonging to 

the O--H-O bond) lies between 2286-2458 cm-1 (see Table 4.7). Upon examination of the 

experimental FTIR spectra of the M-GTUB-5 systems (Figures 4.11 and 4.12) and the simulated 



91 
 

FTIR spectrum of Zn-GTUB-5 (Figure 4.12), it becomes apparent that the broad feature centred 

around 2350 cm-1 corresponds to this O-H stretching mode. This peak does not shift across the M-

GTUB-5 series, which further suggests that there is no significant change in the hydrogen bonding 

strength upon changing the metal. 

 

Table 4.7.  Description of IR-active modes in the simulated spectrum of Zn-GTUB-5. 

Scaled 

frequency 

(cm-1) 

IR-active mode 

750 Wiggling of sp2 carbons involved in phenyl and porphyrin 

800 Wiggling of phosphorous and hydrogen atoms 

880 C-N-C stretching in dimethylammonium ions 

950 Hydrogens in porphyrin waving 

980 O-H bending 

1116-1171 C-H group rocking 

1253 C-N bending and C-C bending on porphyrin phenyl-phosphonates 

1478 Phenyl puckering 

1678 H scissoring on N 

2286-2458 O-H stretching 

2698-2749 N-H stretching 

2949 N-H stretching 

3061 C-H stretching 
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Figure 4.11.  IR (ATR) spectra of Cu-GTUB-5 (Red), Ni-GTUB-5 (Green), Pd-GTUB-5 (Blue), 

and Zn-GTUB-5 (Black) from 600 to 1600 cm-1. 
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Figure 4.12.  Simulated and experimental IR spectra for Zn-GTUB-5. The simulated spectrum 

was generated using a Lorentzian line shape with a half-width of 20.0. Both intensities were 

normalized and the DFT-frequencies were scaled by 0.97. 

 

Another difference between Cu/Pd/Zn-GTUB-5 and Ni-GTUB-5 is the angle between the 

phenylphosphonic anion and the porphyrin unit. For Cu-, Pd- and Zn-GTUB-5, the P-Cpara-Hpara 

axis of the phenylphosphonic acid forms a ~ 40° angle (α) with the N4-plane of the porphyrin core, 

while for Ni-GTUB-5 this angle is 49.5° (β) (see Appendix Figure B5).  As a result, Cu-, Pd-, 

and Zn-GTUB-5 have similar rectangular pores to GTUB-5,213 while Ni-GTUB-5 has smaller 

pores due to the twisted porphyrin moieties. 

 

Geometric surface areas and pore size and volume characteristics of Cu-, Ni-, Pd- and Zn-

GTUB-5 were calculated with the Poreblazer (v4.0) software260 using their crystallographically 

determined unit cells (See Appendix section B.1 and Tables B7 & B8 for details of these 

calculations). The geometric accessible surface areas, were calculated using the method of Düren 

et al.261  The surface areas were calculated to be 230 m2 g-1, 85 m2 g-1, 100 m2 g-1, and 201 m2 g-1 

 

   

   

   

   

 

   

                           

 
 
  

  
  
  
   
  
 
  
  

                  

            

                



94 
 

for Cu-, Ni-, Pd-, and Zn-GTUB-5, respectively [c.f. 422 m² g-1 for the metal-free GTUB-5213].  

Overall, the surface areas of M-GTUB-5 are smaller than that of GTUB-5 because the porphyrin 

centers are occupied by metal ions. The significantly lower surface areas of Ni- and Pd-GTUB-5 

are caused by the twist in the overall structure and large ionic radius of Pd, respectively.  Results 

for the remaining textural properties may be found in Appendix B.  In this work, the optical band 

gap is tuned by inserting metal ions into the porphyrin cores of GTUB-5. The band gaps of Cu-, 

Pd-, Ni-, and Zn-GTUB-5 in their crystalline states were first estimated via diffuse reflectance 

spectroscopy (DRS) using an ISR-2600-Plus Shimadzu spectrophotometer (see Appendix B for 

DRS spectra). Figure 4.13 shows the Tauc plots derived from the leftmost edge of the spectra, 

yielding narrow band gaps of 1.44, 1.58, 1.37, and 1.62 eV for Cu-, Ni-, Pd-, and Zn-GTUB-5, 

respectively (see Appendix B for Tauc plotting details). The band gaps of the M-GTUB-5’s and 

GTUB-5 are summarized in Table 1.  Overall, these results show that the band gaps of HOFs may 

be fine-tuned by inserting different metal ions into the porphyrin cores.  
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Figure 4.13.  Tauc plots of the diffuse reflectance spectra of (a) Cu-GTUB-5, (b) Ni-GTUB-5, (c) 

Pd-GTUB-5, and (d) Zn-GTUB-5 in their crystalline states, showing the resulting band gaps. 

 

DFT provides further insight into the band gaps of the M-GTUB-5 series. The calculated 

highest occupied crystal orbital (HOCO) to lowest unoccupied crystal orbital (LUCO) gaps for 

each system are 1.81/1.89 eV for Cu-GTUB-5 (β/α), 1.64 eV for Ni-GTUB-5, 1.87 eV for Pd-

GTUB-5, and 1.77 eV for Zn-GTUB-5. Overall, these values are in very good agreement with the 

estimates from the Tauc plots.  

 

The orbitals which form the HOCO and LUCO of each M-GTUB-5 system are elucidated 

in the projected density of states (pDOS) in Figure 4.14 and the orbital diagrams in Figure 4.15. 

(The total DOS for each system is shown in Figure 4.16.) As seen in Figure 4.14, carbon, and 

nitrogen px and pz orbitals participate in the HOCO-LUCO gaps of Cu-α-, Cu-β-, Zn-, and Pd-

GTUB-5. In addition, several of the copper d-orbitals participate in the LUCO of Cu-β-GTUB-5. 

In the case of Ni-GTUB-5, the nickel d-orbitals are the primary contributors to the HOCO and 

LUCO, with minor contributions from carbon and nitrogen p-orbitals. The significant valence 

orbital contributions of the HOCO and LUCO for each system are given in Tables B1-B4 of 

Appendix B. 
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Figure 4.14.  pDOS of each M-GTUB-5 system showing the dominant valence orbital 

contributions and the total valence orbital contributions for key atoms. A) Ni-GTUB-5, B) Cu-β-

GTUB-5, C) Cu-α-GTUB-5, D) Zn-GTUB-5, and E) Pd-GTUB-5. The red/blue arrows denote 

the contributions from the α/β-spins to the Cu-GTUB-5 pDOS. 
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Figure 4.15.  HOCO and LUCO isosurfaces corresponding to an electron density of 1 electron 

per 0.02 Å3 for A) Ni-GTUB-5, B) Cu-α-GTUB-5, C) Cu-β-GTUB-5, D) Zn-GTUB-5, and E) Pd-

GTUB-5 (Colour scheme: Phosphorous – purple; Oxygen – red; Nitrogen – blue; Carbon – 

black; Hydrogen – white; Nickel – green; Copper – cyan; Zinc – dark gray; Palladium – light 

gray). 
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Figure 4.16.  Total density of states for the M-GTUB-5 systems. A) Ni-GTUB-5, B) Cu-β-GTUB-

5, C) Cu-α-GTUB-5, D) Zn-GTUB-5, E) Pd-GTUB-5. The red/blue arrow indicates the 

contribution from α/β-spins. 

 The restrained electrostatic potential (RESP),149 obtained using the repeating 

electrostatic potential extracted atomic (REPEAT)238 charges method, was used to determine the 

local electrostatic charge environment around each atom (see Table 4.8). The nickel atoms in Ni-

GTUB-5 were found to have the least positive charges (0.579) among the metals, which indicates 

that the nickel atom’s electrons are more evenly shared with the surrounding porphyrin. The copper 

atoms in Cu-GTUB-5 and palladium atoms in Pd-GTUB-5 have slightly higher positive charges 

(0.648 and 0.633, respectively) than the nickel atoms, while the zinc atoms in Zn-GTUB-5 have 

effectively lost a full electron (1.099) to the surrounding porphyrin. In Zn-GTUB-5, there is a large 

disparity between the zinc and nitrogen charges, indicating a reduced sharing of electrons and poor 

orbital overlap between the zinc and nitrogen atoms. This deficient overlap is further confirmed 

by the Zn-N bond lengths (see Table 4.4), as they are the largest in the M-GTUB-5 series. For the 

Ni-N bond, the difference between the charges is the least, indicating good orbital overlap and 

leading to the shortest M-N bond in the series.  
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Table 4.8.  Average RESP-REPEAT fitting charges for all atoms in each M-GTUB-5 system. 

Units are in elementary charge and standard deviations are in brackets. N-M denotes charges 

on nitrogen atoms directly bonded to metals, while N denotes all nitrogen atoms in each system.  

Atom Ni-GTUB-5 Cu-GTUB-5 Zn-GTUB-5 Pd-GTUB-5 

M 0.579 (2.48E-04) 0.648 (6.23E-02) 

1.099 (2.57E-02) 0.633 (1.41E-06) 

O -0.672 (1.15E-01) -0.654 (9.00E-02) 

-0.628 (1.02E-01) -0.659 (7.07E-02) 

P 1.072 (1.18E-01) 1.139 (7.42E-02) 

1.099 (1.07E-01) 1.122 (1.06E-01) 

C -0.110 (2.63E-01) -0.103 (2.81E-01) 

-0.098 (3.32E-01) -0.101 (3.06E-01) 

H 0.145 (1.10E-01) 0.086 (1.01E-01) 

0.155 (9.64E-01) 0.153 (1.06E-01) 

N -0.020 (4.39E-01) -0.056 (4.10E-01) 

-0.197 (5.06E-01) -0.043 (4.54E-01) 

N-M -0.483 (1.35E-02) -0.450 (4.19E-02) 

-0.687 (3.39E-02) -0.481 (4.56E-02) 

Errors 

Root-mean square 

error 3.51E-06 2.64E-06 

 

2.80E-06 

 

2.98E-06 

Relative root-

mean square error 1.29E-02 1.14E-02 

 

 

1.21E-02 

 

 

1.22E-02 

 

4.4 CONCLUSIONS 

4.4.1 GTUB-5 

In conclusion, we presented the first member, GTUB-5, of a novel family of two-dimensional, 

microporous phosphonic acid HOFs.  Given its low band gap (as confirmed by solid-state/solution 

measurements and DFT calculations), GTUB-5 paves the way for the creation of new 

semiconductive microporous compounds. Within the context of semiconductive microporous 

compounds, GTUB-5 is the first HOF in the literature exhibiting such a small band gap. The use 
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of hydrogen bonds in constructing a framework comes with the advantage of less complex 

connectivity options and eliminate the presence of toxic metal ions in capacitors and batteries 

providing environmentally friendlier solutions. Among, other HOFs, phosphonic acid HOFs 

provide more structural diversity and further potential applications. In addition, GTUB-5 exhibits 

proton conductive behavior as well. Currently, we are focusing on different linker geometries and 

pH modulations to further optimize the pore sizes and conductive behavior of phosphonate-HOFs. 

Given the high surface area and narrow band gap of GTUB-5, phosphonate-HOFs have the 

potential to revolutionize the semiconductive materials industry with applications in electrodes 

and supercapacitors. 

 

4.4.2 Ni-, Cu-, Zn-, Ni-GTUB-5 

In this paper, we reported on the synthesis and characterization of a series of transition metal-

functionalized porphyrin phosphonate HOFs, namely Cu-GTUB-5, Ni-GTUB-5, Pd-GTUB-5, and 

Ni-GTUB-5. These HOFs were synthesized according to a new methodology for functionalizing 

the porphyrin core with different transition metal ions including Zn, Cu, Ni, and Pd. Introduction 

of metals with different ionic radii into the porphyrin cores alters the interactions between the HOF 

building units, leading to tuning of the textural properties of the resulting HOFs. The electronic 

interactions between the metal ions and the porphyrin cores cause small changes (on the order of 

few tenths of an eV) in the band gap compared to GTUB-5. These results establish HOFs as an 

emerging class of microporous materials with tunable semiconductive and photoluminescent 

properties. 

Our DFT results indicate that the inclusion of different metals into the porphyrin centres 

affects the orbital contributions to the HOCOs and LUCOs, with the majority of the HOCOs and 

LUCOs being composed of carbon and nitrogen p-orbitals, except for Ni-GTUB-5 whose HOCO 

and LUCO are mainly composed of d-orbitals (with minor carbon and nitrogen p-orbital 

contributions).  In addition, the inclusion of different metals results in changes to the hydrogen 

bonding in each M-GTUB-5 system, as well as the metal-to-nitrogen bonds within the porphyrin 

cores.  The Ni d-orbital composition of the HOCO, short Ni-N bonds, and substantial sharing of 

electron density in the Ni-N bond, has profound effects on the structure of Ni-GTUB-5.  We 

believe that the combination of these features causes the porphyrin to rotate about the a-axis (in 
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contrast to the other M-GTUB-5 systems), which may be the reason why Ni-GTUB-5 has fewer 

O--H-O hydrogen bonds overall.  This rotation both lowers the unit cell volume, and reduces the 

pore sizes and surface area in Ni-GTUB-5, imparting it with the lowest accessible surface area of 

the series. In addition, ionic sizes of different metal ions also change the textural properties of M-

GTUB-5 systems. We have shown an easy method to insert a variety of metal ions into porphyrin 

cores.  This methodology could be further applied to a variety of hydrogen bonding functional 

groups such as: carboxylates, sulfonates, and azolates that include porphyrin cores for metal 

binding. Furthermore, the presence of multiple hydrogen bonding moieties from the phosphonic 

acid functional group has created four permanently porous HOF structures, where the hydrogen 

bonds exhibit near covalent bond strength. Based on our results, we believe that metal insertion 

could be used as a strategy for optimizing porphyrin HOFs for optoelectronics and small-molecule 

capture applications.  

 

4.4.3 General Conclusions on GUTB-5-like HOFs 

Overall, our results suggest that phosphonate-based HOFs tend to be stable under ambient 

conditions and tend to have a low band gap.  The stability likely stems from the phosphonate 

building units allowing for considerably shorter hydrogen-bonding lengths.  The frontier orbitals 

are nearly exclusively made up of orbitals from the carbon and nitrogen atoms localized within 

the core of the porphyrin structures, except for Ni-GTUB-5.  While the insertion of metals tends 

to minutely affect the HOCO-LUCO gaps, it has significant effect on the structure.  Excluding 

Ni-GTUB-5, the GTUB-5 family is iso-structural.  While the differences in Ni-GTUB-5 come 

from both the reliance of the frontier orbitals on the d-orbitals of the nickel atom, and the 

compression of the porphyrin due to favourable interactions of the nickel with the nitrogen atoms 

within the porphyrin core.  
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Chapter 5  

 

Mechanistic Insights into the Proton Transport in 

Phosphonate Hydrogen-Bonded Organic Frameworks: A 

Born-Oppenheimer Molecular Dynamics and 

Metadynamical StudyR3 

 

5.1 INTRODUCTION 

The need for renewable sources of energy is a critical factor in reducing carbon-based 

anthropogenic pollution.262,263,264  Producing efficient and cheap green energy sources that avoid 

CO2 emissions has become an active research area in material science, with the overall goal of 

moving away from traditional fossil fuels.265  The reduction of CO2 pollution can be achieved in 

several ways, e.g., using materials that harvest solar energy as in photovoltaic technologies266,  

using catalysts which can recycle spent CO2 to produce hydrocarbons, which in turn may be used 

as feedstock for fuel (known as the circular carbon economy).267,268  Another approach involves 

capturing the energy stored in H2 by reacting it with O2 from the air to form water (known as the 

hydrogen economy).269,270  This can be achieved using a hydrogen fuel-cell10 (Scheme 5.1), which 

splits gaseous H2 into 2H+
 + 2e- at the anode, after which the electrons are transported from the 

anode to the cathode where gaseous ½O2 reacts with 2H+, finally, water and heat are produced as 

by-products.  Fuel-cells have three interdependent components: a catalytic anode in which H2 is 

split into 2H+ + 2e- (Figure 5.1-A), a proton-exchange membrane (PEM), which allows for proton 

transport between the anode and cathode (Figure 5.1-B), and a cathode where the reaction 2H+ + 

½ O2 → H2O takes place (Figure 5.1-C).  

 
R3  This chapter contains research to be submitted. The supporting information for this chapter can be found in 

Appendix C: Figures C1-C6 and Tables C1-C6. 



103 
 

 

Scheme 5.1.  Depiction of a hydrogen fuel-cell.  A) Anode catalyst in which H2 is split into 2 

protons and 2 electrons.  B) Proton-exchange membrane (PEM). C) Cathode in which O2 reacts 

with protons to create heat and water. 

The anode material, which is typically platinum based271, catalyzes the H2 oxidation half-

cell reaction (Eqn. 5.1), resulting in a chemical potential of E0 = 0 V.10  The cathode material, 

which is typically a platinum alloy271, catalyzes the reduction half-cell reaction of O2 with H+ 

(Eqn. 5.2), resulting in a chemical potential of E0 = 1.2291 V.10  Combining Eqn. 5.1 and Eqn. 

5.2 yields the overall redox reaction (Eqn. 5.3) and a voltage of 1.2291 V under standard 

conditions (i.e., 1 atm and 25 °C).10  A suitable PEM should be heat-stable10, proton-conductive55, 

and preferably a solid.55,12    The protons resulting from the oxidation reaction at the anode require 

an efficient PEM to transport the protons away, preventing charge recombination and allowing for 

energy generation.   

 H2 ↔ 2H+ + 2e- 

 

5.4 

 

 O2
 + 4H+ + 4e- ↔ 2H2O 

 

5.5 
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 H2 + ½ O2 ↔ H2O 5.6 

 

PEM fuel cells can be constructed to operate between 25 °C to 80 °C, with higher 

temperatures typically giving rise to higher proton conductivity of the PEM.10,213,12  One also needs 

to consider the relative humidity (%r.h.) in which the PEM is exposed to; a higher %r.h. leads to 

more water molecules in the membrane the medium, which leads to increased proton 

conductivity.10,213,12  Currently, Nafion,69 a sulfonated tetrafluoroethylene-based fluoropolymer-

copolymer, is the leading PEM used in solid-state fuel-cell technology, exhibiting proton 

conductivities up to 0.2 S cm-1. 

Recently, there has emerged a new family of solid-state porous materials, known as 

hydrogen-bonded organic frameworks (HOFs),251,272 whose structure is held together by hydrogen 

bonding.  As HOFs are held together by an extensive network of hydrogen bonds, it has been 

proposed that these materials could serve as solid-state proton-conductive PEMs.273  The building 

blocks of most HOFs to date have been carboxylate-based linkers;37 however, these carboxylate 

HOFs are typically not stable under ambient temperatures.274,44  On the other hand, phosphonate-

based HOFs, which came on the scene over the last several years,12,213  characteristically more 

thermally stable due to strong hydrogen bonding interactions between adjacent PO3H2, Figure 5.1, 

groups in the structure.  Phosphonate compounds are also known for their ability to conduct 

protons.275  Given these properties, a solid-state phosphonate HOF makes an intuitive choice for a 

PEM.  Two such phosphonate HOFs have been recently reported in the literature, namely our 

previous work on GTUB-5213 and the work of Wang et al.12 on UPC-H5a.  UPC-H5a and GTUB-

5 both contain mostly benign elements, and both conduct protons. 
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Figure  5.1. The phosphonate (PO3H2) group.  R can be any other functional group. 

 

In our previous work, GTUB-5 (Figure 5.2-A) was synthesized and characterized as a 

porous HOF composed of repeating units of 5,10,15,20-tetrakis [p-phenylphosphonic acid] 

porphyrin with a phenylphosphonic acid linker, stabilized by charge balancing 

dimethylammonium (DMA) ions.  GTUB-5 was found to remain stable under conditions of 90 

%r.h. and up to 75 °C, and the proton conductivity under these conditions was measured to be 4.20 

x 10-6 S cm-1, which is low relative to other proton-conductive materials.  Wang et al.12 recently 

synthesized and characterized a similar porous HOF, UPC-H5a (Figure 5.2-B), which is composed 

of repeating units of 5,10,15,20-tetrakis [p-phenylphosphonic acid] Ni-porphyrin, stabilized by 

charge-balancing DMA ions.  UPC-H5a remains stable at 99 %r.h. and up to 80 °C, with proton 

conductivities reaching 3.42 x 10-2 S cm-1
 under these conditions (which is comparable to that of 

Nafion).  The main difference between the two structures is the phenylphosphonic acid linker from 

GTUB-5 is not present in UPC-H5a, and introduction of Ni2+ atoms into the porphyrin cores of 

UPC-H5a (Figure 5.1).  Thus, despite being constructed of similar porphyrin-based phosphonates, 

the proton conductivity of UPC-H5a is four orders of magnitude higher compared to that of GTUB-

5 (viz., 3.42 x 10-2 S cm-1 vs. 4.20 x 10-6 S cm-1).  An understanding of the proton conduction 

mechanism(s) in these HOFs will help shed light on this large difference and, in turn, may give 

rise to strategies for designing highly proton conductive HOFs. 
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Figure  5.2.  A) A cut-out section of the crystal structure of GTUB-5 showing the phenyl-

phosphonate porphyrin hydrogen bonded to the phenylphosphonic acid stand-alone linker.  B) A 

cut-out section of the crystal structure of UPC-H5a showing the hydrogen bonding between 

phenyl-phosphonate Ni-porphyrins.  (H---O denotes a H that is hydrogen bonded to an O, PPA= 

phenylphosphonic acid linker, and Por = porphyrin unit). 

 

 

5.2 METHODOLOGY 

The goal of this computational study is to elucidate the microscopic details of the proton transport 

mechanisms in GTUB-5 and UPC-H5a.  The experimental activation energies that are obtained 

through Arrhenius fitting of proton conductivities for GTUB-5 and UPC-H5a (viz., 0.14 eV at 90 

%r.h. and 0.20 eV at 95 %r.h., respectively12,213) indicate that the proton transport occurs via a 

Grotthuss mechanism.  The Grotthuss mechanism is typically accepted to have an activation 
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energy which is lower than 0.40 eV,72,54 as breaking hydrogen bonds require energy between 0.1 

– 0.3 eV,54,276 and higher energies are required for proton mobility via a vehicle mechanism.72,277  

Thus, we will assume a Grotthuss-like mechanism in setting up our simulations. 

A number of different computational approaches have been used previously to study proton 

transport in solids.75,278,279  One approach is to use static post-Hartree-Fock electronic structure 

calculations to study the kinetics and thermodynamics through transition state searches and 

minimum energy pathways.109  Depending on the size of the system, however, this approach could 

be highly computationally costly and neglects dynamical effects.  Furthermore, when invoking 

periodic boundary conditions, one is highly limited in post-Hartree-Fock approaches, as the exact 

exchange diverges at long ranges and requires special approximations to incorporate.131  Proton 

transport can also be studied using force-field-based, non-reactive classical molecular dynamics, 

which allows for simulations of large systems out to long timescales.279  However, without the 

possibility of reactions, one cannot simulate a Grotthuss-like mechanism of proton transport.  

Another approach that has been used to study proton transport is Born-Oppenheimer molecular 

dynamics (BOMD).75,280,126  BOMD allows one to simulate Grotthuss-like proton hopping, albeit 

at lower levels of theory and for shorter times.  For example, AIMD has been combined with 

metadynamics (MTD) to study proton transport between water molecules in differing sizes of 

porous graphene membranes75, decomposition of carbonic acid in water to carbon dioxide,280,281,282 

and proton transport along oxygen atoms in a porous zirconia framework.126  In Ref. 126, Rabone 

et al. inserted a proton into a ZrO2 solid-state structure in which they used MTD to bias the proton 

in moving to the centre of the ZrO2 structure, using the MTD energy barriers to approximate the 

diffusion of the proton.  Herein, we follow a similar methodology for estimation of the free energy 

as Rabone et al., by taking the energy difference between the beginning of a proton transfer and 

the transition and use it to study proton transport in the water-filled pores of GTUB-5 and UPC-

H5a.  This methodology is used to gain insight into specific proton mechanistic pathways in the 

pores. 

5.2.1 Electronic structure calculations 

Geometry and lattice optimizations of GTUB-5 and UPC-H5a were first performed using 

the Quickstep-CP2K program (v. 9.1).232,233  As these HOFs are solid-state materials, periodic 

boundary conditions were applied.  CP2K makes use of density functional theory (DFT) and a 
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Gaussian plane-wave hybrid approach233,137 to describe the electronic structure.  Goedecker-Teter-

Hutter (GTH) PBE-optimized basis sets were used to describe the main-group valence orbitals, 

while GTH short-range orbitals were used to describe the Ni valence electrons.236  All valence 

basis sets were of the double-ζ with a valence polarization function (DZVP) type, GTH 

pseudopotentials234,235 were used to describe the core electrons, and Γ-point sampling was used.  

The calculations were done with the PBE-D3-BJ functional.101,106,107  Atomic and lattice 

optimizations were performed for both systems excluding water in the pores, followed by 

geometry optimizations with 10 water molecules in each HOF.  The initial structure of GTUB-5 

was taken from the optimized CIF of our previous work,213 and then its lattice and geometry were 

optimized simultaneously.  The initial structure of UPC-H5a was constructed from the supporting 

information in Ref.12 (where the initial NiH4TPPP(Me2NH2)4(DMF)(H2O)4 structure was refined, 

removing the lattice DMF and water molecules to make the pristine NiH4TPPP(Me2NH2)4 

framework), and then the lattice and atomic coordinates were optimized, Figure 5.3.   

 

Figure  5.3.  DFT-optimized supercells of A) GTUB5 and B) UPC-H5a. The orange highlighted 

regions indicate the pores in which the water guest molecules and protons are inserted. Colour 

coding: carbon-grey, nitrogen-blue, oxygen-red, phosphorous-orange, nickel-green, hydrogen-

white. 
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5.2.2 Born-Oppenheimer Molecular Dynamics  

BOMD simulations of the two HOF systems were performed using the Quickstep-CP2K program 

(v. 9.1) with a 0.5 fs time-step using PBE-D3-BJ, with a DZVP basis and GTH pseudopotentials 

to estimate the quantum potential.  The initial configuration for each system was taken to be the 

DFT-optimized structure with 10 water molecules in the pores of each HOF and 3/1 excess protons 

in UPC-H5a/GTUB5.  The number of protons added to each framework reflects the number of 

unique pores in it.  The excess positive charges resulting from the insertion of protons were 

neutralized by adding a static homogenous negative background charge.  An NVT equilibration 

using the canonical sampling through velocity rescaling (CSVR) thermostat with a 1 ps time 

constant was performed at 393 K and 403 K over 10 ps for GTUB5 and UPC-H5a, respectively.  

A second NVT equilibration of 9 ps was performed using the CSVR thermostat with a 10 fs time 

constant and at the same temperatures.  Six unbiased microcanonical (NVE) production runs of 10 

ps were generated for each system, starting from the configurations at 2.5 ps, 5 ps, 6 ps, 7 ps, 8 ps, 

and 9 ps in the second equilibration trajectory.   The resulting xyz trajectories were post-processed 

and reorganized based on molecular building blocks using the Trajectory Analyzer and Visualizer 

(TRAVIS)283 software to allow for easy visual identification of the water molecules of interest.  

The resulting coordinate-trajectory files were also converted to protein data base (PDB) 

configuration files using the Open Babel software (v. 3.1.1)284 and subsequently converted to xtc 

trajectory files by GROMACS (v. 2021)285,286, to be analyzed by the PLUMED127 software.  The 

unbiased runs give more accurate dynamical information about hydrogen movement throughout 

both HOFs, the results were used to parameterize the metadynamical (MTD) simulations, giving 

values for average hydrogen to oxygen lengths.  H-O radial distribution functions (RDFs) were 

calculated for each of the six NVE production trajectories for both UPC-H5a and GTUB-5 using 

the unit cells and VMD (v. 1.9.3) software.287  The results were averaged to produce a single RDF 

for each HOF.   

RESP-REPEAT149,238 calculations were performed after the unbiased simulations.  To do 

these calculations extracted coordinates from the beginning, middle, and end of a proton transfer 

were used for single-point calculations on each to obtain the local charges relevant to the proton 

transfers.  The RESP-REPEAT charge calculations require more computational time, 

approximately twice the time per MD step, which is an immensely expensive computational cost, 

particularly when considering AIMD simulations, thus the calculations were performed on post-
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processed snapshots of the NVE trajectories.  The RESP-REPEAT charges are calculated for an 

atom, however, the RESP potential is fitted grid of points surrounding the atom defined by a radii, 

in this case the universal force field (UFF) radii,240  the potential calculated by the RESP-REPEAT 

charges is corrected to model the electrostatic potential on the grid points correctly. 

 

5.2.3 Metadynamics  

Well-tempered MTD125 simulations of UPC-H5a and GTUB-5 were performed starting 

from the final configuration of the first production run of each system, three 2 ps MTD trajectories 

were generated for each of GTUB-5 and UPC-H5a.  These were carried out using 

CP2K+PLUMED (v. 2.8) with a CSVR thermostat (10 fs time constant), with a 0.5 fs time-step 

using PBE-D3-BJ, with a DZVP basis and GTH pseudopotentials to estimate the quantum 

potential.  Gaussian hills with a height of kBT (where T is the temperature set by the thermostat) 

were added to the potential every 5 fs, and a bias factor of 10 was used.   

MTD simulations add a bias potential along particular variables, CVs, in a trajectory; the 

goal of which is to push the CVs over energy barriers that trajectories would otherwise not be able 

to explore sufficiently, either due to time-scale constraints, or barrier heights.123  An often-used 

description is to think of the free energy surface as varying hills, with local maxima and minima, 

and one adds the bias potential as ‘sand’ to the surface.  This sand is added starting with the local 

minima until the well is filled up and the variable crosses over a maximum and is allowed to 

explore an adjacent local minimum.  To perform MTD simulations, one needs to define CVs in 

which to bias the system.  Here it was decided to use the coordination number (CN) between select 

oxygen atoms and all hydrogen atoms in the system.  Thus, the bias will be added to any proton 

bonded to one of the selected oxygen-atoms and be pushed away until the hydrogen is bonded to 

an adjacent oxygen atom.   The bias potential for the oxygen CNs is described by the atomic-pair 

Eqn. 5.4, for which i, and j is the O, and H pairing, respectfully, 

𝑠𝑖𝑗 =
1 − (

𝑟𝑖𝑗 − 𝑑0

𝑟0
)

𝑛

1 − (
𝑟𝑖𝑗 − 𝑑0

𝑟0
)

𝑚 

 

5.7 
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where the CV sij is the CN between atoms i and j, rij is the current distance between atoms i and j, 

r0 is the difference between d0 and the centre of the first minimum peak from the RDFs, n, m, and 

d0, are switching function parameters.   

To determine the likely proton transport mechanism(s) in the HOF pores, we considered the 

following three proton transport routes for the MTD simulations: (i) Proton transfers from one 

water molecule to the next, i.e., water-to-water (WtW) or vice versa; and (ii) Proton transfers from 

a water molecule to the framework or vice versa, i.e., water-to-framework (WtF). (iii) Proton 

transfers from framework group to framework group, i.e., framework-to-framework (FtF) or vice 

versa.  These routes dictated the following choices of collective variables (CVs):   

1. WtW → CVs only involve water-based oxygen atoms. (Figures 5.4–A, 5.5–A) 

2. WtF → CVs force protons onto the framework from H2O molecules Figures (5.4–B, 5.5–

B) 

3. FtF → CVs force proton movement from within the framework. Figures (5.4–C, 5.5–C). 

These three general pathways incorporate how the confined space will affect the waters’ ability 

to move protons, how willing a framework will accept an excess proton from surrounding waters, 

and finally how easily protons are transferred throughout the framework, which should be a 

sufficient encapsulation of the potential proton movements within each HOF.  The choice of CVs 

for the WtF pathway in UPC-H5a has also allowed for extraction of some FtF transfers as well, 

providing more statistics for the FtF pathway.  The full CV profiles can be found in Figures C1-

C6. 
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Figure  5.4.  MTD routes for proton transport in GTUB-5, the numbers indicate the 4 oxygen 

atoms in which the bias is being applied.  A) WtW using the same GTUB-5 orientation as 

Figure 5.3. B) WtF using the same GTUB-5 orientation as Figure 5.3. C) FtF rotated 

orientation using TRAVIS to put the phosphonate framework in the centre of the unit cell, 

oxygen atoms 1, 2, and 3 are near the top of the c-axis in the unit cell, and 4 is near the bottom 

of the c-axis in the unit cell.  PPA group is indicated by the green highlight, porphyrin 

backbone is indicated by blue highlights. Colour coding: carbon-grey, nitrogen-blue, oxygen-

red, phosphorous-orange, hydrogen-white. 

 

 

 

Figure  5.5.  MTD routes for proton transport in UPC-H5a, the numbers indicate the 4 oxygen 

atoms in which the bias is being applied to.  A) WtW using the same UPC-H5a orientation as 

Figure 5.3. B) WtF using the same UPC-H5a orientation as Figure 5.3. C) FtF UPC-H5a 

orientation as Figure 5.3.  PPA group is indicated by the green highlight, porphyrin backbone 

is indicated by blue highlights. Colour coding: carbon-grey, nitrogen-blue, oxygen-red, 

phosphorous-orange, hydrogen-white, nickel-green. 

 

In analyzing the trajectories, the following rules were applied to ensure consistency in counting 

proton transfer events for both HOFs:   

1. If a proton transfers from one oxygen atom to another and then back again, it is not counted 

unless the time for the backwards transfer is > 0.05 ps (50 fs). 

2. The CN of the oxygen from which the proton is transferring must change by at least 0.8 

over the course of the transfer. 
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3. Include only the estimates of free energies of transport of the specific pathway, viz., for 

WtW, the free energy difference from the time the proton begins transit from a water 

molecule to another and the time in which the proton is halfway between two water 

molecules, for WtF, the free energy difference from the time the proton begins transit from 

a water molecule to a framework oxygen and the time in which the proton is halfway 

between the transfer, and for FtF, the free energy difference from the time the proton begins 

transit from a framework oxygen to a framework oxygen, and the time in which the proton 

is halfway between the transfer. 

 

5.3 RESULTS AND DISCUSSION 

There are two general observations that are made from the unbiased trajectories: (i) the intrinsic 

protons supplied by the DMA ions do not participate in any of the proton transfers over any of the 

NVE trajectories; (ii) the routes for the CVs are the primary mode of transport observed within the 

unbiased trajectories.   

The H-O RDFs for GTUB-5 and UPC-H5a are shown in Figure 5.6, these RDFs include 

any hydrogen to any oxygen throughout the unbiased runs.  Although there are some quantitative 

differences between the two RDFs, they have the same overall structure.  The first (high) peak 

centred at 0.995 Å corresponds to the H-O hydrogen bond distance, this peak is a combination of 

H-Odonor, and lone H-O distances.  The second (low) peak centred at 1.505/1.595 Å corresponds to 

H-Oacceptor and (DMA+) N-H-Oacceptor hydrogen bond distances for GTUB-5/UPC-H5a.  The third 

(low) peak centred at 3.240/3.600 Å corresponds to the H-O distances from hydrogens to their 2nd 

next nearest neighbouring oxygen atoms.  The main differences between the two RDFs are in the 

height/width of the first peak and position of the second peak.  More specifically, there is a slight 

contraction in the average H-O distance and slightly narrower range of H-O bond distances in 

UPC-H5a compared to in GTUB-5.  The range of H-Oacceptor distances begin and ends at lower 

values for GTUB-5 compared to UPC-H5a, with the peaks centred at 1.505 Å and 1.595 Å, 

respectively.  Furthermore, the O-O RDFs for GTUB-5 and UPC-H5a are shown in Figure 5.7, 

these RDFs include any oxygen to any oxygen throughout the unbiased runs.  The first (high) peak 

centred at 2.575/2.585 Å corresponds to the Odonor-Oacceptor distance for GTUB-5/UPC-H5a.  These 

results indicate that GTUB-5 has stronger relative hydrogen bonding strength.  



114 
 

 

 

Figure  5.6.  All hydrogen to all oxygen RDFs for UPC-H5a (blue) and GTUB-5 (green).  The 

graphs shown are averaged over the six NVE trajectories of each HOF.  
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Figure  5.7.  All oxygen to all oxygen RDFs for UPC-H5a (blue) and GTUB-5 (green).  The graphs 

shown are averaged over the six NVE trajectories of each HOF.  

 

 

The average RESP-REPEAT charges on the Odonor, Oacceptor, and H+ atoms in GTUB-5 and 

UPC-H5a for several proton transfer events in the unbiased trajectories are shown in Table 5.1.  

As can be seen, the charges on these atoms in the reactant, transition, and product states are similar 

for both HOFs, where a positively charged proton bound to a negatively charged oxygen atom 

(donor) transfers to another negatively charged oxygen atom (acceptor).  For both GTUB-5 and 

UPC-H5a, the donor/acceptor oxygen at the beginning of the proton transfer is more/less 

negatively charged than at the end of the transfer, with the negative charges reaching their 

most/least negative values after the proton has fully transferred to the acceptor.  This suggests that 

there is an electronic charge transfer from the acceptor oxygen to the donor oxygen over the course 

of the proton transfer.  As for the charges on the Ni atoms in UPC-H5a, they change negligibly 

over the course of the transfers, most likely due to the fact that the Ni atoms are not close enough 

to the pores to significantly affect and/or feel the effect of the proton transfers.  The full listing of 

charges can be found in Appendix C, Tables C1 – C6.  
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Table 5.1.  Average RESP-REPEAT charges of key atoms over the course of a proton transfer for 

GTUB-5 and UPC-H5a.  These values are averaged over the first three unbiased NVE trajectories, 

explicitly averaging a transfer per trajectory that correspond to each of WtW, WtF, and FtF (9 

transfers for GTUB-5 and 9 transfers for UPC-H5a).  All charges are reported in elementary 

charge units, and the values in brackets are the standard deviations.   

 GTUB-5 UPC-H5a 

 Odonor H+ Oacceptor Odonor H+ Oacceptor Ni1 Ni2 

Reactant -0.72 

(0.11) 

0.46 

(0.03) 

-0.74 

(0.11) 

-0.70 

(0.12) 

0.46 

(0.05) 

-0.75 

(0.10) 

0.51 

(0.03) 

0.48 

(0.02) 

Transition -0.80 

(0.17) 

0.52 

(0.05) 

-0.75 

(0.09) 

-0.72 

(0.05) 

0.45 

(0.02) 

-0.68 

(0.03) 

0.51 

(0.04) 

0.47 

(0.00) 

Product -0.81 

(0.11) 

0.47 

(0.02) 

-0.68 

(0.10) 

-0.77 

(0.10) 

0.48 

(0.04) 

-0.66 

(0.06) 

0.53 

(0.03) 

0.49 

(0.01) 

 

Next, we analyzed the MTD trajectories to gain insight into the possible proton transport 

mechanisms and obtain the free energy of the proton transfer.  An estimate of the free energies can 

be obtained by calculating the amount of biased energy added from the MTD simulations, along 

the predefined CVs.  To define the CVs, we made use of the distances between hydrogen and 

oxygen atoms from the RDF in the unbiased runs, we can obtain an estimate of when a proton 

transfer begins, and when it has been fully transferred to an adjacent oxygen.  The unbiased RDFs 

determined that the values of the parameters in Eqn. 5.4 are n=6 and m=18 (for both systems), r0 

= 0.748 Å and d0 = 0.517 Å for UPC-H5a, and r0 = 0.815 Å and d0 = 0.450 Å for GTUB-5.  These 

values were chosen to begin significant reduction of the applied bias, sij, after the hydrogen is 

outside the H-O direct bonding range, corresponding to 1.285/1.275 on the H-O RDF for UPC-

H5a/GTUB-5.  The parameters for sij were also chosen so they go through an inflection point at 

the second (low) peak centred at 1.595/1.505 Å corresponding to the H-Oacceptor hydrogen bond 

distance for UPC-H5a/GTUB-5.  The bias is a minimum at distances > 2.0 Å (Figure 5.8).  

Therefore, if one of the oxygen atoms in the predetermined pathways is bonded to any hydrogen 

atom, the bias will actively be applied until the hydrogen atom has moved away a significant 

distance. 
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Figure  5.8.  CN (sij) as a function of distance, r, overlaid upon the RDFs for A) UPC-H5a and B) 

GTUB-5.  Beyond 2 Å, Sij reaches < 0.03 for UPC-H5a and < 0.01 for GTUB-5. 

There are several proton transport mechanisms that are seen throughout the MTD 

trajectories, these incorporate single proton transfer, stepwise,109 and concerted type-mechanisms, 

the descriptions that follow are seen in both HOFs.   The single proton transfer mechanisms are 

seen readily with single WtW, and WtF transfers, Figures 5.9 & 5.10.  Typically, the single 

transfer mechanism occurs when the proton transfer is from an isolated water molecule (WtW), or 

to a phosphonate on the framework (WtF) where there is an oxygen not currently participating in 

hydrogen bonding.  The stepwise mechanisms take place when a chain formation of waters occurs 

(WtW), and one transfer begets a second transfer on the next water, Figure 5.11.  The stepwise 

mechanism also occurs when a proton from a framework oxygen transfers to a water oxygen, 

forcing the proton on the water to transfer to an adjacent framework oxygen (WtF), (Figure 5.12).  

Another version of the stepwise mechanism is a framework oxygen pushes a proton to a hydrogen 

bonded phosphonate (FtF), forcing one of the adjacent oxygen atoms on the other side of the 

phosphonate to push off a proton that was participating in a different hydrogen bond, (Figure 

5.13).  The concerted mechanism occurs when two phosphonate groups are participating in two 

parallel hydrogen bonds (FtF), and one proton transfers from the first phosphonate to the second, 

causing the proton in the second hydrogen bond to pass to the initial phosphonate, Figure 5.14.  



118 
 

In Figure 5.14 the second phosphonate oxygen does not have any bias applied, but the mechanistic 

pictures (Figure 5.15-E) shown later illustrate the reaction.  

 

 

Figure  5.9.  Highlighted portion of the oxygen CNs along a WtW-MTD run for UPC-H5a showing 

a single proton transfer. Grey, blue, orange, and yellow lines correspond to oxygen atoms from 

water molecules in the pore.  W1→ W2 indicates which waters the protons are transferred from 

and to. W stands for water-based oxygen atom in which the bias is applied.  The red lines indicate 



119 
 

the beginning of a proton transfer (reactant), the transition point (W1→ W2), and the point at 

which the proton as fully transferred (product). 

 

Figure  5.10.  Highlighted portion of the oxygen CNs along a WtF-MTD run for GTUB-5 showing 

a single proton transfer. Grey, blue, and orange lines correspond to oxygen atoms from water 

molecules in the pore, while the yellow line corresponds to an oxygen atom on the phenyl-

phosphonate. W3→ F1 indicate the proton transfer from a water oxygen atom to a framework 

oxygen atom. W stands for water-based oxygen atom in which the bias is applied, and F stands for 

a framework-based oxygen atom in which the bias is applied.  The red lines indicate the beginning 

of a proton transfer (reactant), the transition point (W3→ F1), and the point at which the proton 

as fully transferred (product). 
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Figure  5.11. Highlighted portion of the oxygen CNs along a WtW-MTD run for GTUB-5 

showing a stepwise proton transfer. Grey, blue, orange, and yellow lines correspond to oxygen 

atoms from water molecules in the pore. W2→ W3 indicates the initiation of the transfer, and 

W4→ W2 finishes the stepwise transfer; W stands for water-based oxygen atom in which the bias 

is applied.  The red lines the two transition points in the stepwise mechanism W2→ W3, and 

W4→W2. 
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Figure  5.12.  Highlighted portion of the oxygen CNs along a WtF-MTD run for UPC-H5a 

showing a stepwise proton transfer.  Blue, and yellow lines correspond to oxygen atoms from 

water molecules in the pore.  Grey, and orange lines correspond to oxygen atoms from the 

framework.  Framework O→ W2 indicates the initiation of the transfer, and W2→ F2 finishes 

the stepwise transfer; W stands for water-based oxygen atom in which the bias is applied, F 

stands for framework-based oxygen atom in which the bias is applied, and unbiased O is an 

oxygen atom on the framework without bias added.  The red lines the two transition points in the 

stepwise mechanism unbiased O→ W2, and W2→F2. 
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Figure  5.13.  Highlighted portion of the oxygen CNs along a FtF-MTD run for GTUB-5 

showing stepwise proton transfer. Grey, orange, blue, and yellow lines correspond to oxygen 

atoms on the framework.  Unbiased O→ F2 indicates the initiation of the transfer, and F2→ F1 

indicate the proton transfer to and from a framework oxygen atom.  Framework O is a transfer 

from a framework oxygen atom which is not affected by the bias.  F stands for a framework-

based oxygen atom in which the bias is applied.  The red lines the two transition points in the 

stepwise mechanism Framework O→ F3, and F2→F1. 
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Figure  5.14.  Highlighted portion of the oxygen CNs along a FtF-MTD run for UPC-H5a 

showing a concerted proton transfer. Grey, orange, and yellow lines correspond to oxygen atoms 

on the framework.  Blue lines correspond to oxygen atoms from water molecules in the pore. F1 

is the oxygen which the bias potential is being added, unbiased O is an oxygen atom on the 

framework without added bias.  The red lines the transition in the concerted mechanism 

unbiased O→ F1. 

 

 To obtain an approximate value of the free energy (∆𝐺𝑃𝑇) of proton transfers within the 

HOFs, we make use of the energy applied from the bias of the MTD simulations.  The bias potential 

is added every 5 fs, thus, to calculate the ∆𝐺𝑃𝑇, we use PLUMED to convert the Gaussian hills to 

free energy over the simulation giving access to the free energy applied along all the CVs with 

respect to time.  To capture an approximation to ∆𝐺𝑃𝑇 of a proton transport, the energy at the 

beginning of a proton transfer is considered the reactant and when the proton is mid-way between 

two oxygen atoms it is considered the transition state.  For example, within the WtF-MTD pathway 

for GTUB-5 (Figure 5.10) there is a proton transfer starting at 0.981 ps, which reaches the 

transition point at 1.003 ps.  The transfer is indicated by the ‘Water Oxygen 3’ CN reducing from 

~2.5 to ~1.7, while the ‘Framework Oxygen 1’ CN increases from ~0 to ~1.  Since the bias is added 

every 5 fs, we use the difference in free energy that initiated the proton transfer at 0.98 ps, and the 

free energy added near the transition at 1.00 ps to approximate the 𝛥𝐺 (Eqns. 5.5, 5.6). 
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∆𝐺𝑃𝑇 = 𝐺𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑜𝑛 − 𝐺𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 5.8 

 

∆𝐺𝑃𝑇 = 𝐺1.00 𝑝𝑠 − 𝐺0.98  𝑝𝑠 = (1.158 − 1.167)𝑥103 = 8.53 𝑚𝑒𝑉 5.6 

 

The calculated proton ∆𝐺𝑃𝑇 for the various routes in GTUB-5 and UPC-H5a are given in 

Table 5.2.  Between the two HOFs it is evident the barrier for transmission is in general lower for 

UPC-H5a, compared to GTUB-5, that is, from our MTD simulations the protons have easier proton 

transport within UPC-H5a.  When considering the statistics from the error bars, the WtW and FtF 

transfers are both lower in ∆𝐺𝑃𝑇 in UPC-H5a compared to GTUB-5, while the WtF error bars for 

GTUB-5 extend beyond those of UPC-H5a.  As can be seen for GTUB-5, the results indicate that 

the lowest energy for transfer occurs for protons to the framework from waters in the pore (i.e., 

WtF), followed by protons moving between water molecules in the pores (i.e., WtW), and then 

protons moving through the framework (i.e., FtF).  The results for UPC-H5a indicate the lowest 

𝛥𝐺 is for transfers from the pore to the framework (i.e., WtF), followed by protons moving between 

water molecules in the pores (i.e., WtW), with the highest energies being associated with 

movement of protons through the framework (i.e., FtF). 

Table 5.2.  Estimated proton 𝛥𝐺 for each transport route in GTUB-5 & UPC-H5a.  For each 

route, the values are obtained by averaging over the proton transfers in the corresponding MTD 

trajectories (with standard deviations shown along with each average). WtW is averaged over 

9/9 proton transfers over the 2ps WtW-MTD simulation for GTUB-5/UPC-H5a; WtF is averaged 

over 2/7 proton transfers from the 2ps WtF-MTD simulations for GTUB-5/UPC-H5a; FtF is 

averaged over 10 proton transfers from the 2ps FtF-MTD simulation of GTUB-5, and 5 proton 

transfers from the FtF-MTD & 4 proton transfers from the W2F-MTD UPC-H5a, totaling 9 

proton transfers for FtF-MTD within UPC-H5a. 

Route ∆𝑮𝑷𝑻 (meV) 

GTUB-5 

∆𝑮𝑷𝑻 (meV) 

UPC-H5a 

WtW 5.61 

±3.20 

1.72 

±2.12 

WtF 4.84 

±5.22 

0.884 

± 0.72 

FtF 7.14 3.50 
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±4.68 ± 4.74 

 

Snapshots from the MTD trajectory results for both UPC-H5a and GTUB-5 are shown in 

Figure 5.15.  These figures are a sample of the proton transfer mechanisms that were seen in both 

the biased and unbiased trajectories, each of the individual proton transfers shown occurred in both 

HOFs, and the results presented are focused on the MTD trajectories.  Based on Figures 5.9, 5.11, 

we see that the WtW route proceeds via either a single proton transport or stepwise mechanism 

(see Figure 5.15-A, B, respectively).  In particular, a single proton transport mechanism occurs 

between two semi-isolated water molecules in the pore (Figure 5.15 – A, Figure 5.9), while the 

stepwise mechanism occurs when a chain of water molecules forms in the pore (Figure 5.15 – B, 

Figure 5.11). 

 

Figure  5.15.  Snapshots along MTD trajectories of proton transport mechanisms observed in 

the trajectories for UPC-H5a and GTUB-5.  All mechanisms shown occur in both UPC-H5a and 

GTUB-5.  A) Single proton WtW transfer in UPC-H5a, as shown in Figure 5.9.  B) Stepwise 

WtW mechanism in GTUB-5, as shown in Figure 5.11. C) Stepwise WtF mechanism in UPC-

H5a, as shown in Figure 5.12.  D) Single proton WtF transfer in GTUB-5, as seen in Figure 

5.10.  E) Concerted F2F mechanism in UPC-H5a, as shown in Figure 5.14.  F) Stepwise 

mechanism in GTUB-5, as shown in Figure 5.13.  Colour coding: carbon-grey, nitrogen-blue, 

oxygen-red, phosphorous-orange, hydrogen-white, the numbers refer to the oxygen atoms in 

which the bias is applied (Figure 5.4, Figure 5.5). 

The WtF route occurs by either a single proton transfer or stepwise Grotthuss mechanism 

(Figure 5.10, Figure 5.12).  This route requires proximity of water molecules and free oxygen 

atoms on the phosphonates for transfer of a proton, the phosphonate oxygens participate in a three-
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body transition state with the water (Figure 5.10, Figure 5.15 – D).   The stepwise mechanism 

occurs when a proton is passed along a chain of oxygens from/to the framework (Figures 5.12, 

Figure 5.15 – C).  The proton will then be donated to a phosphonate already actively participating 

in a hydrogen bond within the framework; the donated proton can cause the framework to donate 

its proton to an adjacent framework oxygen.  The FtF route (Figure 5.13, Figure 5.14) occurs via 

either a concerted or stepwise mechanism.  The former happens readily as the phosphonate 

hydrogen bonds have freely available protons between adjacent phosphonates, hydrogen bonding 

in paralell (Figure 5.15 – E).  The later stepwise mechanism typically happens if a proton hops 

from one phosphonate to another, causing a proton on the opposite side of the phosphonate to push 

off (Figure 5.15 – F).   

Based on (Figures 5.9-5.15), we propose potential routes for proton conduction through 

the UPC-H5A and GTUB-5 super-structures.  As can be seen in Figure 5.16 – A, the UPC-H5a 

pore is lined with phosphonates along the a-axis.  Such pores allow for proton transport 

predominantly along the a-axis via single proton transport into/or a stepwise mechanism (WtW) 

amongst waters in the pores, along with a single proton transport mechanism from water to the 

framework (WtF), and lastly through a stepwise mechanism among oxygen atoms in the 

framework (FtF).  On the other hand, as seen in Figure 5.10 – B, GTUB-5 has sheets of 

phosphonates that run along the c-axis.  In this case, the pores allow for proton transport via the 

WtW, WtF, and FtF routes predominantly along the c-axis.  The transport is done via single proton 

transport into/or stepwise mechanism to transport protons (WtW) amongst themselves, a stepwise 

mechanism for the waters to transport protons to the framework (WtF), and transport through the 

framework itself through a stepwise FtF mechanism. 
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Figure  5.16.  2x2x2 expanded supercells (based on the lattice/geometrically optimized unit-cell 

pre hydration) depicting the phosphonate-lined pores (highlighted in red and blue) in A) UPC-

H5a and B) GTUB-5.  The red highlighted pore in UPC-H5a describes two pores, while the blue 

describes the third pore.  

 

5.4 CONCLUSIONS 

Proton conduction mechanisms of two HOFs have been studied, namely GTUB-5 and UPC-H5a.  

Where UPC-H5a and GTUB-5 have similar structural makeup, with the structures primarily 

composed of 5,10,15,20-tetrakis [p-phenylphosphonic acid] porphyrin, the difference being UPC-

H5a has nickel atoms introduced into the porphyrin core, and GTUB-5 has a phenylphosphonic 

acid linker between adjacent porphyrins.  Experimentally, these HOFs conduct protons at 4.20 x 

10-6/3.42 x 10-2 S cm-1, under 90%/99% at 75 °C/80 °C for GTUB-5/UPC-H5a, respectively.  The 

temperature dependent proton conductivities correspond to activation energies (Ea) of 0.14/0.20 

eV under 90/95 %r.h. for GTUB-5/UPC-H5a, respectfully, which suggests a Grotthuss-like 

mechanism of proton transport in both HOFs.  To study these HOFs, the structures were optimized 

using DFT and PBC-based electronic structure refinement of their experimental XRD structures, 

and dynamically analyzed by use of BOMD and MTD simulations.   
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The results of the unbiased BOMD simulations indicate that GTUB-5 has a higher relative 

hydrogen bonding strength, as the O-O RDF distances are lower compared to UPC-H5a, this 

agrees with the contracted hydrogen-Oacceptor distances for GTUB-5, compared to UPC-H5a as 

seen in the H-O RDF.  The average RESP-REPEAT charges of several snapshot reactant, 

transition, and product proton transfers indicate an electronic charge transport from the Oacceptor to 

the Odonor from a proton transport this is seen as the donor/acceptor oxygen at the beginning of the 

proton transfer is more/less negatively charged than at the end of the transfer.  Three potential 

routes for proton transport were identified and MTD was used to drive protons along these 

pathways, to obtain both approximate free energies and mechanisms, the routes being water-to-

water (WtW), water-to-frame (WtF), and frame-to-frame (FtF).   The results of the averaged free 

energies of proton hops in the MTD simulations indicate a lower energy requirement for transport 

in UPC-H5a.  Within UPC-H5a the WtF (0.757 +/- 0.66 meV) had the lowest ΔGPT followed by 

WtW (1.10 +/- 1.06 meV), and FtF (4.90 +/- 6.61 meV).  Also, the averaged free energies from 

the GTUB-5 MTD trajectories follow the same pattern, where the WtF (4.84 +/- 5.22 meV) had 

the lowest ΔGPT followed by WtW (5.21 +/- 3.26 meV), and FtF (7.47 +/- 5.33 meV). 

There are three proton transport mechanisms in both systems, these are single proton 

transport, a stepwise transport, and a concerted transport.  The single proton transport occurs in 

the WtW and WtF pathways, the stepwise mechanism is seen in the WtW, and FtF pathways, and 

the concerted transport takes place in the FtF pathway.  Lastly, due to the orientation of the 

phosphonate groups in the super-structure of the HOFs, proton transport takes place along the a-

/c-axis of UPC-H5a/GTUB-5, for which the overall transport is likely a combination of single 

proton and stepwise mechanisms.
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Chapter 6  
 

CONCLUSIONS AND FUTURE WORK 

 

6.1 SUMMARY 

The modeling of MOFs and HOFs is challenging due to the high numbers of atoms, electrons, 

oxidation states available to metals (in the case of MOFs), and hydrogen bonding (in the case of 

HOFs).  Choosing sufficiently accurate, computationally feasible, and reproducible methodologies 

is paramount in studying these materials, e.g., optimizing geometries, determining spin 

configurations, calculating frontier orbital gaps, simulating nuclear dynamics, etc.  Commonly 

used methodologies include DFT, hybrid-DFT, and DFT-based BOMD due to their favourable 

balance between computational speed and accuracy.  DFT and hybrid-DFT approaches can yield 

useful information about the static electronic structure of a system (i.e., orbital configurations), 

energies, frontier orbital gaps, magnetic contributions, and local electrostatic environments around 

atoms.  On the other hand, BOMD yields information about how nuclei move in time, reactions 

between host molecules in the framework, reactions between host molecules and the framework, 

proton transfer, etc. Throughout this thesis, we applied DFT, hybrid-DFT, and BOMD to gain 

insight into the electronic structure, electrical conductivity, proton conductivity, magnetic 

behaviour, and local electrostatic environments of a number of phosphonate MOFs and HOFs.  

 In Chapter 3, we investigated three different phosphonate MOFs: TUB75, TUB40, and 

TUB1.  These MOFs contain copper(II) phosphonate IBUs with differing SBU linkers, namely, 

4,4’-bipyridine and 1,4-naphthalendiphosphonic acid in TUB75, 2,6-naphthalendiphosphonic acid 

in TUB40, and methane tetra-p-phenylphosphonic acid in TUB1.  We used DFT to optimize their 

structures to characterize their electrical conduction and magnetic mechanisms.  The HOCO-

LUCO gap in TUB75 was calculated to be 1.77 eV, in good agreement with the experimental value 

of 1.4 eV (estimated from a Tauc plot of the UV-Vis spectrum).  The TUB75 HOCO and LUCO 

orbitals are spatially separated, with the HOCO on the naphthalene-based carbon atoms and the 
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LUCO on the nitrogen and carbon atoms on the bipyridine, suggesting a through-space conduction 

mechanism.   Furthermore, the magnetic exchange energy was calculated to be -37.3 meV, which 

agrees with the experimental finding that the AFM configuration is the most stable configuration 

at low temperatures.  In the case of TUB40, Tauc plotting of the UV-Vis spectrum yields a 1.42 

eV gap, and the temperature-dependent magnetic susceptibility at different applied magnetic fields 

also indicates that the AFM configuration is most stable at low temperatures.  Our calculations 

yielded a HOCO-LUCO gap of 2.32 eV and a magnetic exchange energy of -1.50 meV, indicating 

that the AFM configuration is the more stable configuration.  That being said, since the magnitude 

of the magnetic exchange energy was small, we also studied the FM configuration.  The FM 

configuration was found to have two spin-dependent gaps, viz., 2.195 and 3.913 eV for the spin-

down and spin-up configurations, respectively.  For the AFM configuration, the pDOS results 

show that the HOCO is localized on the naphthalene carbon atoms and the LUCO has contributions 

from the copper d-orbitals.  On the other hand, for the FM configuration, an excitation of an alpha-

electron would transfer the electron from the naphthalene carbon HOCO to a naphthalene carbon 

LUCO, while an excitation of a beta-electron would transfer an electron from the naphthalene 

carbon atoms HOCO to a LUCO on the copper atoms in the system, suggesting a through-bond 

conduction mechanism for beta excitation, and through space conduction mechanism for an alpha 

excitation.  In the case of TUB1, the crystal structure shows two different copper(II) phosphonate 

coordination environments in the system, viz., square planar and distorted trigonal bipyramidal.  

Furthermore, Tauc plotting of the UV-Vis spectrum reveals an indirect band gap of 2.4 eV and a 

direct gap of 2.7 eV.  Our DFT calculations predict an α-spin gap of 2.60 eV and a β-spin gap of 

0.48 eV.  Both the alpha-spin and beta-spin LUCOs are mainly composed of the square planar 

copper atom d-orbitals with some oxygen p-orbitals, and both HOCOs are mainly composed of 

the π-orbitals of the carbon atoms in half the phenyl rings and π-orbitals of oxygen atoms, thus 

indicating a through-bond conduction mechanism.  Interestingly, the LUCO’s dependence on the 

d-orbitals of the square planar copper atoms indicates a lowered frontier orbital gap in this 

geometric configuration compared to the distorted trigonal bipyramidal copper atom coordination 

environment.  Upon inspection of the band structure of TUB1, one observes 120 meV dispersions 

in the β-LUCO band, suggestive of high electron mobility in multiple directions.  All of the above 

TUB-MOFs have electron delocalization around the three oxygen atoms of the phosphonate, as 

deduced from the charge model calculations; the three oxygen atoms have a charge of ~ -1, 
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indicating an excess of 1 electron in the group.  In general, for these phosphonate MOFs all of the 

HOCOs are dependent on the carbon atoms within the SBUs.  However, the LUCO is highly 

structurally dependent, with contributions from the carbon and nitrogen atoms in the bipyridine in 

TUB75, from the copper atoms in TUB40, and from the copper atoms in TUB1.   

 In Chapter 4, we investigated five HOF materials, namely, GTUB-5, Cu-GTUB-5, Ni-

GTUB-5, Zn-GTUB-5, and Pd-GTUB-5.  The GTUB-5 HOF material is constructed of 

5,10,15,20-tetrakis [p-phenylphosphonic acid] porphyrins connected through phenyl-phosphonate 

linkers.  The metalated versions of with the M-prefix have the same building units, however, they 

contain a metal within the core of the porphyrin, which has ramifications on the structure and 

HOCO/LUCO orbital gaps.  These systems were studied in a similar fashion to the MOF materials, 

however, instead of making use of the hybrid-DFT approach, we use a pure GGA-DFT approach 

for analysis.  To investigate these materials, we made use of structural optimizations, DOS plots, 

charge, and IR analysis.  Experimentally, GTUB-5 had an indirect gap of 1.56 eV, and our DFT 

calculations resulted in good agreement with the UV-Vis experiment, where the HOCO-LUCO 

gap is estimated to be 1.65 eV in both codes used, CP2K and ADF-BAND.  The HOCO to LUCO 

transition both take place within the carbon and nitrogen atoms in the porphyrin core.  The orbital 

populations for the carbon atoms indicate a reduction in from the HOCO to LUCO along the y-

axis and an increase from the HOCO to LUCO along the x-axis, indicating a directional 

dependence of an electronic excitation.  For the metalated GTUB-5 materials, XRD showed that 

the nickel substitution, Ni-GTUB-5, caused a twist along the a-axis.  Our calculations revealed 

that there is a contraction of the porphyrin size when Ni is substituted into the porphyrin core.  The 

contraction is likely due to a combination of localization of the HOCO on the d-orbitals within Ni-

GTUB-5, and the short Ni-nitrogen bond lengths caused by an even sharing of electron density 

between the Ni and nitrogen atoms.  Zn-GTUB-5 has the largest porphyrin size likely due to a poor 

sharing of electron density, causing long Zn-nitrogen bond lengths.  For Cu- and Pd-GTUB-5, 

their porphyrin sizes are similar and the density distribution (and bond lengths) of the metals and 

nitrogen atoms are in-between those of Zn- and Ni-GTUB-5.  Partial Hessians were obtained for 

Zn-GTUB-5 and allowed for assignment of several IR stretching frequencies.  In particular, the 

DFT-IR results indicate that the O-H stretching modes are between 2286 cm-1
 – 2458 cm-1.  All of 

the experimental IR spectra of the metalated GTUB-5 systems show a similar peak structure/width 

at a similar wavenumber, suggesting that there is no significant difference in the hydrogen bonding 
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strength between the systems.  The UV-Vis spectra yield frontier orbital gaps of 1.44, 1.58, 1.37, 

and 1.62 eV for Cu-, Ni-, Pd-, and Zn-GTUB-5, respectively.  While our DFT calculations do not 

reproduce the trend in the HOCO-LUCO gaps, they are in decent agreement with experiment (viz., 

1.81(α)/1.89(β), 1.64, 1.87, 1.77 eV for Cu(α)/Cu(β)-, Ni-, Pd-, and Zn-GTUB-5, respectively).  

Our DOS plots reveal that Zn-, Pd-, and α-spin Cu-GTUB-5 all have HOCO/LUCO characters on 

the porphyrin carbon and nitrogen atoms, similar to GTUB-5.  While the HOCO of β-spin Cu-

GTUB-5 lies on the porphyrin carbon and nitrogen atoms, the LUCO has contributions from the 

d-orbitals of the copper atom.  Lastly, Ni-GTUB-5 stands, with both its HOCO and LUCO having 

contributions from the d-orbitals of the Ni. 

 In Chapter 5, we investigated the proton conductive mechanism of two HOFs, the GTUB-

5 HOF of Chapter 4, and a HOF from literature, constructed of similar building units, namely, 

UPC-H5a.  Both HOFs are constructed of 5,10,15,20-tetrakis [p-phenylphosphonic acid] 

porphyrin linkers, while GTUB-5 has an additional phenylphosphonate linker compared to UPC-

H5a, which UPC-H5a has a nickel atom in the porphyrin core.  Despite this seemingly small 

difference in structural makeup, experimentally GTUB-5 is for orders of magnitude slower at 

conducting protons compared to UPC-H5a.  Where GTUB-5 has a proton conductivity of 4.20 x 

10-6
 S cm-1 under 90 %r.h. and 75 °C, and UPC-H5a has a proton conductivity of 3.42 x 10-2 S cm-

1 under 99 %r.h. and 80 °C.  The experimental activation energies which corresponds to the sum 

of migration and defect formation at different temperatures were determined to be 0.14 eV for 

GTUB-5 (under 90 %r.h.) and 0.20 eV (under 95% r.h.) for UPC-H5a.   Activation energies in this 

range correspond to a Grotthuss-like mechanism.  We optimized both GTUB-5 and UPC-H5a 

structures, added 10 guest water molecules into the pores, and 3/1 protons into the pores (where 

3/1 are the number of unique pores for GTUB-5/UPC-H5a), and performed BOMD, and MTD 

simulations to investigate the protonic movement.  The unbiased BOMD-based RDFs indicated 

that GTUB-5 has shorter O-O bonding, and the H-O bond distance is slightly contracted in the 

UPC-H5a HOF, indicating relatively stronger hydrogen bonding in GTUB-5.  Furthermore, the 

charge analysis indicates that there is a charge transfer from Oacceptor to Odonor from the transit of a 

proton from the donors to the acceptors in both systems.  The MTD simulations were 

parameterized based on the RDF results of the unbiased trajectories and used to push protons 

around through three pre-defined pathways that were identified in the unbiased runs: (i) Water-to-

water (WtW).  (ii) Water-to-framework (WtF).  (iii) Framework-to-framework (FtF).  The MTD 
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results were used to estimate the free energy (ΔGPT) of proton transport and indicate that UPC-

H5a has lower ΔGPT requirement for proton transport than GTUB-5.  Within GTUB-5 the WtF 

(4.84 +/- 5.22 meV) had the lowest ΔGPT followed by WtW (5.21 +/- 3.26 meV), and FtF (7.47 

+/- 5.33 meV).  Similarly, for UPC-H5a the WtF (0.757 +/- 0.66 meV) had the lowest ΔGPT 

followed by WtW (1.10 +/- 1.06 meV), and FtF (4.90 +/- 6.61 meV).  There were three proton 

transport mechanisms identified: (i) Single proton transport.  (ii) Stepwise proton transport.  (iii) 

Concerted proton transport.  The single proton transport mechanism happens in the WtW and WtF 

pathways, the stepwise mechanism takes place in WtW, and FtF pathways, and the concerted 

proton transport occurs in the FtF pathway.  Single proton is either between isolated water 

molecules or water molecules to the framework.  The stepwise mechanism occurs between a chain 

of waters, or a chain of phosphonates in the framework.  The concerted mechanism takes place 

when a proton transits between two phosphonates hydrogen-bonded in parallel, causing the second 

phosphonate to push off its proton to the initial phosphonate.  Lastly, based on the locations of the 

phosphonates in the pores of the structures of GTUB-5 and UPC-H5a, we suggested long-range 

proton transport occurs in the pores by using the single proton transport and stepwise mechanisms 

along the a-/c-axes of UPC-H5a/GTUB-5. 

 

6.2 FUTURE WORK 

In Chapter 3, we investigated the electrical conductivity and magnetic characteristics of TUB75.  

However, it has been experimentally determined that this material also captures CO2 in the 

presence of H2O with high selectivity, a property that is highly sought after for greenhouse gas 

reduction.  The material itself is synthesized under hydrothermal conditions, yet the crystal 

structure has no H2O molecules in its pores after refinement.  Currently, there is a limited 

understanding of how CO2 behaves in the pores in the presence of H2O.  Based on the structure of 

TUB75, it is hypothesized that the hydrophobic SBUs help reduce H2O uptake while allowing 

bonding with CO2. To shed light on this, one must study (i) the dynamics of CO2 and H2O within 

the pores and (ii) the nature of the binding of CO2 in the pores (i.e., chemisorption or 

physisorption).  The combination of AIMD with MTD used in Chapter 5 could also be used to 

simulate the CO2 + H2O dynamics in TUB75.  Furthermore, the resulting trajectories could be used 

as a starting point for higher-level quantum chemistry calculations for investigating the binding of 
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CO2 within the pores.  There is also interest in using the phosphonate MOF materials for ion 

transport applications, e.g., Li+ transport.  Again, a similar dynamics methodology to that used in 

Chapter 5 would be useful to study the transport of Li+ ions in the pores of various phosphonate 

MOFs. 

In Chapter 5, we investigated the proton conductivity mechanisms of two proton-

conductive HOFs, viz., GTUB-5 and UPC-H5a.  While the results point to three potential 

mechanisms of proton transport, the large statistical uncertainties in the activation energies and 

charges could be reduced by gathering more statistics.  The charges, which were averaged over 

three proton jumps in three unbiased trajectories for each HOF, could be improved by averaging 

over more jumps in all the unbiased trajectories and more proton transports in each trajectory.  

Furthermore, the well-tempered MTD approach improves with longer trajectories; thus, one could 

likely improve the uncertainty in the activation energies in three ways: (i) increase the length of 

the MTD trajectories from 2 ps to 4 ps, (ii) perform more MTD simulations starting from different 

initial conditions, and (iii) perform more MTD simulations incorporating different oxygen-based 

pathways.  

 

6.3 CONCLUSIONS 

The computational results presented in this thesis helped open a new area of study in phosphonate-

MOF chemistry.  In particular, our DFT results revealing the narrow frontier orbital gap in TUB75 

spawned studies of the electrical conductivity of several phosphonate MOF and HOF materials.  

The computational methodologies for studying MOFs have been well-established for some time, 

and the work presented in this thesis shows that they can be successfully applied to previously un-

studied systems.  While formerly there has been extensive research on electrical conductivity in 

traditional MOF materials, there was little exploration of the frontier orbital gaps in phosphonate-

MOF/HOFs, which was the main focus of the research presented in this thesis.   Furthermore, 

studies of proton transport mechanisms in HOFs have also been limited, so the results presented 

in Chapter 5 shed light on them.  Overall, the work presented in this thesis sheds light on the 

electrical/proton conductive nature of the phosphonate MOFs and HOFs through a variety of 

computational chemistry methods.   
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 A critical question in studying the proton/electrical conductivity of MOFs and HOFs is 

which components of the frameworks are involved in the conduction.  The results presented in this 

thesis indicate that one possible path to low gap materials are linkers formed of highly conjugated 

organic building blocks, as the materials studied herein all have HOCOs containing π-conjugated 

carbon rings.  As mentioned in the introduction, improving the interactions between π-conjugated 

linkers is one avenue for improving conductivity in highly porous materials, and our collaborative 

work corroborates this.  However, there is no clear and systematic route for improvement, as the 

introduction of metals and different IBUs into the frameworks vastly changes the localization of 

the unoccupied orbitals, as seen in both the highly conjugated HOFs in Chapter 4 and in the MOFs 

in Chapter 3.  In summary, this thesis explores the intricate electronic structure landscape of 

phosphonate MOF/HOFs, and dynamics within HOFs, using DFT and BOMD simulations.  These 

findings could provide valuable insights into the properties of these materials, particularly in the 

fundamental understanding of their electronic properties, one day leading to more advanced 

energy-related devices. 
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Appendix A: Supplementary Data for Chapter 3 

Phosphonate Metal-Organic Frameworks 

 

 

 
Figure A1. UV-Vis absorption spectrum of TUB75. 

 

Table A1.  Average distances between bonded atoms in the TUB1 unit cell resulting from 

optimizations at different levels of theory and with different enforced spin polarizations (the 

experimental distances are shown at the bottom of the table).  All optimizations used the D3-BJ 

dispersion correction.  Standard deviations are shown in parentheses.  NB: The PBE - TZP (3-

α)-optimized structure is the lowest energy structure. 
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Spin 

polarization 

Functional 

– Basis set 

Average atomic distance (Å) 

  
Cu-O O-H P-O P-C C-C H-C 

(2-α, 1-β) BLYP - 

TZP 

2.04 

(0.136) 

1.02 

(0.017) 

1.57 

(0.034) 

1.80 

(0.008) 

1.42 

(0.051) 

1.09 

(0.003) 

(2-α, 1-β) PBE - 

TZP/DZP 

2.01 

(0.067) 

1.03 

(0.017) 

1.57 

(0.026) 

1.80 

(0.008) 

1.42 

(0.050) 

1.09 

(0.001) 

(2-α, 1-β) PBE - TZP 2.03 

(0.124) 

1.02 

(0.013) 

1.56 

(0.031) 

1.80 

(0.008) 

1.42 

(0.050) 

1.09 

(0.001) 

(3-α) PBE - TZP 2.01 

(0.067) 

1.03 

(0.017) 

1.57 

(0.027) 

1.80 

(0.008) 

1.42 

(0.050) 

1.09 

(0.001) 

 

Experiment 2.03 

(0.157) 

0.84 

(0.000) 

1.54 

(0.031) 

1.79 

(0.004) 

1.41 

(0.049) 

0.95 

(0.000) 

 

 

Table A2.  Copper atom Mulliken populations based on the various PBE-optimized structures 

and HSE06 single-point calculations.  Cu1 denotes the square planar copper atom, and Cu2/Cu3 

denotes the trigonal bipyramidal copper atoms. 

Level of theory Population of α electrons Population of β electrons 

PBE-D3-BJ (3-α) 

Cu1 14.104 14.145 

Cu2 14.460 13.732 

Cu3 14.460 13.732 

PBE-D3-BJ (2-α, 1-β) 

Cu1 14.117 14.136 

Cu2 14.300 13.897 

Cu3 14.300 13.897 

BLYP-D3-BJ (2-α, 1-β) 

Cu1 14.008 14.103 

Cu2 14.274 13.865 
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Cu3 14.274 13.865 

PBE-D3-BJ (1-α, 1-β) 

Cu1 14.125 14.125 

Cu2 14.437 13.759 

Cu3 13.759 14.436 

PBE-D3-BJ (2-α) 

Cu1 14.107 14.145 

Cu2 14.418 13.784 

Cu3 14.418 13.784 

HSE06 (3-α) 

Cu1 13.841 14.294 

Cu2 14.429 13.659 

Cu3 14.429 13.659 

HSE06 (2-α, 1-β) 

Cu1 13.833 14.303 

Cu2 13.666 14.421 

Cu3 14.430 13.658 

HSE06 (1-α, 1-β) 

Cu1 
 

13.850 

 

14.288 

Cu2 13.663 14.422 

Cu3 14.423 13.661 

HSE06 (2-α) 

Cu1 13.846 14.293 

Cu2 14.425 13.661 

Cu3 14.424 13.663 
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Figure A2. (Left) Band structure of TUB75. The dashed blue and red solid lines correspond to 

the spin down and spin up contributions, respectively.  (Right) The corresponding total density 

of states for spin up (red) and spin down (blue). 

 

 

A.1 Magnetic susceptibility fitting 

To fit our magnetic susceptibility data, we considered a Heisenberg chain (HC) coupled to m 

other chains. A numerical approximation195 to the Bonner-Fisher model196 yields the following 

expression for the susceptibility of the S=½ HC: 

2

2 3

3 0.25 0.14995 0.30094

1 1.9862 0.68854 6.0626

Para
HC Dia

CC x x
c

T x x x T




+ +
= + +

+ + + −
(1) 

where, 

ChainJ
x

kT
= (2)  

T is the temperature, and the Curie constant (in units of μB/ion) is 

2 (

3

1)B

B

C
g s

k

sn +
=  (3) 

In the above equation, n is the number of Cu ions per formula unit and is treated as a fitting 

parameter.  The magnetic susceptibility, taking into account the interaction with the m other 

chains, is given by Hatfield et al.195  

2

2 '
1

HC
m

HC

B

mJ

n g








=

−

(4) 
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where J’ is the inter-chain interaction.  The best fit was obtained with a double chain (i.e., m=1), 

Jchain = 16.8 K, J’ = -22 K, and a value of n that suggests the presence of two such double chains, 

i.e., two independent HC’s as depicted in Figure 3.6–B of the main text. 

 

We also considered the dimer chain model to fit the magnetic susceptibility data.  For this model, 

the magnetic susceptibility is given by Klyushina et al.198 and Eggert et al.199: 

3

3

Para
DC Dia

Dimer Chain

B B

CC

TJ J
T Exp

k T k T




 = + +
−  

+ +  
  

(5) 

where the Curie constant, C, is given by Eq. 3, dia is a constant diamagnetic term, and Cpara is 

the paramagnetic impurity term.   

 

The best fit to the data above 10 K was obtained with Jdimer = 54 K and Jchain  = -2.6 K.  We 

found that the value of Jdimer was quite stable with respect to changes within the fitted 

(temperature) range, whereas the value of Jchain depended somewhat on the dataset and fitted 

(temperature) range.  Below 10 K, the susceptibility remains finite and positive, while the fit 

yields small negative values.  A Curie constant was obtained with g = 2, n = 2 Cu ions per 

formula unit, and S = ½.    

 

A Curie-Weiss fit to the high temperature portion of the inverse magnetic susceptibility is shown 

in Fig. 4D of the main text.  Given Cu2+ spins with S= ½ and g=2, we find from the Curie-Weiss 

constant that 80% of the Cu2+ ions in TUB75 contribute to the high-temperature paramagnetic 

signal. The Curie temperature is found to be TC = 25 K, above which the material becomes 

paramagnetic.   
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Figure A3. Single TUB40 crystals under the light microscope. The black bar indicates 100 µm 

and the internal micrometer scaling corresponds to 100 µm/division (10 µm/subdivision). 

 

 

Figure A4. (A) Electronic band structure of TUB40 in the AFM configuration.  The blue and red 

lines denote the spin-down and spin-up contributions, respectively.  (B) Spin-up (red) and spin-

down (blue) contributions to the total density of states.   
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Figure A5. (A) Electronic band structure of TUB40 in the FM configuration.  The blue and red 

lines denote the spin-down and spin-up contributions, respectively.  (B) Spin-up (red) and spin-

down (blue) contributions to the total density of states.   
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Figure A6. The k-path followed in the Brillouin zone for determining the electronic band 

structures of the AFM and FM configurations. 

A.2 Light microscopy for crystal selection TUB40 

Single crystals were selected after identification under a light microscope (Axiostar plus, Carl 

Zeiss, Germany) equipped with 20× objective and 200× total amplification. For the single-crystal 

conductivity measurements, a series of ten crystals measuring about 100 x 100 µm with a thickness 

of about ten µm were identified (see Fig. S5) according to the given scaling in the microscope and 

measured as described in our former study. The resistance of the system with the clamped crystals 

varied between 1.2 and 12.6 Ω. The contact resistance was measured to be 0.6 Ω resulting in crystal 

resistances from 0.6 to 12.0 Ω  with an average of 4.9  3.2 Ω The average conductivity was 

therefore calculated to be 𝜎 =
𝑙

𝑅𝐴
=

1𝑒−5𝑚

5Ω∙((1𝑒−4𝑚)2)
 = 200 S m-1, with values ranging from 100 to 103 

S m-1.  Since the TUB40 single crystals are not perfectly monocrystalline (as can be seen in Fig. 

S5), they do not make perfect contacts with the gold surfaces and the actual conductance’s may be 

even higher than our reported values. We are currently working on growing larger crystals and an 

optimized electrical workstation for conductivity measurements to maximize the contact surface 

area in order to more accurately measure TUB40’s conductivity. 
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Figure A7. Impedance spectrum of TUB40 in the Nyquist representation. Above 500 Hz, Z´´ 

increases due to the increasing parasitic contributions from the connectors and cables in the 

setup.   
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Appendix B: Supplementary Data for Chapter 4 

Phosphonate Hydrogen-Bonded Organic Frameworks 

 

 

 

Table B1. pDOS orbital contributions of the most dominant atoms in the HOCO and LUCO of 

Ni-GTUB-5. The sum of the HOCO/LUCO contributions shown is 99%/99%. 

Ni-GTUB-5 s py pz px d-2 d-1 d0 d+1 d+2 

C HOCO 

4.45E-

04 

1.96E-

03 

7.77E-

03 

1.53E-

02 

6.59E-

04 

2.13E-

03 

3.95E-

03 

8.67E-

04 

6.82E-

04 

C LUCO 

1.55E-

02 

2.51E-

02 

3.19E-

02 

1.56E-

02 

2.00E-

03 

1.16E-

02 

8.46E-

03 

6.63E-

03 

6.95E-

03 

N HOCO 

9.34E-

03 

1.14E-

02 

1.34E-

02 

2.65E-

03 

1.52E-

04 

1.23E-

04 

5.06E-

04 

1.48E-

03 

6.05E-

04 

N LUCO 

5.60E-

02 

9.54E-

02 

7.43E-

02 

3.48E-

02 

7.57E-

04 

1.70E-

03 

1.15E-

03 

5.68E-

03 

2.08E-

03 

Ni HOCO 

3.96E-

02 

0.00E+0

0 

0.00E+0

0 

0.00E+0

0 

8.05E-

02 

1.26E-

01 

1.19E-

01 

5.11E-

01 

3.78E-

02 

Ni LUCO 

6.90E-

07 

0.00E+0

0 

0.00E+0

0 

0.00E+0

0 

1.94E-

02 

1.19E-

01 

2.73E-

02 

1.26E-

01 

3.04E-

01 

 

Table B2. pDOS orbital contributions of the most dominant atoms in the HOCO and LUCO of 

Zn-GTUB-5. The sum of the HOCO/LUCO contributions shown is 98%/97%. 

Zn-GTUB-

5 s py pz px d-2 d-1 d0 d+1 d+2 

C HOCO 7.15E-03 3.02E-02 2.84E-01 2.48E-01 4.85E-02 4.83E-02 7.72E-02 3.77E-03 2.71E-02 

C LUCO 2.89E-03 1.43E-02 3.24E-01 3.16E-01 5.80E-02 6.40E-02 6.27E-02 4.15E-03 2.34E-02 
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N HOCO 1.20E-06 9.43E-02 9.12E-02 1.69E-04 3.88E-04 3.87E-04 1.14E-06 1.35E-04 1.20E-06 

N LUCO 4.95E-04 3.89E-02 4.78E-02 3.00E-08 4.60E-07 4.91E-03 1.55E-05 1.73E-03 4.95E-04 

Zn HOCO 0.00E+00 0.00E+00 1.08E-02 5.65E-03 1.40E-07 3.20E-06 0.00E+00 0.00E+00 0.00E+00 

Zn LUCO 1.37E-04 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 4.63E-03 4.14E-04 6.99E-04 

 

Table B3. pDOS orbital contributions of the most dominant atoms in the HOCO and LUCO of 

Cu-GTUB-5. The sum of the α-HOCO/LUCO and β-HOCO/LUCO contributions shown are 

98%/97% and 98%/99%, respectively. 

α-Cu-

GTUB-

5 s py pz px d-2 d-1 d0 d+1 d+2 

C 

HOCO 6.78E-03 3.72E-02 2.81E-01 2.50E-01 4.98E-02 4.72E-02 7.67E-02 4.38E-03 2.75E-02 

C 

LUCO 2.72E-03 1.60E-02 3.16E-01 3.20E-01 6.04E-02 6.04E-02 6.40E-02 4.84E-03 2.36E-02 

N 

HOCO 1.59E-05 9.20E-07 8.88E-02 9.03E-02 1.28E-04 3.23E-04 2.57E-04 1.12E-06 9.87E-05 

N 

LUCO 1.28E-04 5.93E-04 3.56E-02 5.08E-02 8.00E-08 5.50E-07 4.62E-03 1.29E-05 1.76E-03 

Cu 

HOCO 0.00E+00 0.00E+00 8.50E-03 4.07E-03 4.00E-08 6.00E-08 0.00E+00 0.00E+00 0.00E+00 

Cu 

LUCO 1.16E-04 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 6.26E-03 6.55E-04 6.93E-04 

β-Cu-

GTUB-

5 s py pz px d-2 d-1 d0 d+1 d+2 

C 

HOCO -0.20677 6.87E-03 3.65E-02 2.77E-01 2.46E-01 4.98E-02 4.73E-02 7.68E-02 4.31E-03 

C 

LUCO 1.688336 1.32E-02 2.20E-02 7.03E-02 3.61E-02 3.72E-03 1.63E-02 2.04E-02 7.26E-03 
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N 

HOCO 1.56E-05 8.40E-07 9.25E-02 9.41E-02 1.20E-04 3.14E-04 2.47E-04 9.30E-07 9.39E-05 

N 

LUCO 5.18E-02 9.36E-02 8.33E-02 1.92E-02 1.00E-08 3.30E-07 3.30E-03 5.29E-03 1.52E-03 

Cu 

HOCO 0.00E+00 0.00E+00 9.21E-03 4.44E-03 5.00E-08 7.00E-08 0.00E+00 0.00E+00 0.00E+00 

Cu 

LUCO 1.41E-04 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 5.35E-02 1.28E-01 3.53E-01 

 

Table B4. pDOS orbital contributions of the most dominant atoms in the HOCO and LUCO of 

Pd-GTUB-5. The sum of the HOCO/LUCO contributions shown is 99%/99%. 

Pd-

GTUB-5 s py pz px d-2 d-1 d0 d+1 d+2 

C HOCO 4.21E-02 2.96E-01 2.43E-01 4.83E-02 4.85E-02 7.61E-02 5.51E-03 2.80E-02 2.71E-02 

C LUCO 2.05E-02 3.27E-01 2.74E-01 5.01E-02 6.91E-02 6.35E-02 6.85E-03 2.00E-02 2.34E-02 

N HOCO 1.46E-05 3.05E-06 8.84E-02 8.34E-02 1.42E-04 3.23E-04 2.55E-04 5.00E-08 1.27E-04 

N LUCO 1.30E-03 7.77E-04 5.88E-02 3.36E-02 1.06E-06 1.47E-06 4.49E-03 1.72E-04 8.03E-04 

Pd HOCO 0.00E+00 0.00E+00 5.71E-03 3.02E-03 3.70E-07 1.49E-06 0.00E+00 0.00E+00 0.00E+00 

Pd LUCO 2.13E-05 9.00E-08 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.41E-02 1.64E-04 2.08E-02 
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Figure B1. Solid-sate UV-Vis spectrum of GTUB-5.  The solid-state diffuse reflectance 

ultraviolet–visible (UV-Vis) spectrum of GTUB-5 crystals was collected on a Varian Cary 300 

UV-Vis Spectrophotometer. 

 

B.1 Proton Conductivity 

The proton conductivity of GTUB-5 was determined by electrochemical impedance 

spectroscopy. A Zahner Zennium electrochemical workstation was used with an oscillation 

voltage of 10 mV over a frequency from 1 to 10 6 Hz. The needles were compressed between 

two glassy carbon electrodes by a torque of 30 cNm to obtain pellets of 82 mm in diameter and 

ca. 0.114 mm thickness. The stack was placed in a PTFE sample holder. The sample holder was 

placed in a stainless-steel chamber with an attached water reservoir. The relative humidity (%rh) 

was determined by the Clausius-Clapeyron relation and controlled by heating the cell and water 

reservoir. The sample is held overnight at the desired %r.h. and temperature before measuring 

each data point. To ensure reproducibility, each data point was measured three times. 
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Figure B2. Cyclic voltammetry of GTUB-5.  The HOMO-LUMO gap of GTUB-5 was extracted 

using cyclic voltammetry32. From the measurement, the first oxidation and reduction potentials 

of GTUB-5 in DMSO were determined to be 0.42 V and -1.23 V, which give rise to a HOMO-

LUMO gap of 1.65 eV. 
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Figure B3. Proton conductivity of GTUB-5.   
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Figure B4.  Bode plot of GTUB-5 at 75οC and 90οC %rh. 

 

Table B5. Experimental and DFT-calculated bond distances for the various M-GTUB-5 systems 

(M=metal ion residing in the porphyrin core). All distances are in Å and standard deviations are 

in brackets. 

 Ni-GTUB-5 Cu-GTUB-5 Zn-GTUB-5 Pd-GTUB-5 

Experiment 

M-N 2.00 (0.01) 2.00 (0.00) 2.06 (0.03) 2.02 (0.00) 

O-H 0.82 (0.00) 0.84 (0.00) 0.84 (0.00) 0.84 (0.00) 

P-O 1.49 (0.07) 1.51 (0.03) 1.51 (0.03) 1.52 (0.01) 

P-C 1.79 (0.03) 1.78 (0.03) 1.80 (0.00) 1.79 (0.02) 

C-C 1.40 (0.05) 1.40 (0.04) 1.40 (0.05) 1.40 (0.04) 

C-H 0.95 (0.01) 0.96 (0.01) 0.96 (0.01) 0.96 (0.02) 

N-C 1.44 (0.05) 1.35 (0.08) 1.38 (0.08) 1.41 (0.16) 
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N-H 0.89 (0.00) 0.91 (0.00) 0.91 (0.00) 0.91 (0.00) 

DFT 

M-N 1.96 (0.00) 2.02 (0.01) 2.05 (0.02) 2.04 (0.01) 

O-H 1.05 (0.02) 1.11 (0.10) 1.08 (0.04) 1.06 (0.02) 

P-O 1.55 (0.03) 1.55 (0.03) 1.55 (0.02) 1.56 (0.03) 

P-C 1.81 (0.01) 1.80 (0.00) 1.80 (0.00) 1.80 (0.00) 

C-C 1.41 (0.03) 1.41 (0.03) 1.41 (0.03) 1.41 (0.03) 

C-H 1.09 (0.01) 1.09 (0.00) 1.09 (0.00) 1.09 (0.00) 

N-C 1.46 (0.04) 1.45 (0.05) 1.45 (0.05) 1.45 (0.06) 

N-H 1.06 (0.01) 1.06 (0.00) 1.06 (0.00) 1.05 (0.00) 

 

Table B6.  Experimental and DFT-calculated monoclinic lattice vectors, angles, and unit cell 

volumes of the M-GTUB-5 systems. Lattice vectors are in Å, angles are in degrees, and volumes 

are in Å3. The DFT-calculated lattice vectors and volumes are in shown in brackets. 

 Ni-GTUB-5 Cu-GTUB-5 Zn-GTUB-5 Pd-GTUB-5 

�⃑� 7.251 (6.658) 7.106 (6.881) 7.090 (6.853) 6.990 (6.915) 

�⃑⃑� 23.77 (22.32) 22.91 (22.80) 22.98 (22.62) 23.16 (22.93) 

𝑐 23.64 (24.83) 25.87 (25.84) 25.03 (25.90) 24.88 (25.08) 

∠𝛽 95.3 93.05 94.51 94.71 

∠α = ∠ γ 90.0 90.0 90.0 90.0 

Volume 4057 (3675) 4205 (4048) 4066 (4003) 4013 (3962) 
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Figure B5. Schematic representation of interaction distances and angles between M-porphyrin 

ring and the phenyl phosphonate dianion for Cu-, Pd-, and Zn-GTUB-5 (left panel) and Ni-

GTUB-5 (right panel). R1= p-phenylphosphonic acid, R2= phosphonate dianion.  

B.1 Surface area and pore characterization via molecular simulation 

The textural properties of Cu-, Ni-, Pd- and Zn-GTUB-5 were calculated with the Poreblazer V4.0 

software,260,288 using the crystal structure information (in xyz format) for the M-GTUB-5 systems. 

Framework atoms were held fixed in their crystallographically determined positions during all 

calculations.  

The specific helium-accessible pore volumes of Cu-, Ni-, Pd-, and Zn-GTUB-5 were calculated 

using Widom’s particle insertion method.289 Briefly, this calculation involved averaging over 

100,000 random insertions of a single helium atom into the framework. Then, the specific pore 

volume, Vp, was determined by 

𝑉𝑝 =
1

𝑚𝑠
∫ 𝑒−𝜑(𝑟) 𝑘𝑇⁄ 𝑑𝑟 

B.9 

 

where φ is the helium-solid interaction energy for a single helium atom, dr is a differential volume 

element, and ms is the mass of the solid adsorbent in the simulation box, and T = 298 K. The 

interaction energy between the helium probe and the framework atoms was computed through the 

Lennard-Jones (LJ) potential: 
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𝜑𝑖𝑗 = 4𝜀𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

 ] +
𝑞𝑖 𝑞𝑗

4 𝜀0 𝑟𝑖𝑗
 

B.2  

 

where i and j index the interacting atoms, rij is the distance between atoms i and j, and εij and σij 

are the LJ well depth and diameter, respectively. The helium model was taken from Hirschfelder 

et al.,290 where σHe= 2.640 Å and ε/kB-He = 10.9 K. The LJ parameters for Cu-, Ni-, Pd-, and Zn-

GTUB-5 atoms were taken from the Universal Force Field (Table B7).240 

Table B7. LJ parameters for the framework atoms of Cu-, Ni-, Pd-, and Zn-GTUB-5. 

Atom type σ (Å) 𝜺/𝒌𝑩 (K) 

H 2.571 22.154 

C 3.431 52.8 

N 3.261 34.70 

O 3.118 30.2 

P 3.695 153.37 

Ni 2.525 7.54 

Cu 3.114 2.51 

Zn 2.462 62.38 

Pd 2.583 24.154 

 

The limiting pore diameters and maximum pore sizes of Cu-, Ni-, Pd-, and Zn-GTUB-5 were 

calculated using a point probe. The largest probe that can cross the simulation cell in at least one 

dimension via a diffusive pathway yields the limiting pore diameter. 

The geometric accessible surface areas (SA) of Cu-, Ni-, Pd-, and Zn-GTUB-5 were calculated 

using the method of Duren et al.261  The calculations employed a nitrogen probe of 3.314 Å in 

diameter. A nitrogen probe was chosen because SA is often experimentally derived from N2 

adsorption isotherms. 

 

Table B8. Results of surface are, pore volume and pore size calculations for M-GTUB-5 series, 

M = Cu, Ni, Pd, and Zn. 
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M-HOF Cu-GTUB-5 Ni-GTUB-5 Pd-GTUB-5 Zn-GTUB-5 

Pore volume calculation 

System mass in g cm-3 50798.272 47570.946 24549.120 25428.640 

System density in cm3 g-1 1.289 1.217 1.269 1.298 

Helium accessible volume in cm3 g-1 0.254 0.207 0.178 0.201 

Accessible surface area per volume in m2 cm-3 259.890 103.380 127.120 260.900 

Accessible surface area per mass in  

m2 g-1 

229.550 84.960 100.160 200.970 

Limiting pore diameter and maximum pore size 

Pore limiting diameter in Å 4.570 3.590 3.840 4.040 

Maximum pore diameter in Å 9.450 5.420 5.150 5.390 

System is percolated in 1D channels 1D channels 1D channels 1D channels 
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Appendix C: Supplementary Data for Chapter 5 

Mechanistic insights into proton conductivities in 

phosphonate hydrogen-bonded organic frameworks: An ab-

initio molecular dynamics study 
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Figure C1. Oxygen CNs along a W2W-MTD run for UPC-H5a. Grey, blue, orange, and yellow 

lines correspond to oxygen atoms from waters in the pore. 

 

 

Figure C2. Oxygen CNs along a W2W-MTD run for GTUB-5. Grey, blue, orange, and yellow 

lines correspond to oxygen atoms from waters in the pore. 
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Figure C3. Oxygen CNs along a W2F-MTD run for UPC-H5a. Yellow and blue lines correspond 

to oxygen atoms from waters in the pore.  Orange and grey lines correspond to oxygen atoms on 

the phenyl-phosphonate. 

 

 
Figure C4. Oxygen CNs along a F2F-MTD run for GTUB-5. Grey, blue, orange, and yellow 

lines correspond to oxygen atoms on the phenyl-phosphonate. 
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Figure C5. Oxygen CNs along a F2F-MTD run for UPC-H5a. Blue lines correspond to an 

oxygen atom from a water in the pore.  The orange, yellow and grey lines correspond to oxygen 

atoms on the phenyl-phosphonates. 

 

Figure C6.  Oxygen CNs along a WtF-MTD run for GTUB-5. Grey, blue, and orange lines 

correspond to oxygen atoms from water molecules in the pore, while the yellow line corresponds 

to an oxygen atom on the phenyl-phosphonate.  
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Table C1. RESP-REPEAT charges of oxygen donor, proton in transit, and oxygen acceptor 

atoms for the WtW pathway in GTUB-5. These values are from the first three unbiased NVE 

trajectories, then averaged in the last column.  All charges are reported in elementary charge 

units and brackets indicate standard deviations. 

Atom WtW1 WtW2 WtW3 Average 

Reactant 

Odonor -0.876 -0.773 -0.614 -0.754 (0.132) 

H 0.508 0.426 0.499 0.478 (0.045) 

Oacceptor -0.810 -0.888 -0.881 -0.860 (0.043) 

Transition 

Odonor -0.866 -1.149 -0.645 -0.887 (0.253) 

H 0.533 0.684 0.514 0.577 (0.093) 

Oacceptor -0.878 -0.821 -0.828 -0.842 (0.031) 

Product 

Odonor -0.817 -0.833 -0.848 -0.832 (0.016) 

H 0.378 0.549 0.495 0.474 (0.088) 

Oacceptor -0.657 -0.915 -0.816 -0.796 (0.130) 

 

Table C2. RESP-REPEAT charges of oxygen donor, proton in transit, and oxygen acceptor 

atoms for the WtF pathway in GTUB-5. These values are from the first three unbiased NVE 

trajectories, then averaged in the last column.  All charges are reported in elementary charge 

units and brackets indicate standard deviations. 

Atom WtF1 WtF2 WtF3 Average 

Reactant 

Odonor -0.967 -0.828 -0.642 -0.813 (0.163) 

H 0.537 0.360 0.382 0.426 (0.097) 

Oacceptor -0.855 -0.557 -0.750 -0.721 (0.151) 

Transition 

Odonor -1.102 -0.825 -0.810 -0.912 (0.165) 

H 0.581 0.448 0.492 0.507 (0.068) 

Oacceptor -0.793 -0.699 -0.764 -0.752 (0.048) 

Product 
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Odonor -1.042 -0.918 -0.770 -0.910 (0.137) 

H 0.552 0.375 0.431 0.453 (0.091) 

Oacceptor -0.717 -0.584 -0.607 -0.636 (0.071) 

 

Table C3. RESP-REPEAT charges of oxygen donor, proton in transit, and oxygen acceptor 

atoms for the FtF pathway in GTUB-5. These values are from the first three unbiased NVE 

trajectories, then averaged in the last column.  All charges are reported in elementary charge 

units and brackets indicate standard deviations. 

Atom FtF1 FtF2 FtF3 Average 

Reactant 

Odonor -0.540 -0.560 -0.694 -0.598 (0.084) 

H 0.436 0.415 0.538 0.463 (0.066) 

Oacceptor -0.673 -0.526 -0.749 -0.649 (0.113) 

Transition 

Odonor -0.695 -0.388 -0.716 -0.600 (0.183) 

H 0.581 0.343 0.535 0.486 (0.126) 

Oacceptor -0.889 -0.426 -0.692 -0.669 (0.232) 

Product 

Odonor -0.609 -0.697 -0.778 -0.694 (0.085) 

H 0.464 0.532 0.499 0.498 (0.034) 

Oacceptor -0.690 -0.604 -0.565 -0.619 (0.064) 

 

Table C4. RESP-REPEAT charges of oxygen donor, proton in transit, and oxygen acceptor 

atoms for the WtW pathway in UPC-H5a. These values are from the first three unbiased NVE 

trajectories, then averaged in the last column.  All charges are reported in elementary charge 

units and brackets indicate standard deviations. 

Atom WtW1 WtW2 WtW3 Average 

Reactant 

Odonor -0.775 -0.915 -0.583 -0.758 (0.167) 

H 0.503 0.591 0.440 0.511 (0.076) 

Oacceptor -0.747 -0.953 -0.823 -0.841 (0.105) 

Transition 
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Odonor -0.791 -0.692 -0.739 -0.741 (0.049) 

H 0.421 0.410 0.487 0.439 (0.042) 

Oacceptor -0.537 -0.667 -0.741 -0.648 (0.104) 

Product 

Odonor -0.814 -0.796 -1.030 -0.880 (0.130) 

H 0.396 0.411 0.554 0.454 (0.088) 

Oacceptor -0.344 -0.631 -0.834 -0.603 (0.246) 

 

Table C5. RESP-REPEAT charges of oxygen donor, proton in transit, and oxygen acceptor 

atoms for the WtF pathway in UPC-H5a. These values are from the first three unbiased NVE 

trajectories, then averaged in the last column.  All charges are reported in elementary charge 

units and brackets indicate standard deviations. 

Atom WtF1 WtF2 WtF3 Average 

Reactant 

Odonor -0.766 -1.019 -0.541 -0.776 (0.239) 

H 0.462 0.493 0.443 0.466 (0.025) 

Oacceptor -0.793 -0.599 -0.855 -0.749 (0.134) 

Transition 

Odonor -0.791 -0.715 -0.796 -0.767 (0.045) 

H 0.472 0.391 0.438 0.434 (0.041) 

Oacceptor -0.862 -0.550 -0.712 -0.708 (0.156) 

Product 

Odonor -0.591 -0.812 -0.720 -0.708 (0.111) 

H 0.458 0.483 0.444 0.462 (0.020) 

Oacceptor -0.752 -0.580 -0.635 -0.656 (0.088) 

 

Table C6. RESP-REPEAT charges of oxygen donor, proton in transit, and oxygen acceptor 

atoms for the FtF pathway in UPC-H5a. These values are from the first three unbiased NVE 

trajectories, then averaged in the last column.  All charges are reported in elementary charge 

units and brackets indicate standard deviations. 

Atom FtF1 FtF2 FtF3 Average 
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Reactant 

Odonor -0.686 -0.300 -0.699 -0.561 (0.227) 

H 0.415 0.337 0.458 0.403 (0.062) 

Oacceptor -0.461 -0.758 -0.725 -0.648 (0.163) 

Transition 

Odonor -0.742 -0.509 -0.746 -0.666 (0.136) 

H 0.484 0.425 0.483 0.464 (0.034) 

Oacceptor -0.643 -0.759 -0.684 -0.695 (0.059) 

Product 

Odonor -0.815 -0.590 -0.742 -0.716 (0.115) 

H 0.578 0.430 0.576 0.528 (0.085) 

Oacceptor -0.704 -0.687 -0.778 -0.723 (0.049) 

 

 

 


