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Abstract 

Breast cancer (BC) continues to be one of the leading causes of cancer related 

death among women. Despite continuous progress in screening, diagnosis and treatment 

of BC, a subset of patients experience recurrence and/or death. Optimal management of 

BC has remained a challenge due to these inter-individual variations in response to 

treatment. Although the reasons for inter-individual variations are elusive at this point of 

time, the challenge now lies in identifying patients who are at higher risk for recurrence 

and/or death. This in turn may aid in altering treatment modalities according to 

individualôs needs, enhancing the quality of life and survival period. So far, 

prognostication of BC has relied largely upon clinical staging combined with traditional 

biomarkers such as Estrogen receptor, Progesterone receptor and human epidermal 

growth factor receptor but these have remained imperfect estimators of risk for 

recurrence. Messenger RNA molecules from microarray profiling studies that have so far 

been in several clinical trials for BC prognostication have also seen limited success in 

routine clinical use, highlighting the need for more robust biomarkers. In this thesis, I 

have considered small non-coding RNAs (sncRNAs) as potential biomarkers for BC. 

sncRNAs (< 200 nt in length) are a group of RNAs that are transcribed, yet not translated, 

but perform an array of functions. Specifically, I have focused on four sncRNAs ï 

miRNAs, piRNAs, tRNAs and snoRNAs. Although the canonical functions of each of 

these RNAs are different, these four RNAs appear to share some gene regulatory 

functions predominantly at the post-transcriptional level, though there may be exceptions 

for gene regulation even at a transcriptional level. miRNAs and piRNAs are classified as 

master regulators of gene expression; whereas, tRNAs and snoRNAs are currently being 
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explored for gene regulatory functions. A possible mechanism by which these molecules 

may exert regulatory roles is by generating distinct gene regulatory molecules (e.g., 

miRNAs and piRNAs). The clinical relevance of miRNAs in the context of BC has been 

well addressed. However, the contribution of the piRNAs, snoRNAs and tRNAs is 

beginning to emerge for BC etiology but their role in prognosis in BC are at best 

rudimentary, if not, unknown. The main objective of this thesis was to identify miRNAs, 

piRNAs, tRNAs and snoRNAs associated with BC prognosis, with outcomes of interest 

being overall survival (OS) and recurrence free survival (RFS). sncRNAs were profiled 

from 11 normal (reduction mammoplasty) and 104 breast tumor tissues using next 

generation sequencing, which enables a genome-wide capture of sncRNAs. Two 

statistical paradigms were adopted to identify prognostic markers from every class of 

sncRNAs ï case-control (CC) and case-only (CO). While the former approach considered 

only differentially expressed sncRNAs for survival analysis and may miss on a subset of 

expressed sncRNAs, the latter approach included all the sncRNAs profiled for a 

comprehensive analysis. Individual classes of sncRNAs from CC and CO were subjected 

to Univariate Cox proportional hazards regression modeling. Risk scores were 

constructed using a panel of significant sncRNAs (which varied from 4-14 for each class 

of sncRNAs). Based on cut-off point estimated using receiver operating characteristics 

curve, patients were classified into low and high-risk groups. Further, risk scores were 

investigated to identify their potential as independent prognostic factors using 

multivariate Cox proportional hazards regression model. Signatures from miRNAs, 

piRNAs, snoRNAs and tRNAs independently showed association with both OS and RFS 

ï (i) risk scores were identified as potential independent prognostic factors and (ii) 
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patients belonging to high-risk group were associated with poor prognosis. sncRNAs 

associated with OS were independently validated using TCGA dataset, strengthening the 

study findings. To further gain biological insights of the prognostic sncRNAs, putative 

gene (mRNA) targets regulated by miRNAs and piRNAs were identified from an in-

house gene expression dataset; these studies served as a proxy for functional validation. 

Also, other sncRNAs (along with their corresponding targets) embedded within snoRNAs 

were identified. The identified targets were involved in key cellular pathways such as 

apoptosis, cell cycle, cell migration and proliferation. Overall, my work has identified 

novel sncRNA molecules as potential biomarkers for BC prognostication. This work on 

genome-wide profiling of sncRNAs using modern sequencing platforms significantly 

augments the limited previous literature, and the data provided in this study therefore 

extends the comprehensive search for BC biomarkers. 
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6 and 7 have common profiling experiments and hence were captured only in this 
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Chapter 4 - Next generation sequencing profiling identifies miR-574-3p and miR-

660-5p as potential novel prognostic markers for breast cancer 
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1 Introduction  

1.1 Breast cancer 

1.1.1 Incidence and mortality 

Breast cancer (BC) is a malignant tumor that starts in the breast cells lining the 

ducts or lobules. As the cancer progresses, it may spread to other parts of the body. It is 

one of the most commonly diagnosed cancers in women worldwide; with approximately 

1.7 million new cases being diagnosed. Approximately, 522,000 women die due to BC, 

making it one of the most common causes of cancer related deaths among women 
1
.  

Among Canadian women, BC accounted to 26% (n = 25,000) of all new cases diagnosed 

with cancer and represented 14% (n = 5000) of all cancer related deaths in 2015 
2
. There 

has been an upsurge in the incidence rates of BC, mainly due to increase in awareness 

and screening programs. Encouragingly, a decrease in the mortality rates is also observed 

owing to improved therapies 
2,3

. 

1.1.2 Risk factors 

Any factor that increases the chance of getting cancer is called a risk factor. Some 

of the non-modifiable risk factors for BC include age, gender, family history, personal 

history of BC, race, breast cellular changes, previous exposure to radiation, menarche and 

menopausal times, pregnancy and breast feeding, breast tissue and bone mineral density 
4-

9
. Genetic mutations also contribute to the risk of developing BC, especially hereditary 

(familial) BC 
10-12

. The classical risk genes conferring familial BC include BRCA1 and 

BRCA2 which are DNA repair enzymes. Life time risk of BC in inherited BRCA1 
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mutation is 55 ï 65% and that of BRCA2 is 45%. Mutations of other genes such as ATM, 

TP53, CHEK2, PTEN, CDH11 and STK11 may also contribute as risk factors for BC, 

categorized under familial risk with or without BRCA mutations. Some the risk factors 

that can be controlled (or modifiable) include weight, diet, physical activity, alcohol 

consumption, use of tobacco, oral contraceptive use, stress and anxiety 
13

. 

1.1.3 Histological subtypes of breast cancer 

Most often (50-75%), BC starts in the cells lining the ducts, which are tubes 

carrying milk from glands to nipple and are classified as ductal carcinoma. Similarly, 

another class of BC exists, called lobular carcinoma (10-15%) which begins in the 

lobules (groups of cells that make the glands for producing milk) 
13

. Depending on the 

extent of cell growth, BC can be broadly categorized into two classes: Carcinoma in situ 

(cancer is localized and has not grown into the surrounding tissues) and invasive breast 

cancer (cancer has grown into the surrounding tissues). Both ductal and lobular cancers 

can be either in situ or invasive. In-situ cancers are often curable but the life-time risk of 

breast cancer occurrence is high. Approximately 90% of all cancers diagnosed belong to 

the invasive type. Several ñspecialò types of invasive carcinomas occur such as tubular 

carcinoma, medullary carcinoma, mucinous/colloidal carcinoma, papillary carcinoma and 

cribriform carcinoma. These are less frequent when compared to the invasive ductal and 

lobular carcinomas. Some of the other rare histological subtypes of BC include 

inflammatory breast cancer, pagetôs disease of the nipple and phyllodes tumor of the 

breast 
14

. 
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1.1.4 Molecular subtype classification of breast cancer 

We now understand that breast cancer is not a single disease. Pioneering work by 

Sorlie et al. revealed four main subtypes of BC based on gene expression profiling using 

microarrays. According to this classification, BC can be classified into Luminal, which 

can be further divided into Luminal A and Luminal B, HER2+ enriched and Triple 

negative breast cancer (TNBC) 
15-17

 based on the expression patterns of hormonal 

receptors ï estrogen receptor (ER-

(PR) and human epidermal growth factor receptor (HER2). BC classification has evolved 

further over time and we now have further subtypes based on gene expressions profiles 

(e.g. Claudin-low). BC classifications have helped to understand the survival patterns of 

each of these subtypes, their prevalence and tumor characteristics unique to the individual 

subtypes; suggesting that each of these subtypes may behave as different disease entities 

and this adds further complexity for optimal management of BC 
17-21

. Among these 

subtypes, Luminal A is a good prognosis subtype of BC relative to other BC subtypes. 

However, it is not uncommon to see patterns of late recurrences (local or distant 

metastatic spread) in this subtype, suggesting the need for further research to reduce the 

mortality associated with this BC type. On the other end of the spectrum, we have the 

TNBC subtype comprising 10-15% of all BCs, is associated with extremely poor 

prognosis. The Luminal B and HER2+ enriched subtypes show intermediate prognosis. 

My thesis focus is restricted to identify prognostic markers for Luminal A and TNBC, as 

these represent majority of invasive BCs with extreme ends of the prognoses spectrum. 

Molecular subtypes of BC, along with their characteristics are summarized in Table 1.1. 
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Table 1.1 Molecular classification of breast cancer 

Molecular subtype Prevalence 
Marker expression 

profile  

Representative Characteristics 
15-21

 

Luminal A  
15-21

 30-70% 

ER+/PR+/HER2- ; 

Any type of 

cytokeratin(CK) ; 

Ki67 ï low 

Low proliferation rate; 

Low grade; 

Good prognosis; 

Low relapse; 

High survival rate; 

Metastasis to bone, CNS, liver, lung; 

Luminal B  
16-21

 

10-20% 

ER+/PR+/HER2- ; 

Ki67 ï high ; 

Cyclin B ï high 

More aggressive; 

Intermediate/higher tumor grade; 

High proliferation rate; 

Intermediate/Worse prognosis; 

Fairly high survival rate but not as 

high as Luminal A; 

Intermediate p53 mutations 

(Luminal HER2)  
ER+/PR+/HER2+ ; 

Ki67 ï low or high 

HER2+ 

(HER2+ enriched) 
16-21

  
5-15% ER-/PR-/HER2+ 

Aggressive; 

High proliferation rate; 

High tumor grade; 

Worse prognosis; 

Recurrence rate high; 

Metastasis frequent; 

High p53 mutations 

Basal 
15-21

 

15-20% 

ER-/PR-/HER2- ; 

EGFR+ or CK5/6+ 
High tumor size; 

High tumor grade; 

High frequency of lymph node 

involvement; 

More aggressive; 

High recurrence rate (most likely 

within 3 yrs); 

High mitotic index  

High p53 mutations 

Poor prognosis 

Triple Negative breast 

cancer 

ER-/PR-/HER2- ; 

EGFR-/CK- 

Normal breast like 
16-21

 5-10% 
ER-/PR-/HER2- ; 

CK5-/EGFR- 

Intermediate prognosis between 

luminal and basal; 

Do not respond to neo-adjuvant tx; 

Very rare; 

Low proliferation; 

Low grade; 

Low p53 mutations 

Claudin-low 
18-20

 12-14% 

Low expression of 

genes involved in tight 

junctions and  

intercellular adhesion 

including claudin 3,4,7, 

occludin, E-cadherin ; 

ER-/PR-/HER2- 

Over expresses a set of 40 genes 

related to immune response; 

Poor prognosis; 

Overexpress genes linked to 

mesenchymal differentiation and EMT 

(associated with acquisition of stem 

cell properties) 
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1.1.5 Prognostic and predictive factors for breast cancer 

Biomarkers to guide treatment decisions are broadly classified as either 

prognostic or predictive factors. Prognosis is the estimate of the likely outcome of a 

disease. A prognostic factor is defined as ña clinical or biologic characteristic that is 

objectively measureable and that provides information on the likely outcome of the 

cancer disease in an untreated individualò 
22

. Prognostic factors are therefore helpful in 

identifying patients who are at risk for recurrence and/or death, which may eventually 

help in modifying treatment modalities. On the other hand, predictive factor is defined as 

ña clinical or biologic characteristic that provides information on the likely benefit from 

treatment (either in terms of tumor shrinkage or survival)ò 
22

. Predictive factors may 

therefore aid in identifying patients who are likely to respond to a treatment. Some of the 

factors that determines the prognosis of breast cancer include tumor size, lymph node 

status, tumor stage, tumor grade, age, tumor type, receptor status, HER2 status, subtypes 

based on gene expression profiling, proliferation rate, menopausal status, general health 

and tumor recurrence 
23-28

. Some of these factors are summarized in table 1.2. 
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Table 1.2 Factors determining breast cancer prognosis 

Factor Features assessed Inferences 

Tumor size Overall size of the tumor 
Generally, higher the size, poorer is the prognosis; 

Size helps in determining the tumor stage 

Lymph node 

status 

Number of nodes with 

tumor cells 

Nodes with tumor cell infiltration are associated with 

poor prognosis; 

Lymph node status is important for determining the 

stage 

Tumor stage 
Tumor size, lymph node 

status and metastasis 
Higher stage is associated with poor prognosis 

Tumor grade 
Cell morphology, division 

and tubule formation 
Higher grade tumors are associated with poor prognosis 

Tumor type 
Histological and molecular 

subtypes 

Invasive cancers are associated with poor prognosis; 

Basal type and HER2+  enriched tumors are associated 

with worse prognosis, compared to Luminal types 

Hormonal 

receptor status 

Estrogen receptor, 

progesterone receptor 

Positive expression of receptors tend to be associated 

with good prognosis; 

Receptor positive tumors can be treated with hormonal 

therapies; 

ER and PR can act as prognostic and predictive factors 

HER2 status 

Amount of HER2 protein 

expressed in the surface of 

cells 

Overexpression of HER2 associated with poor 

prognosis; 

HER2+ tumor patients respond to trastuzumab; 

HER2 can be used as prognostic and predictive factor 

Age Age at the time of diagnosis Younger age is associated with poorer overall prognosis  

 

BC prognostication relies largely upon the above mentioned traditional factors. 

However, these molecules have limited efficacy in accurately predicting the recurrence 

risk and have necessitated the identification of newer molecules for prognosis. For 

instance, lymph node status has been a good indicator of prognosis. Yet, 30% of patients 

with node negative tumor develop recurrences within 10 years 
29

. Similarly, tumor grade 

is a qualitative assessment and comparative analysis between three independent 

pathologists has shown less than 50% concordance 
30

, indicating that the accuracy of risk 

estimates may vary considerably depending upon the individual who handles the samples. 
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Biomarkers currently in use (ER, PR and HER2) are highly informative but these markers 

are also of limited utility to predict individual outcomes 
31

. ER+ status in general 

indicates good prognosis but Luminal A tumors have the potential for late recurrences 
32

, 

(>10 years). Likewise, HER2+ and PR are also good prognosticators but are imprecise 

estimators of distant recurrences 
30

, warranting the need for other prognostic markers of 

higher specificity and sensitivity. Availability of such markers as stand-alone markers or 

when used in combination with the currently used ER, PR and HER2 markers may offer 

to guide treatment decisions favoring better outcomes. ER, PR and HER2 markers are 

unique in that they serve as both prognostic and predictive markers. 

1.1.6 Gene expression signatures for breast cancer prognostication  

Recent advances in global gene expression profiling using microarray or next 

generation sequencing platforms have informed our understanding of pathways 

contributing to BC etiology 
33,34

. Based on this premise of unbiased profiling of global 

gene expression, several research groups had taken upon the task of developing 

multigene markers for BC prognosis.  Further, developments in Tissue Micro Arrays 

(TMAs) aided in low- medium throughput profiling of a number of protein markers based 

on immunohistochemistry (IHC), or DNA/RNA based Fluorescence in situ hybridization 

(FISH). Once a gene signature is established, use of RT-PCR and custom microarray 

platforms helped translate these findings to routine clinical use. Each of the tests 

developed using these platforms have advantages and disadvantages and are summarized 

below 
35,36

. 
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1.1.6.1 IHC based multigene predictors 

Two main assays were developed using IHC ï ProEx Br  and Mammostrat 
37

. 

Both the tests use five antibodies. Overexpression of two or more of these markers have 

been found to be associated with relapse in ProEx Br. Mammostrat is a commercially 

available test (Applied Genomics Inc., Huntsville, AL) that estimates the risk of 

recurrence in ER+, lymph node negative tamoxifen treated patients based on slide scoring 

of five antibodies. Patients are then classified into low-, intermediate- and high-risk 

groups. IHC platforms offer the advantages of low false discovery, less statistical 

algorithms needed for data analysis and a comparatively lower cost for profiling. 

However it is faced with other challenges 
38

, such as variations involved in tissue 

processing (Formalin Fixed and Paraffin Embedded or FFPE), quantitative scoring of 

immunohistochemical staining, estimating the optimal cut-offs for identifying risk 

groups; all of which can have a significant impact on determining the prognosis of a 

patient. Nevertheless, the stand alone prognostic value of IHC is well established in 

breast cancer with the routine use of ER, PR, HER2 and Ki67 as prognostic and/or 

predictive markers.  

1.1.6.2 FISH based multigene predictors 

FISH based testing is predominantly used to estimate the expression levels of 

HER2 gene. A multicolor FISH assay (to estimate copy numbers of three genes) has also 

been developed by eXagenBC (eXagen Diagnostics, Inc., Albuquerque, NM) 
39

 as a pure 

prognostic assay for both node positive and negative ER+ patients. FISH assay is also 

influenced by pre-analytical variables and encounters other technical challenges as in 

IHC when using FFPE specimens.  
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1.1.6.3 RT-PCR based multigene predictors 

Among the multigene assays, Oncotype Dx (Genomic Health, Inc., Redwood 

City, CA) is one of the top assays considered for clinical decision making in BC. It is a 

21 gene (16 informative and 5 reference genes) prognostic and predictive assay based on 

RNA extracted from FFPE samples 
30

. A recurrence score is computed based on these 21 

genes and patients are classified into three risk groups: low, intermediate and high-risk 

groups. This test was developed mainly for ER+ lymph node negative patients. However, 

this study is slowly showing promise for lymph node positive patients as well. Since the 

time of development of this assay, there has been a change in the classification of patients 

based on the tripartite recurrence score. Oncotype Dx has entered into clinical trials 

(TAILORx) and recent results from the trials provide prospective evidence that this 

multigene prediction assay can be used to identify patients at low risk for recurrence who 

can be spared from chemotherapy 
40

. One of the major drawbacks of this test is that so 

far, the benefit of adjuvant chemotherapy for patients belonging to the intermediate risk 

group is not clear 
41

. Another challenge with Oncotype Dx is the estimation of HER2 

levels. IHC and FISH techniques are routinely used to estimate HER2 expression but 

some studies have demonstrated discordance in HER2 expression levels between RT-

PCR and the traditionally used assays (IHC and FISH) 
42

. Since this assay relies heavily 

on HER2 expression, the recurrence score based classification of patients may be 

questionable. An independent study was conducted by Cuzick et al to compare the 

recurrence score with prognostic score estimated using the traditional markers ï ER, PR, 

HER2 and Ki67. Prognostic information provided by both the sets of markers was 
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similar, questioning the usefulness of this assay over the traditional markers, which are 

simple to assess 
43

.  

Another important test that is commercialized is PAM50 gene signature 
44

, 

developed by Parker et al. This assay was mainly developed for standardizing subtype 

classification of breast cancer and the identified gene signature also showed prognostic 

benefit. 

Other RT-PCR based assays including Breast Cancer Two Gene Expression 

Ratio H/IÊ (Aviara Dx, Inc., Carlsbad, CA, USA) 
45
, the Celera Metastasis ScoreÊ 

(Celera, Inc., Rockville, MD, USA) 
46

 and the Breast BioClassifier (Associates in 

Regional and University Pathologists, Salt Lake City, UT, USA) 
47

 are also available, but 

none have reached the stage of prospective validation and are still not available for 

clinical application. 

1.1.6.4 Microarray based multigene predictors 

Prognostic assays developed using microarray platforms have typically used 

fresh frozen tissue samples. In all these assays, it is vital to critically analyse the samples 

for the presence of any normal cells as the number and expression of RNAs identified 

depends largely on the composition of the sample (tumor and normal cells). One of the 

important and the first fully commercialized microarray based assays is Mammaprint 

(Agendia BV, Amsterdam, The Netherlands), developed for ER+ or ER- lymph node 

negative patients under the age of 61 
48

. This is a 70 gene signature assay that is most 

useful to identify extremes of disease outcome (low risk and high risk). The assay was 

subsequently validated in an independent study and the 70 gene expression signature 
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stood out as the strongest predictor for metastasis free survival 
49

. However, the strongest 

criticism faced by this assay is that the validation set also included samples from the 

discovery set, leading to overestimation 
50,51

. MINDACT trial is a prospective study that 

assesses patients based Adjuvant! online as well as the 70 gene expression signature 
52

. 

Patients who were classified as belonging to low-risk and high-risk in both the tests were 

recommended adjuvant chemotherapy and endocrine therapy, respectively. However, 

treatment for patients with discordant results from both the tests was either adjuvant 

chemotherapy in addition to endocrine therapy or endocrine therapy alone. The whole 

objective of this trial is to identify patients with low risk to avoid overtreatment.  

Following Mammaprint, other microarray based assays have also been 

developed, such as Rotterdam signature (also called the 76 gene assay) 
53

, invasiveness 

gene signature 
54

, Nuvoselect assay 
55,56

, among others.  

With improving technological platforms, there has been a surge of biomarkers for 

BC prognosis. Yet, the common practice is to assess the expressions of ER, PR and 

HER2, since these molecules show both prognostic and predictive behavior. Different 

assays have adopted different approaches to develop a multigene signature for BC 

prognosis and various factors contribute to the identification of the best set of markers 

with prognostic benefit. For instance, some assays have focused on proliferating genes 

and other genes playing a role in hallmarks of cancer. Profiling these signatures require 

careful assessment of the tumor sample obtained so as to include only tumor cells and not 

the stromal cells. The type of samples obtained i.e. fresh frozen or FFPE samples have a 

significant influence on the type of signatures obtained. While the probability of 
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obtaining intact RNA is higher in fresh frozen samples, yet obtaining and maintaining 

such samples are not cost-effective. On the contrary, FFPE samples are readily available 

and are more useful to run a retrospective analysis with long follow-up periods. However, 

the quality of mRNA obtained from such specimens in handling of fresh tissues is critical 

for overall success of the assays 
57

. For these reasons, some of the commercially available 

assays are now testing the feasibility of the developed signature in FFPE samples. As 

explained above, most of the assays have been developed for ER+ and lymph node 

negative tumors. The risk assessment for other types of cancer is still in question. Even 

though ER+ tumors are considered to be good prognosis tumors, the chances of late 

recurrences is higher in this subtype. Therefore, when an assay is developed, it is critical 

to include samples with longer follow-up periods. The main concerns regarding the 

assays already developed arise over their scientific validity, true clinical utility, 

cost/benefit ratios and their restriction to specific clinical settings. Currently, we also do 

not know if these assays perform better as stand-alone markers or if they complement to 

the traditional markers. If there is no benefit over the routinely used markers, the utility 

of the newly developed markers is debatable. While the validation process and the trials 

of the developed assays continue to make strides, we also need to identify other 

biomarkers that may overcome the shortcomings of the developed assays and contribute 

to better prognostication or prediction than the currently developed ones.  

1.1.7 The need for prognostic markers 

Over the past three decades, there has been an increase in the age adjusted 

incidence rate of BC patients in the US 
58

. However, if we consider the last ten years, the 

incidence rate has been stable, owing to increased awareness and screening measures. 
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There has also been a steady decline in the death rates, suggesting improvements in BC 

therapies. For instance, the five year relative survival rate was estimated to be 91% in 

2007 
58

. Common clinical practice for BC treatment includes tumor resection, followed 

by adjuvant systemic chemotherapy, endocrine therapies and/or radiotherapies. While 

these therapies are beneficial, they are not free from drug-associated toxicities 
59

. 

However, while some patients tolerate treatments and respond better, others develop 

toxic effects. Therefore there is an unmet need to accurately identify patients who may 

benefit more from treatment from patients who may not benefit and spare them from 

unnecessary treatment. Despite improved adjuvant therapies and improved survival rates, 

about 20-30% of BC patients develop metastasis 
18,20,60

, which at this point remains 

incurable, leading to unfavorable outcomes. Therefore it is critical to identify patients 

who are most likely to develop recurrence and/or die. This stratification of patients based 

on their risk for recurrence and/or death may help in developing tailored therapies and 

enable further improvement in the survival rates. As explained earlier, several prognostic 

and predictive markers are available but three (ER, PR and HER2) are routinely used. 

Nevertheless, the need for biomarkers continues to exist as the traditional markers remain 

as imperfect estimators of risk for recurrence. 

1.2 Non-coding RNAs 

For a long time, the field of molecular biology has been governed by the central 

dogma, which can simply be explained as DNA makes RNA, and RNA makes protein. 

While this still holds good, recent discoveries have subverted this principle. A group of 

RNAs termed ñnon-coding RNAsò have been found to play a role in regulating 
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transcription and translation. These RNAs were previously considered not to play 

significant roles in human system but we now understand that they are involved in 

diverse roles ranging from gene regulation to alternative splicing to protein translation. 

Several classes of non-coding RNAs have been discovered but these are broadly 

classified into two groups based on their size: long non-coding RNAs (lncRNAs), which 

are generally > 200 nucleotides and small non-coding RNAs (sncRNAs), which are 

generally less than 200 nucleotides. One of the major functions of these two groups of 

RNAs lies in regulating gene expression. An important characteristic of lncRNAs is that 

they contain exons and introns as in mRNA/protein coding genes. As such, lncRNAs 

resemble protein coding genes in terms of several sncRNAs embedded within. The focus 

of this thesis is on sncRNAs. SncRNAs include several classes such as microRNAs 

(miRNAs), piwi-interacting RNAs (piRNAs), transfer RNAs (tRNAs), small nucleolar 

RNAs (snoRNAs), small nuclear RNAs (snRNAs) and small interfering RNAs (siRNAs).  

1.2.1 microRNAs (miRNAs) 

MicroRNAs are small (~22nt), non-coding, regulatory RNAs that control gene 

expression post-transcriptionally by binding to the 3ôUTR of mRNA and promote mRNA 

degradation or inhibit protein translation 
61-64

. 

1.2.1.1 Discovery of miRNAs 

In 1993, Victor Ambros, Rosalind Lee and Rhonda Feinbaum discovered that 

lin-4 , a heterochronic gene involved in the temporal developmental pattern of C.elegans 

did not code for any protein, instead produced a pair of small RNAs 
61

. The two small 

RNAs were approximately 22 and 61 nucleotide in length and had sequences 
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complementary to the 3ôuntranslated region (UTR) of lin-14 mRNA 
61

. At the same time, 

Gary Ruvkun and his colleagues ï Bruce Wightman and Ilho Ha discovered that lin-14 

was post transcriptionally regulated by lin-4: lin-4 base paired with the 3ôUTR of lin-14 

leading to down regulation of lin-14 translation 
62

. The smaller length RNA (~22nt long) 

discovered by Lee et al, is the first member of microRNA family of small RNAs 
61,63

. It 

was only after seven years in the year 2000 that the second miRNA (let-7) was 

discovered by Reinhart et al 
65

. The fact that let-7 was conserved across species 

revolutionized the research on small RNAs. As of April 2016, 2,588 unique mature 

human miRNAs have been identified on the human genome 
66,67

. 

1.2.1.2 Location of miRNAs in human genome 

miRNAs may be identified from the intergenic regions, or from exonic regions 

or intronic sequences of protein coding and non-protein coding transcriptional units 
64,68-

71
. Further, some miRNAs may be in a distant location from other miRNAs, while some 

others may be in proximity and may exist as clusters. A cluster, as defined by miRBase 

(http://www.mirbase.org/), is a group of miRNAs are located within 10kb of each other 

72
. miRNAs belonging to the same cluster may either be co-transcribed or transcribed 

independently 
73-75

 

1.2.1.3 Biogenesis of miRNAs  

The biogenesis of miRNA begins in the nucleus where miRNA genes are 

transcribed by RNA polymerase II or III into several kilobases long primary transcripts 

(pri-miRNAs) that are polyadenylated at the 3ôend and capped at 5ô end 
76-78

. Pri-

miRNAs contain stem loop structures and are cleaved at the stem of the hairpin structure 
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by cellular RNase class II endonuclease III enzyme called Drosha along with 

DGCR8/Pasha into hairpin structures called precursor-miRNAs (pre-miRNAs) which are 

approximately 70-120 nt long 
77

. The pre-miRNA harbors a 5ô- phosphate and a 2 

nucleotide overhang, characteristic of endonuclease III enzyme. pre-miRNA is then 

transported to the cytoplasm with the help of Exportin 5 along with RanïGTP which is 

then processed by the cytoplasmic dsRNase III Dicer into approximately 22 nt miRNA: 

miRNA duplex with 2 nt overhanging at its 3ô end 
64,68

. The duplex is unwound by 

helicase and only one mature strand (~20nt long) enters the multicomponent complex 

called RNA Induced Silencing Complex (RISC), which harbors argonaute proteins 

(Ago), and the other complementary strand is degraded 
64

. Mostly, the strand with 

relatively unstable base pairs at the 5ôend survives 
79,80

. The mature miRNA mediates 

gene expression regulation by binding to the complementary sequence in the 3ô 

untranslated region of target messenger RNA (mRNA). Depending on the 

complementarity shared, the target mRNAs may be degraded (if the two RNAs are 

perfectly complementary to each other) or the protein translation may be inhibited (if 

they share imperfect complementarity) 
81

. 

1.2.1.4 Mechanisms of action 

The interaction between miRNA and target mRNAs predominantly occur at the 

seed region (2-8 nt in the 5ôend of the miRNA) of miRNA and the 3ôUTR of mRNA 

through sequence complementarity 
82

. This interaction can have several consequences 
81

, 

as outlined below. Two main effects have been observed ï direct and indirect effects on 

translation. In the direct effects, initiation of translation or post-initiation of translation is 

inhibited. While in the former, the association of ribosome with target mRNA is 
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prevented, the latter includes premature ribosome fall off, reduced/stalled elongation or 

co-translational protein degradation. Indirect effects of miRNA-mRNA interaction 

include deadenylation, resulting in degradation or increased turnover. These effects occur 

in the cytoplasm, predominantly in the processing bodies (P-bodies), which are enriched 

for factors involved in mRNA degradation. The mRNAs whose protein formation is 

prevented (by direct or indirect effects) may be sequestered in the P-bodies, which can be 

used later for translation or can be degraded. 

1.2.1.5 Different facets of miRNAs 

Since their discovery in 1993, miRNAs have been studied in great depth 
83

 for 

their role as key players in normal developmental processes 
84

 including cell growth and 

apoptosis 
85,86

, hematopoietic lineage differentiation 
87

, muscle cell proliferation and 

differentiation 
88

; tumorigenesis 
89,90

 and other diseased states such as cardiovascular 

disease 
91,92

, autoimmune diseases 
93,94

 and neurodegenerative diseases 
95,96

. The evidence 

that miRNAs are deregulated in cancers was first observed and demonstrated by Calin et 

al., in chronic lymphocytic leukemia in the year 2002 
97

. They observed deletion at 13q14 

locus in chronic lymphocytic leukemia, which also harbored miR-15/16 cluster. This was 

not only down-regulated in cancer but was found to regulate BCL2. Since then, several 

miRNAs have been reported as tumor suppressors 
98-100

 and oncogenes 
101-104

. It is now 

known that miRNAs regulate approximately 60% of the protein coding genes 
84

. Apart 

from their potential to distinguish normal samples from tumor samples, they have also 

been valuable biomarkers in clinical diagnostics to help trace the origin of cancer in 

disseminated conditions 
105

. The relevance of miRNA profiling in cancer was established 

when miRNA profiles accurately reflected the developmental lineage and differentiation 



18 

 

state of tumors, in contrast to the inaccurate results obtained from the mRNA profiles 
89

. 

Although the field of miRNAs is hardly 20 years old, yet it has seen a tremendous 

progress to an extent that miR-122 is already in phase III clinical trials for Hepatitis C 

virus infection 
106

. Other miRNAs such as miR-34a has reached phase I clinical trial for 

Liver cancer 
100

.  

The role of miRNAs as biomarkers has been widely studied in several cancer 

types and its significance as prognostic 
107-110

, diagnostic 
111,112

 and predictive markers 

113,114
 is well established. miRNAs have also been extensively studied for breast cancer as 

promising biomarkers 
115-118

. However, we have still not been able to obtain a consensus 

miRNA signature for BC prognosis as the science of identifying prognostic markers is 

ever expanding. This extensive research on miRNAs was the cornerstone to conduct this 

thesis. Even though miRNAs have been identified as prognostic factors, there is paucity 

of literature in comprehensive and whole genome mining of miRNA signatures for 

prognostication. Recent annotations of miRNAs on the human genome and availability of 

next generation sequencing (NGS) platforms for whole genome capture of miRNAs 

stimulated my interest in independently replicating previous findings, and in the potential 

to identify additional and novel miRNAs. NGS allows unbiased profiling of all miRNAs, 

which are otherwise limited on array (hybridization) based methods.  

1.2.2 Piwi-interacting RNAs (piRNAs) 

piRNAs are a recently discovered (2006) class of small non-coding regulatory 

RNAs that are slightly longer (25-32 nt) than the miRNAs and whose role was believed 

to lie predominantly in germline maintenance and development. However, recent studies 
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indicate additional roles that piRNAs may play in somatic tissues as well. Similar to 

miRNAs, piRNAs also interact with Ago proteins to guide target specific gene regulation. 

Two classes of Ago proteins exist: AGO and PIWI (P-element induced Wimpy testis). 

While the former class more often interacts with miRNAs, the latter class is associated 

with piRNAs. Four human homologs of AGO [AGO1, AGO2, AGO3, AGO4] proteins 

and four of PIWI class of proteins are described. These are HIWI (PIWIL1), HILI 

(PIWIL2), PIWIL3, HIWI2 (PIWIL4) proteins 
119

.  

1.2.2.1 Discovery of piRNAs 

In the year 2006, piRNAs were isolated from mouse testis independently by 

four groups 
120-123

. These RNAs were found to be more abundant than the other small 

RNAs and it was estimated that every spermatid would approximately, contain at least 

one million piRNAs. The mouse specific PIWI proteins were found to be expressed in a 

temporal manner and these proteins were found to interact with small single stranded 

molecules 
124,125

. Based on the length, two classes of RNAs were found to be interacting 

with PIWI proteins: the length of one class of RNAs ranged from 26-28 nt 
121

 and the 

second class had a size range of 29-32 nt 
120

. Initially they were believed to be part of 

repeat associated siRNAs as they showed regulation of repetitive elements such as 

transposons in the germline. With the observation that they were integrated with PIWI 

proteins and that they did not require Dicer for their biogenesis, distinguished them from 

both miRNAs and siRNAs and were thus named as piwi-interacting RNAs or piRNAs 
126

. 
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1.2.2.2 Genomic location of piRNAs 

While one of the characteristic features of miRNAs is its evolutionary 

conservation across species, piRNAs do not share sequence conservation 
120,121

 except for 

a uridine bias at the first base 
127

. In drosophila, piRNA clusters are mostly seen in the 

repetitive sequences and in regions devoid of protein coding genes. In contrast to 

miRNAs, piRNAs arise from two genomic sources: piRNA clusters, which is the main 

source and from protein coding genes 
126,128

. Two types of piRNA clusters have been 

identified, depending on the direction of transcription: unidirectional and bidirectional. 

piRNAs arising from the second source were initially observed to arise from 3ôUTR of 

protein coding genes 
128

. However, a recent study by Martinez et al., have observed 

mapping of piRNAs to intronic regions of protein coding and non-protein coding genes 

(e.g., long non-coding RNAs) 
129

.  

1.2.2.3 Biogenesis of piRNAs 

The biogenesis pathway of piRNA remains elusive and majority of our 

understanding stems from our knowledge on Drosophila pathway. Often, piRNA 

biogenesis is also associated with silencing of target genes. piRNAs take two routes for 

their processing: primary synthesis pathway and the secondary pathway/ping-pong 

amplification 
130-133

. It is believed that the primary biogenesis pathway is necessary to 

initiate PIWI pathways, while the secondary pathway is necessary for both, maintaining 

the piRNA levels and for target silencing. Primary synthesis begins with the transcription 

from piRNA clusters by RNA polymerase II. After further processing of these sequences, 

the piRNAs pair with PIWI proteins, and the pair may subsequently re-enter into the 

nucleus and silence transcription of a target gene. Several proteins such as Zucchini, 
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Aubergine (Aub), etc., have been found to play a role in the primary pathway of 

drosophila but no conclusive evidences have been drawn yet. In the somatic cells, we 

only observe primary pathway, whereas in the germ cells, we observe both primary and 

secondary pathways 
134

.  

The secondary mechanism, known as the amplification cycle involves only Aub 

and Ago3 and not PIWI proteins. piRNAs generated from the primary pathway may enter 

into the secondary pathway and subsequently bind with Aub. In this cycle, the binding of 

piRNAs to Aub and Ago3 alternate with each other and the sequences that bind to these 

proteins are complementary to each other. Briefly, the piRNA-Aub complex binds to a 

target RNA, cleaves it and generates a new sequence, which then binds with Ago3. 

piRNA-Ago3 complex performs similar mechanism of cleaving the target RNA and 

simultaneously generating the piRNA.  

1.2.2.4 Mechanisms of action 

Similar to the mechanism of miRNAs, piRNAs also associate with RISC 

complex, forming piRISC and protects the genome by silencing transposons. piRISC can 

also be effective in gene silencing, similar to miRNAs 
135

. One of the recent discoveries 

has also suggested deadenylation of mRNA by piRNA in Drosophila embryos 
136

. There 

are other functions of piRNA-PIWI complexes but their mechanisms of action remains 

abstract. 
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1.2.2.5 Functions of PIWI proteins and piRNAs 

Functions of PIWI proteins can be classified under two categories ï 

Developmental functions and Regulatory functions 
132

. The development functions can 

further be categorized into germline and somatic functions.  

1.2.2.5.1 Developmental functions 

Yet again, our understanding on the development functions of PIWI proteins 

originates from Drosophila, mice, C.elegans and other lower order organisms. The major 

roles of PIWI proteins in germline function include the formation of germ cell, 

maintenance of germline stem cells, meiosis, spermiogenesis and oogenesis. Gene knock-

out and knock-in experiments have revealed the contribution of PIWI proteins in these 

functions. The significance of PIWI proteins has expanded beyond germ cells to somatic 

tissues. For instance, they are known to mediate epigenetic regulation and stem cell 

maintenance in Drosophila, maintenance of neoblast cells in Planaria 
137,138

. The 

development of ciliates involves germline micronucleus and somatic macronucleus. 

Certain amount of DNA sequences found in the somatic macronucleus has to be 

eliminated during sexual reproduction and PIWI proteins are known to play a major role 

in DNA elimination 
139

. Knowing the relationship between cancer cells and stem cells, it 

is not surprising to see the dysregulation of PIWI proteins in human cancers 
140

, 

indicating that they may also likely contribute to tumorigenesis. 

1.2.2.5.2 Regulatory functions 

PIWI proteins may serve as epigenetic suppressors or activators, depending on 

the recruitment of certain proteins 
141,142

. It has also been noticed that transposon coding 
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genes are not methylated in the absence of PIWI proteins, reflecting to a loss of 

epigenetic control 
143

. piRNAs and PIWI proteins may both serve  as upstream mediators 

of epigenetic control and may also be involved in transcriptional gene silencing 
144,145

. 

The role of piRNAs and PIWI proteins in silencing transposonal activities is well studied. 

It is believed that piRNAs occur as cluster, especially from the repetitive elements 
146

. A 

specific example would be the flamenco region in flies, which harbors one of the largest 

piRNA cluster. A disruption in the flamenco region interrupts with the production of 

piRNAs, with a simultaneous increase in transposon activity 
127

. Also, the biogenesis 

pathway of piRNAs also serves dual purpose ï to generate piRNAs and to mediate gene 

silencing. Co-fractionation of PIWI proteins and piRNAs with polysomes has hinted at 

the possibility of a potential role for PIWI proteins and piRNAs in translational control 

122
. One of the important observations is the role of piRNAs in post-transcriptional gene 

silencing. Although the mechanism still remains unclear, it is believed that piRNAs may 

act in a manner similar to that of miRNAs. A study from Esposito et al. opened up newer 

avenues for exploration in this domain 
147

. piR_015520 was found to negatively regulate 

its host gene MTNR1A gene, offering new functions for piRNAs, similar to miRNAs. 

Other studies have also confirmed the relationship between piRNAs and its 

corresponding target mRNAs 
148,149

, even though it is not known if the piRNAs have any 

seed sequence that determines its complementary binding with the target mRNA. 

1.2.2.6 Role of PIWI proteins and piRNAs in cancer development 

PIWI proteins and piRNAs are new players in tumorigenesis. The first report to 

suggest the role of PIWI proteins in cancer originated from the study on seminomas by 

Qiao et al 
140

. Extending on this study, Lee et al also observed phenotypic differences 
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relating to induction of PIWI protein expression 
150

. These pioneering reports were 

followed by other studies that focused on the understanding of the contribution of PIWI 

proteins and piRNAs to cancer. Dysregulation of PIWI proteins have been detected in 

breast cancer, cervical cancer and have been linked to cell proliferation, apoptosis, 

invasion and metastasis 
151-154

. Clinical significance of PIWI proteins have also been 

reported. PIWI proteins have shown to possess prognostic significance for gliomas 
155

, 

pancreatic cancer 
156

, colorectal carcinoma 
157

, to name a few. The expression patterns of 

PIWI proteins were found to be different in different BC stages 
152

, indicating their 

potential to be a biomarker but no study has yet highlighted the prognostic significance of 

PIWI proteins for BC. Likewise, piRNAs have also been observed to be dysregulated 

(serving as tumor suppressors or oncogenes) and thus influencing phenotypic effects in 

different cancer types such as breast cancer 
158

 and bladder cancer 
149

, to name a few. 

Given their diverse roles, the role of piRNAs as biomarkers has also been investigated. 

Although literature is scanty in this regard, potential of piRNAs to serve as prognostic 

and diagnostic biomarkers is high 
129,159,160

. A thorough study on piRNAs as prognostic 

markers for breast cancer is still lacking. 

1.2.3 Transfer RNAs (tRNAs) 

tRNAs are a class of small non-coding RNAs which are 75-95 nucleotides in 

length
161

 and are well known for their role in protein synthesis. A total of 625 tRNA 

genes have been annotated so far in the human genome, of which 506 are tRNAs that 

decode standard amino acids, three are selenocysteine tRNAs, three are suppressor 

tRNAs, three are tRNAs with undetermined or unknown isotypes and 110 are tRNAs 

predicted to be pseudogenes
162

. The striking feature of a tRNA molecule is its complex 
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clover shaped secondary structure that is made of three hairpin loops and one terminal 

helical stem. A tRNA interacts with a messenger RNA at the anticodon loop and carries 

the corresponding amino acid at the 3ô end. Since the genetic code is degenerate (one 

amino acid can be encoded by more than one codon), it is implied that tRNAs will exist 

for every codon that codes for an amino acid and these tRNAs are called as isoacceptors 

but the wobble hypothesis reduces the number of tRNAs needed and in all, 46 tRNAs are 

sufficient for 61 codons 
163,164

.  

1.2.3.1 Genomic location of tRNAs 

Despite being one of the oldest molecules discovered so far, we do not precisely 

know the exact genomic locations from which the tRNAs arise. In some organisms such 

as trypanosomes, tRNAs are present in the boundaries of transcriptional units 
165

. In some 

instances, tRNAs have been identified as clusters (distance between two tRNA genes is 

less than 1000 nucleotides) 
166

. 

1.2.3.2 Discovery and biogenesis of tRNAs 

The discovery of tRNAs dates back to 1956 when Paul Zamecnik and Mahlon 

Hoagland identified an adaptor molecule that functioned as an intermediate carrier of 

amino acids in protein synthesis 
167,168

.  

The biogenesis of tRNAs begins with the transcription of a tRNA gene by RNA 

polymerase III and with the help of transcription factors. The initial precursor tRNA is 

subjected to trimming of the 5ô leader and 3ô trailer sequences , followed by the addition 

of CCA sequence at the 3ô end. This sequence is important for the attachment of amino 

acids to tRNAs. Often, tRNA genes embed intronic sequences which needs to be spliced 
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out. tRNAs also undergo several modifications to become a structurally and functionally 

stable molecule. In all these steps, they are termed as uncharged tRNAs and with the 

attachment of aminoacylated tRNAs, they are termed as charged tRNA molecules or 

aminoacylated tRNAs and this completes the formation of a mature tRNA. Only the 

aminoacylated tRNAs can take part in protein synthesis 
169,170

. 

1.2.3.3 Functions of tRNAs 

The well-established and well characterized function of tRNAs is its role in 

protein synthesis. Over the years, their roles have expanded beyond their canonical 

function in translation and a discussion on these other functions will ensue. Both charged 

and uncharged tRNAs have various functions 
171

. The uncharged tRNA molecules have 

been found to play a role in regulating global gene expression. This has been specifically 

seen in bacteria, in response to amino acid starvation. During amino acid starvation, in 

yeast and in mammals, uncharged tRNAs activates Gcn2p protein kinase by binding to a 

specific domain named histidyl-tRNA synthetase (HisRS) domain. This activated domain 

phosphorylates the translation initiation factor and thereby reduces global protein 

synthesis 
172

. In all these, uncharged tRNAs are merely helping the cells to survive under 

nutritional stress conditions. Apart from their significance in protein synthesis, they also 

serve as intermediates in protein degradation mechanisms 
173

. tRNAs have also found 

their way in regulating cell death. They prevent the binding of cytochrome c released 

from the mitochondria to apoptotic protease activating factor 1 (Apaf1) and thus inhibits 

the cascade of apoptotic events 
174

.  
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One of the recently discovered functions of tRNAs is their processing to 

generate tRNA fragments (tRFs) 
175

. Although these tRFs were initially considered to be 

degradation by-products, significant roles have been identified for these tRFs, illustrating 

the fact these fragments are functional molecules that predominantly arise during stress 

conditions 
176

. Their roles have been identified in translational regulation during stress 

conditions and have also been identified as regulators of gene expression, in a manner 

similar to that of miRNAs. Relative variations in expression levels of tRFs in tumor cells 

as compared to normal cells 
177

 and their role in silencing gene expression, thereby 

influencing cell proliferation 
175

 or metastasis 
178

 implies that they may also contribute to 

tumorigenesis. Reviews by Keam et al 
179

 and Shigematsu et al 
180

 have explained in 

detail the types of tRFs, their generation and the functional significance. Interestingly, 

there is also evidence indicating that tRF may possess characteristics of a miRNA, both 

structurally and functionally (by regulating gene expression) 
181

, thus expanding the 

potential repertoire of tRNA functions. Based on the recent discoveries we now 

understand that tRNAs may also potentially contribute to gene regulation. 

1.2.3.4 Clinical relevance of tRNAs 

tRNAs have remained as a challenge for biologists as these are not amenable for 

large scale profiling until recently. However, components of the tRNA biosynthetic 

machinery such as tRNA synthetases have been found to be deregulated in tumor 

conditions 
182-185

. Structural intricacies and complexities possessed by tRNAs has 

deterred the development of standard profiling platforms, which in turn has limited our 

knowledge on the clinical importance of tRNAs. In 2006, Dittmar et al. designed the first 

microarray chip for tRNAs that captured tRNAs representative of all the amino acids. 
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Tissue specific expression of tRNAs was also observed in this study 
186

. An insight into 

the contribution of tRNAs to tumorigenesis was gained from the pioneering work by 

Pavon-Eternod et al 
187

. In this study, tRNAs were found to be over expressed in breast 

tumors and it was suggested that tRNAs may show potential as biomarkers for BC 
187

. 

Following this study, another study was attempted to understand the functional 

consequences of tRNA overexpression in BC. Overexpression of initiator tRNA 

(tRNAi
Met

) was found to promote cell proliferation and increase the metabolic activity of 

cells 
188

. From these studies, it is clear that our knowledge on the clinical importance of 

tRNAs is primitive. Although tRNAs have been suggested to show promise as 

biomarkers, no study has been attempted till date to identify tRNAs as prognostic, 

diagnostic or predictive markers. 

1.2.4 Small nucleolar RNAs (snoRNAs) 

snoRNAs are one of the most abundant classes of sncRNAs that ranges from 60-

300 nt in length 
161

. They are a highly conserved group of RNAs that are involved in 

post-transcriptional modifications and in maturation of other RNAs such as ribosomal 

RNAs (rRNAs) and small nuclear RNAs (snRNAs). Approximately about 200 different 

species of snoRNAs are present in every vertebrate cell 
189

. 

1.2.4.1 Genomic organization of snoRNAs 

As the name suggests, snoRNAs originate from the nucleolus of a cell, a 

dynamic organelle that is found within the nucleus of a cell and is involved in rRNA 

biogenesis and in cell cycle. snoRNAs are mostly encoded within the introns of protein 

coding and non-protein coding genes or have been found in the intergenic regions 
161,190

. 
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More than 90% of human snoRNAs originate in the introns 
190

. Usually one intron will 

harbor one snoRNA. In other organisms such as yeast, metazoans and plants, they may be 

found as independent genes, as gene clusters or as intronic gene clusters 
191

. snoRNAs are 

most commonly associated with proteins and form small nucleolar ribonucleoprotein 

complexes 
192

.  

1.2.4.2 snoRNA families 

Most of the snoRNAs identified so far, fall into one of the two classes of 

snoRNA family: C/D box and H/ACA box 
191,192

. The former class of snoRNAs are 

named as SNORDs and the latter are named as SNORAs. SNORDs are involved in 2ôO 

methylation and are associated with four proteins. Fibrillarin is the core protein that is 

responsible for methylation. C/D box snoRNAs share two sequence motifs which share 

complementary sequences ï C box (PuUGAUGA) and D box (CUGA) at their 5ô and 3ô 

ends, respectively. SNORAs are involved in pseudouridylation and are also associated 

with four proteins. The core protein responsible for this modification is dyskerin. This 

family of snoRNAs share the sequence motifs H box (ANANNA) and ACA box (ACA) 

and are characterized by hairpin-hinge-hairpin-tail structure. Small Cajal body RNAs 

(scaRNAs) are the third class of snoRNAs that are located in the Cajal bodies and are 

involved in methylation and pseudouridylation of RNA polymerase II transcribed 

spliceosomal RNAs 
193

. All three classes of snoRNAs perform their function by base 

pairing with target RNAs; while another class of snoRNAs called ñorphan snoRNAsò 

exist that do not share complementarity with any RNA. These post-transcriptional 

modifications are important to enhance the stability of RNAs and to protect the RNAs 

from hydrolytic degradation 
194

.   
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1.2.4.3 Biogenesis of snoRNAs 

snoRNAs existing as independent genes are first transcribed by RNA 

polymerase  II. These transcribed units are excised from both the ends by exonucleases 

until the snoRNA boundaries are reached. Intronic snoRNAs can mature in two ways ï 

(i) they are excised as lariats during splicing of the host genes. The lariats are debranched 

and trimmed from both the ends by exonucleases until the snoRNA boundaries are 

reached. In the second pathway, introns are not excised by splicing but are instead 

cleaved by endonucleolytic enzymes, which are then trimmed by exonucleases 
192

. 

1.2.4.4 Functions of snoRNAs 

The well-known function of snoRNA is in rRNA processing and maturation 
191

. 

Other novel functions of snoRNAs are slowly coming to the fore and some of them are 

outlined below. Deep sequencing generated data has revealed that processing of 

snoRNAs may yield other smaller RNAs including miRNAs and piRNAs 
161,195-197

. Since 

miRNAs are considered as master regulators of gene expression, snoRNAs may 

indirectly be believed to be involved in gene regulation. Recent discoveries have 

demonstrated the involvement of snoRNAs in alternative splicing 
198

. SNORD115 was 

shown to share complementarity with exon Vb region of serotonin receptor. Vb region 

contains silencer for splicing, as a result of which this exon is not included in the mRNA, 

resulting in shorter product. Whereas base pairing of SNORD115 with exon Vb, 

eliminates the action of the silencer, permitting the inclusion of exon Vb, resulting in a 

normal receptor. Other mechanisms of how snoRNAs regulate alternative splicing have 

been proposed but conclusive results are yet to be obtained. One of the indirect 

mechanisms through which snoRNAs participate in gene regulation is through its 
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processing to other sncRNAs such as miRNAs and piRNAs. The pathological importance 

of snoRNAs began to be understood from the observation that a genetic locus containing 

SNORD115 and SNORD116 was deleted in the neurodevelopmental genetic disorder: the 

Prader Willi syndrome 
199

. Subsequently, other studies have demonstrated altered levels 

of snoRNAs, indicating their possible involvement in disease conditions, including 

malignancies. Similar to miRNAs, snoRNAs can also be classified into oncogenes and 

tumor suppressors, based on their over or under expression in tumor cells, relative to 

normal. snoRNA deregulation has been observed in metabolic stress disorder 
200

 and in 

chronic conditions such as chronic lymphocytic leukemia 
201

, hepatocellular carcinoma 

202
, colorectal cancer 

203
 and endometrial cancer 

204
, prostate cancer among others. Their 

roles have also extended to being biomarkers ï diagnostic and prognostic. Their 

diagnostic significance has been observed for lung cancer 
205

 and their prognostic 

relevance has been highlighted in colorectal cancer 
203

, lung cancer 
205,206

, chronic 

lymphocytic leukemia 
201

, peripheral T cell lymphoma 
207

. Elevated levels of snoRNA 

biogenesis has been observed in breast cancer and their significance in breast 

tumorigenesis has been demonstrated 
208,209

, yet a comprehensive study on identifying 

snoRNAs as prognostic markers for BC has not been published so far.  

1.3 Profiling platforms for small non-coding RNAs 

A number of gene expression profiling platforms have been adopted for small 

RNAs also. However, small RNAs pose several challenges in developing a profiling 

platform 
210-213

 - (i) small size of these RNAs makes it difficult to design a 

complementary probe or a traditional primer, where often, the size of a probe/primer is 
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equal to or more than the size of small RNAs, (ii) miRNAs, for instance can differ by a 

nucleotide and this distinction is difficult to obtain unless the platform is highly sensitive 

to detect even one nucleotide difference, (iii) The GC content of miRNAs vary greatly, 

thus making it difficult to standardize the melting temperatures for annealing reactions in 

a genome wide study, (iv) rapid rate of discovery, making it difficult to reuse the data 

generated on platforms using pre-printed probes, based on the existing annotation.  

Nevertheless, three main platforms used for profiling small non-coding RNAs 

include microarray, quantitative Reverse Transcription-Polymerase Chain Reaction 

(qRT-PCR) and next generation sequencing (NGS) 
214

. Every platform has its own merits 

and demerits and a summary of these platforms are provided below. 

1.3.1 Quantitative reverse transcription polymerase chain reaction (qRT-PCR) 

One of the commonly adopted techniques is qRT-PCR that relies on cDNA 

generated from RNA, followed by real time PCR that quantifies the product in real time. 

While qRT-PCR offers the advantage of being highly sensitive and specific with a high 

dynamic range (six orders of magnitude), only limited number of RNAs can be 

interrogated on this platform 
211

. It is expensive, labour intensive and the optimal reaction 

conditions may vary according to sequence specific differences. The difficulty in 

designing optimal probes for detecting small RNAs, and the dependence on a pre-

determined set of RNAs based on a specific genomic build makes this incompatible for 

large scale profiling of RNAs. However, this platform may be best suited to validate or 

probe for candidate molecules and especially when the sample amount in limiting 
215

.    
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1.3.2 Microarray  

This is a hybridization technique that relies on pairing of RNAs to its 

complementary sequences printed on a chip. The problem of small size of RNAs poses 

challenges 
212

. Microarrays are less sensitive when compared to qRT-PCR and as with 

qRT-PCR 
210,211

, the analysis might be restricted to a single class of molecules, in a 

specific genome build. A platform with low sensitivity will generate many false negative 

calls, whereas higher sensitivity and reduced specificity would result in a higher number 

of false positives. The chance of identifying novel RNAs is minimal and capturing of 

RNAs with single nucleotide differences is challenging. The dynamic range of this 

platform is moderate (four orders of magnitude) but it allows profiling of higher number 

of molecules (compared to qRT-PCR) at a lesser cost 
211,216,217

. Replication and 

comparison of previous study findings generated from using microarray is difficult due to 

differences in the RNA content printed on the chip. The lack of ability to perform 

absolute quantification of molecules renders it more suitable for comparing relative 

abundances of molecules that fall within the dynamic range of the platform between two 

conditions such as normal and diseased.  

Although both these techniques (qRT-PCR and microarray) have their own advantages, 

these methods rely on a pre-determined set of RNAs based on a specific genome build, 

thereby leaving us blinded to the functions of other RNAs that cannot be captured 

because of platform limitation. 
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1.3.3 Next generation sequencing (NGS) 

NGS refers to sequencing of millions of reads in parallel, yielding higher 

throughput 
217

 and more coverage, necessitating the use of powerful computing skills and 

algorithms for analysis 
213

. Several platforms are available within NGS. The platform 

used for the current study is Illumina Genome Analyzer IIx. An overview of Illumina 

sequencing is as follows 
213,218,219

: sequencing in Illumina takes place on a solid glass 

surface called as flow cell which has sequencing templates (primers). Total RNA is 

isolated from the sample and is size fractionated and the band corresponding to the size 

of small RNAs is extracted (~200 bp). Alternatively size selection can also be performed 

following the addition of adapters. Adapters which are short known sequences of DNA 

and are complementary to the lawn of primers found on the surface of the flow cell are 

added to both the 3ô and 5ô ends of the isolated RNA. Adapters function as primer 

binding sites for reverse transcription and for PCR amplification. RNA with adapters has 

to be specifically selected to remove the adapter dimers formed, if any. An agarose gel is 

again run to select the band corresponding to RNA-adapter to be used for sequencing.  

The length of RNA to be inserted between the two adapters is user specific and is called 

the óinsert lengthô. Sequencing is carried out in a flow cell which has 8 lanes. Each lane is 

split into two columns and each column is further divided into tiles. There are about 100 

tiles per lane. Either one sample can be loaded per lane or multiple samples can be loaded 

in a single lane where every sample RNA is ligated with an óindex sequenceô. Index 

sequence is very similar to barcode that helps in identifying the respective products. 

Similarly, index sequence helps in identifying the samples even after they are 

multiplexed. The process of loading multiple samples in a single lane is called 
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ómultiplexingô. Adapter sequences in the samples hybridize to the primers present on the 

flow cell. Following hybridization, clusters (clones of the same sequence of RNA) are 

generated for each and every RNA sequence. This process is called ócluster generationô 

and clones are generated by an amplification process called bridge óamplificationô. This 

process generates about 1000 identical copies of every single RNA template. Clusters are 

generated to intensify the signal emitted by the fluorescent labeled nucleotides added 

while sequencing. Sequencing is done using reversible terminator technology, also called 

as ósequencing by synthesisô. This technology uses 4 fluorescently labeled nucleotides to 

sequence millions of clusters in the flow cell surface in parallel. The 3ô ends of the 

nucleotides are reversibly terminated i.e., modified in such a way that the 3ôends are 

blocked to prevent any further addition of nucleotides. During each sequencing cycle, a 

single fluorescently labeled nucleotide is added to the growing chain. Soon after the 

addition of a single nucleotide, the label is imaged to identify the base and the terminator 

is enzymatically cleaved to allow the incorporation of the next nucleotide.  

Based on the insert length and the sequencing direction, two types of sequencing 

can be done in Illumina ï Single end sequencing and Paired end sequencing. Single end 

sequencing is commonly used for short insert lengths and the sequencing proceeds in 

only one direction. For small RNA expression profiles, single end sequencing is adopted. 

Paired end sequencing is done for slightly longer insert lengths (200-600bp) and the 

sequencing proceeds in both the directions (forward and reverse strands). Mate pair 

sequencing is done for generating libraries with longer insert lengths (2-5kb).   
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The advantage of NGS is that it offers absolute quantification of molecules, 

higher coverage, high sensitivity and specificity 
214

. It does not require the knowledge of 

genomic annotation (prerequisite for qRT-PCR and microarray) and the reads can be 

assembled de novo 
220

. This platform overcomes the problems of hybridization 

encountered in sequencing technique, is capable of capturing reads with even a single 

nucleotide difference and is useful for identifying novel RNAs. It exhibits high dynamic 

range (> 10 orders of magnitude), enabling quantification of low amounts of molecules 

and allows parallel quantification of multiple RNA types, not restricted to one particular 

class. Since NGS does not depend on any particular genome build, reanalysis of the 

existing data based on the current genome build is possible. However, sequencing biases 

may be introduced due to the number of steps involved in sample preparation; data 

analysis and interpretation is complex due to the large volumes of data being generated. 

Of the three profiling platforms, NGS is the also the most expensive but it off-sets the 

costs by allowing mining of all small RNA classes which is not possible on microarray or 

qRT-PCR platforms. With several user-friendly bioinformatics platforms now available 

for data analysis, complexity of data and its mining once considered a limitation for NGS 

has now been overcome 
213

. The rationale for my choice of NGS as the profiling platform 

stems from the above considerations. 

1.4 Rationale to conduct the study 

sncRNAs are attractive molecules of interest for reasons mentioned below: 

Extracting long RNAs from easily available FFPE blocks has been challenging. 

However, due to their small size, sncRNAs have been demonstrated to be highly stable in 
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nature, withstanding the effects of formalin and other tissues processing effects. The 

expressions of these molecules have also remained invariant between fresh frozen and 

FFPE tissues 
221-225

. These properties make them attractive as large repositories of FFPE 

blocks are housed in pathology departments and when combined with clinical data, are 

ideal for biomarker discovery and validation studies. 

Compared to messenger RNAs, the number of sncRNAs identified so far are fewer 

in number, which makes the understanding about these molecules and handling of the 

datasets fairly easy. 

sncRNAs are less prone to gene variant mechanisms such as alternative splicing. 

Therefore analyzing these molecules are less complicated. 

sncRNAs have been isolated from almost all the tissue types and biofluids such as 

serum and plasma and have demonstrated to be highly stable in these biospecimens 
205,226-

228
. Therefore developing less invasive and easily procurable markers for BC (and other 

cancers or diseases) prognosis seems plausible. 

Lastly, sncRNAs work a step higher in the hierarchy of gene regulation and 

signaling pathways. The pleiotropic nature and/or redundant properties of sncRNAs 

draws more attention towards these molecules as altering the expression of a single RNA 

may have substantial effects on gene expression networks; suggesting that these RNAs 

may also be helpful for therapeutic interventions. 
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1.5 Hypothesis 

Deregulation of small non-coding RNAs contributes to inter-individual differences 

in disease trajectory and eventual treatment outcomes in breast cancer. 

1.6 Objectives 

(i) To comprehensively profile and identify differentially expressed small non-

coding RNAs from normal breast tissues and breast tumor tissues. 

(ii)  To identify miRNAs associated with prognoses (Outcomes: overall survival and 

recurrence free survival). 

(iii)  To identify prognostic relevance of sncRNAs profiled (piRNAs, tRNAs and 

snoRNAs). 

Materials and methods common for all the small non-coding RNAs will be 

explained in chapter 2 and methods specific for each and every RNA will be explained in 

their respective chapters. The three specific objectives mentioned above have been 

organized into different chapters. Objective 1 is elaborated in chapter 3 of this thesis and 

objective 2 is explained in chapter 4. Identification of other small non-coding RNAs i.e., 

the piRNAs, tRNAs and snoRNAs (objective 3) have been explained in chapters 5, 6 and 

7, respectively for more clarity. Further, overall discussion, conclusions and the potential 

future work are outlined in chapter 8 followed by appendix (chapter 9).  
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2. Materials and methods 

US National Cancer Institute and the European Organisation for Research and 

Treatment of Cancer (NCI-EORTC) at their First International Meeting on Cancer 

Diagnostics (From Discovery to Clinical Practice: Diagnostic Innovation, 

Implementation, and Evaluation), recommended specific guidelines for tumor based 

biomarker discovery, validation and reporting. McShane et al, laid guidelines on 

reporting practices, called ñREporting recommendations for tumour MARKer prognostic 

studiesò which is well-known as REMARK guidelines 
1
. I have adhered to these 

guidelines in identifying and reporting prognostic markers for BC in this thesis. Briefly, 

REMARK guidelines call for: (i) explanations about the markers under investigation, a 

clear statement of the study objectives and hypothesis; (ii) description of the patient 

cohorts as well as characteristics of the specimens used for the study; (iii) estimation of 

the sample size needed to conduct the study; (iv) methods adopted, (v) overall study 

design and the various statistical methods adopted (including the method to estimate 

optimal cut-off point) and the results thus obtained (which includes hazards ratio, 

confidence interval); (vi) validation of the initial findings from discovery cohort in an 

external dataset and (vii) discuss potential limitations and implications of the study for 

future research. 

2.1 Sample size calculation 

Number of samples needed to detect statistically significant differences of the 

measured sncRNAs between the two comparison groups i.e., cases and controls was 

estimated using the following web tools: 
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http://bioinformatics.mdanderson.org/MicroarraySampleSize/ and 

 http://linus.nci.nih.gov/brb/samplesize/ 
2,3

. I considered the following parameters to 

estimate the sample sizes: Ŭ (acceptable number of false positives) = 0.05 (5%), ɓ 

(desired power to conduct the study) = 80% and a fold difference of 2 or more in 

sncRNA expression. Under these conditions, at least 8-11 samples were required in each 

group (controls and cases). This study included 11 control samples and 104 cases, thus 

meeting the statistical requirements to enable data interpretations with confidence. 

2.2 Clinical characteristics of the samples used for the study 

2.2.1 Discovery cohort 

Samples included in the discovery cohort were obtained from women in Alberta, 

Canada. Written informed consent was obtained from all the study participants and the 

study was approved by the local Institutional Research Ethics committee (Health 

Research Ethics board of Alberta- Cancer Committee). 

Controls:  

Eleven apparently healthy breast tissues obtained from reduction mammoplasty 

surgery were considered as normal samples and will henceforth be called as controls. 

These samples were stored as flash frozen (FF) tissue specimens. The tissue samples 

were assessed by a pathologist and were confirmed to be free of malignancy. 

Cases:  

Breast tumor tissues from one hundred and four cancer patients diagnosed with 

invasive ductal breast cancer were obtained to conduct this study and will henceforth be 
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called as cases. These samples, along with their complete clinical characteristics were 

accessed from Alberta Cancer Research Biobank/Canadian Breast Cancer Foundation 

tumor bank (http://www.acrb.ca/). All the patients were non-metastatic at the time of 

diagnosis (except one) and the samples were collected between the years 1996 and 2008. 

The median follow up period was 2927.5 days or 8.02 years (range: 170 ï 6125 days) and 

the median age at the time of diagnosis was 50 years (range: 27 ï 79 years). Patients were 

classified into different molecular subtypes based on their immunohistochemical profiles 

that considered estrogen receptor (ER), progesterone receptor (PR) and human epidermal 

growth factor receptor (HER2) expression levels. More than 50% (n = 62) of the patients 

belonged to Luminal A subtype with positive expression status for ER, PR and negative 

status for HER2 receptor. Thirty patients were diagnosed with triple negative breast 

cancer (TNBC) based on low to negligible expression of all three receptors. Ten patients 

showed positive expression status for all the three receptors and were classified as 

Luminal HER2 subtype. Two patients were positive for ER and PR and their HER2 status 

was unknown. Since the overall tumor grade was high, these were classified into Luminal 

B subtype, as described earlier 
4-6

. Luminal HER2 and Luminal B samples will 

henceforth be called as Luminal B. Of the 104 patients, 25 underwent neoadjuvant 

therapy and 79 underwent adjuvant therapy, with predominant treatment option being the 

administration of TAC (Taxotere/docetaxel, Adriamycin and Cyclophosphamide; n = 57). 

Despite standard care of treatment, 46 patients died and 61 patients experienced 

recurrence. All the tissue samples were preserved as Formalin Fixed Paraffin Embedded 

tissue blocks (FFPE). A pathologist (Dr. Richard Berendt) examined tumor cellularity in 

H&E stained sections from each of these blocks and found that all of the 104 samples 
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exhibited Ó 70% tumor cells. The percent distribution of tumor cellularity is as follows: 

70% (n = 7), 80 ï 90% (n = 13), 90% (n = 24), 95% (n = 35) and 100% (n = 25).  

2.2.2 External validation cohort (TCGA)  

Samples profiled by The Cancer Genome Atlas (TCGA) and preserved as FF 

tissues were accessed for use as external validation cohort. The data access committee 

from TCGA approved the study protocol and use of data sets. A total of 1,088 BC cases 

were available in TCGA dataset. I filtered the samples based on the following criteria, to 

make the dataset comparable to the discovery cohort from Alberta (n=104): (i) female 

patients, (ii) absence of any previous malignancy, (iii) non-metastatic at the time of 

presentation, (iv) non Caucasian samples were removed based on the self-declared 

ethnicity, and (v) invasive ductal carcinomas. 479 samples were retained after filtering 

for the above mentioned criteria. Data on the hormone receptor status was available for 

332 patients, using which, I classified the samples into Luminal A (n = 203), Luminal B 

(n = 58), TNBC (n = 52) and HER2+ enriched (n = 19) 
5
. Tumor stage information was 

available only for 328 samples. Samples in TCGA dataset was sequenced using two 

platforms ï Illumina Genome Analyzer IIx and Illumina HiSeq. Of the 328 samples, 156 

were sequenced using the former and 172 were sequenced using the latter. Samples 

sequenced from Illumina Genome Analyzer would have been the ideal external dataset 

for comparison with the discovery cohort but the number of events (n = 8) from this 

subset of samples was less to run a survival analysis, therefore samples sequenced using 

Illumina HiSeq platform was used as an external dataset. Since the discovery cohort did 

not include any HER2+ enriched samples, I removed these samples from TCGA dataset, 

resulting in a sample size of 162. I considered only samples with a follow-up period of > 
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3 years for patients without any events, based on a previous study that defined the follow-

up period for recurrence or survival analysis 
5
. Overall, I was left with 84 samples for 

survival analysis, with death reported for 27 patients. TCGA data lacked time to 

recurrence and hence I attempted only the survival analysis. The percent distribution of 

tumor cells (cellularity) in TCGA dataset were as follows: (i) 30 ï 50% = 14, (ii) 55 ï 

70% = 19 and (iii) 75 ï 100% = 50. One sample did not have any information on tumor 

cellularity. Compared to the discovery cohort, in which all the samples had tumor 

cellularity > 70%, the number of samples with > 70% tumor cellularity were less in 

TCGA dataset (at 60% of the total n=84). All these differences, including the platform 

differences were taken into account for finer interpretations of the data. 

Patient demographics of discovery and external validation cohorts are summarized in 

Table 2.1.  
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Table 2.1. Patient demographics of discovery and external validation cohorts 

Characteristics 

Discovery cohort 

from Alberta  

(n=104) 

External validation cohort 

from TCGA  

(n=84) 

Median age at diagnosis in years (range) 50 (24 ï 79) 54.5 (35 ï 90) 

Median follow up time from diagnosis in 

days (range) 
2927.5 (170 ï 6125) 1881.5 (174 ï 3807) 

Molecular subtypes 

Luminal A 

Luminal B 

Triple Negative 

 

62  

12  

30  

 

 

51  

18 

15  

Menopausal status 

Pre 

Post 

Peri 

Unknown 

 

37 

75 

11 

1 

 

24 

46 

3 

11 

Family history of Breast Cancer 

Yes 

No 

Unknown 

 

40 

58 

6 

 

N/A 

N/A 

N/A 

Stage 

I 

II  

III  

IV  

 

8 

79 

16 

1 

 

25 

47 

12 

0 

Overall Grade 

Low 

High 

Unknown 

 

36 

67 

1 

 

N/A 

N/A 

N/A 

Vital Status 

Alive 

Dead 

 

58 

46 

 

57 

27 

Relapse Status 

Relapse 

No relapse 

 

61 

43 

 

N/A 

N/A 

Treatment type 

Adjuvant 

Neoadjuvant 

 

79 

25 

 

84 

0 
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2.3 Isolation of total RNA for small RNA sequencing 

I homogenized all the control samples, stored as FF tissues using TRIzol 

(Invitrogen) and isolated total RNA using Qiagen RNeasy kit according to manufacturers' 

instructions. Total RNA from FFPE tissues was isolated using RecoverAll Total Nucleic 

Acid Isolation Kit (Life technologies) through the services of PlantBiosis Ltd 

(Lethbridge, Alberta, Canada; http://www.plantbiosis.com/). RNA quality and quantity 

were analyzed with Bioanalyzer 2100 and RNA Nano Chips (Agilent Technologies). The 

RNA extraction protocols that have been followed for this study have previously been 

optimized for FF and FFPE tissues wherein the use of different extraction protocols in a 

comparative miRNA study was shown to result in expression profiles that are highly 

reproducible and strongly correlated between FF and FFPE tissue types 
7,8

. 

2.4 Small RNA sequencing 

Services from PlantBiosis Ltd were utilized preparing small RNA libraries and for 

small RNA sequencing. Basic bioinformatics support, i.e., from generating fastq files to 

.bam files were also offered by PlantBiosis Ltd and the details are as follows: Small 

RNAs were sequenced using TruSeq Small RNA Sequencing Kit (Illumina), TruSeq SR 

Cluster Kit v5-CS-GA (Illumina) and TruSeq SBS Kit v5-GA (Illumina) according to 

manufacturerôs instructions. This sequencing protocol aims to select and amplify small 

RNAs, ranging between 15 and 40 nt in length. Therefore, size fractionation was 

performed to include only sequences less than 200nt, after adapter ligation. All the 

samples were sequenced on Illumina Genome Analyzer IIx with 36-cycle single-end 

protocol (7 belonged to index and 29 base sequence for alignment with genome build). 
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Base calling and demultiplexing were completed using CASAVA 1.8.2 with default 

settings, followed by trimming of adapters using CutAdapt software 

(http://code.google.com/p/cutadapt/). Sequences longer than 17 nucleotides and < 27 

nucleotides were retained. Quality trimming was performed to retain only reads with a 

Sanger quality score cut-off of 30. The quality of the sequenced reads after adapter 

trimming was assessed using FASTQC software 

(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/). One tumor sample was not 

processed further due to poor quality and was therefore excluded, leaving 103 tumor 

samples for further analysis. Trimmed sequences were then aligned to the reference 

genome using Bowtie 
9
 and were allowed a maximum of two mismatches. Human hg19 

genomic assembly (UCSC), downloaded from Illumina iGenome repository was used as 

a reference for mapping. Aligned sequences were saved as .sam files, converted to more 

memory efficient .bam files and sorted by genomic position. Sequencing data was 

submitted to Gene Expression Omnibus (GEO accession ID GSE68085). 

2.5 Sequencing data analysis 

2.5.1 Discovery cohort 

For analysis of NGS data, I used Partek Genomics Suite v 6.6 (PGS, Partek® 

Genomics Suite software, Version 6.6 beta, Copyright © 2009 Partek Inc., St. Louis, 

MO, USA). The .bam files of 103 tumor samples and 11 normal samples served as input 

files to PGS. Four classes of sncRNAs, i.e., miRNAs, piRNAs, tRNAs and snoRNAs 

were studied in this work and individual data analysis was performed for every class of 
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sncRNA. The following databases were used to annotate the .bam files to different 

sncRNA classes:  

miRBase v20 (http://www.mirbase.org/) for mature miRNAs 
10,11

,  

piRNA bank (http://pirnabank.ibab.ac.in/index.shtml) 
12

 for piRNAs,  

UCSC (http://gtrnadb.ucsc.edu) 
13

 for tRNAs, 

and Ensembl (http://grch37.ensembl.org/index.html) for snoRNAs 
14

.  

For every class of sncRNA, all the sncRNAs that registered a read count of one 

was annotated from the dataset. The dataset was normalized using reads per kilobase per 

million method (RPKM), a well-established method used for normalizing sequencing 

data 
15

.  

Separate small RNA libraries were constructed for different batches of tissue 

specimens profiled. Hence the datasets were adjusted for potential batch effects using 

ANOVA model. Overall, the samples used for this study were sequenced in four different 

batches: Batch 1 = 8 TNBC samples; Batch 2 = 16 Luminal A samples; Batch 3 = 11 

normal samples; 10 TNBC samples & 23 Luminal A samples; Batch 4 = 25 Luminal A 

samples, 10 Luminal B samples & 11 TNBC samples. Sequencing was performed in 

different batches for the following reasons: (i) to initially explore the feasibility of 

profiling sncRNA, (ii) as a quality control (QC) step to determine the quality and 

amenability of specimens available for high-throughput sequencing and (iii) to contain 

costs at the exploratory stage. Many of the technologies used in biology are often 

encountered with variations arising from technical and biological factors. Our whole 

objective of performing an experiment is to capture signals arising from biological source 

and not from technical source. One of the main sources of variations is called as batch 
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effects, which, as defined by Leek et al., are ñsub-groups of measurements that have 

qualitatively different behavior across conditions and are unrelated to the biological or 

scientific variables in a studyò 
16

. One example of a reason for batch effects is the 

processing of samples on different days. The presence of batch effects in a dataset may 

lead to inaccurate biological conclusions, creating difficulty in reproducing the results. 

However, if a dataset that is confounded by batch effects is analyzed, it becomes difficult 

to distinguish the results thus obtained from those that would arise from real biological 

effects. Therefore, it is imperative to understand the dataset or in other words, perform an 

exploratory analysis well before performing the real experiment and interpreting the 

results. There are several methods to quantify and correct for batch effects and this has 

explained in detail by Leek et al 
16

. One of the methods that I have adopted is to cluster 

the samples using Principal component analysis (PCA) and quantify the amount of 

variation arising from the presence of batch effects using ANOVA model. The presence 

of batch effects warranted data correction for batch effects. The option for correcting for 

batch effects is in built within PGS.   

For subsequent analysis, sncRNAs were filtered for read counts ï sncRNAs that 

had > 10 read counts in at least 90% of the samples (normal and tumor samples inclusive 

for case-control approach and only tumor samples for case-only approach; the two 

statistical approaches are explained in section 2.6) were retained for all the downstream 

analysis. PCA plot of filtered raw counts of each class of sncRNA corrected for batch 

effects was used for identifying potential sample outliers. Samples deviating from three 

standard deviations were identified as potential sample outliers. After removing sample 

outliers, .bam files were reloaded into PGS and the dataset was normalized and corrected 
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for batch effects. Further, the same filtering cut off was applied to retain sncRNAs for 

downstream analysis. For all the downstream analysis, batch effects corrected normalized 

counts of filtered sncRNAs was used. One-way ANOVA test was used to identify 

differentially expressed (DE) sncRNAs with fold change (FC) > 2.0 and false discovery 

rate (FDR) cut off < 0.05. 

2.5.2 External validation cohort 

Eighty four samples from TCGA dataset were considered as the external 

validation cohort. I analyzed the .bam files of 84 samples using PGS. All the sncRNAs 

which registered a read count of one were annotated and the dataset was normalized 

using RPKM method. Further, the dataset was adjusted for batch effects using ANOVA 

model, considering the following variables: batch ID, plate ID and tissue source site. 

2.6 Survival analysis 

I performed the statistical analyses under the able guidance of Dr. Sunita Ghosh. 

2.6.1 Discovery cohort 

Two commonly used statistical approaches were adopted for this study: Case-

control (CC) approach and Case-only (CO) approach. The difference between these two 

approaches lies in the selection procedure of sncRNAs for survival analysis. In the CC 

approach, only DE sncRNAs were tested for their association with outcomes (Overall 

Survival, OS and Recurrence Free Survival, RFS). In contrast, CO method is unbiased, 

i.e., it includes all of the sncRNAs profiled in the tumor samples (following the data 

filtering criteria described above), thus allowing a wider dataset for interrogation and is 

not influenced by expression differences between normal and tumor samples, thus 
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eliminates the bias introduced by the defined ñnormal sampleò. CO approach therefore 

offers a chance to identify molecules, which would have otherwise been missed in a DE 

list identified from CC approach and also includes those RNAs which may be 

preferentially expressed in tumor samples alone and not in normal samples. Here again, 

all the sncRNAs retained after applying the filter cut off (> 10 read counts in at least 90% 

of the tumor samples) were subjected to survival analysis.  

More often than not, high-throughput techniques suffer from the problems of high 

dimensionality (a higher number of markers but lower number of samples) and 

collinearity (correlation between two markers), leading to the generation of instable co-

efficients in a traditional Cox-proportional hazards regression model 
17

. In such cases, the 

inclusion of individual miRNAs to build a model may not yield reliable results, whereas 

considering miRNAs as continuous variables and constructing risk scores overcomes 

both these problems. For both OS and RFS, sncRNAs obtained from CC and CO 

approaches were considered as continuous variables and were subjected to Univariate cox 

proportional hazards regression analysis, along with permutation test (n = 10,000) using 

óglmpermô package in R statistical program. OS and RFS were defined as the time period 

between the date of surgery and until an event occurred ï death in case of OS and 

recurrence in case of RFS. Any sncRNA that was significant in the permutation test with 

p < 0.1 were considered for further analysis. All the subsequent analysis was performed 

using SAS version 3.3 (SAS institute Inc., Cary, NC). sncRNAs that were significant in 

the permutation test were used for constructing a risk score for each sample. The formula 

for risk score construction is as follows: 
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ὙὭίὯ ὛὧέὶὩ В  ίzὲὧὙὔὃ, where ίὲὧὙὔὃ is the individual risk score for 

sncRNA j on sample i, and  is the parameter estimate obtained from the univariate 

analysis for sncRNA j 
18

. For all the sncRNAs, two separate risk scores were constructed 

for CC and CO approaches - one for OS and another for RFS. In order to dichotomize the 

samples into two risk groups ï low-risk and high-risk groups, receiver operating 

characteristics curve (ROC) was used to determine the optimal cut-off point for 

dichotomization. Risk score was now considered as a dichotomous variable and was 

subjected to univariate and multivariate cox proportional hazards regression model to 

investigate whether the risk score would emerge as a potential independent prognostic 

factor. The following variables were considered as potential confounders: age at 

diagnosis (continuous variable), tumor stage (I, II vs III, IV), tumor grade (high vs. low) 

and TNBC status (Luminal vs. TNBC). The final multivariate model included those 

variables which were significant with p < 0.05. Luminal A, Luminal B and Luminal 

HER2 were collectively called as Luminal group. Kaplan Meier plots were used for 

assessing the median survival function between the two risk groups. Log-rank tests were 

performed to compare the survival distributions between the two risk groups. P < 0.05 

was considered to indicate statistical significance. Hazard ratio (HR) and their 

corresponding 95% confidence interval (CI) are reported for the univariate and 

multivariate Coxô regression model. 

2.6.2 External validation cohort 

Normalized counts that were adjusted for batch effects were used for extracting 

the normalized values of prognostic sncRNAs identified from the discovery cohort. As 
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pointed out earlier, samples selected from TCGA dataset were sequenced in Illumina 

HiSeq, whereas the discovery set samples were sequenced in Illumina Genome Analyzer. 

Due to the fact that NGS platform specific differences in read counts may potentially 

influence the risk scores we did not adopt the risk scores and cut-off points generated in 

discovery set. An independent risk score was constructed using the prognostic sncRNAs 

and ROC was employed to dichotomize the sample into two risk groups. Univariate, and 

multivariate Cox proportional hazards regression analysis was performed using the 

following variables: age at diagnosis (continuous variable), tumor stage (I, II vs. III and 

IV), TNBC status. TCGA dataset lacks information on tumor grade. However, tumor 

grade did not influence the multivariate analysis even in the discovery set (data not 

shown). Therefore I reasoned that lack of information on grade in the TCGA data set may 

not influence the study findings. External validation was carried out only for sncRNAs 

associated with OS. Since the numbers of recurrences were minimal in the external 

dataset, sncRNAs associated with RFS (identified from the discovery cohort) could not 

be validated. 

An overall workflow of this study is outlined in Figure 2.1. Methods outlined in 

this section are common for all the sncRNAs and more specific methods are elaborated in 

the subsequent chapters.   
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Figure 2.1 Overall Workflow of the study  
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3 Profiling of small non-coding RNAs from human breast tissues 

ï normal and malignant 

3.1 Small non-coding RNAs as global regulators of gene expression 

A cellôs phenotype is largely determined by the expression of several proteins. 

Proteins, as we know are translated from messenger RNAs (mRNAs) and we have 

observed dysregulation of proteins and their corresponding mRNAs in several diseased 

conditions, when compared to their normal counterparts 
1
. Although mRNAs are placed a 

step higher in the hierarchy of protein expression regulation, there are molecules such as 

small non-coding RNAs (sncRNAs) that may be placed a step even higher than the 

mRNAs and a comprehension of these molecules may in turn enable efficient regulation 

of proteins. It is therefore vital to identify these molecules and understand their behavior 

in a diseased condition. SncRNAs are molecules which are less than 200 nt in length that 

serve a multitude of functions ranging from gene regulation to splicing to protein 

synthesis. Several classes of RNAs such as miRNAs, piRNAs, snoRNAs, tRNAs etc., are 

encompassed within the sncRNA family 
2
. The class of sncRNAs is ever expanding with 

the discovery of newer molecules, along with our understanding on the roles of these 

molecules. miRNAs have largely been studied as regulators of gene expression. RNA 

world is predominantly governed by base-pair complementarity and miRNAs are a 

classic example of such an interaction 
3-5

. The roles of other sncRNAs are being studied 

from different angles. For instance, piRNAs are well studied for their role in germline 

development and maintenance 
6,7

, tRNAs are crucial for protein synthesis and snoRNAs 

are known for their classic role in post transcriptional modifications 
8
. The roles of these 
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other molecules are no longer restricted to their classical functions but are slowly 

expanding to other domains ï an important domain being gene regulation. piRNAs are 

now known to play important roles in somatic tissues and studies are now emerging to 

show that piRNAs may also be classified as master regulators of gene expression which 

may exert its action, in a manner similar to that of miRNAs 
9-12

. Several of these 

regulatory molecules (miRNAs and piRNAs) are also known to be embedded within 

slightly larger molecules such as snoRNAs 
13-16

 and tRNAs 
17

. Recent studies have also 

identified the emergence of these regulatory molecules from the processing of snoRNAs 

and tRNAs. Thus, there is an indirect contribution of snoRNAs and tRNAs to gene 

regulation and a more direct role in gene regulation is an active and emerging area of 

research. For instance, dysregulation of snoRNAs have led to a change in the cellôs 

phenotype 
18-20

, which may imply an indirect mechanism of snoRNAs in gene regulation. 

Also, tRNAs have been found to play a key role in activation of protein kinase GCN2 

21,22
, hinting at the possibility of gene expression regulation by tRNAs. With all these 

insights, it may now be possible to call the sncRNA family as global regulators of gene 

expression. Identifying molecules that are dysregulated in a diseased condition and the 

genes that are regulated by these molecules may give us clues on the overall 

understanding of the mechanisms contributing to a condition and may also serve as 

possible therapeutic targets.  
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3.2 Objectives 

Specific objectives of this chapter are to profile and identify differentially expressed 

(i) miRNAs, (ii) piRNAs, (iii) tRNAs and (iv) snoRNAs from human breast tissues 

(reduction mammoplasty vs. tumor). 

3.3 Methods 

Methods on isolating RNA, sequencing of sncRNAs and data analysis has been 

explained in detail in sections 2.3, 2.4 and 2.5. 

3.4 Results 

3.4.1 Descriptive analysis of sequencing data 

A total of 10,016,964 reads and 164,237,348 reads were detected from normal and 

tumor samples, respectively. Of these, approximately 50% of the reads were retained in 

the normal samples after adapter trimming and 59% of the reads were retained in the 

tumor samples. Of the reads retained after adapter trimming, 4,255,616 reads from 

normal tissues and 84,240,355 reads from tumor tissues were aligned to human genome 

(hg19). The overall read length distribution of the aligned reads showed a size range from 

17 to 27nt (since only reads with 17-27 nt length were retained), with a peak observed in 

22 nt length, which corresponds to the average length of mature miRNAs (Figure 3.1). 

These aligned reads were mapped to four classes of small non-coding RNAs ï miRNAs, 

piRNAs, snoRNAs and tRNAs. Table 3.1 summarizes these findings from normal and 

tumor breast tissues. While mature miRNAs (21 nucleotides) were adequately covered, 

the longer length transcripts from other sncRNAs may be potentially under-represented 
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due to the limitation in the read length specified in the sequencing protocol. However, the 

annotated RNAs may include RNAs representing different transcript lengths (actual 

length of the RNAs, as given in respective databases). For instance, piRNAs discovered 

so far range from 25-32nt. Even though the sequencing protocol captured only reads up 

to 27 nt, these aligned well with several of the longer piRNAs up to 32 nt. Figure 3.2 

indicates the number of piRNAs identified under each transcript length.  

Figure 3.1 Overall r ead length distribution of aligned reads 
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Table 3.1 Descriptive statistics of NGS data 

Parameter 
Normal 

(n=11) 

Tumor 

(n=103) 

Total reads 10,016,964 164,237,348 

Reads retained after adapter trimming 5,060,588 97,204,377 

Number of aligned reads 4,255,616 84,240,355 

Number of unaligned reads 804,972 12,964,022 

Reads mapping to miRNAs 1,174,977 24,344,516 

Reads mapping to piRNAs 307,485 3,899,537 

Reads mapping to tRNAs 124,352 8,122,670 

Reads mapping to snoRNAs 163,459 1,447,469 

 

Figure 3.2 Transcript length of the piRNAs identified from normal and tumor 

tissues 
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Reads mapping to different classes of sncRNAs were annotated to different 
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retained. The datasets were normalized (including all the RNAs) and were then filtered 

for read counts (based on the raw counts). The normalized counts of filtered RNAs were 

quantified and corrected for potential batch effects using ANOVA model. Along with this 

technical variation, biological variation was also captured for comparison and to ensure 

that only the technical variations are removed. Mean F ratios of both the biological and 

technical variations (in this case, batch) were measured and were compared to the mean F 

ratio of error. Those variations having a mean F ratio above the error bar (which is 

always 1) are considered as a source of variation to the dataset. Since the variation from 

biological source (tumor and normal tissues) is expected, this variation was not adjusted 

for. All the four sncRNAs had measurable amounts of batch effects (Table 3.2, Appendix 

figures 9.1.1 ï 9.1.4). The datasets were adjusted for batch effects and the mean F ratio 

values dropped to zero, value less than the error ratio of 1, indicating the dataset has been 

corrected for batch effects (Appendix figures 9.1.1 ï 9.1.4). The datasets, after adjusting 

for batch effects, were interrogated for potential sample outliers and for each of the 

datasets; unique/overlapping samples from different sncRNA datasets were identified as 

outliers (Table 3.2). These samples were removed and the datasets (without outliers) were 

reloaded, normalized, filtered for read counts, adjusted for batch effects and analyzed for 

differential expression of sncRNAs between normal and tumor tissues. 

Table 3.2 Results of exploratory analysis of sequencing data 

Dataset analyzed 
Mean F ratio of batch 

(before batch correction) 

Number of sample 

outliers 

miRNA 3.81 1 

piRNA 10.02 1 

snoRNA 19.73 3 

tRNA 14.48 1 
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3.4.3 Identification of differentially expressed sncRNAs 

The annotated reads of each class of sncRNAs were filtered for read counts, as 

explained above. The dataset normalized and filtered for read counts and adjusted for 

batch effects were interrogated for differential expression of sncRNAs. All sncRNAs 

exhibiting fold change > 2.0 and FDR < 0.05 were classified as differentially expressed 

sncRNAs. The number of DE RNAs identified from each dataset and the steps involved 

in arriving at the DE list are summarized in Table 3.3. The list of DE sncRNAs is given 

in the Appendix table 9.1. Further, unsupervised hierarchical clustering of samples for 

each class of sncRNAs revealed clear separation of tumor and normal samples; 

illustrating that the samples are differentiated by the relative expression of a common set 

of sncRNAs rather than by unique sncRNAs (Appendix figures 9.2.1 ï 9.2.4). 

Table 3.3 Identification of differentially expressed sncRNAs 

Analysis step miRNAs piRNAs tRNAs snoRNAs 

Number of RNAs annotated 1423 676 572 768 

RNAs retained after filtering 126 42 148 88 

Differentially expressed RNAs 80 25 76 40 

Up-regulated RNAs 48 17 76 9 

Down-regulated RNAs 32 8 0 31 

3.5 Discussion 

The class of non-coding RNAs are broadly categorized into small and long non-

coding RNAs, based on their size 
2
. The focus of this study is on small non-coding RNAs 

which are < 200 nt in length. Several classes of RNAs fall under the category of 

sncRNAs and these include miRNAs, piRNAs, snoRNAs, tRNAs, etc 
2
. The discovery of 

miRNAs, their roles in various key cellular mechanisms and 
23-26

 their potential as 



88 

 

promising biomarkers for cancer 
27-35

 and other disease phenotypes has 
36

 revolutionized 

our understanding of non-coding RNAs 
37

, which were for a long time largely ignored in 

the mistaken belief that they served no meaningful roles in somatic cells. As we 

understand today, non-coding RNAs serve a wide repertoire of functions, with substantial 

roles in gene regulation and knowledge in this area is growing exponentially. Given the 

widespread biological functions of small RNAs, comprehensive profiling and comparison 

of the expression patterns of these RNAs in a case-control study would serve as a cue for 

understanding the consequences of their abnormal expression patterns in the diseased 

state. 

3.5.1 Technical considerations 

An inert problem in high throughput techniques is the occurrence of batch effects, 

the inclusion of which would result in spurious associations 
38

. Although reports have 

suggested that the problem of batch effects is less encountered in NGS data, yet the NGS 

data is not free from it 
39

. I acknowledge this fact as batch effects were observed and 

quantified in this study. However, I used ANOVA model to adjust for batch effects and 

the same was confirmed when the mean F ratios of batch effects were found to zero, 

indicating the absence of technical variation. Moreover, PGS calculates the p-value for 

batch effects too, when we analyze for differential expression of RNAs. A p-value of 1 

was found after batch effects correction (which was p <1 before correction) for each 

studied small RNA class, indicating negation of batch effects from the datasets.  
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3.5.2 microRNAs 

In recent years, microRNAs have gained prominence as valuable biomarkers for 

several cancer types, including BC. Although considerable progress has been made in this 

field, clinical application of these RNAs as prognostic markers has not yet been possible 

because of the generation of different signatures by different studies with only a small 

number of overlapping molecules. This discrepancy may be attributed to several reasons, 

the primary being the use of different profiling platforms. While there are ~2,588 

miRNAs identified so far, as reported in the miRBase, only a few hundreds have been 

captured on microarray or qRT-PCR platforms, of which even fewer have been detected 

in breast tissues, since miRNAs are tissue specific. On the other hand, NGS profiling of 

the entire miRNAome, including even the less abundant ones, can now be used to probe 

the larger repertoire, which was evident from this study. Approximately, breast tissue 

specific miRNAs comprise 55% (n = 1,423) of the total miRNAs (n = 2,588 annotated 

thus far) and these were captured from the 11 normal breast tissues and 103 breast tumor 

tissues used for the study. 80 miRNAs were also found to be DE, with 48 up-regulated 

and 32 down-regulated miRNAs. Of these 80 miRNAs, I interrogated the direction of 

expression of a subset of miRNAs showing prognostic significance (see chapter 3) with 

the published miRNA profiling studies in breast cancer and other cancer types. All of the 

tested miRNAs exhibited excellent concordance 
40-53

. These findings gave the confidence 

to further mine the NGS data to interrogate other sncRNAs. 

3.5.3 Piwi-interacting RNAs 

A new class of non-coding RNAs called piRNAs was discovered in mouse testes 

in 2006 
54-57

. They were found to be involved in maintaining genome stability by 
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regulating the expression of transposons in germ cells 
6,7

, and for a long time, their roles 

beyond germ cells remained uncertain; however, with increasing focus on these 

molecules, their occurrence in somatic cells has been observed and their functional roles 

in somatic cells are beginning to be uncovered 
9-12

. Using a sequencing platform to 

profile piRNAs, we observed the presence of 676 piRNAs in breast tissues, confirming 

their existence in somatic tissues. In contrast to their occurrence as clusters in germ cells, 

they have been observed mapping to known transcripts in somatic cells 
58

. In breast 

tissues alone, we noted that around 85% (576 of the 676 total piRNAs profiled in our 

dataset) of the piRNAs mapped to exons and introns of known protein coding and non-

coding transcripts. Since piRNAs abundantly map to known genes, it remains to be 

determined if they are dependent on the host geneôs promoter for their transcription or if 

they carry their own promoter. A few of the piRNAs also mapped to other non-coding 

RNA classes such as miRNAs, tRNAs and snoRNAs (Figure 3.3). These piRNAs shared 

genomic co-ordinates with the other classes of ncRNAs, either fully or partially. In case 

of snoRNAs and tRNAs, several of the piRNAs were found to be completely embedded 

within the larger tRNAs (n = 31) and snoRNAs (n = 38).  
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Figure 3.3 Expression of piRNAs in breast tissues 

 

Filtering of these 676 piRNAs for read counts and differential expression analysis 

identified 25 piRNAs with FC > 2 and FDR < 0.05. The contribution of piRNAs to 

tumorigenesis is beginning to be understood and characterization of the identified 

piRNAs is required to gain insights into their specific functions. 

3.5.4 Transfer RNAs 

tRNAs are among the most abundant molecules present in cells, especially in a 

metabolically active disease setting such as cancer, indicating higher rate of protein 

synthesis in these cells 
59

. Despite their abundance, they have received less attention as 

biomarkers mainly due to the complexities involved in developing a profiling platform 
60

. 

The extensive modifications that a tRNA undergoes during maturation and the 

complicated structure of mature tRNA have deterred the development of a profiling 

platform as these structural intricacies interfere with reverse transcription and 

hybridization protocols 
60,61

. In 2006, however, Dittmar et al. developed a microarray 
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method to profile tRNAs on a genome-wide scale. These microarray protocols could also 

distinguish between tRNA isoacceptors 
60

. Although this is a major leap in the field of 

tRNA profiling, the method requires custom-made arrays (which may not tend to be cost-

effective for large scale profiling experiments) and has limited dynamic range for 

quantification 
62

. However, a recent report by Meng et al. confirmed that a wider range of 

molecules such as the class of sncRNAs, including tRNAs can be profiled using NGS and 

from clinically archived specimens, preserved as FF or FFPE tissue blocks 
63

. tRNAs, 

however posed challenges even in high-throughput sequencing platforms, mainly due to 

their compact tertiary structure and the presence of post-transcriptional modifications. 

This limits the adapter binding efficiency and reverse transcription, both of which are 

needed to generate libraries and to perform sequencing experiments, resulting in the 

generation of truncated sequences from a large subset of tRNAs 
60,61

. Despite this 

difficulty in tRNA sequencing, I observed a higher number of reads aligning to tRNAs (n 

= 8,247,022) when compared to piRNAs (n = 4,207,022), snoRNAs (n = 1,610,928) and 

snRNAs (n = 435,276) but only secondary to miRNAs (n = 25,003,223). This observation 

may be attributed to the abundance of tRNAs in the cells and tissues and despite the 

challenges in the sequencing of tRNAs with high secondary structure or base 

modifications.  

Illumina sequencing protocols are still emerging to overcome the inherent 

limitations described above. I expect a higher number of reads than reported, if the 

sequencing limitations are overcome. Also, the small RNA sequencing protocol using 

TruSeq Small RNA library preparation kit has been designed to capture RNAs possessing 

5ô phosphate and 3ô hydroxyl group. Ligation of adapters occurs at the ends of RNAs that 
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possess these modification but these adapters can also ligate to other RNAs, albeit 

inefficiently, which may therefore contribute to the lower abundance of reads mapping to 

tRNAs. Also, given the read length restriction adopted in our sequencing analysis (17 ï 

27 nt), it may not have been feasible to capture full length tRNAs. Therefore the reads 

captured in this study may likely be the fragments of tRNAs but it is not certain if these 

fragments are representative of mature full length tRNAs or if they represent actual 

physiological products (identified as tRFs). Nevertheless, results from this study and 

other studies 
64

 confirm that tRNA sequences can be accurately captured using small 

RNA sequencing and the reads captured from our study represent the known tRNAs 

identified and annotated to-date across all chromosomes (Table 3.5). Till date, in the 

human genome, 625 tRNA genes (including pseudogenes) have been identified 
65

, of 

which 571 were profiled in this study. tRNAs predominantly arise from chromosome 6 (n 

= 175), followed by chromosome 1 (n = 137). In this dataset of 571 tRNAs, I have also 

observed a similar pattern of distribution (Table 3.4), with 170 tRNAs arising from 

chromosome 6 and 132 from chromosome 1, indicating an unbiased genome wide 

capture of tRNAs using the NGS platform. 
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Table 3.4 Distribution of tRNAs profiled in the breast tissues 

Chromosome 
Number of tRNAs identified in 

human genome 

Number of tRNAs identified 

in our dataset 

1 139 132 

2 28 22 

3 12 10 

4 5 4 

5 24 21 

6 175 170 

7 26 25 

8 14 9 

9 8 6 

10 6 3 

11 19 16 

12 16 14 

13 7 7 

14 23 22 

15 11 10 

16 34 33 

17 42 38 

18 4 4 

19 14 12 

20 7 4 

21 2 1 

22 1 1 

X 7 6 

Y 1 1 

 

76 tRNAs were up-regulated in breast tumor samples, which independently 

confirms the findings from Pavon-Eternod et al. who also reported an overall up-

regulation of tRNAs in breast cancer 
66

. In the current study, tRNAs coding for 14 amino 

acids (Arg, Asn, Asp, Gln, Glu, Gly, His, Leu, Lys, Met, Phe, Ser, Val and SeC(e)) 

clearly showed high DE (FC > 2 and FDR < 0.05). The global up-regulation of tRNAs 

may be attributed to the high metabolic activity of the cancer cell requiring higher rates 
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of protein synthesis and tRNAs per se may serve diverse non-canonical roles in the cell. 

Although this phenomenon (global up-regulation of tRNAs) is observed for BC, it 

remains to be seen if similar patterns of expression exists in other cancer tissues.  

In the study by Pavon-Eternod, the authors also pointed out the differences in 

tRNA isoacceptor levels, correlating with the codon preferences of genes involved in 

tumorigenesis 
66

. Although we did not focus on codon-isoacceptor correlations, we did 

observe differences in tRNA isoacceptor levels for specific amino acids (Appendix table 

9.2) in our study, which may correlate with the codon preferences of the genes. For 

instance, tRNA
Arg(TCT)

 and tRNA
Arg(CCG)

 were expressed in higher amounts when 

compared to tRNA
Arg(CCT)

. Similarly, tRNA
Leu(CAG)

, tRNA
Leu(CAA)

, and tRNA
Leu(TAA)

 were 

over expressed, when compared to tRNA
Leu(AAG)

 and tRNA
Leu(TAG)

. tRNAs coding for 

Gln, Glu and Val also showed preferential expression of certain isoacceptors. In contrast, 

expression changes of isoacceptors for tRNAs coding for Ser, Gly and Lys remained 

invariant. In this study, I have observed preferential expression of certain isoacceptors 

over the others. However future studies are necessary to identify the codon preferences of 

genes involved in breast tumorigenesis and subsequently correlate it with the tRNA 

isoacceptor levels. Studies of this kind may further help us understand how tRNAs may 

directly be involved in breast tumor development.  

Overall, this is the largest study to attempt comprehensive profiling of tRNAs. 

Although sequencing platform imposed technical difficulties in profiling tRNAs, this 

study still stands as a proof of principle experiment to demonstrate that tRNAs can be 

captured, even at the iso-acceptor levels through traditional sequencing protocols 
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3.5.5 Small nucleolar RNAs (snoRNAs) 

One of the lesser studied class of sncRNAs is the small nucleolar RNAs which 

plays a major role in post transcriptional modifications of other RNAs and in ribosomal 

RNA biogenesis 
8,67

. This RNA also acts a hub to promote interplay of other RNA 

molecules. Although this class of RNAs is not known to be directly involved in gene 

regulation, it may influence gene regulation in an indirect way. One of the emerging 

fields of research focuses on the processing of snoRNAs to other regulatory sncRNAs 

such as miRNAs 
13-15

 and piRNAs 
16

, thus addressing the role of snoRNAs in gene 

regulation. The clinical relevance of snoRNAs is also slowly coming to the fore as 

potential biomarkers for various cancer types 
20,68,69

. Therefore there is a pressing need to 

understand these molecules from different perspectives. Although snoRNAs may also be 

captured using a microarray platform, NGS serves as a better choice (for reasons 

explained in 1.3.3) to enable comprehensive profiling of snoRNAs. So far genome wide 

profiling of snoRNAs has not been a common sight in literature and this dataset, which 

has captured 768 snoRNAs is the largest dataset interrogated for any cancer type. 

snoRNAs are well known to be embedded within the intronic regions of protein coding 

genes 
70

. I also observed a similar trend in the genomic location of snoRNAs, where a 

majority of the snoRNAs profiled (449 out of 768), mapped to the intronic regions of the 

protein coding genes. A total of 40 snoRNAs were also found to be dysregulated, 

suggesting their possible involvement in breast tumorigenesis. However, their exact roles 

in breast tumorigenesis remain to be delineated. 

Overall, I was able to profile a total of 768 snoRNAs from breast tissues. Given 

the sequencing protocol adopted in this study (36 cycles single end protocol) with read 
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lengths ranging between 17 and 27 nucleotides, it is highly likely that the 768 snoRNAs 

may not represent the entire snoRNAome. Since full-length snoRNAs have a minimum 

length of 60 nucleotides, the identified snoRNAs may actually be fragments of snoRNAs. 

Increasing the number of sequencing cycles may help identify additional snoRNAs and 

confirm the origins of the profiled fragments. 

3.6 Conclusions 

In literature, especially in breast cancer literature, it is common to see studies 

focussing exclusively on miRNAs. In this study, I have attempted a comprehensive 

profiling of four sncRNAs, exhibiting some percentage of commonality in their 

contribution to gene regulation. While we now know substantially about miRNAs, our 

knowledge on other sncRNAs is still rudimentary and such a comprehensive study may 

cater to better understanding about these molecules and of the phenotype under study. 

When compared to other published studies, the number of RNAs annotated and 

interrogated under each class of sncRNAs is the largest in this study. It is also one of the 

rare studies to have complete clinical annotation and long follow-up period for all the 

samples, which is one of the critical determinants of a good biomarker study. While this 

chapter has focussed exclusively on genome-wide profiling of sncRNAs, subsequent 

chapters will delve into the clinical significance of the four classes of sncRNAs and 

identify potential biomarkers for breast cancer.  
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4 Next generation sequencing profiling identifies miR-574-3p 

and miR-660-5p as potential novel prognostic markers for 

breast cancer 

4.1 Introduction  

The global burden of breast cancer (BC) is 1.7 million and is one of the leading 

causes of cancer related death among women and the most frequently diagnosed cancer 

in 140 of 182 countries, as per the 2012 statistics 
1
. Although advancements in diagnosis, 

screening and awareness help identify BC at an early stage, optimal management has 

remained a challenge due to its histological and molecular heterogeneity 
2
, and varying 

response to therapies even within clinical subtypes of BC 
3
. Identification and validation 

of prognostic markers that can stratify patients based on their risk for recurrence and/or 

death may help in optimizing therapies to improve disease outcomes and quality of life. 

Estrogen Receptor (ER) and Human Epidermal Growth Factor Receptor 2 (HER2) are 

widely being used as both prognostic and predictive markers but remain as imperfect 

estimators of the risk for recurrence 
4
. While, messenger RNA (mRNA) signatures from 

global gene expression profiling have also been put forth as potential prognostic markers 

for BC 
5-8

, their utility is limited to specific clinical settings 
9
. This further emphasizes the 

need to identify robust prognostic markers with higher sensitivity, accuracy and 

reproducibility.

A version of this chapter has been published. Krishnan et al., 2015. BMC Genomics. © 2015 Krishnan 

et al. The Creative Commons Attribution License (CCAL) applies to all works published in BMC 

Genomics. Under CCAL, authors retain the ownership of the copyright of the article. I would like to 

thank Jennifer Dufour and Mieke Heyns for providing technical assistance. 
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MicroRNAs (miRNAs, 18-25 nt) are evolutionarily conserved small non-coding 

RNAs that have shown promise as both diagnostic and prognostic biomarkers for several 

cancer types 
10

. Predominantly, miRNAs behave as post-transcriptional regulators of gene 

expression, promoting either mRNA degradation or translation inhibition, depending 

upon the complementarity shared between the seed sequence of miRNAs and the 

corresponding 3' untranslated region of the target sequence 
11-13

. However, studies have 

shown that they also activate gene expression 
14

. Being pleiotropic (one miRNA 

regulating several mRNAs) and highly redundant (several miRNAs targeting one mRNA) 

in nature 
15

, the impact of miRNA dysregulation in cancer is complex and yet promising 

in the overall landscape of tumorigenesis and prognostication.  

Although several studies have highlighted the significance of miRNAs as diagnostic 

16,17
 and prognostic markers for various cancers 

18,19
, including BC 

20-23
, a consensus 

signature has not yet been identified due to differences in the profiling platforms 

employed, analytical approaches implemented, sample types (e.g. adjacent normal tissues 

or reduction mammoplasty specimens) used for analysis and tumor heterogeneity. The 

majority of the studies have utilized profiling platforms such as microarray or qRT-PCR, 

which are limited to the detection of known targets at the time of assay development. 

Hybridization platforms are also burdened with the problems of cross hybridization, 

background signal, low sensitivity and limitations on the dynamic range of detection. 

These problems are now overcome by Next Generation Sequencing (NGS) platforms 
24

. 

NGS also offers the advantage of capturing not just miRNAs but a whole repertoire of 

small RNAs, even those present in low abundance 
25

, thus enabling a comprehensive 
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analysis of small RNAome. However, despite several advantages offered by NGS, only 

few studies have utilized NGS platform to identify prognostic markers for BC 
26,27

.  

Statistical methods implemented in a study also play a vital role in determining the 

reproducibility of findings in a prognostic signature. Two methods to identify prognostic 

markers are widely used in the published literatureï the case-control (CC) approach 
22,23

 

and the case-only (CO) approach 
18,19,28

. While the former method utilizes a set of 

differentially expressed miRNAs for downstream analysis, the latter offers the advantage 

of being unbiased in selecting miRNAs for further analysis. Although each of the 

methods has been used in published miRNA studies, no study has analyzed a dataset 

using both the methods to compare and identify the best approach.  

In this study, I hypothesized that relative variations in miRNA expression in tumors 

and/or apparently normal (non-malignant) tissues contribute to inter-individual 

differences in disease trajectory and eventual treatment outcomes. I profiled miRNAs 

from 104 breast cancers, predominantly of Luminal A and triple negative subtypes and 11 

normal tissues (reduction mammoplasty specimens) using the NGS platform. The 

specific objectives were as follows: (i) to identify differentially expressed miRNAs in 

breast tissues (normal vs. tumor tissues) and (ii) to identify miRNAs as prognostic 

markers (outcome: Overall Survival, OS and Recurrence Free Survival, RFS) for BC and 

validate the signatures using an external dataset. I have identified a total of twelve 

miRNAs associated with OS and/or RFS for BC. Of these twelve, the prognostic 

significance of ten miRNAs already reported in literature for BC has been replicated. To 

the best of my knowledge, this is the first study to report two novel miRNAs (miR-574-

3p and miR-660-5p) for BC prognosis. 
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4.2 Materials and methods 

Details on samples used for the study as discovery and external validation cohorts 

have been explained in detail in section 2.2 (2.2.1 for discovery cohort and 2.2.2 for 

external validation cohort). Also, the methods that were followed for total RNA isolation, 

small RNA sequencing and sequence data analysis and survival analysis have been 

elaborated in 2.3, 2.4, 2.5 and 2.6, respectively.  

Specific methods for analyzing miRNA data are explained below. 

4.2.1 qRT-PCR validation of select miRNAs 

qRT-PCR experiments were performed in collaboration with Dr. Kovalchukôs 

laboratory in University of Lethbridge and I analyzed and interpreted the data.  

Using samples for which RNA was available following NGS, the expressions of 

three down-regulated miRNAs whose FC ranged from -1.3 to -5.8 and one up-regulated 

miRNA with FC = 12.8 was validated using qRT-PCR. This was done to exemplify the 

dynamic range of detection and concordance between NGS and qRT-PCR. This analysis 

included two representative miRNAs (miR-574-3p and miR-660-5p) that were identified 

to be of prognostic value and considered as novel in BC. miR-99b-5p (FC = -2.3),  miR-

574-3p (FC = -5.8),  miR-769-5p (FC = -1.3) and miR-660-5p (FC = 12.8) were validated 

using miScript II RT kit (QIAGEN), miScript SYBR Green PCR kit (QIAGEN) and their 

corresponding miScript Primer Assays according to manufacturers' instructions. All 

assays were performed in triplicates and human RNU6-2 (QIAGEN) served as the 

loading control. Fold-expression changes of miRNAs were calculated using the 2
-ȹȹCt 

method 
29

. 
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4.2.2 Breast tumor transcriptome analysis (mRNA) and identification of targets 

for miRNAs 

Messenger RNA (mRNA) expression datasets generated previously (GEO 

accession ID GSE22820) using Agilent microarray platform were available in-house 

(collaboration with Dr. John Mackey) for 176 tumor samples and 10 normal (reduction 

mammoplasty) samples. Of these, the raw files were available for 149 tumor samples and 

for all the normal samples. Since HER2+ samples were not utilized in the NGS 

experiment for miRNAs, I removed HER2+ samples from the gene expression data as 

well, leaving 141 tumor samples and 10 normal samples for the analysis. Seventeen 

tumor samples matched with the tumor samples in the discovery cohort used for NGS 

experiment. Raw intensity values were Quantile normalized and log 2 transformed, and 

one-way ANOVA was performed to identify DE genes with FC > 2.0 and FDR cut-off of 

0.05 (PGS 6.6). I performed two experiments to choose the right sample set for 

identifying gene targets. First experiment was carried out using all the tumor samples (n 

= 141) and normal samples (which will henceforth be called as ñall sample datasetò) and 

the second experiment was performed using the 17 matched tumor samples and all the 

normal samples (which will henceforth be called as ñmatched sample datasetò). DE 

mRNAs were identified from both the experiments. 

I first predicted mRNA targets for miRNAs associated with OS and RFS in silico 

using TargetScan database (Version 6.2) (http://www.targetscan.org/). The targets thus 

obtained were overlapped with DE mRNAs generated from the in-house dataset (from 

both the experiments). The benefit of using mRNA datasets from breast tissues is that 

they act as a proxy for functional validation of mRNA targets identified by the in silico 
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prediction algorithm. I did not restrict identification of targets only to those exhibiting 

inverse relationships with miRNAs (such as up-regulated miRNAs were matched with 

down-regulated genes and vice versa), but any correlation of miRNA to mRNA was 

captured since the miRNA-mRNA interactions are more complex than the direct 

regulation of targets by miRNAs. Gene ontology (GO) terms were identified for targets 

of every miRNA separately using DAVID bioinformatics tools v6.7 

(http://david.abcc.ncifcrf.gov/) 
30
. Only clusters with enrichment scores (ES) Ó 1.3 

30
 

were used to identify specific GO terms related to cancer with p<0.05. 

4.3 Results 

Initial results on profiling of miRNAs and identification of DE miRNAs are 

summarized in Chapter 3 (3.5). 

4.3.1 miRNAs as prognostic signatures for OS and RFS 

Case-control approach:  

A total of 1,423 miRNAs were annotated, of which 126 were retained after 

filtering for read counts from normal and tumor tissues. Eighty DE miRNAs were 

identified with FC > 2.0 and FDR < 0.05 (Appendix Table 9.1). As explained in the 

methods, these 80 miRNAs were treated as continuous variables and were subjected to 

univariate Cox analysis, followed by permutation test. Four miRNAs were associated 

with OS and two miRNAs were associated with RFS with permutation p Ò 0.1. The four 

and two miRNAs identified for OS (Table 4.1) and RFS (Table 4.2), respectively were 

used for constructing the risk score. A risk score cut-off point of 1.07 for OS was used to 

dichotomize the cases into low- (Ò 1.07) and high-risk groups (> 1.07). Similarly, 
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samples were grouped into the two risk groups based on the cut-off point estimated for 

RFS (0.72). Risk score was then treated as a categorical variable and entered into the 

univariate Cox model. Tumor stage, grade, age at diagnosis and TNBC status were 

considered as other clinical covariates and were first tested for their significance in the 

univariate Cox model. Tumor stage, grade and age at diagnosis were considered as 

potential confounders, and, irrespective of their significance in the univariate analysis, 

they were entered into the multivariate model along with the risk score. The higher-risk 

group was found to have both shorter OS (Hazard ratio, HR = 2.71, p = 0.004; Table 4.3, 

Figure 4.1) and RFS (HR = 2.27, p = 0.003; Table 4.3, Figure 4.2), after adjusting for 

confounders (tumor stage and age at diagnosis for OS and tumor stage for RFS). 

Table 4: The tables above indicate the list of miRNAs associated with OS (Table 4.1) and RFS (Table 4.2) 

from both CC and CO approaches, along with their corresponding univariate Cox p-values and permuted p-

values. All the miRNAs identified in CC approach were identified in the CO approach as well and are 

indicated in red.   

Table 4.2 List of miRNAs significant for 

Recurrence Free Survival 

miRNA ID  
Univariate 

Cox p-value 

Permuted 

p-value 

hsa-miR-210-3p 0.01 0.02 

hsa-miR-425-5p 0.05 0.08 

hsa-miR-193b-3p 0.09 0.09 

hsa-miR-15a-5p 0.08 0.10 

 

miRNA ID  
Univariate 

Cox p-value 

Permuted 

p-value 

hsa-miR-210-3p 0.01 0.02 

hsa-miR-15a-5p 0.02 0.03 

hsa-miR-660-5p 0.03 0.04 

hsa-miR-146b-5p 0.04 0.05 

hsa-miR-374a-3p 0.04 0.05 

hsa-miR-374a-5p 0.04 0.06 

hsa-miR-27a-3p 0.06 0.07 

hsa-miR-574-3p 0.08 0.07 

hsa-miR-221-3p 0.07 0.08 

hsa-miR-196a-5p 0.07 0.09 

hsa-miR-425-5p 0.05 0.10 

 

Table 4.1 List of miRNAs significant for 

Overall Survival 
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Figure 4: Kaplan-Meier plots for the CC approach using the risk score were constructed to determine the 

survival differences between lowïrisk and highïrisk groups. Significant survival differences existed 

between the two risk groups, as indicated by the logïrank pïvalues. In both OS (Figure 4.1) and RFS 

(Figure 4.2), patients belonging to highïrisk group showed poor prognoses. 

  

Figure 4.1 miRNAs Kaplan Meier plot 

for Overall Survival (Case-control) 
Figure 4.2 miRNAs Kaplan Meier plot for 

Recurrence Free Survival (Case-control) 
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Table 4.3 Univariate and Multivariate result s of miRNAs from Case-control 

approach 

Parameter 

Overall Survival Recurrence Free Survival 

Univariate 

analysis 

Multivariate 

analysis 

Univariate 

analysis 

Multivariate 

analysis 

HR 

(95% CI) 

p-

value 

HR  

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

Risk score 
2.44 

(1.28 ï 4.68) 
0.01 

2.71 

(1.38 ï 5.35) 
0.004 

1.95  

(1.16 ï 3.29) 
0.01 

2.27  

(1.33 -3.88) 
0.003 

Tumor 

stage 

0.42 

(0.22 ï 0.81) 
0.01 

0.36 

(0.18 ï 0.74) 
0.01 

0.42  

(0.23 ï 0.76) 
0.01 

0.34  

(0.18 ï 0.65) 
0.001 

Tumor 

grade 

1.93 

(0.99 ï 3.75) 
0.05   

1.52  

(0.88 ï 2.63) 
0.14   

Age at 

diagnosis 

1.05 

(1.02 ï 1.09) 
0.003 

1.04 

(1.01 ï 1.07) 
0.02 

1.02  

(0.99 ï 1.05) 
0.29   

TNBC 

status 

0.88 

(0.43 ï 1.77) 
0.71   

0.75  

(0.39 ï 1.41) 
0.37   

HR = Hazard Ratio; CI = Confidence Interval; TNBC = Triple Negative Breast Cancer  

Table 4.3: miRNAs significant for OS (left panel) and RFS (right panel), identified from  CC approach 

were used to construct a risk score. Receiver Operating Characteristics Curve was used to dichotomize 

samples into low and high-risk groups. Univariate Cox proportional hazards regression model was run for 

risk score and for other clinical parameters. In the multivariate analysis, risk score was significant with 

p<0.05 after adjusting for confounders. Multivariate analysis results indicate that patients belonging to 

high-risk group were at higher risk for death and recurrence (Hazard ratio > 1.0). 

Case-only approach:  

One hundred and forty seven miRNAs retained after filtering for read counts. These 

miRNAs were treated as continuous variables and were subjected to univariate Cox 

analysis followed by the permutation test. In this analysis, 11 miRNAs and 4 miRNAs 

were associated with OS (Table 4.1) and RFS (Table 4.2) respectively, and were used for 

constructing the risk score. A risk score cut-off point of 4.65 for OS was used to 

dichotomize the cases into low- (Ò 4.65) and high-risk groups (> 4.65). Similarly, 

samples were grouped into two risk groups, based on the cut-off point estimated for RFS 

(1.17).  
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Risk score was then treated as a categorical variable and entered into the univariate Cox 

model. Similar to the case-control approach, the higher-risk group was found to have 

both shorter OS (HR = 2.76, p = 0.002; Table 4.4, Figure 4.3) and RFS (HR = 1.85, p = 

0.02; Table 4.4, Figure 4.4), after adjusting for confounders (tumor stage for OS and 

RFS). 

 

 

 

 

 

 

 

Figures 4.3 and 4.4: Kaplan-Meier plots for the Case-only approach using the risk score were constructed 

to determine the survival differences between lowïrisk and highïrisk groups. Significant survival 

differences existed between the two risk groups, as indicated by the logïrank pïvalues. In both OS (Figure 

4.3) and RFS (Figure 4.4), patients belonging to highïrisk group showed poor prognoses. 

  

Figure 4.3 miRNAs Kaplan-Meier plot for 

Overall Survival (Case-only) 
Figure 4.4 miRNAs Kaplan-Meier plot 

for Recurrence Free Survival (Case-only) 
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Table 4.4 Univariate and Multivariate results of miRNAs from Case-only approach 

Parameter 

Overall Survival Recurrence Free Survival 

Univariate 

analysis 

Multivariate 

analysis 

Univariate 

analysis 

Multivariate 

analysis 

HR 

(95% CI) 

p-

value 

HR  

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

Risk score 
2.48 

(1.34 ï 4.61) 
0.004 

2.76 

(1.47 ï 5.19) 
0.002 

1.68  

(0.99 ï 2.82) 
0.05 

1.85  

(1.09 ï 3.14) 
0.02 

Tumor 

stage 

0.42 

(0.22 ï 0.81) 
0.01 

0.37 

(0.19 ï 0.72) 
0.004 

0.42  

(0.23 ï 0.79) 
0.01 

0.38  

(0.20 ï 0.71) 
0.003 

Tumor 

grade 

1.93 

(0.99 ï 3.75) 
0.05   

1.52  

(0.88 ï 2.63) 
0.14   

Age at 

diagnosis 

1.05 

(1.02 ï 1.09) 
0.003   

1.02  

(0.99 ï 1.05) 
0.29   

TNBC 

status 

0.88 

(0.43 ï 1.77) 
0.71   

0.75  

(0.39 ï 1.41) 
0.37   

HR = Hazard Ratio; CI = Confidence Interval; TNBC = Triple Negative Breast Cancer  

Table 4.4: miRNAs significant for OS (left panel) and RFS (right panel), identified from CO approach 

were used to construct a risk score. Receiver Operating Characteristics Curve was used to dichotomize 

samples into low and high-risk groups. Univariate Cox proportional hazards regression model was run for 

risk score and for other clinical parameters. In the multivariate analysis, risk score was significant with 

p<0.05 after adjusting for confounders. Multivariate analysis results indicate that patients belonging to 

high-risk group were at higher risk for death and recurrence (Hazard ratio > 1.0). 

 

4.3.2 Validation of OS-associated miRNAs in an external (TCGA) dataset 

Eleven miRNAs that were significant for OS in the CO approach were validated 

using an external dataset (TCGA). Risk score was constructed using the eleven miRNAs. 

An optimal cut-off point was determined using ROC, to group samples into low (Ò -1.13) 

and high risk (> -1.13). Risk score which was considered as a categorical variable was 

significant with a p-value of 0.1 after adjusting for tumor stage. Similar to the discovery 

set, high risk group had shorter survival period with a HR of 2.07 (Figure 4.5, Table 4.5). 
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Log rank p-value = 0.0694 
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Table 4.5 Univariate and Multivariate results of miRNAs for Overall Survival 

(External Validation cohort/TCGA)  

Parameter 
Univariate analysis Multivariate analysis 

HR  

(95% CI) 
p-value 

HR  

(95% CI) 
p-value 

Risk score 
2.16  

(0.92 ï 5.05) 
0.08 

2.07  

(0.87 ï 4.92) 
0.101 

Tumor stage 
0.32  

(0.13 ï 0.78) 
0.01 

0.26  

(0.1 ï 0.67) 
0.005 

Age at diagnosis 
1.03  

(1.003 ï 1.06) 
0.03   

TNBC status 
0.63  

(0.19 ï 2.12) 
0.46   

HR = Hazard Ratio; CI = Confidence Interval; TNBC = Triple Negative Breast Cancer 

Table 4.5: Risk score was constructed in the TCGA dataset using the 11 miRNAs associated with OS and 

an optimal cut-off point was estimated using ROC, which dichotomized the samples into low and high-risk 

groups. Univariate Cox proportional hazards regression model was run for risk score and for other clinical 

parameters. In the multivariate analysis, risk score was significant with p = 0.1 after adjusting for tumor 

stage. Multivariate analysis results indicate that patients belonging to high-risk group were at higher risk 

for death (Hazard ratio > 1.0). 

Figure 4.5 miRNAs Kaplan-Meier plot of the external dataset (TCGA) 

 

 

 

 

 

 

 

 

Figure 4.5: Kaplan-Meier plots were used to estimate OS in Case-only approach. Log rank test was 

performed to assess differences in survival between the two risk groups. Patients belonging to the high-risk 

group had shorter OS. 
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Figure 4.6 qRT-PCR validation of miR-

660-5p 

Figure 4.7 qRT-PCR validation of 

down-regulated miRNAs 

4.3.3 qRT-PCR validations of  miR-99b-5p, miR-574-3p, miR-769-5p and miR-

660-5p 

The expressions of miR-99b-5p with a FC of -2.3, miR-574-3p with a FC of -5.8, 

miR-769-5p with a FC of -1.3 (down-regulated) and miR-660-5p with a FC of 12.8 (up-

regulated) were tested in qRT-PCR to confirm the direction of effect and relative 

quantification agreement between NGS and qRT-PCR. Except for miR-660-5p, that was 

up-regulated (Figure 4.6), remaining three miRNAs were found to be significantly down-

regulated in tumor tissues relative to normal samples in qRT-PCR experiments (Figure 

4.7), which supported the NGS findings. 

 

Figures 4.6 and 4.7: One up-regulated miRNA (Figure 4.6. miR-660-5p, FC = 12.8) was validated in a 

subset of samples (9 normal samples and 56 tumor samples). Three down-regulated miRNAs (Figure 4.7. 

miR-574-3p, miR-99b-5p and miR-769-5p) were validated in a subset of samples (11 normal samples and 

60 tumor samples). All the miRNAs were significantly (*=p<0.05) differentially expressed, similar to the 

results obtained in NGS platform. miR-574-3p and miR-660-5p were also found to be associated with 

Overall Survival.  

 

*  

*  

*  



 

119 

4.3.4 Identification of potential targets for miRNAs and their role in cancer 

biology  

The in-house transcriptome (mRNA) datasets available for BC were accessed 

(GEO accession ID GSE22820) 
31

 and analyzed for DE of mRNAs from two 

experiments, as outlined in the methods (refer 4.2.2). In the first experiment that included 

all the tumor samples, 5,399 genes (mRNAs) were DE, with 600 genes showing up-

regulation and 4,799 genes showing down-regulation. In the experiment that included 

only matched tumor samples, 2,869 genes (mRNAs) were DE, of which 628 were up-

regulated and 2,241 were down-regulated.  

A combined total of 4,762 targets were predicted by TargetScan for the 12 

miRNAs associated with OS and/or RFS. 1,038 targets (~22% of in silico predicted 

targets) overlapped with the DE genes identified from the experiment including all tumor 

samples, while in the matched dataset only 698 targets (~15% of in silico predicted 

targets) overlapped with the mRNA expression dataset. This low percent overlap between 

in silico and in situ comparisons is expected when breast tissue specific expression 

signatures filtered for histological and molecular subtypes are used to interrogate the 

potential interactions between miRNA-mRNA. The profiled interactions with 

transcriptome data also serve as an approach for functional validation of the miRNA 

targets within breast tissues and minimize the number of false positive targets identified.  

In the experiment with all tumor samples, a total of 191 clusters were found and 

when filtered for clusters with enrichment score (ES) Ó 1.3, a total of 75 clusters were 

found for the 12 miRNAs. However, in the matched dataset, a total of 168 clusters were 

found and when interrogated for gene ontology (GO) classifications with an ES Ó 1.3, 57 
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clusters were retained. I have summarized the number of genes and gene ontology clusters 

identified from both the experiments as a comparison table in Table 4.6. I also compared 

the gene ontology terms for the targets of each of the miRNAs. Overall, I observed 

excellent concordance between the two experiments, suggesting that the use of matched 

or unmatched samples may not have a profound impact on the identification of gene 

targets for the miRNAs. 

Table 4.6 Comparison of gene targets between all tumor samples and matched 

sample dataset 

miRNA ID  

# in 

silico 

targets 

# targets overlapping between 

in silico prediction and in-

house dataset 

# Enrichment 

clusters 

# clusters with 

Enrichment score > 

1.3 

All 

tumor 

samples 

Matched 

samples 

Gene 

Overlap 

All 

tumor 

samples 

Matched 

samples 

All 

tumor 

samples 

Matched 

samples 

miR-660-5p 149 31 25 20 8 2 5 1 

miR-574-3p 13 3 2 2 0 0 0 0 

miR-425-5p 212 30 24 17 11 2 2 0 

miR-374a-3p; 

miR-374a-5p 
680 123 110 90 30 22 11 9 

miR-27a-3p 1212 193 183 141 51 47 19 13 

miR-221-3p 446 64 60 45 19 25 11 13 

miR-210-3p 32 8 6 6 1 1 1 0 

miR-196a-5p 295 48 46 34 13 13 6 5 

miR-193b-3p 222 34 30 26 7 4 1 0 

miR-15a-5p 1275 213 181 148 48 48 19 15 

miR-146b-5p 226 36 31 24 3 4 0 1 

Table 4.6: Targets predicted for the 12 miRNAs were overlapped with gene expression dataset and 

compared using all the tumor samples and using only matched tumor sample datasets. Excellent 

concordance was observed in terms of number of gene targets and gene ontology clusters. Since only two 

targets were identified for miR-574-3p, gene ontology classification was not possible. 
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However, to maintain brevity and clarity, I am only summarizing the gene 

ontology classification table (Table 4.7) obtained for matched samples. From the clusters, 

statistically significant GO terms (p < 0.05) related to cancer were identified. 

Specifically, the following terms were interrogated: transcription, blood vessel 

development, angiogenesis, cell growth, cell morphogenesis, cell motion, cell migration, 

cell signaling, mammary gland development, cell differentiation, cell proliferation, cell 

division and cytoskeletal organization. Targets of 8 out of 12 miRNAs (miR-15a-5p, 

miR-27a-3p, miR-374a-3p, miR-374a-5p, miR-221-3p, miR-196a-5p, miR-146b-5p and 

miR-660-5p) were enriched for any one of the above-mentioned terms. Targets of miR-

574-3p, miR-425-5p, miR-210-3p and miR-193b-3p were clustered with an ES Ò 1.3 

when matched miRNA-mRNA data sets were used and were therefore not probed further.  
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Table 4.7 Gene ontology classification of targets obtained from matched dataset 

Gene ontology 

term 
miRNA ID  Gene targets 

Transcription 

hsa-miR-660-5p 
EGR2, NPAS3, ZBTB34, RFX4, EPAS1, NFAT5, ETV1, 

NR3C1, MEIS1 

hsa-miR-374a-3p; 

hsa-miR-374a-5p 

CEBPA, HLF, ZBTB34, EGR2, BACH2, RFX4, EPAS1, 

ARID5B, ONECUT2, TLE4, CREB5, NFIX, NEUROG2, 

NR3C1, TCEAL7, LMX1A, MEIS1, EBF3, PNRC1, GBX2, 

HOXA10, SHOX, NFIB 

hsa-miR-221-3p 

CDKN1C, SOX10, FOS, NTF3, GATA4, HOXA7, NFAT5, 

IGF1, GLI2, FOXP2, ZFP36, ZFP36L2, EIF4E3, QKI, 

TNRC6B 

hsa-miR-196a-5p 

ING5, ERG, ZNF516, HOXA5, E2F7, BCL11A, HOXA7, 

HOXA9, TGFBR3, HABP4, IGF1, HMGA2, LIN28B, 

FOXP2 

hsa-miR-27a-3p 

MEF2C, ING5, ZNF516, ZBTB34, E2F7, PPARG, 

ONECUT2, SOX7, EHF, PRDM16, SOX8, NPAS3, HOXA5, 

NR1D2, BCL11A, NFAT5, HOXA10, ERG, SMAD9, 

RUNX1T1, PPARGC1B, NRIP2, FOXP2, FOXN4, ZFHX4, 

HOXC11, ATF3, EBF3, BCORL1, NEUROD4, CAND1, 

NFIB 

Cell 

morphogenesis 

hsa-miR-374a-3p; 

hsa-miR-374a-5p 

BMP2, EGR2, NTF3, ONECUT2, NEUROG2, L1CAM, 

LMX1A, SLIT3, SEMA5A, EPHA4, DMD, GBX2, CNTN4 

hsa-miR-221-3p NTF3, PVRL1, DCX, GLI2, CXCL12 

hsa-miR-27a-3p 
EGFR, SEMA6A, MAP1B, PRICKLE2, ONECUT2, LIFR, 

TGFBR3, RELN, NRXN1, NGFR, DCX, CACNA1A 

Cell motion 

hsa-miR-374a-3p; 

hsa-miR-374a-5p 

SEMA5A, EPHA4, EGR2, NTF3, ARID5B, GBX2, 

NEUROG2, L1CAM, CNTN4, LMX1A, PPAP2B, SLIT3 

hsa-miR-221-3p 
NTF3, PVRL1, WASF2, EMX2, IGF1, KIT, DCX, GLI2, 

CXCL12 

hsa-miR-196a-5p PDGFRA, TGFBR3, IGF1, SEMA3A 

hsa-miR-27a-3p 
RET, MET, IGF1, NRXN1, COL5A1, SEMA6A, BTG1, 

TGFBR3, NEUROD4, RELN, NGFR, DCX, PPAP2B 

hsa-miR-15a-5p 
BDNF, PVRL1, PODXL, TGFBR3, IGF1, RELN, SEMA3A, 

LAMC1, CX3CL1, PPAP2A, FGF2, PPAP2B 

Angiogenesis 

hsa-miR-374a-3p; 

hsa-miR-374a-5p 
SEMA5A, EPAS1, FGF9, GBX2, TGFA 

hsa-miR-15a-5p RTN4, MEOX2, FGF9, PLCD1, FGF1, FIGF, FGF2 

Cell migration 

hsa-miR-221-3p PDGFA, IGF1, KIT, CXCL12, PIK3R1 

hsa-miR-27a-3p 
RET, BTG1, MET, TGFBR3, NEUROD4, RELN, DCX, 

PPAP2B, COL5A1 

hsa-miR-15a-5p 
PODXL, TGFBR3, RELN, LAMC1, CX3CL1, PPAP2A, 

FGF2, PPAP2B 
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Table 4.7 (continued) Gene ontology classification of targets obtained from matched 

dataset 

Gene ontology 

term 
miRNA ID  Gene targets 

Cell proliferation 

hsa-miR-221-3p 
ZFP36L2, PDGFA, EMX2, IGF1, KIT, NRG1, GLI2, 

CXCL12 

hsa-miR-196a-5p TGFBR3, IGF1, FOXP2 

hsa-miR-15a-5p 

TXNIP, FGFR1, FGF7, FGF9, E2F7, IGF1, FOXP2, PTHLH, 

BDNF, TRIM35, TBRG1, TGFBR3, ADAMTS1, RARB, 

LAMC1, AXIN2, PPAP2A, FGF1, NRG1, FIGF, FGF2, 

HTR2A 

Cell signaling 

hsa-miR-221-3p 
NTF3, PVRL1, PDGFA, FGF14, GATA4, KCNA1, 

CACNB4, CXCL11, GLI2, NOVA1 

hsa-miR-27a-3p 

STX1A, FGF14, CACNB2, NRXN1, GRIA4, LEP, SPRY2, 

ECE2, PDE7B, WISP1, HOXC11, FGF1, CACNA1A, 

NOVA1, DTNA 

hsa-miR-15a-5p 

STX1A, KCNC4, FGF9, NLGN1, PTHLH, BDNF, WISP1, 

KIF1B, HOXC11, PVRL1, GRM7, FGF1, CHRNE, FGF2, 

HTR2A 

Blood vessel 

development 

hsa-miR-221-3p RECK, PDGFA, WASF2, QKI, CXCL12 

hsa-miR-15a-5p 
RTN4, RECK, MEOX2, FGF9, TGFBR3, QKI, PLCD1, 

FGF1, FIGF, FGF2, PPAP2B 

Cytoskeleton 

organization 
hsa-miR-146b-5p PRC1, WASF3, TLN2, WASF2, ABL2 

Response to 

estrogen stimulus 
hsa-miR-27a-3p PPARG, MAP1B, PDGFRA, MMP13, CCNA2 

Positive 

regulation of cell 

differentiation 

hsa-miR-27a-3p 
LEP, LPL, ACVR2A, SMAD9, BTG1, CSF1, PPARG, 

MAP1B, NGFR 

Regulation of cell 

division 
hsa-miR-15a-5p FGF7, FGF9, FGF1, FIGF, FGF2 

Regulation of cell 

growth 
hsa-miR-15a-5p 

RTN4, EXTL3, WISP1, TSPYL2, SEMA3A, NRG1, FGF2, 

CRIM1 

Mammary gland 

development 
hsa-miR-221-3p IGF1, NRG1, GLI2 

Mesenchymal cell 

differentiation 

hsa-miR-374a-3p; 

hsa-miR-374a-5p 
BMP2, GBX2, CYP26A1 

Table 4.7: The identified miRNAs significant for OS and RFS (n=12) from both the approaches were 

interrogated for mRNA targets, followed by identification of Gene ontology terms. 

 

4.4 Discussion 

In this study, I identified two miRNAs (miR-574-3p and miR-660-5p) as potential 

novel prognostic markers for BC, associated with OS. They have not been reported 

earlier for BC, for their association with either OS or RFS. Overall, from both the 
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approaches (CC and CO) adopted for the study, eleven miRNAs and four miRNAs were 

significant for OS and RFS, respectively. Out of the four miRNAs identified for RFS, 

three miRNAs (miR-210-3p, miR-425-5p and miR-15a-5p) were also significant for OS.  

Although it is common to see either of the two approaches, i.e., either CC or CO 

methods for identifying prognostic markers, I have adopted both the approaches to 

identify the most suitable method for the study. As expected, higher numbers of miRNAs 

were identified as significant in the CO approach. Eleven miRNAs were significant for 

OS and four miRNAs were significant for RFS in the CO approach as opposed to four 

and two miRNAs significant for OS and RFS, respectively, in the CC method. miR-210-

3p, miR-425-5p and miR-15a-5p were significant for both OS and RFS. A total of 12 

non-redundant miRNAs were found to play a role in BC prognosis.  

Overall, the differential expression in normal vs. tumor tissues and direction of 

effects show excellent agreement with what is known from published literature, as 

detailed below.  

Novel prognostic miRNAs for BC  

Of the 12 miRNAs identified in this study, two miRNAs (miR-574-3p and miR-

660-5p) are potential novel prognostic markers for BC. Both the miRNAs were DE in a 

tumor vs. normal comparison, with miR-574-3p being down-regulated (FC = -5.8) and 

miR-660-5p being up-regulated (FC = 12.8) in the tumor samples. A similar direction of 

effect has been observed for miR-574-3p and miR-660-5p for ovarian cancer 
32

, 

colorectal cancer 
33

 and gastric cancer 
34

; and chronic lymphocytic leukemia 
35

, 

respectively. However, this is the first report of a potential prognostic role for these 
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miRNAs in BC, although mechanistic insights are required to understand their 

contribution to tumorigenesis.  

miRNAs with dual roles as tumor suppressor and oncogene 

In this study, miR-15a-5p was found to be up-regulated in breast tissues (FC = 

12.16) and the same direction of expression was observed in Kaposi sarcoma 
36

 and 

papillary thyroid carcinomas 
37

. However, in other cancer types such as colorectal cancer 

38
, non-small-cell lung cancer (NSCLC) 

39
 and pituitary tumors 

40
, it is expressed in the 

opposite direction (down-regulation). Amongst BC reports, Kodahl et al. have reported 

an up-regulation of this miRNA 
41

 and a recent report by Shinden et al. has shown miR-

15a as an independent prognostic marker for BC 
42

. Similarly, miR-27a-3p, which was 

found to be up-regulated in tumors (FC = 6.45) in our study, is in accordance with the 

direction of expression observed in pancreatic cancer 
43

 and glioma 
44

. Tang et al. have 

also reported miR-27a to be an oncomiR, the high expression of which promotes breast 

tumor growth and metastasis and is associated with poor OS in BC patients 
45

. However, 

it is down-regulated in bladder cancer, compared with the normal samples 
46

. The 

observations on miR-15a-5p and miR-27a-3p point to the dual roles of an oncogene and a 

tumor suppressor and their relative role may be governed in a tissue-specific manner. 

miRNAs as oncogenes 

I observed high expression (FC = 1.98) of miR-425-5p in breast tumors compared 

to the normal samples, which is concordant with the results published by Kodahl et al. for 

BC 
41

. Likewise, Peng et al. have also observed the oncogenic function of miR-425, 
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which promotes cell proliferation, cell cycle progression, migration and invasion in 

gastric cancer 
47

.  

Up-regulation of miR-146b in tumors and its adverse effect on survival has been 

demonstrated in lung cancer 
48,49

, thyroid carcinoma 
50

 and prostate cancer 
51

, among 

other cancer types. Interestingly, miR-146b-5p has also been reported to be up-regulated 

in BC, which is in accordance with my results (FC = 1.42) and is known to repress 

BRCA1 expression, thereby promoting cell proliferation 
52

.  

miR-221 is a widely studied oncogene whose high expression is invariably 

associated with poor outcomes in several cancer types 
53-55

, including BC 
56

. I also report 

the same direction of expression in tumor tissues with a FC of 1.27.  

Cell proliferation, migration, invasion and metastasis have been found to be 

promoted in BC 
57-59

, glioblastoma 
60,61

, head and neck cancer 
62

 and gastric cancer 
63,64

 

due to high expressions of miR-210, miR-196a and miR-374a (including miR-374a-3p 

and -5p), demonstrating their oncogenic potential. Their role as prognostic markers has 

also been studied in the above-mentioned cancer types. I was able to identify their 

prognostic significance following the CO approach, and these findings could have been 

missed if only the CC approach had been used. The read counts of the two groups 

(normal and tumor) revealed that these miRNAs were indeed present in higher amounts 

in tumors relative to the normal samples; the average read counts of miR-210-3p, miR-

196a-5p, miR-374a-3p and miR-374a-5p in the normal samples were 2.5, 9.2, 0.7 and 

1.09 respectively as against 59.7, 307.6, 46.1 and 108.9 for the tumor group. The lower 

read counts in normal samples have limited our ability to consider them in a CC study 
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due to our stringent filtering criteria. Overall, the patterns of DE and prognostic 

significance for the above miRNAs mirror observations from other cancer types. 

miRNAs as tumor suppressors 

In this study, apart from miR-574-3p, miR-193b-3p was also found to be down-

regulated (FC = -4.3) in tumors compared to normal samples, which is in agreement with 

the studies on endometrioid adenocarcinoma 
65

, pancreatic cancer 
66

, oesophageal cancer 

67
 and gastric cancer 

64
. Even in BC, Li et al. have reported a down-regulation of miR-

193b in BC cell lines, and the low expression of miR-193b was found to be associated 

with shorter disease-free survival 
68

.  

Functional roles of the identified prognostic miRNAs 

The prognostic significance for recurrence or survival of an associated miRNA is 

better appreciated from the aspect of potential functional impact on cellular signaling and 

metabolic pathways, as these contribute to cell death, invasion and overall outcomes for 

the patient. Apart from functional insights, the potential for development of therapeutics 

is also important. Keeping these factors in mind, the following discussion is focused on 

the delineation of pathways using GO terms that are specifically enriched by the 

identified prognostic miRNAs. 

Databases such as TargetScan, miRanda (http://www.microrna.org/) and PicTar 

(http://pictar.mdc-berlin.de/) have predicted mRNA targets, but a validation of the 

predicted targets adds more credence to in silico predictions. To this end, I first predicted 

the targets for all 12 miRNAs using the commonly used database - TargetScan; these 

were then compared with DE mRNAs obtained from the in-house BC transcriptome 
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dataset. GO terms were identified with a specific focus on terms pertaining to hallmarks 

of cancer. Interestingly, targets of eight miRNAs were found to be relevant for cell 

growth and development, indicating that these miRNAs may play key roles in 

tumorigenesis. Two targets (DAB2IP and SAMD4A) were found for miR-574-3p, of 

which DAB2IP is involved in apoptosis 
69

, cell survival 
70

, among other functions and 

SAMD4A functions as a translational regulator 
71

.   

Validation of the identified signatures 

In a biomarker study, a validation of the findings across different platforms is 

critical to rule out technical artifacts. Four miRNAs exhibiting different FC (lowest FC 

being -1.3) were validated using qRT-PCR, with two of the representative miRNAs 

identified as significant in survival analysis. The validation of representative miRNAs 

confirms cross-platform concordance and the relative utility of the signatures identified. 

However, validations using independent cohorts are also crucial for a biomarker study as 

they facilitate inter-study concordance of expression trends and signatures. NGS data for 

BC with a larger sample size and complete clinical information are limited in the public 

domain.  I used the available data from TCGA project and applied stringent filtering 

criteria to obtain a dataset that would be comparable to the discovery set. A total of 

eleven miRNAs which were found to be associated with OS from the CO approach were 

considered for validation using the TCGA dataset. Multivariate analysis revealed that the 

risk score was significant with p = 0.1 after adjusting for tumor stage. Although for the 

initial analysis using discovery set I considered p < 0.05 as nominal, the TCGA dataset 

did not meet this threshold, presumably due to modest sample size (n=84) and events 

(n=27) compared to the discovery set (sample size, n=104 and events, n=46). 
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Nevertheless, I still observed the same direction of effect (Hazard Ratio), i.e., patients 

belonging to the high-risk group were associated with shorter survival period and this 

validates the initial observations from the discovery set.  

Several differences existed between the discovery and validation datasets: (i) the 

NGS platform for discovery set was Genome Analyzer IIx where as for the validation set 

was HiSeq; (ii) the risk score cut-off point were estimated individually due to NGS 

platform differences; (iii) TCGA samples considered for this study were fresh frozen 

breast cancer tissues whereas the discovery set of breast cancer tissues were from FFPE 

blocks, (iv) information on tumor grade was not available for TCGA samples and (v) 

percent cellularity differences were also noted between the discovery and validation 

cohorts (see methods). However, despite these differences and other characteristics 

(Table 2.1), same direction of effects (Hazard Ratio) was observed in both the discovery 

and validation cohorts. The apparent lack of statistical significance (defined nominal 

value of 0.05) in the OS analysis attempted with TCGA data may be due to the 

differences between the two cohorts as well as to the limited sample size and limited 

number of events in the validation set affecting the power.  Further validation of findings 

is warranted using independent cohorts and higher sample size and events. Overall, two 

novel miRNAs are reported as potential prognostic markers for breast cancer. Remaining 

miRNAs reported in this study showed excellent concordance to the published reports for 

their role in BC prognosis.  

4.5 Conclusions  

In summary, a total of twelve non-redundant miRNAs were identified to be 

associated with OS and/or RFS. As explained above, ten of the identified miRNAs have 
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been reported in literature as associated with BC prognosis and lends support to the 

findings in this independent study. However, two miRNAs (miR-574-3p and miR-660-

5p) have not been reported previously for BC prognosis. The use of NGS platform to 

profile miRNAs on a whole genome level in BC has been limited thus far in literature and 

the data provided complements such efforts towards a comprehensive search for 

biomarkers. The miRNAs reported for OS have also been validated in independent 

dataset (TCGA) and functional characterization may help to understand the complex 

interplay of miRNA mediated gene regulation.  

Overall, despite the increasing feasibility of profiling miRNAs and their role in 

prognostication, mechanistic insights in to the role of miRNAs, establishing gold 

standard approaches for analysis, and confirmation of these findings by independent 

laboratories within the context of confounding variables (histological and molecular 

heterogeneity, stage, grade and treatment) are needed to advance these promising 

biomarkers into clinical validation.  

There is also a growing body of evidence that other small non-coding RNAs such as 

tRNAs 
72

, snoRNAs 
73

 and piRNAs 
74

 may contribute to tumorigenesis; however their 

role in BC prognosis is an area of active investigation. Therefore, a deeper exploration of 

their roles may pave the way for a comprehensive understanding of the small non-coding 

RNA classes, aiding in the discovery of newer diagnostic and prognostic biomarkers for 

BC.  

miRNAs therefore served as a logical starting point for my thesis in that validation 

of the prognostic miRNAs identified to-date not only strengthens the study premise but is 
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also a reflection on the optimization of data mining approaches, statistical rigor, overall 

study design for use of NGS data for understanding the contribution of other sncRNAs to 

BC.   
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5 Piwi-interacting RNAs and PIWI genes as novel prognostic 

markers for Breast cancer 

5.1 Introduction  

Piwi-interacting RNAs (piRNAs, 24 ï 32 nt in length) belong to a class of small 

regulatory RNAs that include microRNAs (miRNAs) and small interfering RNAs 

(siRNAs) 
1
. Mature forms of these RNAs associate with biogenesis pathway proteins 

such as Argonaute (AGO) class of proteins: miRNAs and siRNAs with AGO proteins 
2
 

and piRNAs with PIWI proteins 
3-6

 to guide target specific gene regulation 
7,8

. Gene 

regulation exerts control at transcriptional and post-transcriptional levels and piRNAs, in 

association with PIWI proteins, are involved in both levels 
9,10

. For a long time, the only 

roles of PIWI proteins were believed to be in the regulation of transposons 
11

 and in the 

maintenance and development of germinal stem cells 
12

 ; however, the functions of 

piRNAs and PIWI proteins as epigenetic regulators have recently started to emerge. It is 

now known that PIWI proteins, which are guided by piRNAs bind to specific targets 

(based on sequence specific complementarity) and recruit chromatin modifiers to enable 

transcriptional repression 
13

. Apart from this, a direct association between the piRNAï

PIWI protein complex and stem cell development and maintenance has been established 

14
. Cancer stem cells form a critical fraction of a tumor mass, are required for incessant 

cell proliferation, and may underlie resistance to drugs and radiation; accordingly, cancer 

stem cells are believed to contribute to tumor recurrence 
15,16

.

A version of this chapter has been published in Oncotarget. © 2016 Krishnan et al. The Creative 

Commons Attribution License (CCAL) applies to all works published in Oncotarget. Under CCAL, 

authors retain the ownership of the copyright of the article. I would like to thank Jennifer Dufour for 

assistance in providing access to specimens and assay protocols and Mahalakshmi Kumaran for 

training in the use of miRanda algorithm. 
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The role of the piRNAïPIWI protein complex in post-transcriptional gene 

regulation is also slowly garnering attention. Although the exact mechanism remains 

elusive, investigators initially have reported the sequence specific complementary 

binding of a piRNA to a target messenger RNA (mRNA) at the 3ô untranslated region 

(UTR) and subsequent gene regulation, in a manner similar to that of miRNAs 
17-19

. It is 

increasingly being recognized that the sequence based complementarity may not be 

restricted to 3ô UTR and may expand to 5ôUTR, the coding sequence or even the introns 

20
. Given the diverse functions of piRNAs and PIWI proteins, it is evident that these 

molecules may also contribute to tumorigenesis 
10

. 

Human homologues of PIWI proteins (originally described as P-element induced 

wimpy testis in Drosophila) identified thus far are PIWIL1 (HIWI), PIWIL2 (HILI), 

PIWIL3 and PIWIL4 (HIWI2) 
21

. Although the expression of PIWI proteins in somatic 

tissues has been known since 1998, our major understanding of these molecules stem 

from germ cells. Only recently, have researchers demonstrated their possible involvement 

in tumorigenesis. Aberrant expressions of these genes and proteins in malignancy have 

been associated with hallmarks of cancer and have also shown promise as potential 

prognostic and diagnostic markers for different cancer types 
22

. In this regard, the 

differential expression of piRNAs and therefore their oncogenic or tumor suppressor 

roles have also been observed in various cancer types 
19,20

, and a few studies have 

highlighted their association with clinicopathological factors 
23

. An even smaller number 

of studies have reported the relevance of piRNAs as prognostic/diagnostic markers 
24-26

; 

however, the study designs of the majority of these studies are limited to candidate 

piRNA molecules or are challenged with limited sample sizes.  
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Given the current knowledge that piRNAs and PIWI genes (i) are abundantly 

expressed in somatic tissues, (ii) are potential biomarkers for cancer and (iii) are involved 

in gene regulation and in normal developmental processes, extensive profiling and 

characterization studies are needed to understand the contribution of these molecules to 

tumorigenesis. The contribution of both piRNAs and PIWI genes to breast cancer has not 

been comprehensively studied and is the focus of this chapter. I hypothesized that varying 

levels of piRNAs and their upstream biogenesis pathway (PIWI) genes contribute to 

breast tumorigenesis and act as prognostic markers for breast cancer. The specific 

objectives were (i) to identify differentially expressed piRNAs and PIWI gene transcripts 

(mRNAs) (hereafter referred to as PIWI genes) in breast tumor tissues relative to normal 

(reduction mammoplasty) breast tissues, (ii) to identify piRNAs and PIWI genes as 

prognostic markers (outcomes: overall survival, OS and recurrence free survival, RFS) 

and (iii) to identify complementary gene (mRNA) targets at the 3ô UTR for the piRNAs 

associated with breast cancer prognosis.  

5.2 Materials and methods 

Details on clinical characteristics of samples used for the study (discovery and 

external validation cohorts), isolation of total RNA, profiling of piRNAs and statistical 

analysis involved in identifying piRNAs with prognostic significance and the methods 

employed for external validation of the identified prognostic markers are explained in 

detail in chapter 2 (sections 2.2, 2.3, 2.4, 2.5 and 2.6). Methods that are more specific for 

this chapter and those that have not been explained elsewhere are explained below: 
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5.2.1 Validation of piRNA  

qRT-PCR experiments were performed in collaboration with Dr. Kovalchukôs 

laboratory in University of Lethbridge and I analyzed and interpreted the data. 

One randomly chosen representative piRNA showing prognostic significance 

(hsa_piR_009051) was validated with the total RNA isolated from normal and tumor 

samples. qRT-PCR was performed using an iScript Select cDNA Synthesis Kit (Bio-Rad) 

and a SsoFast EvaGreen Supermix (Bio-Rad) according to manufacturersô instructions. 

Primer for the selected piRNA was designed as described elsewhere 
27

 and the sequence 

is as follows: piR009051-F: 5ô-GCA GAG TGT AGC TTA ACA CAA AG-3ô, piR-

009051-R: 5ô-CCA GTT TTT TTT TTT TTT TAG TTG GGT-3ô. RNU6-2 served as 

loading control and the primer sequences are RNU6-2-F: 5ô-CGC TTC GGC AGC ACA 

TAT AC-3ô, RNU6-2-R: 5ô-AGG GGC CAT GCT AAT CTT CT-3ô. All assays were 

done in triplicates, data was analyzed using the 2
-ȹȹCt

 method 
28

, and results are shown as 

fold induction of piRNA. 

5.2.2 PIWI genes as prognostic markers for breast cancer 

To identify PIWI genes with prognostic relevance, I accessed the in-house gene 

(mRNA) expression dataset generated using Agilent microarray platform for ten normal 

breast tissues (obtained from reduction mammoplasty) and 141 breast tumor tissues from 

gene expression omnibus (GSE22820) 
29

. The data was quantile normalized and log2 

transformed using PGS. Differential expression analysis was performed using one-way 

ANOVA to observe the expression patterns of the four human homologues of PIWI 

genes (PIWIL1 ï PIWIL4). Survival analysis was performed for OS and RFS since there 
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were 42 deaths and 77 recurrence events in this dataset. Treating the four genes as 

continuous variables, univariate Cox regression analysis was carried out; PIWI genes 

with p Ò 0.15 were used for constructing a risk score and ROC estimated the optimal cut-

off point for patient stratification into low and high-risk groups. Risk score was then 

treated as dichotomous variable; univariate and multivariate analysis was performed, 

considering tumor stage, grade, age at diagnosis and TNBC status as potential 

confounders. 

5.2.3 Identification of gene targets for significant piRNAs and their functional 

roles 

Of the eight prognostically significant piRNAs, six were DE and were of 

immediate interest for gene target prediction. Recent evidence has suggested (i) 

interaction between piRNAs and mRNAs through base-pair complementarity and (ii) a 

possible inverse correlation between piRNA expression and its corresponding mRNA 

targets 
19,20

. Since all the six piRNAs (selected for target prediction) were up-regulated, I 

extracted only the down-regulated genes (mRNAs), with FC > 2.0 and FDR 0.05 (as 

determined by one-way ANOVA) from the in-house gene expression dataset. The breast 

tissues (tumor tissue and normal reduction mammoplasty specimens) used in both the 

NGS and mRNA expression experiments are from the same clinics in Alberta. Although 

other possible mechanisms of action viz., binding to coding exons and 5ôUTR has been 

suggested 
20
, I focused initially on the putative binding of piRNAs to 3ôUTR of coding 

genes. I extracted the fasta sequences of the 3ôUTR of all the down-regulated genes from 

Ensembl database (GRCh37, http://grch37.ensembl.org/index.html) 
30

 and obtained the 

fasta sequences of the six piRNAs from piRNA Bank (hg 19, http://pirnabank.ibab.ac.in/) 
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31
. As such, there are no target prediction databases available for piRNAs. However, 

predictions based on the list of input genes (in this study, down-regulated genes in breast 

cancer tissues) were obtained using miRanda v 3.3a algorithm 
32
, with alignment score Ó 

170 and energy threshold Ò -20 kcal/mol 
20

. These stringent cut-offs have been adopted 

from a previous study by Hashim et al., that has successfully predicted target 

complementary sequences for a given set of piRNAs using these cut-offs 
20

. While 

alignment score is indicative of the degree of complementarity shared between piRNA 

and target mRNA, free energy is indicative of the stability of the RNA pair. Therefore 

higher alignment score and lower free energy value is important to identify potentially 

stable piRNA-mRNA pairs. Potential functional insights of the targets (with a focus on 

biological processes) identified were obtained using DAVID bioinformatics tool 

(http://david.abcc.ncifcrf.gov/) 
33

 and I report gene ontology (GO) terms related to cancer 

with p < 0.05 in the current study. 

5.3 Results 

Details on profiling of piRNAs and identification of DE piRNAs from small RNA 

sequencing data are summarized in chapter 3 (3.5) 

5.3.1 piRNAs are potential independent prognostic markers for breast cancer 

 Case-control approach:  

 In summary, 676 piRNAs were profiled from breast tissues (normal and tumor 

tissues inclusive) and 42 were retained after filtering for read counts in the CC approach. 

25 piRNAs were DE (Appendix Table 9.1), distributed as 17 up-regulated piRNAs and 8 

down-regulated piRNAs with FC > 2.0 and FDR < 0.05.  
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Table 5.1 List of piRNAs significant for 

Overall Survival  

piRNA ID  
Univariate 

Cox p-value 

Permuted 

p-value 
hsa_piR_009051 0.01 0.01 

hsa_piR_021032 0.01 0.03 

hsa_piR_015249 0.06 0.07 

hsa_piR_020541 0.07 0.09 

 

Table 5.2 List of piRNAs significant for 

Recurrence Free Survival 

 Of the 25 DE piRNAs, three piRNAs each were significant (permuted p value < 

0.1) in the univariate analysis for OS (Table 5.1) and RFS (Table 5.2) and were used to 

construct the individual risk scores. Two piRNAs (i.e. hsa_piR_009051 and 

hsa_piR_021032) were significant for both OS and RFS. The receiver operating 

characteristics curve (ROC) estimated cut-off points for OS and RFS were 2.04 and 0.07, 

respectively, dichotomizing the patients into lowïrisk (Ò 2.04 for OS and Ò 0.07 for RFS) 

and highïrisk (> 2.04 for OS and > 0.07 for RFS) groups. The risk scores were found to 

be significant after adjusting for tumor stage and age at diagnosis for OS (Table 5.3) and 

tumor stage for RFS (Table 5.3). Patients belonging to the highïrisk group were 

associated with poor OS (Figure 5.1) and RFS (Figure 5.2). 

 

 

 

 

 

 

Tables 5.1 and 5.2: Overall, four piRNAs and six piRNAs were significant for OS (Table 5.1) and RFS 

(Table 5.2), respectively from the CO approach. However, the CO approach identified piRNAs also 

included all of the piRNAs significant in the CC approach (three for OS and three for RFS) and are 

indicated in red color. 

 

 

 

 

 

piRNA ID  
Univariate 

Cox p-value 

Permuted 

p-value 
hsa_piR_017061 0.02 0.02 

hsa_piR_009051 0.03 0.05 

hsa_piR_021032 0.03 0.06 

hsa_piR_004153 0.08 0.06 

hsa_piR_017716 0.09 0.08 

hsa_piR_019914 0.09 0.09 
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Figures 5.1 and 5.2: Risk scores were constructed using piRNAs significant in univariate Cox analysis 

with permuted p-value Ò 0.1. Samples were dichotomized into low and high risk groups based on ROC 

estimation of optimal cut-off point (indicated in parenthesis). Patients belonging to high-risk group were 

associated with poor OS (Figure 5.1) and poor RFS (Figure 5.2), with log-rank p value < 0.05. 

 

  

Figure 5.2 piRNAs Kaplan-Meier plots for 

Recurrence Free Survival (Case-control) 
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Table 5.3 Univariate and multivariate results of piRNAs from Case-control 

approach 

Parameter 

Overall Survival Recurrence Free Survival 

Univariate 
analysis 

Multivariate 
analysis 

Univariate 
analysis 

Multivariate 
analysis 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

Risk score 
2.31 

(1.27 ï 4.22) 
0.01 

2.29 

(1.24 ï 4.27) 
0.01 

2.53 

(1.25 ï 5.16) 
0.01 

2.79 

(1.36 ï 5.69) 
0.005 

Tumor 
stage 

0.40 

(0.21 ï 0.78) 
0.01 

0.42 

(0.21 ï 0.84) 
0.02 

0.38 

(0.20 ï 0.71) 
0.003 

0.34 

(0.18 ï 0.63) 
0.001 

Tumor 
grade 

2.01 

(1.04 ï 3.89) 
0.04   

1.58 

(0.92 ï 2.74) 
0.1   

Age at 
diagnosis 

1.06 

(1.02 ï 1.09) 
0.001 

1.04 

(1.01 ï 1.08) 
0.01 

1.02 

(0.99 ï 1.05) 
0.21   

TNBC 
status 

0.99 

(1.16 ï 3.29) 
0.98   

0.84 

(0.45 ï 1.55) 
0.58   

HR = Hazards ratio; CI = Confidence interval 

Table 5.3: Univariate and multivariate Cox analysis results for OS (left panel) and RFS (right panel) in 

caseïcontrol approach is represented. Patients belonging to highïrisk group were associated with poor 

prognosis (HR > 1) and the risk score showed promise as potential independent prognostic factor (p < 

0.05). 

 

Case-only approach:  

665 piRNAs were expressed with at least one read count in any one of the tumor 

samples and of these, 53 were retained with Ó 10 read counts and expressed in at least 

90% of the tumor samples. The raw data was adjusted for batch effects. Four and six 

piRNAs (from the 53 filtered piRNAs) were significant in the univariate analysis for OS 

(Table 5.1) and RFS (Table 5.2) with a permuted p-value Ò 0.1. The risk scores were 

constructed using the four and six piRNAs for OS and RFS, respectively. ROC based 

estimation of the cutïoff point further dichotomized the patients into two groups: lowï

risk (Ò 2.44 for OS and Ò -0.54 for RFS) and highïrisk (> 2.44 for OS and > -0.54 for 
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RFS). For both outcomes, (i) the risk score showed pïvalue significance in the univariate 

and multivariate analyses (Table 5.4) after adjusting for potential confounders (tumor 

grade and age at diagnosis for OS and tumor stage for RFS) and (ii) the highïrisk group 

patients showed poor OS (Figure 5.3) and RFS (Figure 5.4). 

 
Figures 5.3 and 5.4: Risk scores were constructed using piRNAs significant in univariate Cox analysis 

with permuted p-value Ò 0.1. Samples were dichotomized into low and high risk groups based on ROC 

estimation of optimal cut-off point (indicated in parenthesis). Patients belonging to high-risk group were 

associated with poor OS (Figure 5.3) and RFS (Figure 5.4), with log-rank p value < 0.05. 

  

Figure 5.3 piRNAs Kaplan-Meier plots 

for Overall Survival (Case-only) 

Figure 5.4 piRNAs Kaplan-Meier plots 
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Table 5.4 Univariate and multivariate results of piRNAs for caseïonly approach 

Parameter 

Overall Survival Recurrence free Survival 

Univariate 

analysis 

Multivariate 

analysis 
Univariate analysis 

Multivariate 

analysis 

HR 

(95% CI)  

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 
p-value 

HR 

(95% CI) 
p-value 

Risk score 
2.36 

(1.31 ï 4.26) 
0.004 

2.09 

(1.15 ï 3.79) 
0.02 

3.08 

(1.84 ï 5.16) 
<0.0001 

3.07 

(1.84 ï 5.14) 
<0.0001 

Tumor 

stage 

0.40 

(0.21 ï 0.78) 
0.01   

0.38 

(0.20 ï 0.71) 
0.003 

0.39 

(0.21 ï 0.72) 
0.003 

Tumor 

grade 

2.01 

(1.04 ï 3.89) 
0.04 

2.01 

(1.03 ï 3.92) 
0.04 

1.58 

(0.92 ï 2.74) 
0.1   

Age at 

diagnosis 

1.06 

(1.02 ï 1.09) 
0.001 

1.06 

(1.02 ï 1.09) 
0.001 

1.02 

(0.99 ï 1.05) 
0.21   

TNBC 

status 

0.99 

(0.50 ï 1.95) 
0.98   

0.84 

(0.45 ï 1.55) 
0.58   

HR = Hazards ratio; CI = Confidence interval; TNBC = Triple Negative Breast Cancer 

Table 5.4: Univariate and multivariate Cox analysis results for OS (left panel) and RFS (right panel) in 

caseïonly approach are represented. Patients belonging to highïrisk group were associated with poor 

prognosis (HR > 1) and the risk score showed promise as potential independent prognostic factor (p < 

0.05). 

 

5.3.2 The risk score for OS was significant in the external validation dataset 

I extracted the batchïadjusted normalized counts of the four piRNAs (significant 

for OS in the discovery cohort) from the 84 samples in The Cancer Genome Atlas 

(TCGA) dataset. A risk score was constructed for OS, and the ROC based estimation of 

the cutïoff point dichotomized the samples into lowïrisk (Ò -0.18) and highïrisk (> -

0.18) groups. Similar to the results obtained in the discovery cohort, the risk score 

showed promise as a potential independent prognostic factor (Table 5.5), and the patients 

in the highïrisk group were significantly associated with poor OS (Figure 5.5; p<0.01). 
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Log rank p-value = 0.01 
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(Ò -0.18) 

High risk  

(> -0.18) 

Figure 5.5 piRNAs Kaplan-Meier plot for external/TCGA dataset  

(Overall Survival)  

  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: Risk score was constructed using the piRNAs significant for OS (identified from the discovery 

cohort). External/TCGA dataset also showed similar direction of effect with statistical significance, 

confirming the results obtained in the discovery cohort. 

 

Table 5.5 Univariate and multivariate results of piRNAs for Overall Survival 

(External validation/TCGA dataset) 

HR = Hazards ratio; CI = confidence interval; TNBC = Triple Negative Breast Cancer 

Table 5.5: Risk score constructed using four piRNAs (identified as significant for OS in discovery cohort) 

was adjusted for tumor stage and age at diagnosis and was found to be significant with p < 0.05 in TCGA 

dataset (external validation set). 

 

Parameter 

Overall Survival 

Univariate analysis Multivariate analysis 

HR  

(95% CI) 
p-value 

HR  

(95% CI) 
p-value 

Risk score 
3.02 

(1.21 ï 7.59) 
0.02 

3.22 

(1.22 ï 8.52) 
0.02 

Tumor stage 
0.32  

(0.13 ï 0.78) 
0.01 

0.34 

(0.14 ï 0.88) 
0.03 

Age at diagnosis 
1.03  

(1.003 ï 1.06) 
0.03 

1.04 

(1.01 ï 1.07) 
0.006 

TNBC status 
0.63  

(0.19 ï 2.12) 
0.46   
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5.3.3 Concordance of hsa_piR_009051 expression between NGS and qRT-PCR 

hsa_piR_009051 was found to be up-regulated in tumor tissues with a FC of 4.38. 

The direction of expression of this piRNA was confirmed in a subset of the samples by 

qRT-PCR (Figure 5.6) with a FC of 1.49 and p-value of 0.09, validating the findings 

from NGS. Although the obtained p-value was not less than 0.05 due to sample size 

limitations (isolated RNA from FFPE was available in limited quantities due to several 

experimental validations attempted for all the profiled sncRNAs), nevertheless this 

experiment confirmed the direction of expression of hsa_piR_009051. 

Figure 5.6 qRT-PCR confirmation of hsa_piR_009051 

 

5.3.4 PIWI genes are promising prognostic markers for breast cancer 

All four human homologues of PIWI genes were expressed in the in-house breast 

cancer gene expression dataset. Comparison with normal breast tissues revealed that two 

genes (PIWIL1 and PIWIL3) were up-regulated and the remaining two (PIWIL2 and 

PIWIL4) were down-regulated in tumor tissues (Table 5.6). The up-regulated PIWI genes 

did not show statistical significance between normal and breast tumor tissues. 
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Nevertheless, the expression of PIWI genes in breast (somatic) tissues was confirmed. 

Since these proteins are involved in piRNA biogenesis, I hypothesized that an aberrant 

expression of these genes in breast cancer may contribute to abnormal expression of 

piRNAs. Since piRNAs showed prognostic relevance, I hypothesized that genes coding 

for PIWI proteins may also be involved in breast cancer prognosis. Of the four PIWI 

genes, only the PIWIL3 and PIWIL4 genes were significant in the univariate analysis for 

OS and were used to construct a risk score. Similar to the piRNA analysis, ROC was used 

to estimate the optimal cutïoff point for dichotomization of patients into lowïrisk (Ò 

0.56) and highïrisk (> 0.56) groups. The risk score was significant for OS after adjusting 

for age at diagnosis and TNBC status (Table 5.7). In the case of RFS, PIWIL3 gene was 

found to be significant. The potential of PIWIL3 gene as an independent prognostic 

marker was confirmed in the multivariate analysis (Table 5.7). For both OS (Figure 5.7) 

and RFS (Figure 5.8), patients belonging to the highïrisk group were found to have 

shorter survival. 

Table 5.6 Differential expression of PIWI genes 

Table 5.6. Of the four human homologs of PIWI gene, PIWIL1 and PIWIL3 were up-regulated but were 

not statistically significant. PIWIL2 and PIWIL4 genes were down-regulated and were statistically 

significant with p < 0.05. 

 

 

PIWI gene Fold change Direction of expression p-value 

PIWIL1 1.56 Up-regulated in tumor 0.06 

PIWIL2 -2.51 Down-regulated in tumor 6.97E-5 

PIWIL3 1.44 Up-regulated in tumor 0.12 

PIWIL4 -1.95 Down-regulated in tumor 0.0044 
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Figure 5.7 PIWI Kaplan -Meier plot for 

Overall Survival 

Figure 5.8 PIWI Kaplan -Meier plot 

for Recurrence Free Survival 

 

 

 

 

 

 

 

Figures 5.7 and 5.8: PIWIL3 and PIWIL4 genes were significant for OS and were used for constructing a 

risk score, whereas PIWIL3 alone was significant for RFS. Patients were dichotomized into low and high-

risk groups based on ROC estimated cut-off point. Patients belonging to high-risk group were associated 

with poor OS (Figure 5.6) and RFS (Figure 5.7). 
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Table 5.7 Univariate and multivariate results of PIWI genes 

Parameter 

Overall Survival Recurrence Free Survival 

Univariate 

analysis 

Multivariate 

analysis 

Univariate 

analysis 

Multivariate 

analysis 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

Risk score 

(for OS) 

PIWIL3  

(for RFS) 

2.82 

(1.49 ï 5.33) 
0.002 

2.19 

(1.14 ï 4.22) 
0.02 

2.07 

(1.17 ï 3.64) 
0.01 

2.09 

(1.18 ï 3.71) 
0.01 

Tumor stage 
0.62 

(0.24 ï 1.57) 
0.31   

0.56 

(0.28 ï 1.11) 
0.09 

  

Tumor grade 
2.31 

(1.1 ï 4.83) 
0.03   

1.75 

(1.06 ï 2.9) 
0.03 

  

Age at 

diagnosis 

1.04 

(1.02 ï 1.07) 
0.001 

1.04 

(1.02 ï 1.07) 
0.001 

1.01 

(0.99 ï 1.03) 
0.22 

  

TNBC status 
3.33 

(1.77 ï 6.26) 
0.0002 

2.35 

(1.15 ï 4.79) 
0.02 

1.72 

(1.07 ï 2.79) 
0.03 

  

HR = Hazards ratio, CI = Confidence interval; TNBC = Triple Negative Breast Cancer 

Table 5.7: Univariate analysis was performed, considering PIWI genes as continuous variables. Two PIWI 

genes were significant for OS with p Ò 0.15 and were used for constructing a risk score, PIWIL3 alone was 

significant for RFS with p Ò 0.15. Risk score for OS and PIWIL3 for RFS were considered as categorical 

variables and were found to be significant in univariate and multivariate analyses using Cox proportional 

hazards regression model. 

5.3.5 piRNAs repress gene expression 

Recent evidence suggests that piRNAs, in a mechanism similar to miRNAs, may 

regulate gene expression through base pair complementarity, and as such, very few 

studies have identified the corresponding gene targets for specific piRNAs 
19,20

. For this 

study, I only considered prognostically significant piRNAs (eight nonïredundant piRNAs 

in total from OS and RFS) and focused on the inverse correlations between piRNAs and 

their targets. Of the eight piRNAs, only six were differentially expressed (all were more 

than 1.5 FC) and were of immediate interest for target predictions. Since all six were up-

regulated in tumors, relative to normal tissues, I extracted the 3ôUTR sequences of all the 
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downïregulated genes (n = 2,735) identified in our gene expression dataset. Using 

miRanda algorithm v3.3a and applying the cutïoffs, a total of 350 (306 nonïredundant) 

gene targets for six piRNAs were identified (Appendix Table 9.3). I did not consider 

matched samples (between the piRNA data and the mRNA data) alone for target 

prediction, but instead utilized all the samples from the gene expression dataset since the 

previous study on miRNA-mRNA target identifications using the same mRNA dataset 

did not reveal profound differences in the overall functional terms identified for the 

targets (Section 4.3.4, Table 4.6) 
34

. The identified gene targets were enriched for 

angiogenesis, transcription, cell signaling, cytoskeleton organization, membrane transport 

and organization (Table 5.8). 
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Table 5.8 Identification of piRNA gene targets and their functional roles 

piRNA ID  

# of 

gene 

targets 

# of 

GO 

clusters 

Targets GO term 

hsa_piR_009051 10 1 
SSBP2, FOXO4, NR5A2, ZNF177, 

ZNF765 

Regulation of 

transcription 

hsa_piR_021032 180 27 

KCNMA1, CAV2, NRP1, SCN2B, 

GLRA3, AKAP9, NRXN1, ATP1A2, 

ESR2, PARK2, KCNMB1, SEMA5A, 

LEP, PDE7B, NPTX1, KIF1B, 

KCNN1, SLC22A3 

Cell-cell signaling 

 

SEMA5A, NRP1, PLXDC1, LEPR, 

CCBE1, ROBO4, TNFSF12 

Angiogenesis 

 

KCNMA1, TRPM3, TRPM6, CUBN, 

SLC16A12, ATP1A2, SLC26A4, 

SLC2A4, SLC22A3, SLC25A37, 

KCNH8, SV2B, NALCN, SLC25A26 

Transmembrane 

transport 

 

TXNIP, KCNMA1, CAV2, GSTM3, 

LEPR 

Response to 

estrogen stimulus 

TRIOBP, SHROOM4, MRAS, NEDD9, 

FGD5, ARHGAP26, FGD4 

Actin cytoskeleton 

organization 

LEP, LEPR, GAB1, PDCD4, FGD4 
Regulation of 

MAPKKK cascade 

GAB1, PDCD4, FGD4 
Regulation of JUN 

kinase activity 

hsa_piR_015249 1 0 FOXP2 Transcription 

hsa_piR_004153 42 6 ALPL, CALCR, CAV1 

Response to 

glucocorticoid 

stimulus 

hsa_piR_017716 72 7 

ALPL, PPARA, GNG2, FOXO4, 

ACVR1C, SLC34A2 

Response to 

hormone stimulus 

LAMA4, EPAS1, TNFSF12, 

ANGPTL4 

Blood vessel 

development 

KCNK17, SLC23A2, P2RX3, 

KCNMB1, SLC34A2, ATP13A4, 

GRID1 

Ion transport 

hsa_piR_019914 45 7 

EREG, LEPR, PLCD3, CXCL12 Angiogenesis 

EREG, LEPR, IGF1, GHR 

Positive regulation 

of signal 

transduction 

LY75, ARRB1, EHD2, GHR 
Membrane 

organization 

GO = Gene Ontology; GO clusters represent biological processes; GO term includes cancer related terms 

with p < 0.05  
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5.4 Discussion 

Prognostic significance of eight piRNAs for breast cancer are reported for the first 

time. Four and six piRNAs were found to be associated with OS and RFS, respectively, 

among which two piRNAs were common for OS and RFS. I also successfully validated 

the prognostic significance of piRNAs associated with OS in an external dataset (TCGA). 

Gene targets for possible regulation by candidate piRNAs have also been identified. 

Although PIWI proteins have been studied by others as prognostic/diagnostic markers for 

other cancer types, their prognostic relevance in breast cancer has not been examined. 

This is the first study to demonstrate association of PIWI genes (as a proxy for PIWI 

proteins) with OS and RFS for breast cancer. Overall, this is the first study to 

comprehensively understand the significance of piRNAs and PIWI genes as prognostic 

markers for breast cancer using large and independent datasets with complete clinical 

annotation and a long followïup period. In this study, I have successfully captured the 

pathway of events and individual entities up-stream and down-stream of the piRNA 

biogenesis.  

The clinical relevance of piRNAs was first apparent when they were reported to be 

associated with clinicopathological factors such as lymph node status 
23

, and TNM stage 

24
. Nonetheless, our understanding of their contribution as prognostic markers is 

rudimentary and warrants further exploration. In this study, eight piRNAs were identified 

as novel prognostic markers for breast cancer. To date, there has only been one study that 

has utilized sequencing data to interrogate piRNAs for breast cancer prognosis 
26

. In this 

study by Martinez et al., piRNAs associated with OS were identified for eleven cancer 

types, including breast cancer. This study is therefore the first to identify piRNAs 
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associated with RFS as well as OS. I compared the eight prognostically significant 

piRNAs with their study findings and found that hsa_piR_009051 and hsa_piR_017061 

were prognostically significant for renal clear cell carcinoma and colon adenocarcinoma, 

respectively. hsa_piR_021032 was significantly associated with renal clear cell 

carcinoma and lung squamous cell carcinoma prognoses. Significance of the remaining 

five piRNAs in cancer prognosis remains unknown till date. 

An important observation from this study is that we may obtain a more holistic 

picture of piRNAs associated with outcomes if we adopt a caseïonly approach. Case-

control approach focuses on identifying prognostic markers which are differentially 

expressed 
35,36

. However, case-only approach interrogates the entire dataset in an 

unbiased manner 
37-39

 and may thus yield higher number of prognostic markers. I 

observed the same in this study, where, with the caseïonly method, four and six piRNAs 

were obtained for OS and RFS, respectively as opposed to three piRNAs each for OS and 

RFS. The piRNAs identified in the caseïonly approach included the ones identified from 

the caseïcontrol approach as well. Therefore, adopting a caseïonly approach may 

provide a more comprehensive understanding of the markers under investigation. 

Another major finding of the study was the identification of genes coding for PIWI 

proteins as potential prognostic markers for breast cancer. Of the four human homologues 

of PIWI genes, two genes (PIWIL3 and PIWIL4) showed associations with OS, and 

PIWIL3 alone showed an association with RFS. Earlier studies reported the prognostic 

significance of PIWIL1 in soft-tissue sarcoma 
40

 and glioma 
41

. High expression of 

PIWIL2 transcript was found to be associated with decreased survival rate in colorectal 

cancer 
42

 and has also been found to contribute to cisplatin resistance in ovarian cancer 
43

. 
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Reports on the clinical significance of PIWIL3 and PIWIL4 remain scarce, and in 

particular, this is the first study to identify the contribution of PIWIL3 and PIWIL4 genes 

to breast cancer prognosis. Further replication studies are warranted to better define their 

prognostic roles.  

The functional importance of PIWI proteins and piRNAs is no longer restricted to 

the regulation of transposons or the maintenance and development stem and germ cells. 

For instance, PIWIL1 and PIWIL2 genes have been observed to promote cell 

proliferation in gastric 
44

 and breast tumors 
45

. Similarly, piRNAs have also exhibited 

involvement in several key cellular mechanisms 
19,46

. Based on previous studies that 

piRNAs inhibit gene expression, analogous to miRNAs, I identified 306 gene targets (and 

their roles) for six piRNAs using the in-house gene expression dataset (Table 5.8 and 

Appendix Table 9.3). From the functional classification, it may be inferred that the 

piRNAs actively contribute to tumorigenesis by regulating genes involved in several 

pathways contributing to the development of cancer. However, I did not restrict the 

analysis to gene ontology terms alone that identified terms related to cancer. I looked at 

the targets identified for every piRNA individually and found piRNA-mRNA pairs 

playing important roles in methylation, oxidative stress, and cell adhesion, among others, 

the deregulation of which may contribute to an imbalance in cellular homeostasis. An 

interesting observation was that hsa_piR_021032 was found to share complementary 

sequence with target PIWIL2 (a member of the human PIWI genes), showing alignment 

score > 170 and energy score < -20 kcal/mol (Appendix Table 9.3). This PIWI gene was 

observed to be downïregulated in the gene expression dataset and hsa_piR_021032 was 

found to be up-regulated in the tumor tissues, suggesting a possible repression of the 
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PIWI gene by the piRNA. This proposed mechanism of PIWI regulation by piRNAs is 

novel and requires further validation. 

 

5.5 Conclusions 

Using a cohort with complete clinical annotation and longïterm followïup, I 

identified piRNAs and PIWI genes as novel prognostic markers for breast cancer. 

Identifying piRNA gene targets from breast tissue datasets is rare in the literature, and 

this study may open up research on the characterization of these piRNAïmRNA pairs. 

Deregulation of piRNAs and the involvement of the identified targets in key cellular 

mechanisms suggest that piRNAs may be important contributors to breast tumorigenesis. 

This is also the first time that a possible regulatory mechanism of PIWI genes by piRNAs 

has been observed, but it remains to be established if this regulation is through direct 

interaction or a complex network. Biomarker studies on piRNAs and PIWI genes and 

proteins are promising fields of research. Since piRNAs have exhibited stability in body 

fluids such as blood 
47

, serum and plasma 
48

, they may also serve as effective circulating 

biomarkers. With improving profiling platforms, availability of clinical samples with 

extensive clinical annotations, will likely contribute to identification of additional 

piRNAs, furthering our understanding of their mechanistic and prognostic contributions 

to breast cancer and other diseases. 
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6 Genome wide profiling of transfer RNAs and their role as novel 

prognostic markers for breast cancer 

6.1 Introduction  

The discovery that only 2% of the human genome encodes for proteins (the coding 

portion) and that the remaining 98% (the non-coding portion) harbor sequences with 

structural, regulatory and functional relevance, dispelled the long-held belief that these 

sequences should be considered as ñjunk DNAò 
1
. Amongst the non-coding portion of the 

genome which gets transcribed but not translated, two major classes of RNA exist based 

on size: long non-coding RNAs (> 200 nt) and small non-coding RNAs (sncRNAs < 200 

nt) 
2
. Both the classes of RNA contribute to post-transcriptional level of gene regulation. 

Several subcategories of sncRNAs exist, including microRNAs (miRNAs), small 

nucleolar RNAs (snoRNAs), piwi-interacting RNAs (piRNAs) small nuclear RNAs 

(snRNAs) and transfer RNAs (tRNAs) 
3
. 

While much of the focus has been on miRNAs 
4
, functional significance of other 

RNAs is less explored in cellular processes and for their potential roles as prognostic 

markers in cancer. Transfer RNAs (tRNAs) are a 73-92 nt long class of sncRNAs 
3
 that 

play a crucial role in protein synthesis. A total of 625 tRNA genes have been identified so 

far in the human genome, of which 506 are tRNAs that decode standard amino acids, 

three are selenocysteine tRNAs, three are suppressor tRNAs, three are tRNAs with 

undetermined or unknown isotypes and 110 are tRNAs predicted to be pseudogenes 
5
. 

  

A version of this chapter has been resubmitted to Scientific reports after revisions. 
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Apart from playing a role in protein translation, recent discoveries have suggested 

that tRNAs may play a vital role in activation of protein kinase GCN2 
6
, regulation of 

apoptosis 
7
, and protein degradation 

8
. Furthermore, processing of the 3ô or 5ô ends of 

mature or precursor tRNAs have given rise to another class of small RNAs called tRNA 

derived fragments (tRFs) 
9
. Previous studies have demonstrated that tRFs are not 

degradation by-products but are functional molecules that arise during stress conditions 

10
. Relative variations in expression levels of tRFs in tumor cells as compared to normal 

cells 
11

, and their role in silencing gene expression, thereby influencing cell proliferation 
9
 

or metastasis 
12

 implies that they may also contribute to tumorigenesis. Interestingly, 

there is also evidence indicating that tRF may possess characteristics of a miRNA, both 

structurally and functionally (by regulating gene expression) 
13

. Similar to miRNAs, tRFs 

have also recently showed promise as prognostic marker for prostate cancer 
14

, thus 

expanding the repertoire of tRNA functions but their clinical relevance to BC remains 

unexplored. While miRNAs are known to interact with mRNAs directly and promote 

gene expression regulation 
15,16

, recent studies have demonstrated contributions of tRNAs 

to post-transcriptional gene expression regulation. For instance, Maute et al, have 

identified a functionally active tRNA derived microRNA (miRNA) that represses the 

expression of protein coding gene by means of sequence complementarity to mRNA 
13

. 

tRNAs may also act as a source for another molecule called piwi-interacting RNA 

(piRNA) 
17

, which are equally considered as master regulators of gene expression as 

previous studies have assigned a similar role to miRNAs 
18,19

. This further expands the 

functions of tRNAs, warranting the need for a deeper exploration into this class of 

sncRNA. 
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Dysregulation of protein synthesis machinery has been observed in several tumor 

cells and has been found to be one of the major contributors for malignant transformation 

of cells 
20

. Specifically, over expression of RNA polymerase III and its products 

(including tRNAs) has been observed in breast and ovarian cancers 
21-23

. Studies on the 

consequences of aberrant expression of tRNAs have demonstrated that over-expression of 

initiator tRNA can drive cell proliferation, resulting in oncogenic transformation 
24

. As 

such, tRNAs are now recognized for their pivotal role in tumorigenesis, though a 

comprehensive understanding of their diverse roles in the biology of cancer is far from 

complete. 

Despite their discovery in 1956 
25,26

, not many studies have focused on the 

comprehensive profiling of tRNAs and explored their potential to serve as biomarkers for 

cancer. Pavon-Eternod et al. were the first to profile tRNAs using a microarray platform, 

to demonstrate that over expression of tRNAs is a hallmark of breast cancer (BC) and 

have postulated their potential utility as biomarkers for BC 
27

. However their significance 

as prognostic markers for BC remains unexplored to date. In fact, the prognostic potential 

of tRNAs has not been investigated for any type of cancer. Although there has been a 

considerable progress in creating personalized treatment strategies for BC patients, based 

on their ER, PR or Her2 receptor expression status, a subset of patients continue to 

experience recurrence, leading to mortality. Factors contributing to inter-individual 

variations in response to treatments and eventual clinical outcomes (Overall Survival, 

OS; Recurrence Free Survival, RFS) may be ascribed in part, to the heterogeneous nature 

of breast cancer (in terms of histological and molecular subtypes and morphologies) 
28,29

. 

The continuing discoveries of additional molecular subsets of BC (based on deep 
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sequencing of tumor genomes) has called for the identification of novel biomarkers or 

combinations of biomarkers that may perform better than the traditional markers alone, in 

terms of prognostication or prediction. These molecular signatures may guide the 

development of target therapies and in the selection of treatment.  

In this study, I hypothesized that relative variation in expression levels of tRNAs 

contribute to inter-individual differences in disease trajectory and in eventual treatment 

outcomes. Small RNA libraries generated from 11 apparently healthy normal breast 

tissue samples (obtained from reduction mammoplasty surgery) and 104 breast tumor 

samples with complete clinical information 
30

 were sequenced. The specific objectives 

were to (i) profile and identify differentially expressed (DE) tRNAs, (ii) investigate the 

role of tRNAs as prognostic markers for BC treatment outcomes (OS and RFS), (iii)  

validate the signatures in an external dataset, and lastly (iv) investigate the contribution of 

tRNAs to gene regulation.  I confirm that tRNAs are globally up-regulated in BC and 

report for the first time, the prognostic significance of 27 tRNAs. 

6.2 Materials and Methods 

I have summarized the clinical characteristics of samples (discovery cohort and 

external validation/TCGA cohort) used for the study (section 2.2), RNA isolation (section 

2.3) and sequencing protocols (section 2.4), sequencing data analysis (section 2.5) and 

statistical analysis (section 2.6) involved in identifying and validating prognostic markers 

in Chapter 2.  

I have explained below the methods specific for tRNAs and these have not been 

explained elsewhere in the thesis. 
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6.2.1 Cross platform concordance to validate expression of select tRNAs 

qRT-PCR experiments were performed in collaboration with Dr. Kovalchukôs 

laboratory in University of Lethbridge and I analyzed and interpreted the data.  

Total RNA isolated from either FF tissue (normal) or from FFPE blocks was 

subjected to qRT-PCR using iScript Select cDNA Synthesis Kit (Bio-Rad) and SsoFast 

EvaGreen Supermix (Bio-Rad) according to manufacturersô instructions. Two tRNAs 

showing prognostic significance and a FC of > 2.0 were chosen for validation using total 

RNA from nine normal samples and 44 tumor samples. These samples were also used for 

sequencing experiment. Random primers were used for reverse transcription. Primers for 

analyzing chr6.tRNA50-SerAGA and chr6.tRNA51-SerTGA were designed with Primer3 

software. The sequence of the primer pairs are as follows:  

chr6.tRNA50-SerAGA -F: 5ô-TAGTCGTGGCCGAGTGGTTA-3ô,  

chr6.tRNA50-SerAGA -R: 5ô-GGAAACCCCAATGGATTTCTA-3ô; and for  

chr6.tRNA51-SerTGA -F: 5ô-TAGTCGTGGCCGAGTGGTTA-3ô,  

chr6.tRNA51-SerTGA -R: 5ô-GAAACCCCAATGGATTTCAA-3ô. GAPDH served as 

the loading control. Primers for analyzing GAPDH by qRT-PCR are described elsewhere 

31
. All experiments for qRT-PCR were done in triplicates, data was analyzed using the 2

-

ȹȹCt 
method 

32
, and results are shown as fold induction of tRNAs.  

6.2.2 Genomic distribution of tRNAs, identification of regulatory RNAs embedded 

within tRNAs and their roles in gene regulation 

 With the objective of identifying the possible sites of origin of tRNAs, I 

overlapped the genomic co-ordinates of all the tRNAs profiled (n = 571) with the 

genomic co-ordinates of mRNAs and lncRNAs using PGS.  



 

174 

Previous studies have reported that tRNAs may also act as reservoirs for other 

regulatory RNAs such as miRNAs 
13

 and piRNAs 
17

. Therefore the genomic co-ordinates 

of all 571 tRNAs were overlapped with the genomic co-ordinates of mature miRNAs and 

piRNAs. Since miRNAs and piRNAs are considered as master regulators of gene 

expression, potential mRNA targets were identified from gene (mRNA) expression 

dataset that was available in house (GEO accession ID: GSE22820) 
33

. The dataset 

included 10 normal breast tissues (obtained from reduction mammoplasty) and 141 breast 

tumor tissues. PGS v 6.6 was used for all the analysis. Raw data was quantile normalized 

and log2 transformed, and mRNAs exhibiting FC > 2.0 and FDR < 0.05 were identified 

as DE using ANOVA.  

mRNA targets for piRNAs embedded within tRNAs were identified using 

miRanda v 3.3a. The piRNAs identified to be within the tRNAs were found to be up-

regulated in tumor tissues, relative to normal breast tissues 
19

. Therefore, fasta sequences 

of the 3ôUTRs of all the down-regulated genes downloaded from Ensembl database 

(GRCh37) 
34

 and fasta sequences for piRNAs (whicch were all up-regulated in the study) 

were accessed from the piRNA bank (hg 19) 
35

. mRNA-piRNA pairs showing sequence 

complementarity, with alignment score > 170 and energy score < -20 kcal/mol were 

identified. The targets thus identified were interrogated for gene ontology classifications 

to gain functional insights. Gene ontology classification was performed using PGS and 

gene ontology terms (biological process) showing enrichment score > 1.3 and a p-value < 

0.05 were considered. 
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6.3 Results 

All the profiling results of tRNAs and the details on identifying differentially 

expressed tRNAs are summarized in chapter 3 (3.5).  

Overall, 76 tRNAs were DE with FC > 2 and FDR cut off 0.05 (Appendix Table 

9.1) and all 76 tRNAs were up-regulated in tumor tissue compared to normal tissue, 

indicating a global up-regulation of tRNAs in BC.  

6.3.1 tRNAs are associated with breast cancer prognosis 

Two approaches (CC and CO) were adopted to identify tRNAs as potential 

prognostic markers for BC (vide methods, 2.5.1).   

Case-control approach:  

In the CC approach, survival analysis was restricted to 76 DE tRNAs that were 

subjected to univariate Cox proportional hazards regression model followed by 

permutation test. I found three tRNAs (chr6.tRNA5-SerAGA, chr6.tRNA50-SerAGA and 

chr6.tRNA51-SerTGA) to be associated with OS, with a permutation p-value Ò 0.1 

(Table 6.1). These three tRNAs were used to construct a risk score for all cases, and then 

the cases were dichotomized into two groups based on the ROC estimated cut-off point 

(1.05). Cases with a risk score Ò 1.05 and > 1.05 were classified as low-risk and high-risk 

groups, respectively. Further, the risk score was adjusted for tumor stage and age at 

diagnosis. High-risk group patients were found to have shorter OS (hazard ratio, HR = 

2.68, p=0.02, CI = 1.19 ï 5.99; Table 6.2 Figure 6.1). Interestingly, none of the DE 

tRNAs were found to be associated with RFS.  
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Table 6.1 List of tRNAs significant for Overall survival  

tRNA ID  Univariate Cox p-value Permuted p-value 

Chr6.tRNA166-AlaAGC 0.02 0.04 

Chr17.tRNA10-GlyTCC 0.04 0.05 

Chr6.tRNA147-SerAGA 0.04 0.06 

Chr6.tRNA145-SerAGA 0.04 0.06 

Chr6.tRNA5-SerAGA 0.06 0.07 

Chr16.tRNA2-ArgCCT 0.04 0.08 

Chr6.tRNA50-SerAGA 0.07 0.09 

Chr12.tRNA8-AlaTGC 0.08 0.09 

Chr6.tRNA148-SerTGA 0.07 0.09 

Chr6.tRNA172-SerTGA 0.07 0.09 

Chr6.tRNA143-LysTTT 0.06 0.09 

Chr14.tRNA2-LeuTAG 0.07 0.09 

Chr6.tRNA51-SerTGA 0.08 0.09 

Chr9.tRNA4-ArgTCT 0.06 0.10 

Table 6.1: Two approaches were adopted to select the set of tRNAs for survival analysis. In the CC 

approach and CO approach, 76 DE tRNAs and 216 tRNAs (retained after filtering for read counts) were 

selected for Univariate Cox proportional hazards regression model (outcome: OS), followed by permutation 

test. Table 6.1 includes OS significant tRNAs (permuted p-value Ò 0.1) from both the approaches (n = 3 in 

CC and n = 14 in CO). The CO approach also included the tRNAs that were significant in the CC approach, 

which are indicated in red color.  
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Figure 6.1 tRNA Kaplan -Meier plot for Overall Survival (Case-control) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1: Probability of OS is plotted over time and the Kaplan-Meier plot indicate that in CC, relative to 

low-risk group, patients belonging to high-risk group are associated with poorer OS. 

 

Table 6.2 Univariate and Multivariate results of tRNAs for Case-control approach 

Parameter 

Univariate analysis Multivariate analysis 

HR 

(95% CI) 
p-value 

HR 

(95% CI) 
p-value 

Risk score 
2.39 

(1.07-5.33) 
0.03 

2.68 

(1.19-5.99) 
0.02 

Tumor stage 
0.40 

(0.21-0.78) 
0.01 

0.50 

(0.25-1.01) 
0.05 

Tumor grade 
2.01 

(1.04-3.89) 
0.04   

Age at diagnosis 
1.06 

(1.02-1.09) 
0.001 

1.05 

(1.02-1.09) 
0.002 

TNBC status 
0.99 

(0.50-1.95) 
0.98   

HR = Hazard Ratio; CI = Confidence Interval; TNBC = Triple Negative Breast Cancer  

Table 6.2: Risk scores were constructed from the three tRNAs (significant for OS) identified from CC. 

Patients were dichotomized into low and high risk groups based on ROC estimated cut-off point. 

Univariate Cox analysis was run for risk score and other clinical variables (included in the table). Risk 

score was further adjusted for potential confounders and was found to be significant (p < 0.05). Patients 

belonging to high-risk group were associated with poorer OS (HR > 1).  
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Case-only approach:  

571 tRNAs were profiled from tumor tissues alone, of which, 216 were retained 

with Ó 10 read counts in at least 90% of tumor samples. The dataset was RPKM 

normalized and adjusted for batch effects. From the 216 tRNAs (treated as continuous 

variables), 14 tRNAs each were significant for OS (Table 6.1) and RFS (Table 6.3), 

respectively in the permutation test, following Univariate Cox analysis. The 14 tRNAs 

significant for OS, included the three tRNAs that were significant in the CC approach. 

The estimated optimal cut-off point for defining risk groups was 7.23, and patients were 

stratified into low-risk (Ò 7.23) and high-risk groups (> 7.23) for OS. Similar to the CC 

approach, high-risk group was found to be associated with shorter OS (HR = 2.78, p = 

0.0008, CI = 1.53 ï 5.07, Table 6.4, Figure 6.2). In contrast to the CC approach, 14 

tRNAs were found to be significant for RFS (Table 6.3). A risk score cut-off point of -

3.11 separated cases into two survival groups and the high-risk group was found to be 

associated with shorter RFS (HR = 1.86, p = 0.02, CI = 1.10 ï 3.13, Table 6.4, Figure 

6.3). For both OS and RFS, risk score was found to be significant after adjusting for 

confounders (tumor stage, grade and age at diagnosis for OS and tumor stage for RFS). 
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Table 6.3 List of tRNAs significant for Recurrence Free Survival 

tRNA ID  
Univariate Cox p-

value 
Permuted p-value 

Chr6.tRNA166-AlaAGC 0.03 0.03 

Chr1.tRNA80-GluCTC 0.05 0.04 

Chr1.tRNA77-GluCTC 0.05 0.04 

Chr6.tRNA87-GluCTC 0.07 0.06 

Chr1.tRNA74-GluCTC 0.07 0.06 

Chr1.tRNA71-GluCTC 0.07 0.06 

Chr1.tRNA59-GluCTC 0.08 0.06 

Chr6.tRNA77-GluCTC 0.08 0.07 

Chr1.tRNA118-HisGTG 0.1 0.08 

Chr6.tRNA152-ValCAC 0.13 0.08 

Chr1.tRNA116-GluCTC 0.11 0.09 

Chr2.tRNA19-GlyGCC 0.12 0.09 

Chr6.tRNA128-GlyGCC 0.11 0.09 

Chr1.tRNA133-GlyCCC 0.12 0.09 

Table 6.3: Two approaches were adopted to select the set of tRNAs for survival analysis. In the CC 

approach and CO approach, 76 DE tRNAs and 216 tRNAs (retained after filtering for read counts) were 

selected for Univariate Cox proportional hazards regression model (outcome: RFS), followed by 

permutation test. Table 6.3 includes RFS significant tRNAs (permuted p-value Ò 0.1) from CO approach (n 

= 14). None of the tRNAs were identified as associated with RFS from the CC approach. 
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Figures 6.2 and 6.3: Probability of OS (Figure 6.2) and RFS (Figure 6.3) is plotted over time and the 

Kaplan-Meier plots indicate that relative to low-risk group, patients belonging to high-risk group are 

associated with poorer OS and RFS.  

  

Figure 6.2 tRNA Kaplan -Meier plot for 

Overall Survival (case-only) 

Figure 6.3 tRNA Kaplan -Meier plot for 

Recurrence free Survival (case-only) 
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Table 6.4 Univariate and Multivariate results of tRNAs for Case-only approach 

HR = Hazard Ratio; CI = Confidence Interval; TNBC = Triple Negative Breast Cancer  

Table 6.4: Risk scores were constructed from the 14 tRNAs (significant for OS and RFS) identified from 

CO. Patients were dichotomized into low and high risk groups based on ROC estimated cut-off point. 

Univariate Cox analysis was run for risk score and other clinical variables (included in the table). Risk 

score was further adjusted for potential confounders and was found to be significant (p < 0.05). Patients 

belonging to high-risk group were associated with poorer OS (left panel) and RFS (right panel) with HR > 

1. 

6.3.2 tRNAs prognostic of overall survival are validated in an external dataset 

The batch adjusted normalized counts for tRNAs associated with OS (identified in 

the CO approach) were extracted from TCGA dataset. Similar to the discovery cohort, 

risk scores were constructed for every sample and the samples were dichotomized into 

low and high-risk groups based on the cut-off point (-0.9) estimated using ROC. In the 

multivariate setting, the risk score was adjusted for tumor stage and age at diagnosis. 

Statistical significance obtained (p = 0.15) for the risk score indicated a trend similar to 

the original study (similar direction and magnitude of effect) but did not meet imposed 

nominal p-value threshold of p < 0.05. Overall, the results from external cohort were 

Parameter 

Overall Survival Recurrence Free Survival 

Univariate 

analysis 

Multivariate 

analysis 

Univaria te 

analysis 

Multivariate 

analysis 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

HR 

(95% CI) 

p-

value 

Risk score 
2.33  

(1.29-4.18) 
0.01 

2.78 

(1.53-5.07) 
0.001 

1.89 

(1.13-3.19) 
0.02 

1.86 

(1.10-3.13) 
0.02 

Tumor 

stage 

0.40 

(0.21-0.78) 
0.01 

0.46 

(0.23-0.93 
0.03 

0.38 

(0.20-0.71) 
0.003 

0.39 

(0.21-0.73) 
0.003 

Tumor 

grade 

2.01 

(1.04-3.89) 
0.04 

2.49 

(1.26-4.93) 
0.01 

1.58 

(0.92-2.74) 
0.10   

Age at 

diagnosis 

1.06 

(1.02-1.09) 
0.001 

1.05 

(1.02-1.09) 
0.001 

1.02 

(0.99-1.05) 
0.21   

TNBC 

status 

0.99 

(0.50-1.95) 
0.98   

0.84 

(0.45-1.55) 
0.58   
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Survival days from surgery 

Low risk 

(Ò -0.9) 

High risk 

(> -0.9) 

Log-rank p-value = 0.07 

supportive of the original study findings that tRNAs are potential prognostic factors; 

high-risk group was associated with poorer OS (HR = 1.97, p = 0.15, CI = 0.79 ï 4.95, 

Table 6.5, Figure 6.4). 

Figure 6.4 Kaplan-Meier plot for Overall Survival (External/TCGA dataset)  

 

 

 

 

 

 

 

Figure 6.4: Probability of OS is plotted over time for the TCGA dataset. Kaplan-Meier plot indicates that, 

relative to low-risk group, patients belonging to high-risk group are associated with poorer OS, similar to 

discovery cohort. 
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Table 6.5 Univariate and multivariate analysis of tRNAs for Overall Survival 

(External/TCGA dataset) 

Parameter 

Univariate analysis Multivariate analysis 

HR 

(95% CI) 
p-value 

HR 

(95% CI) 
p-value 

Risk score 
2.28 

(0.92 ï 5.66) 
0.08 

1.97 

(0.79 ï 4.95) 
0.15 

Tumor stage 
0.32 

(0.13 ï 0.78) 
0.01 

0.29 

(0.11 ï 0.74) 
0.009 

Age at diagnosis 
1.03 

(1.003 ï 1.06) 
0.03 

1.03 

(1.01 ï 1.06) 
0.02 

TNBC status 
0.63 

(0.19 ï 2.12) 
0.46   

HR = Hazard ratio; CI = Confidence interval; TNBC = Triple Negative Breast Cancer 

Table 6.5: Risk score was constructed using the 14 tRNAs (significant for OS) for all the 84 samples 

accessed from the TCGA dataset. Patients were dichotomized into low and high risk groups based on ROC 

estimated cut-off point. Univariate Cox analysis was run for risk score and other clinical variables 

(included in the table). Risk score was further adjusted for potential confounders and was found to be 

significant with p = 0.15). Similar to the discovery cohort, patients belonging to high-risk group were 

associated with poorer OS (HR > 1). 

6.3.3 Relative expressions of chr6.tRNA50-SerAGA and chr6.tRNA51-SerTGA 

are validated using qRT-PCR 

Two representative tRNAs, chr6.tRNA50-SerAGA and chr6.tRNA51-SerTGA, 

exhibiting a fold change of 2.56 and 2.61, respectively in NGS platform, were validated 

using qRT-PCR. Both tRNAs were found to be up-regulated in tumors relative to normal 

tissues in qRT-PCR experiments (Figure 6.5).  
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Figure 6.5 qRT-PCR validation of up-regulated tRNAs 

 

 

 

 

 

 

 

 

 

Figure 6.5: The expressions of two prognostically significant tRNAs that were also differentially expressed 

were validated using qRT-PCR with GAPDH as the internal normalizer. Both the tRNAs are up-regulated 

in breast tumor, relative to normal (control) tissues, conforming the findings from NGS experiment. * = p < 

0.05. 

6.3.4 tRNAs harbor regulatory RNAs and thus contribute to gene regulation 

Genomic origins (distinct genes or intergenic or intragenic regions) of tRNAs are 

not well understood . However, in this study, I observe that a fraction of tRNAs appears 

to originate from the intronic regions of protein coding or non-protein coding genes. For 

instance, when I mapped the genomic co-ordinates of the 571 profiled tRNAs to the 

genomic co-ordinates of messenger RNAs (mRNAs) and long non-coding RNAs 

(lncRNAs), I observed that ~ 15% (n = 86) of the tRNAs were embedded within the 

intronic regions of mRNAs and ~ 12% (n = 66) were embedded within the introns of 

lncRNAs (Appendix Table 9.4). 

Since we now understand that tRNAs may also act as a reservoir for microRNAs 

(miRNAs) and piwi-interacting RNAs (piRNAs), the genomic co-ordinates of the 571 

*  

*  
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tRNAs were mapped to the genomic co-ordinates of mature miRNAs and piRNAs. 45 

tRNAs were observed to harbor piRNAs (Appendix Table 9.5) and one tRNA was found 

to harbor a miRNA (Appendix Table 9.5). The identified piRNAs were subsequently 

interrogated for differential expression using data generated from our previous studies 

(Chapter 5) 
19

. Nine piRNAs (from among the 45 piRNAs annotated to tRNAs) were 

found to be up-regulated (Table 6.6). The lone miRNA observed to be within the 

genomic co-ordinates of a tRNA was not found to be differentially expressed. 

Further, to understand the contribution of piRNAs (thereby the tRNAs) to gene 

regulation, I first identified mRNA targets based on (i) the complementary sequences 

shared by piRNAs and the 3ôUTR of mRNAs and (ii) the reciprocal expression patterns 

between piRNAs and mRNAs. Since the nine piRNAs were found to be up-regulated, 

2241 genes which were found to be down-regulated in tumor tissues (gene expression 

dataset), were considered as potential targets for the nine piRNAs. However, when 

filtered for stringent alignment and energy scores (Table 6.6), 76 targets (genes) were 

identified. To understand the functional relevance of the identified targets, gene ontology 

classification was performed and the identified gene ontology terms (biological 

processes) are summarized in Table 6.7. The identified targets were found to be involved 

in key tumorigenic pathways, including apoptosis and angiogenesis. 
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Table 6.6 List of gene targets identified by piRNAs embedded within tRNAs 

tRNA ID  

(Fold change) 

piRNA ID  

(Fold change) 

mRNA targets 

(Down-regulated) 

chr1.trna68-GlyGCC 

(1.88) 

hsa_piR_000291 

(1.71) 
TNKS, ZC3H6, ZHX3 

chr2.trna19-GlyGCC 

(1.99) 

hsa_piR_000765 

(1.85) 

SCN2B, SH3TC2, SEMA6D, SLC16A4, SYNPO, 

TMTC1, TSHZ2, TIFA, TRPM3, WFIKNN2, 

ZSCAN12, UBQLNL, APCDD1, CNR1, CES2 

chr6.trna13-LysCTT 

(14.79) 

hsa_piR_000794 

(1.94) 

RRAD, SLC2A4, SEMA3E, RPL18, ZNF366, WSCD1, 

B3GAT1, CACNA1B, CES2 

chr6.trna5-SerAGA 

(2.46) 

hsa_piR_015249 

(2.42) 
NONE 

chr6.trna87-GluCTC 

(1.35) 

hsa_piR_017716 

(1.51) 

SEMA3G, SCARA3, SIRPA, RSPO1, SLC23A2, 

RPS9, SLC34A2, ST8SIA2, TMCC3, TLN2, 

TNFSF12, TRIM2, TIFA, ZNF395, TXNRD2, VPRBP, 

ADAM11, ACVR1C, ANGPTL4, ACACB, ALS2CL, 

APOL4, ALPL, ARID5A, ATP13A4, ACSM1, 

CLEC4M, CLIP3, CCDC120, CCDC38 

chr19.trna8-SeC(e)TCA 

(18.15) 

hsa_piR_019912 

(16.64) 
SDK2, SYNPO 

chr12.trna13-AlaTGC 

(1.14) 

hsa_piR_020485 

(1.11) 

SLC2A4, SEC63, TMEM87A, USP31, VPS13A, 

AKR1C1, ABCG5, ALG9 

chr2.trna3-AlaAGC 

(1.87) 

hsa_piR_020496 

(1.87) 
ALG9 

chr5.trna15-ValAAC 

(9.57) 

hsa_piR_020829 

(9.58) 

SCN2B, SACS, RYR1, SNCAIP, WNT5B, 

ARHGAP26, CAPN6, CD34 

 

Table 6.6: 45 piRNAs were found to be embedded within tRNAs, of which nine piRNAs were found to be 

differentially expressed. Since these 9 piRNAs were up-regulated, potential targets were identified from the 

genes that were down-regulated in breast tumor tissues. A total of 76 gene targets were identified for the 9 

piRNAs. 
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Table 6.7 Gene ontology classification for the piRNA targets 

Gene ontology 

classification 
mRNA targets 

piRNAs regulating mRNA target 

expression 

Regulation of angiogenesis 

SEMA3E, 

TNFSF12, ANGPTL4, 

CD34 

hsa_piR_000794, 

hsa_piR_017716, 

hsa_piR_020829 

Apoptotic nuclear changes ACVR1C hsa_piR_017716 

Fat cell differentiation 

SLC2A4, 

CLIP3, 

WNT5B 

hsa_piR-000794, hsa_piR_020485, 

hsa_piR_017716, 

hsa_piR_020829 

Regulation of Wnt signaling 

pathway 

TNKS, 

APCDD1, 

RSPO1, 

WNT5B 

hsa_piR_000291, 

hsa_piR_000765, 

hsa_piR_017716, 

hsa_piR_020829 

Doxorubicin and 

Daunorubicin metabolic 

process 

AKR1C1 hsa_piR_020485 

Negative regulation of 

intracellular estrogen 

receptor signaling pathway 

ZNF366 hsa_piR_000794 

Progesterone metabolic 

process 
AKR1C1 hsa_piR_020485 

Hematopoietic stem cell 

proliferation 
CD34 hsa_piR_020829 

Table 6.7: Representative gene ontology terms with enrichment score > 1.3 and p-value < 0.05 are listed. 

Each row in columns two and three represent the mRNA targets involved in the functions and the 

corresponding piRNAs predicted to bind to these targets. 

6.4 Discussion 

This is the first study to profile tRNAs on a genome wide scale using NGS and to 

identify their prognostic significance for BC. 571 tRNAs were profiled and I found that 

14 tRNAs each, were associated with OS and RFS. Amongst these, one tRNA was found 

to be associated with both OS and RFS. The results also showed similar direction of 

effect in an external dataset, thereby strengthening the study findings. 
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This study provides proof of principle experiments in support of the idea that a 

comprehensive tumor profiling of tRNAs will offer much-needed insights in to new 

biomarkers for BC prognosis. The two approaches used in the study, CC and CO (do not 

depend on controls used), are widely accepted means to identify markers of prognostic 

significance. Although, it is not common to adopt both approaches in a single study, both 

the approaches have been attempted in this study to compare and understand their 

similarities and differences, in terms of number of signatures and/or the unique or 

common signatures captured. As anticipated, the number of prognostically significant 

tRNAs identified were higher in a CO approach since the number of tRNAs interrogated 

for survival analysis was also higher. In the case of OS, three tRNAs were found to be 

significant in CC approach, while 14 tRNAs were identified in CO approach. No tRNAs 

were associated with RFS in CC approach whereas 14 tRNAs were found to be 

significant from a CO approach. Therefore, adopting a CO approach not only offers a 

larger dataset to probe for markers but is also a better option to understand the 

importance of molecules which would have otherwise been missed in a CC approach that 

focusses only on DE tRNAs.  

A stringent filtering criterion was adopted, that enabled to identify tRNAs present in 

high amounts, and in most, if not, all of the samples (highly expressed and most 

frequently expressed). This is one way to improve the chance of reproducibility of the 

obtained signatures. Indeed, all the 14 tRNAs significant for OS had read counts Ó 10 in 

at least 90% of the samples (except one, which had Ó 10 read counts in 87% of the 

samples) in the external/TCGA dataset, and therefore the overall expression levels were 

considered as comparable to the discovery dataset. Results of survival analysis from 
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TCGA dataset showed a similar direction of effect; patients belonging to high-risk group 

were associated with poorer OS, validating the findings from the discovery cohort. The 

risk score, however, did not reach statistical significance due to the limited sample size 

and number of events (death) in the cohort, a finding consistent in independent biomarker 

studies when TCGA dataset was considered for the studies outlined in this thesis 
30

. 

Recurrence events reported for the TCGA dataset are lower than OS and hence the data 

was not amenable for RFS analysis. 

To build a model for multivariate analysis, I did not include individual tRNA 

molecules identified from the univariate analysis but constructed a composite risk score 

using these RNAs for the following reasons: (i) a complex interplay of biomolecules 

exists, where each molecule contributes significantly towards a phenotype; (ii) several of 

the tRNAs identified are highly correlated (Appendix Tables 9.6 and 9.7) and the pattern 

of correlation is more pronounced for tRNA isoacceptors (r = > 0.9). While this was 

expected for isoacceptors, it was also interesting to observe fairly high correlation (r = > 

0.8) between tRNA genes coding for Ser and Leu (specific reason not known). This 

problem of collinearity which generally leads to spurious associations 
36

 of the variables 

with the outcomes was also overcome by constructing a risk score, which is usually not 

affected by correlated variables. 

Recent studies have highlighted the importance of tRNAs as a source for other 

regulatory RNAs such as piRNAs 
17

 and miRNAs 
13

, which act as master regulators of 

gene expression. To this end, I observed that 46 tRNAs potentially harbor these 

regulatory RNAs. I also identified that among these 46 regulatory RNAs (piRNAs, 

miRNAs), nine piRNAs were DE. The nine piRNAs were predicted to target a total of 76 
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mRNA targets from gene expression dataset obtained from breast tissues. Since these 

targets are obtained from breast tissues, this dataset may serve as proxy for functional 

validation. Gene ontology classifications of these targets were enriched for key 

tumorigenic pathways such as angiogenesis, apoptosis and stem cell maintenance (Table 

6.7). 

Although I have identified a potential indirect role of tRNAs in breast 

tumorigenesis, yet one needs to confirm if these tRNAs are indeed giving rise to these 

regulatory RNAs or if a portion of tRNA merely share sequence similarity to piRNAs. 

One level of evidence from this study to say that these piRNAs may be embedded within 

the tRNAs is that the expression of piRNAs and tRNAs were found to be in the same 

direction. All the nine piRNAs and their corresponding host tRNAs were up-regulated in 

breast tumor tissues (Table 6.6). A series of experiments are needed to confirm the 

piRNA origins to tRNAs: These include (i) the expression studies to correlate piRNA and 

host genes showing similar direction of expression, (ii) demonstrate interactions of 

piRNAs with PIWI proteins, which are the drivers of piRNA biogenesis, (iii) demonstrate 

direct interaction between the piRNAs and the identified mRNA targets thrugh luciferase 

expression systems, and (iv) assess potential functions in cellular activities (apoptosis, 

cell migration, cell proliferation etc) using cell based assays.  

Frequently used methods to estimate the cut-off point for patient stratification into 

two survival groups are ï median cut-off point of the risk score and ROC based cut-off 

point. While calculating the median is the most commonly adopted method, this cut-off 

point is arbitrary 
37

 and does not take into account the sensitivity and specificity of the 

estimated cut-off point. Conversely, ROC based estimation considers these and is a more 
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reliable measure for cut-off point estimation 
38

. ROC based estimation was therefore used 

to determine the cut-off point for patient stratification. Overall, this study has satisfied the 

parameters set by REMARK guidelines 
39

 for biomarker discovery and validation. 

6.5 Conclusions 

This is the first study to comprehensively profile tRNAs using NGS and to 

understand their contribution to BC prognosis. Despite the technical challenges involved 

in sequencing tRNAs, this study has demonstrated a near complete capture of all the 

annotated tRNAs using the data from the adopted NGS platform. Results from this study 

also indicate that tRNAs may emerge as promising prognostic biomarkers for BC and an 

observation of the same trends of association with BC prognosis in an external dataset, 

reaffirms the initial study findings. However, it remains to be seen if these tRNA 

molecules may perform better as stand-alone biomarkers or if these can complement the 

existing prognostic markers for BC. Confirmation of the processing of tRNAs to other 

regulatory RNAs may add a new dimension to the existing knowledge on tRNAs, which 

may also be beneficial for therapeutic purposes.  I believe that the findings from the 

current study will encourage more researchers to contribute to delineate the fine 

molecular mechanisms. Although much remains to be ascertained regarding the various 

aspects of tRNAs, deeper exploration into this class of RNAs may help us better 

appreciate the hitherto unexplored biological consequences of these RNAs. 
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