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Abstract 

Generic finite element (FE) bone models are valid for answering many general 

biomechanics questions, but additional research and clinical benefits can be 

obtained by models tailored to specific individuals. This thesis introduced a 

single comprehensive technique encompassing in vivo geometry and material 

properties with physiological loading conditions. 

A semi-automated subject-specific (SASS) modeling technique was introduced 

for constructing in vivo knee bone geometry from computed tomography (CT) 

images. It improved upon current techniques to better capture the smooth natural 

curves and the thin cortex of the knee bones. The SASS method rapidly 

constructed the complex 3-D surface geometries with accuracy within 2 image 

pixel lengths. The geometry was complemented with personalized bone tissue 

properties that were both orthotropic and heterogeneous. The method uniquely 

modeled heterogeneity with bone groups based on similar density and location 

within the knee. The modeling of heterogeneity was optimized to produce 

accurate stress predictions with minimal computational time. 

The technique also ensured that the model incorporated loading conditions 

representative of daily physical activities. Particular emphasis was placed on the 

inclusion of muscle and ligament forces, which was necessary to predict a more 

physiologically representative stress condition. A preliminary experimental 



verification was performed and showed promising results regarding the ability of 

the FE models to mimic the real bone. 

Subject-specific models created using the SASS technique are an alternative to 

generic models as a research and clinical tool. The technique sets the stage for 

future use of subject-specific models in cross-sectional studies of knee prosthesis 

and fixation device design. 



Acknowledgements 

I would like to extend my greatest thanks to my advisor, Dr. Alidad Amirfazli, 

and co-advisor, James Raso, for their guidance, patience, inspiration, and constant 

support during the completion of my thesis, and for all the opportunities they have 

given me over the years. 

I would especially like to thank my mother for her wisdom, inspiration, and 

encouragement, particularly during the difficult times. The completion of my 

thesis would not have been possible without her. 

I would like to extend a special thank you to Dr. Jason Carey for his invaluable 

support and advice during our frequent meetings. Thanks also to Dr. Adrian 

Liggins for his thoughtful advice and often original suggestions. 

Also, my sincerest appreciation is given to my family, friends and colleagues, 

who were very much a part in my completion of this work; to all the front office 

staff (especially Gail Anderson and Linda Paulic), IT staff (especially Jonathan 

Clark), and machine shop technicians (especially Bernie Faulkner) at the 

University of Alberta, for performing small miracles; and to Darren Palathinkal, 

Justin Pullukatt, and Jena Dressier for their help with my research. 

A special thanks to Dr. Walied Moussa, who has provided me with invaluable 

technical support in the FE modeling part of my thesis. Thank you also Dr. 

Robert Lambert, Ms. Shirley Palmer, and Mr. Dave Gauvreau from the University 

of Alberta Hospital's Department of Diagnostic Imaging for their assistance in 

obtaining the CT images used throughout this work. I also wish to thank the 

Alberta CIHR Training Program and in Bone and Joint Health and the Natural 

Science and Engineering Research Council (NSERC) for their financial support. 



Table of Contents 

Chapter 1: Introduction 1 

1.1 The need for a comprehensive subject-specific finite element 

modeling technique 1 

1.2 Modeling the physiological anatomy 2 

1.3 Modeling bone tissue properties 5 

1.4 Modeling physiologically representative loading conditions 9 

1.5 Meshing subject-specific finite element models 11 

1.6 Validating subject-specific finite element models 12 

1.7 Objective of Thesis 13 

1.8 Scope of Thesis 14 

1.9 Outline of Thesis Chapters 16 

References 18 

Chapter 2: A NURBS-based technique for subject-specific construction of 

knee bone geometry 26 

2.1 Introduction 26 

2.2 Methods 29 

2.2.1 Edge Extraction 30 

2.2.2 Periosteum and Endosteum Construction 32 

2.2.3 Validation 33 

2.2.3.1 Periosteal Surface Validation 33 

2.2.3.2 Endosteal Surface Validation 34 

2.2.4 Slice separation sensitivity 35 

2.3 Results 35 

2.3.1 Construction Accuracy 35 

2.3.1.1 SASS technique for composite bones 35 

2.3.1.2 Voxel mesh technique for composite bones... 35 

2.3.1.3 Laser scan technique for composite bones 36 

2.3.1.4 SASS technique for bovine bones 36 

2.3.1.5 Voxel mesh technique for bovine bones 37 



2.3.1.6 Laser scan technique for bovine bones 37 

2.3.2 In vivo construction 37 

2.4 Discussion 39 

2.4.1 Construction Accuracy 39 

2.4.1.1 Periosteum identification (SASS technique)... 39 

2.4.1.2 Periosteum identification (voxel mesh 

technique) 41 

2.4.1.3 Periosteum identification (laser scan 

technique) 42 

2.4.1.4 Endosteum identification 43 

2.4.2 Computational Efficiency and Slice Separation 

Sensitivity 46 

2.4.3 Sources of Error 48 

2.4.3.1 Measuring Cortical Bone Thickness 48 

2.4.3.2 Field of View 50 

2.5 Summary and Conclusions 51 

References 66 

Chapter 3: Representation of heterogeneity in subject-specific finite 

element knee bone models 71 

3.1 Introduction 71 

3.2 Methods and Materials 74 

3.2.1 CT Images 74 

3.2.2 Grouping Technique 78 

3.2.3 Determining Material Properties 78 

3.2.4 Finite Element Model 78 

3.2.5 Validation 80 

3.3 Results 81 

3.3.1 Material Properties Distribution 81 

3.3.2 Computation time 81 

3.3.3 Convergence 82 



3.3.3.1 Von Mises Stress 82 

3.3.3.2 Strain Energy Density 83 

3.3.3.3 Nodal Displacement 83 

3.3.3.4 Homogeneous and Isotropic Models 83 

3.3.4 Verification of Grouping Results 84 

3.4 Discussion 85 

3.4.1 Verification of Grouping Results 87 

3.4.2 Convergence Tolerance 89 

3.4.3 Homogeneous Bone Properties 90 

3.4.4 Computational Effort 92 

3.4.5 Mapping Strategy 93 

3.5 Summary and Conclusions 93 

References 112 

Chapter 4: A numerical stress analysis of the distal femur: the effect of soft 

tissue loading 116 

4.1 Introduction 116 

4.2 Materials and Methods 118 

4.2.1 Applied Loads and Boundary Conditions 118 

4.2.1.1 Tibiofemoral Compression 119 

4.2.1.2 Patellofemoral Compression 120 

4.2.1.3 Soft Tissue Representation 120 

4.2.1.4 Soft Tissue Insertion Sites 121 

4.2.1.5 Soft Tissue Lines of Action 122 

4.2.2 Methodology to Study the Effect of Loading 

Conditions 123 

4.2.3 Cortical Stress from Button-Type Fixation 124 

4.3. Results 124 

4.3.1 Insertion Sites 124 

4.3.2 Influence of Soft Tissue Loading on Stress Distribution 125 

4.3.3 Point Loading Versus Closed Area Loading 126 



4.3.4 Cortical Bone Stress from the Button Device 126 

4.4 Discussion 127 

4.4.1 Insertion Sites 127 

4.4.2 Point Loading versus Closed Area Loading 128 

4.4.3 Influence of Soft Tissue Loading on Stress Distribution 129 

4.4.4 Stress Distribution in ACL-reconstructed femur 130 

4.5 Summary and Conclusions 132 

References 147 

Chapter 5: Experimental validation of finite element models of a composite 

femur and tibia 154 

5.1 Introduction 154 

5.2 Materials and Methods 155 

5.2.1 Experiments 156 

5.2.2 Finite Element Analyses 157 

5.2.3 Sensitivity Analysis 159 

5.3 Results 161 

5.3.1 Experiments 161 

5.3.2 Experiment and FE Model Comparison 162 

5.3.2.1 Composite Tibia 162 

5.3.2.2 Composite Femur 162 

5.3.2.3 Bovine Tibia 163 

5.3.3 Sensitivity Analysis of Material Properties 163 

5.3.4 Sensitivity Analysis of Loading Conditions 164 

5.3.5 Variability of Predicted Strains in Gauge Region 165 

5.4 Discussion 165 

5.4.1 Goodness of Prediction of FE Models 165 

5.4.2 Sensitivity Analysis 167 

5.4.2.1 Sensitivity of Strains to Material Properties.... 167 

5.4.2.2 Sensitivity of Strains to Load Placement 168 

5.4.2.3 Sensitivity of Strains to Load Direction and 



Misalignment 169 

5.4.2.4 Sensitivity of Strains to Point Contact 

Assumption 170 

5.4.3 Replication of Experimental Loading Conditions 171 

5.4.4 Improving Finite Element Strain Representation 172 

5.4.5 Improving Principal Strain Comparison 173 

5.5 Summary and Conclusions 174 

References 197 

Chapter 6: Contribution of loading conditions and material properties to 

stress shielding near the tibial component of total knee replacements 201 

6.1 Introduction 201 

6.2 Materials and Methods 202 

6.2.1 Loading Conditions 202 

6.2.2 Tibial Knee Prosthesis Model 203 

6.3 Results and Discussion 204 

6.3.1 Material property influence on stress distribution 205 

6.3.2 Loading condition influence on stress distribution 205 

References 215 

Chapter 7: Summary, Conclusions, and Future Directions 219 

7.1 Future Directions 223 

Appendix A: Geometry Construction Details 225 

Appendix B: Empirical Relationships for Modeling Cortical and Cancellous 

Bone 230 

References 233 



List of Figures 

Figure Page 

2.1 Typical attenuation histogram from a transverse CT image of the 
distal human femur 57 

2.2 Gradient-operated transverse image of the human distal femur after 
thresholding 58 

2.3 Typical profile of attenuation and gradient values along intersection 
of endosteal interface 59 

2.4 Transverse sets of smooth periosteal interface contours used to 
construct the 3-D surface of the composite femur 60 

2.5 Human distal femur constructed using SASS and voxel mesh 
techniques 61 

2.6 Comparison of construction results for Bovine Femur 1 62 

2.7 Comparison of construction results for human distal femur 63 

2.8 Composite femur constructed using SASS and commercial software 
techniques with 0.6 mm and 3.0 mm slice separations 65 

3.1 Example of splitting procedure 100 

3.2 Example of sub-region merging procedure 101 

3.3 Example of enhanced merging procedure 102 

3.4 Segments of femur cortex with control segment identified 103 

3.5 Distribution of attenuation values for cortical and cancellous bone 
grouped using three different tolerance levels 104 

3.6 Comparison of maximum von Mises stress, strain energy density and 
nodal displacements with tolerance level for FE femur model 105 

3.7 Comparison of mean von Mises stresses with tolerance level for FE 
femur and tibia models 106 

3.8 Comparison of mean strain energy density with tolerance level for 
FE femur model 107 

3.9 Comparison of mean nodal displacement with tolerance level for FE 
femur model 107 

3.10 Comparison of first computed region with thresholded CT image for 
femur slice 108 

3.11 Comparison of second computed region with thresholded CT image 
for femur slice 108 



3.12 Comparison of computed region with thresholded CT image for tibia 
slice 109 

3.13 Comparison of computed regions using new method and 
conventional method 110 

3.14 Comparison of von Mises stress accuracy and computational time 

with tolerance level for FE femur model I l l 

4.1 Schematic of muscle attachments in FE distal femur model 136 

4.2 Schematic diagram of fixation button 137 
4.3 Von Mises stress contour plots of femur with and without muscle and 

ligament loading 138 

4.4 Von Mises stress paths traced across femur sections with and without 
soft tissue loading 142 

4.5 Von Mises stress contour plots of femur with point loading and area 
loading 143 

4.6 Von Mises stress paths traced across transverse sections of femur 
with point loading and area loading 145 

4.7 Von Mises stress contour plots of cortical bone stress at tunnel 
aperture caused by button compression 146 

4.8 Relationship of maximum cortical stress at tunnel aperture to ACL 
force over stance phase of gait cycle 146 

5.1 Schematic of strain gauge rosette placement in composite tibia, 
composite femur, and bovine tibia 185 

5.2 Schematic of mechanical testing apparatus and loading j ig 186 

5.3 FE models of composite femur, composite tibia, and bovine tibia 187 

5.4 Comparison of measured and predicted strains in composite tibia 190 

5.5 Comparison of measured and predicted strains in composite femur 193 

5.6 Comparison of measured and predicted strains in bovine tibia 196 

6.1 Schematic of FE models used in tibia TKR investigation 209 

6.2 Schematic of 12 stress path locations viewed through transverse 
section of tibia 210 

6.3 Comparison of normalized von Mises bone stresses resulting from 
changes in material properties and loading conditions of implant 212 

6.4 Comparison of normalized von Mises bone stresses resulting from 
changes in loading conditions of implant 213 

6.5 Comparison of normalized von Mises bone stresses resulting from 



changes in load patterns of implant 214 

A. 1 Series of 16 interconnected splines defining periosteal contour 229 

A.2 Transverse CT image of human distal femur showing endosteal 
interface points extracted using Path Analysis 229 



List of Tables 
Table Page 
2.1 CT image specifications for composite, bovine, and human bones 53 

2.2 Error comparison of CMM coordinates with model surface 
coordinates 54 

2.3 Error comparison in composite femur surfaces constructed with 
various transverse slice separations 55 

2.4 Effect of smoothing on accuracy of composite femur surfaces 56 

3.1 Specifications of CT images obtained for 3 7-year-old human female... 95 

3.2 Number of groups generated from grouping operation 95 

3.3 Computational times needed to group bone into similar regions 95 

3.4 Mean and standard deviation of von Mises stress in elements of 
control segment at various tolerance levels 96 

3.5 Mean and standard deviation of strain energy density in elements of 
control segment at various tolerance levels 96 

3.6 Mean and standard deviation of nodal displacements in control region 
at various tolerance levels 97 

3.7 Means and standard deviations of von Mises stress, strain energy 
density, and displacement in control segment with homogeneous and 
isotropic bone 98 

3.8 Comparison of number of groups generated using two different 
mapping strategies 99 

3.9 Comparison of von Mises stresses in FE models with elements 
mapped using two strategies 99 

4.1 Summary of tibiofemoral, patellofemoral, muscle and ligament 

loading forces at each interval of gait cycle 133 

4.2 Difference in soft tissue attachment point locations for distal femur.... 134 

4.3 Comparison of line of action angles with experimental values 134 
4.4 Summary of maximum von Mises stress from button compression on 

tunnel aperture 135 

5.1 Mean and standard deviation of five sets of load cell readings for 
composite tibia, composite femur, and bovine tibia 176 

5.2 Mean and standard deviation of five sets of von Mises strains for 
composite tibia, composite femur, and bovine tibia 176 

5.3 Measured and predicted von Mises strains with corresponding error 
for composite tibia 177 



5.4 Measured and predicted von Mises strains with corresponding error 
for composite femur 178 

5.5 Measured and predicted von Mises strains with corresponding error 
for bovine tibia 179 

5.6 Von Mises strains observed in FE composite femur and tibia models 
with different Young's moduli 180 

5.7 Regression analysis results of sensitivity analysis 181 

5.8 Von Mises strains predicted in FE composite femur and tibia models 
implementing different load configurations 182 

5.9 Variability of von Mises strains caused by 5 degree valgus rotation in 
FE composite femur and tibia models 183 

5.10 Variability of von Mises strains inside each strain gauge region in FE 
composite femur and tibia models 184 

6.1 Summary of loads placed on FE tibia model 208 

6.2 Comparison of line of action angles with experimental data 208 

A. 1 Comparison of curve smoothness by varying curve origin 226 

B. 1 Elastic constants applied in homogeneous FE femur model 233 



Chapter 1: Introduction 

1.1 The need for a comprehensive subject-specific finite element modeling 

technique 

Knowledge of mechanical stresses in human bones generated from physiological 

activities is necessary in both clinical practice and research. Unfortunately, these 

stresses cannot be measured in bones in vivo without the use of invasive surgical 

procedures, which is not ethically permissible (Taddei et al., 2006). Moreover, 

even invasive instruments have difficulty measuring stresses inside the bone. In 

1972, a finite element (FE) model was introduced to non-invasively estimate 

stresses in human bones (Brekelmans et al., 1972). Since then, FE models have 

been used so frequently, it has become a recognized tool in orthopaedic 

biomechanics. FE models have been used to understand the complex movements 

of human joints such as the shoulder, hip and knee. One of its strongest attributes 

is its ability to perform parametric analyses, which has naturally led to its use as a 

tool for designing and improving prostheses for these joints. However, the 

majority of FE models are used as research tools because they are oversimplified 

and do not adequately replicate a particular physiological situation. 

Most FE studies have evaluated the natural or pathological stresses induced in 

bones for a general biomechanical situation by employing models based on 

geometries and material properties of an average individual. The conclusions 

drawn from such models are therefore applicable only for the average population. 

Significant inter-subject variability in human beings, which can be caused by 

aging and anatomical deformities, does not allow conclusions drawn from generic 

FE models to be applied directly to a specific person (Noble et al , 1988, 1995; 

Hicks et al., 1995; Sugano et al , 1998). 

While generic FE models are perfectly acceptable for understanding general 

biomechanics and design concepts, there is an increasing interest in using the FE 

method as a clinical tool. One application is to evaluate the risk of femoral 

fracture (Testi et al., 1999; Keyak and Rossi, 2000). With proper development, 
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these models can help in pre-operative planning (Kopperdahl et al., 1999) as well 

as post-operative rehabilitation after limb-salvage procedures (Taddei et al., 2003) 

and skeletal surgery (Sutherland et al., 1999; Taddei et al., 2002). 

Subject-specific FE models can also be excellent research tools by 

complementing the use of generic FE models to improve design of prostheses. In 

particular, substantial insight can be gained by generating separate FE models for 

each member of a population to observe inter-subject differences for a particular 

design characteristic. The creation of subject-specific models is not a simple 

extension of techniques that have been used to construct generic models. In many 

of the major modeling areas, concepts must be improved and refined. 

Specifically, there are three main modeling aspects that need to be covered to 

ensure that a subject-specific FE model mimics the physiological situation: 

geometry, material properties, and loading conditions. Over the past decade, 

techniques have slowly evolved and the modeling of these aspects has become 

increasingly representative of the physiological situation. However, current 

models often oversimplify at least one aspect. There is currently no technique 

which comprehensively covers all the aspects needed to create a sufficiently 

sophisticated subject-specific FE model that is truly representative of the 

physiological situation. In this thesis, an interlinked framework is used to model 

the physiological situation of each of the three aspects. The aspects are all 

connected through the construction of subject-specific models of the knee bones. 

Each of these aspects is discussed below. 

1.2 Modeling the physiological anatomy 

The 3-D geometry of bones is so complex that it requires an intensive approach to 

adequately capture it. The geometry is not simple enough that a regular 3-D 

shape can be used to represent it. The outline of the shape is often extracted from 

images obtained using diagnostic techniques such as computed tomography (CT), 

magnetic resonance imaging (MRI), or ultrasound. Currently, ultrasound images 

cannot be used to accurately construct bone surface models because ultrasound 
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waves are strongly reflected by bone (Douglas et al., 2002; Pena et al., 2005). 

MRI has been used to create surface geometries (Li et al., 1999; Suggs et al., 

2003) but they have not been used to create a full subject-specific FE model 

because bone density cannot be interpreted from MRI image data, which hinders 

its effectiveness for stress studies. At present, CT images represent the best 

source of information for interpretation of both in vivo bone morphology and 

mechanical properties. Surfaces created from CT images have been shown to be 

accurate (Viceconti et al., 1999). 

Outer bone surfaces can be constructed from CT images using either voxel 

meshing (Keyak et al , 1990; Lengsfeld et al., 1998) or non-uniform rational B-

spline (NURBS) surfaces (Viceconti et al., 1998). Voxel meshing takes a series 

of thresholded 2-D slices and stacks them to create a 3-D bone volume. Because 

it is a fairly simple and user-friendly technique, it has been adapted in commercial 

software. The software is used extensively in clinical communities for rapid 

construction of surface geometries from CT images. However, jagged surfaces 

are often associated with areas of high curvature in voxel meshed bone models 

and can compromise the accuracy of the predicted stresses during FE analysis 

(Keyak et al., 1990; Marks and Gardner, 1993; Viceconti et al., 1998). 

Alternatively, geometries can be constructed by fitting smooth 3-D NURBS 

surfaces to a stack of 2-D contours extracted from CT images. NURBS surfaces 

can be constructed through a complicated process of reverse engineering from 

tiled surfaces (Taddei et al., 2006) or through "skinning", which is basically 

draping a form-fitting surface over the contours. Skinning is more user-friendly 

and is available in commercial CAD packages, but its major drawback is it cannot 

adequately handle bifurcating bone structures, such as the human femur 

(Viceconti et al., 1998). 

The accuracy of the 3-D subject-specific bone surface is contingent upon the 2-D 

contours extracted from the CT images. Two contours need to be extracted in 
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each CT image: a periosteal contour, which outlines the border between the cortex 

and the surrounding muscle tissue, and an endosteal contour, which outlines the 

border between the cortical shell and the inner marrow-filled cancellous bone. 

This can be done manually using visual inspection. However, this is an extremely 

time consuming and subjective technique, which is not suitable for subject-

specific modeling (Taddei et al., 2006). 

Automated techniques, such as binary image thresholding (Coleman et al, 2000; 

Miyoshi et al., 2002), local pixel intensity analysis (Testi et al., 2001), and 

conjugated gradient algorithms (Viceconti et al., 1998), do not adequately capture 

the endosteum. Thresholding defines the bone contour by selecting pixels in a CT 

image within an intensity window. It is ineffective for identifying endosteal 

contours because cortical and cancellous bone sometimes have similar intensities, 

particularly in epiphyseal bone. This property similarly hampers local pixel 

intensity analysis, which is also thresholding-based. Voxel mesh techniques are 

based on thresholded images and therefore the models often do not have defined 

endosteal interfaces. The similar intensity between cortical and cancellous bone 

results in weak gradients at the endosteal interface. Consequently, gradient-based 

tracing algorithms may not be entirely effective. The inadequacy of current 

techniques for detecting endosteal edges has resulted in nearly all subject-specific 

femur and tibia FE models unable to capture the endosteal interface. 

The current challenge in constructing subject-specific knee bone geometries is to 

accurately define the endosteum in poorly contrasted bone near the articulation, 

where the cortex is thin and less distinguishable from the cancellous bone. This 

requires the development of a more sophisticated interpretation of image data than 

the current techniques provide. This thesis introduces a semi-automated 

technique which accurately constructs 3-D surfaces of both periosteal and 

endosteal interfaces (Chapter 2). 
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1.3 Modeling bone tissue properties 

The hard outer cortical bone of the knee consists of lamellar bone and provides 

structural stability for the joint (Carter and Spengler, 1978). Cancellous bone is 

structurally different from cortical bone, consisting of trabeculae, and is much 

softer and more porous (Gibson, 1985). Consequently, the cortical and cancellous 

bones defined in the geometry process require different definitions of material 

properties. In defining the material properties of these bones, it is necessary to 

characterize them as isotropic or anisotropic, homogeneous or heterogeneous, and 

linearly elastic or viscoelastic. The conditions being simulated in FE models 

generally have low strain rates and therefore it is reasonable to model the bone as 

linearly elastic (Ashman et al., 1984). 

The nature of cancellous bone can be described by both material and structural 

properties. Structural properties are defined at the macroscopic level and contain 

the extrinsic properties of both trabeculae and pores, whereas material properties 

are defined at the microstructural level, containing the intrinsic properties of the 

trabecular struts only (Rho, 1992). The size of the typical trabeculae is small 

(approximately 0.3 mm diameter and 2 mm length) and specimens must span at 

least five intertrabecular lengths in order to relate local strains in trabecular bone 

to those on the apparent level (Harrigan et al., 1998). This thesis focuses on the 

bone as a whole and therefore models the macrostructure of cancellous bone 

rather than the microstructure. 

To capture the unique nature of each individual's bone in FE models, the stiffness 

of the bone must be interpreted from the attenuation data of the CT image. This is 

done by using a series of empirical equations. The complicated nature of bone 

makes it difficult to measure bone properties experimentally. As a result, 

numerous different empirical relationships have been observed. Most have found 

that axial stiffness is related to density either by a linear or power relationship 

(Rho et al., 1995; Keyak et al., 1994; Keller, 1994; Carter and Hayes, 1977); 
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transverse stiffness has also been found to be similarly related (Rho et al., 1995; 

Keyaketal., 1994). 

While it is clear that cortical and cancellous bones are physiologically different, 

their mechanical properties are often not modeled differently in subject-specific 

FE models. This may be due to the absence of an endosteal interface. 

Subsequently, stiffness is often interpreted using equations assumed to be 

applicable for both cortical and cancellous bone (Carter and Hayes, 1977; Keller, 

1994). However, such equations were derived under the assumption that cortical 

bone was simply dense cancellous bone, an assumption which has been shown to 

be incorrect (Rice et al., 1988). As further evidence, Rho et al. (1995) have found 

that while cancellous bone stiffness can be determined from density, cortical bone 

is weakly related to density, and have emphasized use of the appropriate 

relationship during material properties modeling. Thus, the importance of first 

distinguishing cortical from cancellous bone prior to material property assignment 

is even more important as it has been suggested this can affect the material 

properties assignment (Taddei et al., 2004). The subject-specific FE models in 

this thesis have separate cortical and cancellous bone geometries and therefore 

different relationships were used to define the elastic constants for the two bone 

types. 

Reilly and Burstein (1975) have characterized cortical bone as having transversely 

isotropic mechanical properties, being stronger and stiffer in the longitudinal 

direction (parallel to the long axis of the bone) than in the transverse direction. 

However, evidence suggests that this may not be sufficiently descriptive and 

cortical bone in the femur and tibia should be considered orthotropic (Rho, 1992). 

In contrast, cancellous bone has clearly been shown to be orthotropic, with axial 

stiffness also much higher than the transverse stiffness (Ashman et al., 1989; Rho, 

1992). 
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Despite what has been observed experimentally, many FE models represent 

cortical and cancellous bone as isotropic to simplify the computational problem. 

Huiskes et al. (1981) have stated, based on a theoretical analysis, that when the 

cortical bone is assumed to be completely isotropic, a good theoretical prediction 

of the most significant stresses in bending and axial loading should be possible. 

However, even better predictions can be provided by using transversely isotropic 

cortical bone (Huiskes et al., 1981). This has been confirmed by a recent analysis 

showing orthotropic bone provides slightly more accurate results compared with 

isotropic bone (Peng et al., 2006). The slight difference between isotropic and 

anisotropic results becomes much more exaggerated in tibia TKR models, mainly 

because of the shear forces that are created by a prosthesis (Askew and Lewis, 

1981). 

It appears the appropriateness of incorporating isotropic or anisotropic bone 

depends on the associated loading condition. Isotropic bone should only be used 

in conjunction with axial or bending loading; anisotropic bone is needed for more 

complex loading such as torsion (Huiskes et al., 1981). In models where loading 

conditions are not known a priori, anisotropic bone should therefore be used. 

Employing anisotropic bone will produce more accurate results regardless of the 

loading conditions, and is more appropriate when FE models are used in clinical 

situations where the accuracy may become a concern. 

Just as important as characterizing the anisotropy of bone is characterizing its 

heterogeneity. Numerous studies have shown that the stiffness of cancellous bone 

varies significantly within the femur and tibia (Ashman et al., 1989; Goldstein et 

al., 1983; Ciarelli et al , 1991), sometimes by as much as 800% (Rho, 1992). 

Cortical bone, on the other hand, is less heterogeneous. Small changes in stiffness 

of about 10 to 20% have been observed in differing regions of the cortex (Van 

Buskirk and Ashman, 1989). However, no significant difference in stiffness has 

been detected in the cortical bone along the length of the femur and tibia (Ashman 

et al., 1984; Rho, 1992). Around the circumference of the femur, axial stiffness in 
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the posterior cortex has been observed to be significantly higher than the rest of 

the bone (Ashman et al., 1984), but this has not been consistently seen (Rho, 

1992). 

Cancellous bone must be carefully modeled because it transfers loads to the 

cortex (Askew and Lewis, 1981) and improperly modeling it can affect stress 

accuracy not only in the cancellous bone itself but also in the surrounding cortex 

(Taddei et al., 2006). FE models requiring high levels of accuracy must properly 

represent the non-uniformly distributed nature of the bone stiffness. In subject-

specific modeling, this heterogeneity is generally interpreted from the CT image 

data. 

The heterogeneity of cortical and cancellous bones has been considered in nearly 

all subject-specific FE models of the lower limb. However, the degree to which 

heterogeneity has been represented has varied vastly, from 82 different sets of 

bone properties (Keyak et al., 1993) to over 1,000 different sets (Taddei et al., 

2004). Modeling the vast number of material properties can be computationally 

expensive (Taddei et al., 2006). Therefore, models are often simplified by 

grouping bone of similar attenuation together to reduce the number of material 

properties, thereby reducing the computational time needed to calculate a solution 

(Peng et al., 2006; Lengsfeld et al., 1998; Keyak et al., 1993). Fully 

heterogeneous models, i.e. those with no grouping, can accurately predict strains 

and stresses (Taddei et al., 2006, 2007). However, a moderate amount of 

grouping should not change the solution (Peng et al., 2006) and therefore FE 

models with a slightly lower degree of heterogeneity can still be fairly accurate 

(Keyak et al., 1993). Thus, while it is obvious that heterogeneity needs to be 

represented in FE models, there is no consensus regarding the degree to which 

this is necessary (i.e. the size and number of groups required) in order to generate 

accurate solutions. It appears to date that the selection of the degree of 

heterogeneity is a subjective matter. In Chapter 3 of this thesis, a method of 

interpreting mechanical bone properties from CT data that captures the 
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physiological heterogeneity in a subject's bone is presented. In addition, the 

optimal level of heterogeneity required to minimize computational effort and 

generate an accurate solution was determined using an objective criteria. 

1.4 Modeling physiologically representative loading conditions 

Correctly modeling physiologically representative loads in the knee joint is time 

consuming because of the numerous forces that must be represented. The 

majority of FE bone models have simplified load representations of daily 

activities to reduce the computational problem and ease interpretation of the 

results; the resulting strain values were considerably larger than those measured in 

vivo in humans (Polgar et al., 2003). Muscle forces are nearly always neglected 

in subject-specific FE models and may reduce the clinical impact of such models 

since realistic modeling of muscle forces is essential to predict physiological 

strains (Duda et al., 1997). 

A physiological representation of loading conditions in the knee joint requires 

incorporation of tibiofemoral joint compression, patellofemoral compression, and 

muscle and ligament forces. All three of these components have been either 

simplified or neglected in FE models because they are difficult to incorporate. 

There are several reasons for this. First, the exact physiological forces produced 

during daily activities are not known with certainty (Polgar et al., 2003). 

Obtaining such data in vivo in humans can be quite invasive and therefore most of 

the information is estimated from musculoskeletal models. These mathematical 

models, containing pre-defined muscle and ligament attachments, have been used 

to predict joint compression and muscle and ligament forces produced during gait 

(Brand et al., 1986; Anderson and Pandy, 2003). 

The second problem is, even with the knowledge of joint and muscle forces, it is 

not known with certainty where to place these forces in the FE model. Subject-

specific models do not come with pre-defined muscle attachments, therefore the 
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exact placement location of these forces within the joint is uncertain. Joint and 

soft tissue forces generally do not originate at bony landmarks and, therefore, the 

anatomical geometry itself does not provide enough information to place the 

forces. Attachment sites of muscles and ligaments can be estimated using data 

from literature and anatomical texts (Duda et al., 1996; Brand et al., 1986; Kepple 

et al., 1998; Delp, 1990; Netter, 2002; Gray's Anatomy, 1973), but it is rather 

time-intensive to map these data to a model and therefore soft tissue forces are 

often neglected. Personalized muscle and ligament insertions are even more 

difficult to model since the CT data from which most models are constructed 

cannot be used to define soft tissue attachments. 

A third problem is an uncertainty in representing the three components of 

physiological loading. Point loading is often used to simplify tibiofemoral and 

patellofemoral loading in FE models. However, experimental evidence has 

shown that tibiofemoral and patellofemoral compression produce non-uniform 

pressure distributions on the joint surface (Fukubayashi and Kurosawa, 1980; 

Ahmed et al , 1983). St. Venant's principle suggests that the effect of point 

loading may not affect stresses far enough away from the origin of loading. 

However, the femoral condyles are often a region of interest and its stress levels 

can be artificially increased from stress concentrations due to its proximity to the 

tibiofemoral point loads. This may have consequences in bone remodeling 

simulations where an overestimation of stress may lead to sites of potential bone 

resorption being overlooked. Soft tissues physiologically insert into the bones as 

bands and therefore their forces should be distributed over their insertion area. 

However, nearly all models have assumed soft tissue point loading. Aside from 

the method of insertion, the lines of action for soft tissue forces must also be 

defined. This requires knowledge of the insertion location of the opposite end of 

the soft tissues. This is equally difficult to define because such data is scarce in 

literature. 
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The complexity involved in representing physiological load conditions for any 

daily activity can be daunting and therefore such conditions are often neglected in 

favour of ease of modeling and computation. It is often assumed that such 

simplification will not greatly affect the conclusions that are drawn by such 

models (Duda et al., 1997). Whereas this may be acceptable for parametric 

analyses, such an approach is not suitable for clinical or subject-specific studies, 

where the accuracy of stress results is important in drawing conclusions. A 

technique to obtain personalized sets of loading conditions complementing the 

subject-specific geometry and material properties has not yet been achieved. This 

is representative of the difficulty involved in characterizing physiological loading. 

In Chapter 4 of this thesis, an adequate alternative for estimating loading 

conditions is provided by synthesizing experimental data from a variety of 

sources. 

1.5 Meshing subject-specific finite element models 

Although the meshing of subject-specific FE models is not influenced by 

physiological conditions, it is important to the internal consistency of the FE 

model and therefore is discussed briefly here. Subject-specific FE models should 

employ automated meshing because of the potentially numerous models that may 

be employed in cross-sectional studies. It is also necessary when the FE method 

is to be compatible with the times of clinical practice (Taddei et al., 2006). The 

geometric complexity of knee bones may lend itself to ill-conditioned meshes that 

may potentially compromise stress predictions (Viceconti et al., 2004). 

Therefore, the adequacy of the mesh in each FE model should be confirmed using 

a convergence analysis. This is particularly important for subject-specific FE 

models since confidence is needed in stress predictions when models are used to 

generate results for use in diagnostic or treatment decisions. 

Adequate parameters for meshing geometries of the femur and tibia have been 

previously established (Au et al., 2005). FE models of the femur and tibia can 

provide converged solutions when meshed with 10-node tetrahedral elements that 
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are at least 2 mm in size. Consequently, all models used in this thesis have been 

meshed using these elements via an automatic mesh generator. 

1.6 Validating subject-specific finite element models 

Validation is necessary for all FE models to gauge how well a simulation predicts 

reality. This is sometimes neglected in FE studies and therefore the conclusions 

drawn in such studies become severely restricted, even in cases where generic 

models are used for parametric analyses. For subject-specific modeling, it is 

obviously extremely important to develop a model that can properly mimic the 

physiological situation when drawing conclusions for clinical applications. 

Constructing a subject-specific FE model involves approximating the geometry, 

material properties and loading conditions in the knee joint of a particular 

individual. Whereas assumptions are necessary due to the inherent complexities 

of the physiological situation, the ultimate determination of their appropriateness 

comes from comparison of the FE model with experimental data. However, 

validating a subject-specific FE model using in vivo experimental data is nearly 

impossible. Therefore, in vitro experimental data are often used as a substitute. If 

the model compares well with the in vitro data, it is assumed that it can be used to 

predict in vivo situations under similar circumstances. Subject-specific FE 

models of the proximal femur can accurately predict stresses in human bones 

under simple load cases (Taddei et al., 2006). It is reasonable to assume such a 

method can be extended to the distal femur and proximal tibia, however no 

subject-specific FE models of the distal femur or proximal tibia have currently 

been reported. 

Validation of femur and tibia FE models is most often accomplished by 

simulating a physiological situation using a materials testing machine. However, 

the physiological situation is frequently simplified to purely axial compression, 

bending, or torsion under load levels observed clinically. Displacements and 

strains of the bones are measured and compared with predictions generated from 

the FE model under similar loading. The FE models are constructed from CT 
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images of the bones obtained prior to testing. Cadaveric bones are the most 

relevant system to be used for experimentation but they are difficult to obtain and 

often composite or animal bones are used as surrogate models (Gray et al., 2007). 

While the validation procedure seems quite straightforward, replicating the 

experiment in the FE simulation can be quite difficult, due to the complex 

geometry of the bones. In Chapter 5 of this thesis, a preliminary validation of the 

subject-specific technique was conducted using composite bone models. 

Confounding factors that may cause discrepancy between experimental results 

and the numerical predictions were examined in detail. 

1.7 Objectives of Thesis 

The overall objective of the thesis was to create a comprehensive framework that 

could be used to generate subject-specific finite element models of the femur and 

tibia from CT images. The framework needed to encompass four interlinked 

aspects of FE model creation: generation of 3-D geometry, application of bone 

tissue properties, incorporation of physiological loading conditions, and 

validation. 

A method was needed to rapidly and accurately construct subject-specific 

geometry from CT scans of composite, animal and human bones. The technique 

needed enough flexibility to model the irregular geometry of the tibia and, in 

particular, the bifurcating region of the femur. It also needed to accurately 

represent the cortical thickness. The algorithms involved were required to 

interface with the material properties algorithm and the CAD software. 

A technique was needed to interpret both mechanical properties and density 

distribution from CT images. Orthotropic tissue properties were to be calculated 

directly from the attenuation values of the CT images. The distribution of bone 

density needed to be captured in a manner which was computationally efficient. 

A specific requirement was to consider cortical and cancellous bones as separate 
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entities throughout the modeling procedure. The procedure must not require more 

than 1 day of user time and the material properties must be properly modeled to 

generate accurate stresses (< 5% error). The algorithms involved needed to 

interface with FE software. 

A technique was also needed to map physiological attachment areas of muscles 

and ligaments to the FE models. Muscle and ligament lines of action associated 

with functional activities such as gait needed to be determined. The technique 

required interaction with CAD software. An algorithm was needed to apply the 

soft tissue force vectors and complementary non-uniform tibiofemoral and 

patellofemoral forces to the FE models, therefore it needed to interface with FE 

software. 

Several stages of validation were needed to ensure that the resulting models were 

representative of reality. Geometry needed to be validated using experimentally 

obtained surface data. Surface strains in the FE models also needed to be similar 

to those generated in mechanically loaded specimens. 

1.8 Scope of Thesis 

The modeling framework presented in this thesis was developed for subject-

specific modeling of the femur and tibia. Although the approach could possibly 

apply to other bones, none of these possibilities was investigated in this study. 

The framework was comprehensive in that it considered geometry, material 

properties and loading conditions together during model construction. However, 

each aspect was modeled using separate and distinct algorithms. The surface 

geometries were rapidly constructed using this technique, but the construction 

process was not automated and substantial user input was needed during CAD 

surface generation. A limited number of human subjects were used for 

demonstration purposes and composite bones were used to obtain a sense of 

findings for generic systems. 
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Analysis of bone heterogeneity was performed using the region split and merge 

image processing technique. While there may be other image processing 

techniques that may be equally applicable for material property analysis, the 

region split and merge was deemed suitable for the objective. Other image 

processing techniques were not investigated and are outside the scope of this 

thesis. Only one implementation of the region split and merge technique was 

used to analyze bone heterogeneity. This thesis focused on a methodology of 

creating a subject-specific FE models and therefore technical efficiencies (e.g. 

computational efficiencies, adaptive meshing) of the image processing and FE 

methods were not the main focus in the development of this tool. 

The loading conditions applied to the subject-specific FE model were obtained 

entirely from outside sources, although a personal interpretation of that data was 

applied to our FE models. 

The validation of the subject-specific technique is only preliminary in nature. 

Cadaveric bones were not used for validation because the thesis was mainly 

focused on the intensive task of developing a comprehensive framework. The 

preliminary validation employed a comparison of measured and predicted data for 

composite bones based on an order of magnitude analysis. Strictly speaking, this 

process of testing whether the model is representative of physical reality is better 

described as "verification" rather than "validation". Validity of a model is the 

precision by which the entity of mathematical descriptions of structural aspects 

(loading, geometry, material properties, boundary and interface conditions) 

mimics the real structure. The validity must be assessed by experimental 

verification (Huiskes and Chao, 1983). However, in finite element modeling 

literature, validation is frequently is used interchangeably with verification and is 

also done so in this thesis for ease of communication. To further clarify another 

term commonly used in the FE method: "accuracy" is the precision by which the 

FE mesh can approximate the exact solution for the model and is checked with a 

convergency test (Huiskes and Chao, 1983). 
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The suitability of the technique was frequently evaluated using von Mises 

stresses. Von Mises stress is a nominal stress magnitude that represents only the 

applied stresses that cause distortion. Strictly speaking, the scalar von Mises 

stress may not be the most suitable measure of mechanical stress for situations in 

which knowledge of stress direction is of particular importance. In such cases, a 

combination of principal, von Mises, and normal stresses can provide a more 

complete sense of the stress state. The FE models constructed in this thesis were 

not used to examine any situations where stress direction was crucially important. 

Therefore, a scalar measure such as von Mises stresses was used to provide a 

simple comparison of stress states across the different FE models, with the overall 

purpose of establishing a general sense of the acceptability of each technique. 

A variety of techniques were introduced in this thesis to provide a more 

sophisticated modeling of geometry, material properties and loading conditions, 

but the resulting models were not meant to address a particular clinical or research 

question. Depending on the question that the FE model is being used to answer, it 

may not be necessary to implement all levels of sophistication into a particular 

model. Although the techniques were presented under a framework umbrella, 

most of the techniques can be used in isolation to improve a particular aspect of a 

FE model. The goal of this thesis was to provide a road map and related 

methodology to tackle any problems desired using a subject-specific FE model. 

1.9 Outline of Thesis Chapters 

This thesis presented in 'Mixed-Paper' format. Two of the body chapters have 

been published; the other three body chapters have been written as papers and will 

be submitted for publication in peer reviewed journals. Each of the chapters 

discusses an aspect that is needed to generate a comprehensive subject-specific 

finite element model. In Chapter 2, a method of constructing three-dimensional 

subject-specific knee bone geometry from computed tomography (CT) images is 

presented. In Chapter 3, the interpretation of mechanical properties of knee bone 
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tissue from CT images is discussed. A method to capture and represent regions of 

similar bone density in the knee is presented. In Chapter 4, a method of 

representing the complex physiological loading generated by ligaments and 

muscles surrounding the knee is presented. The method shows how synthesizing 

data from various sources can result in a comprehensive representation of 

physiological gait in FE knee models. In Chapter 5, the subject-specific modeling 

technique is validated with experimental data. In Chapter 6, a potential 

application of FE knee bone models is shown. A tibia FE model is used to show 

how slight alterations in the design of current total knee replacement implants can 

potentially improve bone health in the tibia. 
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Chapter 2: A NURBS-based technique for subject-specific 
construction of knee bone geometry 

2.1 Introduction 

Advances in our understanding of knee pathologies come from a combination of 

physical experimentation, clinical observation, and computer modeling. One 

particularly effective application of computer modeling is finite element (FE) 

analysis of total knee replacements (TKR), where they have highlighted the 

importance of stress shielding in aseptic implant loosening (Dawson and Bartel, 

1992; Rakotomanana et al., 1992; Tissakht et al., 1996; Taylor et al., 1998; Van 

Loon et al., 1999). FE TKR implant design studies have frequently employed 

generic knee models (Eibeck et al., 1979; Beaupre et al., 1986; Lewis et al., 1998; 

Iesaka et al., 2002). Although this approach is valid for answering general 

biomechanics questions, it can be envisaged that additional clinical and research 

benefits can be obtained by models tailored to specific individuals. Such subject-

specific models offer the possibility of customized TKR implants for individuals 

presenting a higher risk for implant failure due to ageing, illness or anatomical 

deformities. They can also be used to provide support for interpretation of 

clinical results in follow-up studies of populations with large inter-subject 

variability (Taddei et al., 2006). Advances in subject-specific modeling have 

mostly been directed toward the proximal femur (Taddei et al., 2006; Lengsfeld et 

al , 1998) thus additional efforts are needed for modeling of the distal femur and 

proximal tibia. 

Subject-specific bone geometries have been created using data from magnetic 

resonance imaging (MRI) (Li et al., 1999) and ultrasound (Douglas et al., 2002), 

but at present computed tomography (CT) represents the best source from which 

to create these models (Taddei et al., 2006). Subject-specific modeling requires 

that geometries be constructed both accurately and rapidly. Models need to be 

* A version of this chapter has been published in Au et al., 2008. Computer Methods and Programs 
in Biomedicine 92, 20-34. 
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reconstructed rapidly to be compatible with clinical practice times and for cases 

where analyses are conducted on a large population (Taddei et al., 2006). 

Periosteal surfaces can generally be constructed from CT images using either 

voxel meshing or non-uniform rational B-splines (NURBS). By requiring 

minimal user intervention, the voxel mesh technique has been adapted by 

commercially available software for rapid construction of surface geometries. 

However, jagged surfaces often associated with voxel meshed bone models are 

known to compromise the accuracy of the predicted stresses during FE analysis 

(Keyak et al., 1990; Marks and Gardner, 1993; Viceconti et al., 1998b). 

Alternatively, geometries can be constructed by fitting NURBS surfaces to 

contours extracted from CT images using border tracing algorithms. NURBS 

surfaces can be constructed via computationally intensive processes such as 

creating tiled surfaces using a Delaunay triangulation algorithm and subsequently 

reverse-engineering the NURBS surface (Taddei et al., 2006). A more rapid 

operation is "skinning" but it cannot adequately handle the bifurcation of human 

femoral condyles, making construction of the distal femur challenging and time-

consuming (Viceconti et al., 1998a). 

Another challenge for current subject-specific construction techniques is 

representing the geometrical distinction between cortical and cancellous bone 

(Taddei et al., 2006; Lengsfeld et al., 1998). A major reason is poorly contrasted 

CT images frequently obtained from hip and knee replacement candidates (Taddei 

et al., 2006). Poor contrast at the endosteal interface may result from extremely 

thin cortical bone inadequately captured due to poor image resolution (Prevhral et 

al., 1999). In such cases, voxel mesh techniques cannot distinguish between 

cortical and cancellous bone due to their reliance on a single threshold attenuation 

value (Lengsfeld et al., 1998). Generic NURBS-based femur models have 

frequently identified the endosteum manually (Tissakht et al., 1996; Taylor et al., 

1998; Askew and Lewis, 1981). However, when measuring from intensity-based 

CT images, this is an inaccurate technique (Testi et al., 2001), particularly for 

27 



extremely thin cortical bone (Prevhral et al , 1999; Anderson et al., 2005), and is 

too cumbersome for use in subject-specific modeling. 

Automated border extraction techniques employing binary image thresholding 

(Coleman et al., 2000; Miyoshi et al., 2002), local pixel intensity analysis (Testi et 

al., 2001), and conjugated gradient algorithms (Viceconti et al., 1998a) have been 

proposed. Binary thresholding techniques are ineffective for contour extraction 

from poorly contrasted images due to their reliance on entire image contrast (Testi 

et al., 2001), a problem similarly faced by voxel mesh techniques. In the 

epiphysis, the large variability in bone densities creates numerous gradients, 

which obscures the endosteum. Consequently, current conjugate gradient-based 

tracing algorithms may not be entirely effective. Local pixel intensity analysis 

varies in accuracy and repeatability (Testi et al., 2001), possibly because in poorly 

contrasted images, contour attenuations and gradients may be difficult to identify. 

Thus, a current challenge in constructing subject-specific knee bone models is 

developing a more sophisticated interpretation of image data than the current 

techniques provide, particularly to identify the endosteum in poorly contrasted 

bone near the articulation, where the cortex is thin and less distinguishable from 

the cancellous bone. 

This study focused on the development of subject-specific knee bone models from 

a geometry construction perspective. A technique for constructing the knee bones 

from CT images was introduced, with specific focus on edge detection strategies 

for periosteal and endosteal bone surfaces. A NURBS technique of surface 

construction using a CAD package was described, with a proposed solution to the 

femoral condyle bifurcation problem. A novel technique was introduced to 

accurately construct endosteal surfaces. Models were constructed for bovine, 

composite, and in vivo human bones, with validation of this technique using the 

former two bones. This new NURBS-based technique was compared with a 

voxel mesh-based technique. 

28 



2.2 Methods 

Two human, 4 bovine and 2 composite knee bones were used to provide different 

levels of assessment for the techniques described herein. In vivo CT scans of the 

left knee of a 47-year-old male were used to replicate a clinical situation. The 

male subject had a normal asymptomatic knee and was not a prospective TKA 

patient; both the femur and tibia of this subject were examined in this study. The 

SOMSO-plast composite bones were similar to product #5158 from Sawbones 

(Pacific Research Labs, Vashon Island, WA). The bovine and composite human 

bones were used to verify the proposed construction technique as obviously 

access to various physical dimensions (i.e. cortical bone thickness, periosteum, 

etc.) of the in vivo human subject was not possible. Bovine bones were used 

because they contained soft tissue and presented a bone density variation similar 

to humans (Hodgskinson and Currey, 1992). The endosteal surface was validated 

using these bones since their endosteal interfaces better represented the clinical 

situation than the composite bones. Validity of the periosteal surface construction 

technique was primarily verified using composite bones, which closely matched 

human anatomy. 

A GE Lightspeed 16 CT scanner (General Electric, Fairfield, CT) was used to 

scan the human subject. CT scans of the SOMSO-plast composite and the bovine 

bones were obtained from a second scanner (Somatom Sensation 64, Siemens 

AG, Munich, Germany) as the first CT machine was no longer available; using a 

second CT machine also provided information about sensitivities of the proposed 

technique to various machines. Image specifications can be found in Table 2.1. 

For composite and bovine bones, a slice of thickness of 0.6 mm could not be 

obtained with the CT scanner therefore 1 mm thick slices were overlapped at 0.4 

mm to obtain CT information 0.6 mm apart; slice overlap was applied to CT 

images of the human subject for similar reasons. 

Voxel mesh models were constructed using a commercial software package 

(ScanIP, Simpleware, Exeter, UK). A sequence of non-smoothed transverse-
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plane CT images was imported into the program and the cortical bone in each 

image was identified by manually defining a range of grayscale values based on 

visual inspection. Each CT slice was individually edited to remove extraneous 

voxels not associated with the bone. The resulting series of 2-D masks was used 

to automatically generate a 3-D voxel-based mesh with an exterior tetrahedral 

surface through Simpleware's proprietary technique. Voxel sizes for each model 

are summarized in Table 2.1. 

A second set of models was constructed using a semi-automatic subject-specific 

(SASS) technique, which combined semi-automated edge extraction with surface 

generation. Edge extraction operations, described below, were performed by 

modules written in MATLAB 6.1 (Mathworks, Natick, MA). Each operation was 

performed automatically with minimal user intervention where described. 

2.2.1 Edge Extraction 

Sharp attenuation differences at the interface of the cortical and cancellous bones 

can be highlighted by calculating attenuation gradients. A Sobel gradient operator 

was used to perform a 2-D spatial gradient measurement on the attenuation-based 

CT images to emphasize the regions of high spatial gradient inherent in edges. 

Gradient-based images were obtained by applying a pair of 3x3 pixel masks to the 

native CT images, resulting in areas of strong gradient appearing in white. Noise 

can greatly affect the results of gradient-based edge detection by introducing 

artificial gradients and therefore needs to be removed from the image beforehand 

(Parker, 1997). Each CT image was smoothed using a Gaussian operator (o=2.0) 

to reduce image noise. Smoothed data was only used with the SASS technique 

and not the voxel mesh technique since the voxel mesh technique relied on 

intensity-based images. Prior to tracing bone contours, a thresholding process 

was used to improve extraction of the periosteal interface. The threshold value 

was selected from an attenuation histogram of the CT image, which contained a 

characteristic peak resulting from the high frequency of cancellous bone pixels 
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(Fig 2.1). Thresholding above this attenuation value removed soft tissue from the 

image and isolated the bone. 

The periosteal interface was defined by tracing the outer ring of the bone in the 

resulting image (Fig 2.2). Within the context of the gradient-operated image, the 

term "gradient value" refers to its pixel value/intensity. The trace began with the 

gradient-tracing algorithm locating the strongest gradient value within a localized 

region of the outer ring selected by the user. Starting from this initial pixel, the 

algorithm automatically searched for the pixel with the strongest gradient value in 

the counter-clockwise direction. Pixels were tracked until the starting point was 

reached again. The output was an array containing an ordered sequence of pixel 

coordinates defining the closed periosteum contour. The initial pixel location 

does not significantly affect the result of the contour trace as found through a 

sensitivity analysis. 

The inner ring in epiphyseal bone was often not clearly defined since the 

attenuation change between cortical and cancellous bone was more subtle (Fig 

2.2), therefore, the above tracing operation was not used to extract the endosteum. 

A more effective method was to analyze a line of pixels intersecting the endosteal 

interface region to identify certain features. The line (i.e. PATH, see Fig 2.2) 

originated from a periosteal interface pixel and was oriented in the principal 

gradient direction. A typical profile of the attenuations and gradients along 

PATH can be seen in Fig 2.3. The attenuation peak was first identified to locate 

the mid-cortex and then the gradient peak to its right was used to locate the 

endosteal interface point. A single endosteal point was defined for each 

originating periosteal point, producing an unchained ring of points. 

The pixel coordinates obtained from the above procedure were only an 

intermediate step to fully defining the periosteal and endosteal contours. For each 

slice, the periosteal interface points were fitted by a series of interconnected cubic 

least-square splines to produce a single smooth curve (see Appendix A). The 
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original points were abandoned once the smooth curve was generated. One 

smooth endosteal curve was generated per CT slice by applying the same process 

to each set of endosteal interface points. Application of this technique to all CT 

slices produces two sets of smooth curves for periosteal and endosteal surfaces 

(Fig 2.4). 

All edge extraction operations were performed automatically using MATLAB 

algorithms developed in-house. Manual inputs necessary for each edge extraction 

operation (e.g. initial pixel region) were defined in a shell module at the 

beginning of the analysis. The shell module called each of the edge extraction 

operation functions (from smoothing to spline-fitting) in successive order. 

2.2.2 Periosteum and Endosteum Construction 

The entire sets of smooth periosteal and endosteal curves were exported to a CAD 

package (Pro/Engineer, PTC, Needham, MA) for construction of 3-D surfaces. A 

single surface bounded the entire set of periosteal curves under a boundary blend 

(skinning) operation. Construction of a surface solely from transverse plane 

curves had two drawbacks. First, the highly curved surface of the femoral 

condyles was not sufficiently captured. Second, the bifurcation of the femoral 

condyles could not be constructed without creating an artificial connecting curve 

to join the condyles to the shaft (Viceconti et al., 1998a). A more effective 

method of capturing the condyles was to generate a second surface based on 

curves extracted from sagittal CT images and combining it with the transverse 

surface using a transition surface (Fig 2.5a). Sagittal images were processed in an 

identical manner to the transverse images; registration using Digital Imaging and 

Communications in Medicine (DICOM) header information allowed the sagittal 

curves to properly overlap with the transverse curves. The process was repeated 

with endosteal curves to generate an endosteal surface. The completed model 

resulted in a periosteal surface fully enclosing an endosteal one. Composite and 

bovine bone surfaces were constructed from transverse and sagittal curves spaced 

2.4 mm and 3.0 mm apart, respectively. Human bone surfaces were constructed 
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from transverse and sagittal curves spaced 3.0 mm and 1.0 mm apart, 

respectively. 

2.2.3 Validation 

2.2.3.1 Periosteal Surface Validation 

Periosteal surfaces of the composite and bovine bones were compared with data 

obtained experimentally, using a coordinate measuring machine (CMM; 

Microval, Brown and Sharpe, North Kingstown, RI), and digitally, using 2 laser 

scanners. The CMM was used to measure discrete surface coordinates on the 

composite and bovine bones along their diaphyses, metaphyses, and epiphyses. 

Using Pro/Engineer, each CMM point was digitized and overlapped with the 

surfaces constructed by the commercial and SASS techniques. A built-in function 

in Pro/Engineer was used to measure the normal distance between a CMM point 

and the closest point on the constructed surface, henceforth defined as error. The 

CMM data were assumed to be the gold standard for comparison. 

The constructed surfaces of the bovine and composite bones were also compared 

with laser scan data. Bovine bones were scanned using a FARO digitizing arm 

(Creaform Inc., Levis, QC) with a precision of 15 microns. For access reasons, a 

second laser scanner (ShapeGrabber SG-100, ShapeGrabber, Ottawa, ON) with a 

precision of 70 microns was used for the composite bones. Similar to the above 

procedure, Pro/Engineer was used to overlap CMM points with the laser scanned 

surfaces for error analysis. 

Ball bearings embedded in the bones were used as points of commonality between 

the physical and digital models to assist in aligning their two coordinate systems. 

The ball bearings were inserted into the animal and composite bones before CT 

scanning and their coordinates were subsequently measured using CMM. 

Alignment was performed by transforming the CMM coordinate system to the 

CAD coordinate system using the locations of 3 ball bearings. However, the 

construction process inherently produced a misalignment between the physical 
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and digital ball bearing locations, resulting in a mean alignment error of 0.388 

mm (less than half the thickness of each CT slice). Alignment errors for each 

model can be found in Table 2.2. 

2.2.3.2 Endosteal Surface Validation 

To investigate the accuracy of the endosteum construction, physical slices of 

Bovine Femur 1 and Bovine Tibia 1 were compared with corresponding slices of 

the digital models. To allow comparison with their CT images, the bones were 

physically rotated and measured using CMM until their 3 ball bearing coordinates 

matched their corresponding CT location. Once correctly rotated, the orientation 

was fixed by encasing the bone in a wooden box using plaster and subsequently 

sliced. The femur and tibia were sliced transversely and sagittally, respectively, 

with a band saw (Diemaster 2, Lenox, East Longmeadow, MA). Each slice was 

photographed with a digital camera (D-70, Nikon, Tokyo, Japan) attached to a 

copy stand, which placed the focal plane of the camera parallel to that of the slice. 

An AF-Micro Nikkor 105 mm lens (Nikon, Tokyo, Japan) was used to reduce fish 

eye distortion in the image. 

Cortical thickness measurements were estimated directly from these high-

resolution (3008 x 2000 pixels) digital photos using ImageJ software (NIH, 

Bethesda, MD); these measurements were considered the baseline cortical 

thicknesses. The digital SASS and voxel mesh Bovine Femur 1 and Bovine Tibia 

1 models were cut at the same locations as the bandsaw cuts and images of each 

slice were captured. Previously-obtained transverse and sagittal CT slices 

corresponding to the bandsaw cut locations were also used for comparison. For 

each slice, the 4 images (photo, SASS image, voxel mesh image, CT slice) were 

overlapped, rotated, and scaled for proper matching. Overlapping the 4 slices 

allowed the thickness to be measured at the same locations on the images. In each 

picture, the cortical thickness was measured at several locations (Fig 2.6a) and 

compared with corresponding measurements taken from CT, SASS model, and 

voxel mesh model slices. 
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2.2.4 Slice separation sensitivity 

Using fewer 2D contours (see Fig 2.4) would reduce time and cost in constructing 

bone models. To determine whether the accuracy of a constructed surface was 

sensitive to the distance between slices (i.e. slice separation), the composite femur 

model was constructed using 5 different distances between each transverse curve 

(i.e. 0.6, 1.2, 1.8, 2.4, and 3.0 mm) and each sagittal curve (i.e. 1.0, 2.0, and 3.0 

mm). Slice separation sensitivity in the Simpleware composite femur models was 

analyzed at 0.6 and 3.0 mm separations. Each model was compared with CMM 

data using the procedure described in Section 2.2.3. A two-tailed, unequal 

variance t-test was used to determine if there was any significant difference 

between the models; p < 0.05 was considered significant. It should be 

emphasized that slice separation, while related to slice thickness, was investigated 

as a separate parameter from thickness in this study. 

2.3 Results 

2.3.1 Construction Accuracy 

The results of the comparison between the constructed surfaces and the CMM 

data are summarized in Table 2.2 and elaborated upon below. The standard of 

comparison was taken as the physical measurements obtained by CMM. 

2.3.1.1 SASS technique for composite bones 

The periosteal surfaces of the composite bones were constructed with a mean 

error of 0.369 mm over 213 observed locations (Table 2.2). The error was of the 

same order of magnitude as the pixel resolution (0.3125 mm/pixel) and an order 

of magnitude lower than the slice separation (2.4 mm). The largest errors in the 

composite femur model occurred at the epicondyles and intercondylar notch. 

2.3.1.2 Voxel mesh technique for composite bones 

The voxel mesh models of the composite bones displayed a mean error of 0.281 

mm based on 218 locations. The mean error was of the same order of magnitude 

35 



as the pixel resolution (0.3125 mm/pixel) and slice separation (0.6 mm). The 

largest errors were observed at the posterior femoral condyles. 

2.3.1.3 Laser scan technique for composite bones 

The laser scanned composite bones had a mean error of 0.235 mm based on 215 

surface points. The error was on the same order of magnitude as those observed 

from the other two techniques. The largest errors were in the femoral condyles. 

2.3.1.4 SASS technique for bovine bones 

Periosteal surface 

The periosteal surfaces of the 4 constructed bovine bones had a mean error of 

0.757 mm based on 417 observed locations. The mean error was on the same 

order of magnitude as the pixel resolutions and an order of magnitude lower than 

slice separation. The largest errors were observed at the patellar groove for all 

samples. 

Endosteal surface (cortical thickness) 

Bovine Femur 1 and Bovine Tibia 1 had a large range of thicknesses. To 

represent the thicker bone, 15 regions in the diaphyseal bone were measured (with 

thickness ranging from 5.6 mm to 37.8 mm as measured from the high-resolution 

digital photos). To represent the thinner bone, 34 locations in the metaphyseal 

and epiphyseal bone were measured (with thickness ranging from 0.8 mm to 6.3 

mm as measured from the digital photos). 

For the SASS models, the 15 measured diaphyseal bone locations were 

constructed with a mean error of 0.6 mm. The 34 metaphyseal/epiphyseal bone 

locations were constructed with a mean error of 1.2 mm. Spatial resolution is 

critical in the SASS construction technique as the technique operates in the 

gradient domain (see Section 2.4.3.1). The thicker cortical bone in the diaphyses 

was constructed from transverse CT images that had spatial resolutions of 

approximately 0.4 x 0.4 mm (Table 2.1). Therefore, the 0.6 mm average error 
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translates into approximately a 2 pixel error. The thinner cortical bone in the 

metaphyseal/epiphyseal regions of Bovine Femur and Tibia 1 was constructed 

from sagittal CT images, where the image resolutions were 0.8242 x 0.8242 mm 

(Table 2.1). Although the physical error was larger in the metaphyseal/epiphyseal 

region (i.e. 1.2 mm), it translated into approximately a 2 pixel error. The large 

sagittal plane pixels limited the ability to extract the cortex with greater accuracy. 

When considering all 49 measurement locations together, the endosteal surfaces 

were constructed with a mean error of 1.0 mm. The largest errors were observed 

in the epiphyseal bone where the cortex was particularly thin. 

2.3.1.5 Voxel mesh technique for bovine bones 

Periosteal surface 

The periosteal surfaces of the 4 voxel mesh bovine models were constructed with 

a mean error of 0.557 mm based on 461 locations, with the largest errors 

occurring at the patellar groove. The mean error was on the same order of 

magnitude as slice separation distance (0.6 mm) and pixel resolutions. 

Endosteal surface (cortical thickness) 

For the voxel mesh model, the 15 measured diaphyseal bone locations were 

constructed with an average error of 0.7 mm, which is approximately a 2 pixel 

length error. The thin cortical bone of the metaphyseal/epiphyseal regions could 

not be distinctly identified and therefore could not be constructed. As such, 

measurements at the remaining 34 endosteum observation points failed due to 

limitations of the commercial voxel mesh technique. 

2.3.1.6 Laser scan technique for bovine bones 

The 4 laser scanned bovine bones had a mean error of 0.668 mm based on 462 

periosteal interface points. The mean error was on the same order of magnitude 

as those observed from the other two techniques and, in similar fashion, the 
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largest errors occurred at the patellar groove. Obviously, the laser scan technique 

could not be used for endosteal surface construction. 

2.3.2 In vivo construction 

The accuracy of the in vivo human knee construction could not be quantified 

directly since access to physical structures such as the periosteum and endosteum 

were not possible. The edge extraction and surface generation procedures for 

constructing the human knee were identical to those used in the composite and 

bovine bone constructions. Thus, validating the procedure using composite and 

bovine bones indirectly gauged the accuracy and validated the human knee 

construction. 

In the SASS technique, the thresholding values used to remove the soft tissue 

from the human knee images were similar to those used for bovine bones, as 

expected. The inner ring was less evident than the outer ring, but using the 

proposed Path Analysis method was effective in identifying the endosteal 

interface. Several areas of thin cortical bone were evident where the profiles 

showed no gradient. For such locations, the interface was interpolated based on 

the cortical thickness of the surrounding bone (see Appendix A). For the voxel 

mesh models, the thin cortical bone required use of a lower grayscale threshold in 

defining the periosteal surface. Consequently, the endosteal surface could not be 

properly represented and the cortical thickness was grossly overestimated in some 

locations such as the epiphyseal bone (Fig 2.7c). 

The constructed geometry of the in vivo knee appeared very similar to the 

composite knee and was much less complex than the bovine knees. The SASS 

surfaces were much smoother and more realistic than their commercial voxel 

mesh counterparts (Fig 2.5). Using CT images from different scanners did not 

require any of the construction techniques to be adjusted. 
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2.4 Discussion 

The backbone of subject-specific modeling is the automated, accurate and rapid 

generation of models. Subject-specific modeling of the distal femur and proximal 

tibia, while of great interest and clinical relevance, has not been accurately 

performed due to the complex nature of the bones (Taddei et al., 2006). A 

particular complexity is the identification of the endosteal interface, a challenge 

further compounded where the cortex is very thin. However, accurate periosteal 

and endosteal surface construction is particularly important for bone property 

assignment in FE stress analysis. 

This study focuses on the geometry construction of subject-specific knee bone 

models using NURBS- and voxel mesh-based techniques. These geometry 

models are the first step to FE-based stress analyses of the bones. While the FE 

modeling aspect of the models employed here is beyond the scope of this study, 

voxel-based FE analyses were briefly and necessarily mentioned due to the 

intricate link between voxel mesh geometry and voxel-based FE analysis. 

However, it should be noted that many FE analyses of the knee are not voxel-

based, rather voxel-based FE approaches are only a subset of FE modeling. In 

fact, the SASS geometries are not intended for voxel-based FE analyses. 

2.4.1 Construction Accuracy 

The ultimate application of the SASS technique introduced in this study is for 

subject-specific modeling of human subjects in clinical and research settings. The 

in vivo model did not allow for direct validation and necessarily required that it be 

first validated indirectly with composite and bovine models. If the technique was 

found to be accurate for these two models, it could then reasonably be applied to 

human subjects with some confidence. 

2.4.1.1 Periosteum identification (SASS technique) 

Despite the complex 3-D curvatures existing in the composite and bovine bones, 

the SASS technique constructed the geometries of their periosteal surfaces to an 
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accuracy matching the order of magnitude of the in-plane CT image resolution. 

The observed errors compared well with acceptable errors found in other surface 

representations of composite femora (Testi et al., 2001; Viceconti et al., 1999). 

The bovine bone surface constructions contained a larger amount of error 

compared to the composite bones (0.757 mm versus 0.372 mm). One explanation 

is that the bovine bones had considerably more complex geometry than the 

composite human bones, particularly in the patellar groove and articulating 

surface where the largest errors were observed. A second component to the 

overall larger error was that soft tissue was not completely removed from the 

bovine bones, therefore the CMM measurement may have been affected by a thin 

soft tissue layer remaining on the surface. The SASS technique ignored the soft 

tissue and constructed the bone surface directly. 

Subject-specific modeling of the distal femur is challenging and has largely been 

ignored in current literature. The bifurcation of human femoral condyles makes 

the distal femur particularly challenging to construct with a skinning technique 

(Viceconti et al., 1998a) but this challenge can be overcome by constructing the 

bifurcating region using sagittal CT slices as in this study. Accuracy is not 

compromised using such a technique; the error in the composite femur periosteal 

surface constructed from sagittal curves was 0.364 mm, the same order of 

magnitude as the image resolution. However, using a purely sagittal-based 

surface to model the distal femur is not recommended as it is not as accurate as a 

transverse-based surface. For the composite femur, the metaphyseal and 

diaphyseal periosteum constructed from sagittal CT slices had twice the error of 

that constructed from transverse slices for identical locations (0.763 mm versus 

0.339 mm, respectively). Combining transverse- and sagittal-based surfaces most 

accurately models the interface while overcoming the bifurcation problem (see 

Fig 2.5a). 
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The largest errors occurring in SASS constructed surfaces originated at locations 

with large surface curvatures, such as the patellar groove and articulating surfaces 

of the bovine femur. In constructing human anatomy, the intercondylar notch and 

epicondyles contained the largest errors (1.862 and 1.516 mm, respectively). 

These maximum errors are comparable to those seen in other studies (Testi et al., 

2001). The errors may have origins in stair-step artifacts of the CT images, which 

are unique to helical CT, since it requires planar interpolation of helical projection 

data (Fleischmann et al., 2000). Artifacts associated with objects inclined relative 

to the table translation direction can occur because of aliasing and rotation effects 

of the scanning procedure (Wang et al., 1994). Curves in the frontal and sagittal 

planes would therefore be rendered as piece-wise steps. Such artifacts can be 

reduced by decreasing slice thickness, overlapping slices, and decreasing table 

increment (Wang et al , 1994), essentially making the piece-wise steps smaller 

and allowing improved modeling of highly curved surfaces. 

2.4.1.2 Periosteum identification (voxel mesh technique) 

Constructing the distal femur and proximal tibia adequately using a skinning 

operation is time-consuming (Viceconti et al., 1998a) and a voxel mesh technique 

can be a helpful alternative. Despite the jagged surfaces observed on the 

periosteal surfaces of the composite and bovine bones, often stated as a weakness 

of the voxel mesh technique when used with FE analysis (Keyak et al., 1990; 

Marks and Gardner, 1993; Viceconti et al., 1998b), the models were still 

geometrically accurate, with errors on the order of magnitude of the CT image 

resolution. It should be noted that the voxel elements (0.3125x0.3125x0.6 mm) 

used to create the models were more than 5 times smaller than those typically 

seen in other models (Lengsfeld et al., 1998; Keyak et al., 1990). As such, the 

results presented here may overestimate the accuracy that practical models may 

possess. Additionally, application of very fine voxels may be computationally 

costly when FE analyses are to be performed. 
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One of the disadvantages of the commercial technique is its reliance on CT slices 

from a single plane of view. Transverse plane data were used to construct the 

voxel mesh models as they had the best resolution and adequately captured the 

midshaft. Representation of the femoral condyles could be improved if they were 

segmented using independent data from sagittal plane images (rather than sagittal 

data reconstructed from the existing transverse plane data). The sagittal plane-

based condyles could then be coupled with the transverse plane-based midshaft to 

form a superior voxel mesh model. This was not possible since the commercial 

software could not simultaneously import the sagittal plane data while transverse 

plane data were in session. The condyles of the voxel mesh model of the 

composite femur were therefore less accurate than the SASS model, with mean 

errors of the condyles being 0.570 mm and 0.390 mm, respectively. This was a 

statistically significant difference based on a two-tailed, unequal variance t-test 

with p < 0.05 considered significant. The larger error is partly due to construction 

exclusively from transverse CT slices, whose plane of view does not fully capture 

the large condylar curvature. The SASS technique segmented the shaft using 

transverse plane CT images and coupled it with segmentations of the condyles 

captured using independent sagittal plane CT images. Thus, SASS provides a 

unique capability of combining 2 different data sets to create a single more 

comprehensive geometric model. 

2.4.1.3 Periosteum identification (laser scan technique) 

Laser scanned models were employed in this study to present a non-diagnostic 

imaging point of comparison for the SASS and commercial software construction 

techniques. The mean errors of the laser scanned models were within one pixel 

length of the SASS and voxel mesh errors. Data are not available in literature 

comparing laser scanned long bones with experimentally obtained surface data, 

but errors between NURBS-based and laser scan composite femora models (Ploeg 

et al., 2004) are similar to those observed here. 
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The results of this study show that a variety of techniques can be used to construct 

the periosteal surface of the knee bones accurately but with varied effort levels. 

Construction using high precision instruments like laser scanners require 

extensive manual effort compared to CT- and MRI-based techniques. MRI has 

been used to construct periosteal surface models of the knee (Li et al., 1999; Pena 

et al., 2005) but the process does not appear to be automated and likely requires 

more effort compared to more automated techniques such as SASS and voxel 

meshing. Ultrasound, although a common clinical imaging technique, cannot be 

used to accurately construct bone surface models because it is strongly reflected 

by bone (Douglas et al., 2002; Pena et al., 2005). 

2.4.1.4 Endosteum identification 

Cortical bone provides support and stiffness to the overall bone structure and 

appropriate representation of its thickness and material properties is needed to 

generate representative internal stress distributions (Askew and Lewis, 1981). 

The cortex carries most of the load in a bone structure (Anderson et al., 2005) and 

its characterization in FE models can have substantial effects on stress magnitudes 

and distributions (Askew and Lewis, 1981; Au et al., 2005); its absence altogether 

in such models can result in underprediction of internal stresses in the cancellous 

bone since the structural stiffening provided by the cortex promotes load transfer 

(Askew and Lewis, 1981). Thus, proper modeling of the cortex is crucial in the 

design of TKR implants and for FE studies of internal stresses for bones in 

general (Au et al., 2005). For simplified cases where dense cortical bone can be 

easily distinguished from the surrounding cancellous bone, such as in the 

diaphysis, a variety of methods are available to effectively perform this task 

(Keyak et al., 1990; Viceconti et al., 1998a; Testi et al., 2001; Coleman et al., 

2000; Miyoshi et al., 2002). Indeed, in this study, the endosteal surfaces of the 

diaphyses of Bovine Femur 1 and Bovine Tibia 1 were constructed using the 

SASS and voxel mesh techniques to within 2 pixel lengths. Notably, the 

commercial software could successfully apply a single global grayscale window 

to distinguish the cortical from cancellous bone. 
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A source of error in measuring cortical bone thickness was the inability to clearly 

distinguish the endosteal interface during visual inspection of the baseline photos. 

Cortical thickness was measured visually and some measurement error resulted 

from the blurred bony edges in the images. The poor contrast at the endosteum in 

some regions of the bone also contributed error. 

However, the simple case of bovine bones is limited for clinical applications 

where frequent bone pathologies would degrade image contrast and the 

effectiveness of the above methods. Poorly contrasting CT images are not 

unexpected in vivo (Testi et al., 2001); even in the 47-year-old subject used in this 

study, several areas of poor contrast were present in the epiphyseal bone. The 

endosteal interface in such areas has traditionally been difficult to model, 

resulting in poor representation or omission of the surface (Lengsfeld et al., 1998; 

Keyak et al., 1990; Testi et al, 2001). This study is the first comprehensive 

examination of these difficult cases and a novel method is proposed to overcome 

the associated challenges. 

Thresholding techniques for entire images do not allow for precise definition of 

the endosteal interface in the metaphyseal and epiphyseal regions because the 

large variation in cancellous bone attenuations overlap with those of cortical bone, 

thus no single attenuation value clearly distinguishes the two bone types. In 

applying a single grayscale value to identify cortical bone, the commercial 

software produced voxel mesh models which severely overestimated cortical 

thickness in areas like the condyles (Figs 2.6 and 2.7). 

This problem can be partly addressed by analyzing image properties locally rather 

than globally. A more localized thresholding process for the voxel mesh method 

can be obtained by applying different grayscale windows at various transverse 

distances along the bone. Additionally, thresholding can be applied using sagittal 

and frontal view planes (reconstructed from the transverse plane) to further isolate 
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the cortex. However, the appropriateness of a particular threshold range is based 

on visual inspection; multiple thresholding applications lead to a very 

cumbersome construction process and the simplicity of the voxel mesh technique 

becomes lost, and model construction becomes subjective. 

Locally analyzing attenuations alone may not be entirely effective due to the large 

local attenuation variations in epiphyseal cancellous bone. The SASS technique 

overcomes this limitation by applying a gradient operator to identify all the 

attenuation changes in each image. The Path Analysis provides the localized 

method needed to correctly identify the endosteum gradient among the myriad of 

other gradients resulting from the large bone density variability. Such an 

approach is effective: endosteum construction at the metaphyses and epiphyses 

produced considerably better results for the SASS than the voxel mesh technique 

(see Section 2.3.1.5). The SASS bovine models captured these regions with a 

mean error of 1.124 mm, an order of magnitude larger than the pixel resolution, 

and comparable to errors from endosteal surfaces constructed elsewhere (Testi et 

al.,2001). 

The largest errors of the SASS models occurred at the epiphyseal bone, where the 

gradients were extremely weak. In such conditions, detection methods in 

literature and in this study may be ineffective. The SASS technique overcomes 

this problem by estimating the cortical thickness from the surrounding cortex, 

where detection was successful, and interpolating the endosteal interface (see 

Appendix A). This is a necessary step since a clearly defined endosteal curve is 

needed for surface generation. 

Path Analysis offers a more sophisticated method of interpreting CT image data 

via local analyses of attenuation and gradient profiles. It accurately identified 

endosteal interfaces of both composite and bovine bones and can reasonably be 

assumed to do so for in vivo human subjects as well. In our human subject, 

endosteal interfaces detected by Path Analysis were qualitatively compared with 
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their corresponding CT images; interface points were observed in the expected 

location based on visual inspection. As Path Analysis is done in an automated 

environment, it offers to bring subject-specific FE knee models a step closer to 

clinical applications. 

2.4.2 Computational Efficiency and Slice Separation Sensitivity 

Subject-specific geometries, in addition to being accurate, must also be produced 

in a reasonable time frame. The times reported below were the total times 

required to construct the geometry, which combined the user times and 

computational times. One of the advantages of using a voxel mesh is the speed 

with which models can be created (Lengsfeld et al., 1998). A voxel mesh (0.3125 

x 0.3125 x 0.6 mm) of the human femur required 4 hours to construct with the 

commercial software. Visual inspection was needed to determine the appropriate 

threshold range to represent the cortex, particularly the endosteum; ultimately, 

two threshold ranges were needed for proper segmentation. Approximately 3.5 

hours of user time were necessary to eliminate extraneous pixels which did not 

belong to the model but were selected due to the threshold ranges. This required 

visual inspection for all 58 slices used to construct the human femur voxel mesh 

model. The voxel mesh model required a large amount of computer memory (~ 

70 Mb) and larger voxels may be necessary to produce more clinically practical 

models for voxel-based FE modeling. In voxel meshed composite femur models, 

increasing the voxel height from 0.6 mm to a more typical 3.0 mm (Lengsfeld et 

al., 1998; Keyak et al., 1990) reduced construction time by 80%. The geometrical 

accuracy significantly decreased but remained at the same order of magnitude 

(Table 2.3). Particularly concerning is the increased jaggedness in the epiphyseal 

region from the larger voxels (Fig 2.8), which studies have contended may result 

in lack of stress convergence during finite element analysis (Marks and Gardner, 

1993; Viceconti et al., 1998b). A smoothing algorithm supplied with the 

commercial software was applied to improve the surface (Camacho et al., 1997). 

However, this did not significantly improve the geometric accuracy nor the 

jaggedness for the composite femur constructed with 0.6 or 3.0 mm voxels (Fig 
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2.8 and Table 2.4). Thus, a smaller voxel size is recommended to avoid jagged 

surfaces, but will produce cumbersome models. 

The SASS model of the human femur constructed using 0.6 mm transverse and 1 

mm sagittal slice separations would require approximately 20 hours and 5 Mb of 

memory. The vast majority of the time was spent on the manual aspects of the 

construction as only 200 minutes (or approximately 2.5 minutes/slice) were 

needed for the automated edge detection and spline-fitting. Increasing slice 

separation to 3.0 mm would reduce overall user time to under 4 hours (with 50 

minutes of computational time for edge detection) without compromising the 

accuracy of the construction. A recent study reported that geometric accuracy of 

an ovine femur construction decreased with increasing slice spacing but did not 

report statistical significance (Schmutz et al., 2007). This study similarly 

observed that accuracy of diaphyseal and epiphyseal composite femur surfaces 

decreased with increased slice spacing. But statistical analysis showed that the 

mean error did not increase significantly (Table 2.3). Similarly, no significant 

differences in accuracy were found among the surfaces constructed using sagittal 

slice separations of 1, 2, or 3 mm. By extension, one can therefore reasonably 

assume that geometrically accurate human models can be generated using the 

SASS technique using slice spacings of up to 3 mm. This may also benefit the 

patient by reducing their exposure to harmful radiation under both single- and 

multi-detector CT scanners are used (see Appendix A). 

A smooth surface, as presented in this study, is defined to be one in which 

artificial irregularities are not introduced in the reconstructed surface. 

Aesthetically, the SASS surface constructed using a 3.0 mm separation reduced 

the rippling observed when using a 0.6 mm separation (Fig 2.8), which originated 

from the slight variations in closely spaced curves; such rippling has also been 

observed in other CAD-based femoral surfaces (Greer, 1999). Smoothing in the 

SASS method was also aided by the application of spline fitting, which allowed 

increased flexibility in defining periosteal and endosteal curves, and prevented 
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artificial irregularities such as jagged edges from forming on the constructed 

surface. At the condyles, where the voxel meshed model was particularly jagged, 

a much smoother surface was generated by using a NURBS based surface, 

avoiding potentially compromising artificial stress concentrations during finite 

element analysis. 

In the study, the SASS and commercial techniques are applied to healthy bones. 

Under such a case, a 3 mm slice separation will produce a smooth NURBS 

surface and a jagged voxel mesh surface. The smoother SASS surface is more 

representative of the physiology of the healthy bone. However, there are cases 

where bony irregularities may need to be captured (e.g. osteophytes). Adequately 

capturing these physiological irregularities will likely require a smaller slice 

separation than 3 mm. The SASS technique can use the thinner slices to capture 

natural irregularities while still generating a representative surface free of 

artificial irregularities (i.e. a "smooth" surface). 

2.4.3 Sources of Error 

2.4.3.1 Measuring Cortical Bone Thickness 

The spatial resolution of a CT system can be characterized by the full width half 

maximum (FWHM) of its two-dimensional point spread function (PSF) (Prevhral 

et al., 1999). Based on observations made using intensity-based CT images 

scanned from a typical CT machine, it has been suggested that the thinnest 

cortical bone that could be measured with < 10% error is 0.7 mm (Prevhral et al., 

1999; Anderson et al., 2005), a value close to FWHM. However, it is also 

possible to measure cortical bone thickness from gradient-operated images. By 

operating in the gradient domain rather than the intensity domain, the accuracy 

with which cortical thickness can be measured may not be limited by FWHM. 

In Prevhral et al. (1999), a phantom was CT scanned and its edges were 

characterized with a PSF from an intensity-based CT image. The PSF had a 

Gaussian shaped curve, which we can assume is characteristic of the intensity 
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profile across the thickness of the cortex in humans. Indeed, a near-Gaussian 

curve was seen in this study (Fig 2.3). A step function would most realistically 

represent the boundary between the phantom and its surroundings but due to 

sampling and noise, a ramp/curve function results at the edges of the phantom. 

The lack of sharp edges in Gaussian PSF curves makes the exact boundaries of 

the cortex difficult to measure (Prevhral et al., 1999) and is characterized by 

blurring at the edges of an object in an image. Blurred edges make it especially 

difficult to locate edges manually and result in low repeatability as seen in the 

findings of Testi et al. (2001). Edge detection using an intensity-based image 

would be even more difficult in regions of osteopenic/osteoporotic bone where 

PSF profiles across the cortex would be nearly flat at the endosteal interface. 

Edges detected from these intensity-based CT images, at best, would have an 

accuracy of approximately 0.7 mm. 

A more common way of locating edges (especially in machine vision literature) is 

using a gradient (or derivative) operator, which is based on rates of change in the 

intensity of the image (Parker, 1997). A 3x3 Sobel operator, for example, 

examines the intensity changes of the 8 pixels adjacent to a central pixel of 

interest (POI) and returns a gradient value for the POI that would be large near an 

edge and small in constant areas (Parker, 1997). Ramps indicating edges on the 

Gaussian PSF would show up as spikes on the gradient profile (Fig 2.3); even 

subtle changes in intensity, which may not be visually detected due to poor 

contrast, would be amplified and detected using gradient images. 

Since phantom studies employing gradient-operated images could not be located, 

it is not known if the lower limit of measurement accuracy would be less than 0.7 

mm. However, methods using Sobel operators have been shown to have subpixel 

accuracy in capturing circular edges (Kim et al., 1999) and near-perfect accuracy 

in capturing straight edges (Parker, 1997; Kittler, 1983). Gradient-based methods 

more sophisticated than the Sobel technique are available which provide even 

better accuracy (Parker, 1997; Kim et al., 1999). With current image processing 
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techniques, the ability to measure cortical thickness may not be necessarily 

limited by the FWHM of the scanner in the way intensity-based measurements 

are. 

The limiting factor in measuring accuracy from Sobel-operated images lies in the 

spatial resolution of the image since pixel size determines the interval from which 

the gradients are calculated. Thus, in the gradient domain, pixel/voxel resolution 

is a critical factor in reconstructing and measuring the cortical thickness. While a 

greater spatial resolution does not appear to improve measurement of cortices 

thinner than 0.7 mm from intensity-based images (Prevhral et al., 1999; Anderson 

et al., 2005), it may provide a finer distinction of the edges in a gradient-based 

domain. Since detector size places a maximum limit on spatial resolution (Curry 

et al., 1990), this may be what limits the accuracy of the gradient technique, hence 

the reporting of accuracy per pixel for techniques using gradient-operated images 

to find cortical thickness. 

Edge detection within the SASS technique is completely based in the gradient 

domain and therefore the CT image resolution is linked to the accuracy with 

which cortical thickness can be constructed. Thus, results were reported with 

respect to image resolution in addition to absolute accuracy. Voxel mesh models 

are constructed from intensity-based CT images and therefore FWHM may be a 

limiting factor for measuring/constructing cortical thickness for such models. 

Nonetheless, its accuracy was reported using similar criteria to SASS models to 

provide a balanced comparison. 

2.4.3.2 Field of View 

A varying field of view (FOV) was used while maintaining a constant 512x512 

in-plane pixel resolution to maximize the physical resolution of the composite and 

bovine bones in the CT images. An improved physical resolution is necessary 

because the SASS technique is based in the gradient domain and therefore a 

smaller physical size for pixels will help construct more accurate surfaces. Thus, 
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the FOV is smaller for the composite bones and larger for the bovine bones. CT 

scans of the human knee were not obtained exclusively for this study but its FOV 

was selected for maximum physical resolution of the knee bones. 

2.5 Summary and Conclusions 

A new NURBS-based technique was introduced (i.e. SASS) for constructing in 

vivo subject-specific knee bone geometry from CT scans and was validated using 

composite and bovine bones. The SASS method introduced new techniques for 

improved edge detection of endosteal interfaces and CAD surface generation. 

This method was compared with a voxel mesh-based technique alternatively used 

for subject-specific modeling. 

The two methods were examined for periosteal and endosteal accuracy. Both 

methods constructed the periosteal surfaces to an accuracy better than 2 pixel 

lengths, matching the order of magnitude of image resolution. However, the 

voxel mesh technique could not construct endosteal surfaces with reasonable 

accuracy near the joint articulation due to the poor distinction between cortical 

and cancellous bones, a common problem with whole image thresholding 

methods. The SASS method constructed entire endosteal surfaces by applying a 

novel Path Analysis technique, which examined local attenuation and gradient 

trends. Cortical thickness was captured with an average error of 1 mm. 

The SASS method is unique in that it combined transverse and sagittal plane CT 

data to construct models, overcoming bifurcation problems previously limiting 

skinning techniques. In contrast, the commercial software limited construction to 

images from a single plane of view, resulting in jagged voxel mesh models. The 

SASS method applied carefully selected splines to smooth jagged contours, with 

further smoothing enabled by increasing slice spacing. 
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The proposed technique considers the global nature of the image as well as local 

attenuation changes to arrive at accurate descriptions of cortical bone thickness 

and, consequently, periosteal and endosteal surface geometries. 

Using the SASS technique, geometries can be accurately constructed from CT 

slices up to 3 mm apart, reducing radiation exposure to the patient. This semi-

automated technique allows for rapid and accurate model generation for in vivo 

situations, and can be applied to deal with thin cortical bone in other locations 

such as the proximal femur. 
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Table 2.2: Error comparison of CMM surface coordinates with coordinates from 

surfaces constructed using SASS technique, laser scan, and voxel meshing with 

commercial software. All errors are reported as absolute values. 

® 2 
g- a a £ 

U 

•I 3 

<u M 

I a 

SASS Laser Scan Voxel 
Mean Ball Bearing Alignment Error (mm) 0.400 0.521 0.522 

Sample Points 151 152 155 
Mean Error ± Standard Deviation (mm) 0.359±0.305 0.233±0.232 0.304±0.259 

Maximum Error (mm) 1.862 1.175 1.554 

Minimum Error (mm) 0.000 0.001 0.001 

Mean Ball Bearing Alignment Error (mm) 0.291 0.661 0.235 

Sample Points 62 63 63 

Mean Error ± Standard Deviation (mm) 0.394±0.236 0.248±0.286 0.223±0.141 
Maximum Error (mm) 1.057 1.083 0.507 
Minimum Error (mm) 0.003 0.001 0.000 

Mean Ball Bearing Alignment Error (mm) 0.378 0.306 0.317 
Sample Points 100 107 107 

Mean Error ± Standard Deviation (mm) 0.800±0.646 0.758±0.498 0.588±0.622 
Maximum Error (mm) 3.895 2.047 3.600 
Minimum Error (mm) 0.035 0.000 0.010 

Mean Ball Bearing Alignment Error (mm) 0.305 0.465 0.280 
Sample Points 116 125 124 

Mean Error ± Standard Deviation (mm) 0.820±0.984 0.612±0.645 0.661±0.859 
Maximum Error (mm) 6.517 4.884 6.316 
Minimum Error (mm) 0.001 0.000 0.000 

Mean Ball Bearing Alignment Error (mm) 0.448 0.330 0.323 
Sample Points 88 99 99 

Mean Error ± Standard Deviation (mm) 0.609±0.641 0.566±0.656 0.682±0.799 
Maximum Error (mm) 2.645 2.760 3.646 
Minimum Error (mm) 0.007 0.001 0.006 

Mean Ball Bearing Alignment Error (mm) 0.635 0.362 0.175 
g -H Sample Points 111 131 131 
"g J Mean Error ± Standard Deviation (mm) 0.725±0.425 0.706±0.475 0.326±0.254 
tt H Maximum Error (mm) 1.935 2.178 1.769 

Minimum Error (mm) 0.017 0.001 0.012 
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Figure 2.1: A typical attenuation histogram from a transverse CT image of the 

distal human femur, located 54 mm proximal to the joint line. All attenuations are 

in Hounsfield Units (HU). The attenuation associated with the soft tissue peak 

was used to threshold the CT image to eliminate soft tissue. Regions in the 

histogram associated with air, skin and bone are also identified. 
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Figure 2.2: Gradient-operated transverse image of the human distal femur after 

thresholding, located 12 mm from the joint line. A partial trace of the outer ring, 

representing the periosteal interface, is shown (TRACE). The endosteal interface 

is represented by the inner ring. PATH illustrates a line of pixels intersecting the 

endosteum for generation of attenuation and gradient profiles to identify the 

location of the endosteal interface (see Fig 2.3). 
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Figure 2.3: Typical profile of attenuation and gradient values along "PATH" (see 

Fig 2.2) intersecting an endosteal interface. The dotted circle identifies the 

attenuation peak used to locate the mid-cortex; the solid circle shows the gradient 

peak used to determine endosteal interface location. Solid and dotted lines are 

included to guide the eye. 
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Figure 2.4: The transverse sets of smooth periosteal interface contours used to 

construct the 3-D surface of the composite femur. The transverse contours were 

defined using transverse plane CT slices. 

60 



Figure 2.5: (a) Human distal femur constructed using SASS technique where a 

surface generated using transverse curves (TRANSVERSE) was combined with a 

surface generated using sagittal curves (SAGITTAL) using a transition surface 

(TRANSITION); (b) the same bone constructed from transverse slices using 

voxel mesh technique, (c) A cutaway view shows the endosteal surface of the 

SASS model, which is not well represented in the voxel mesh model (d). 
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Figure 2.6: A comparison of construction results for Bovine Femur 1. The 

transverse slices are located approximately 36 mm proximally from the distal-

most point of the bone (inset in (a)), (a) A transverse slice of the bone is shown 

alongside (b) its CT slice, (c) its constructed form using the SASS technique, and 

(d) commercial software. The circles in (a) show the 5 locations used to measure 

cortical thickness. For clarity, (c) shows only the periosteal and endosteal 

outlines of the SASS model. In constructing the geometry using the commercial 

software, thresholding the entire image using a single attenuation range leads to 

overestimation of cortex thickness (gray area) in the femoral condyles. 
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(a) (b) 

Figure 2.7: A comparison of construction results for the human distal femur. The 

transverse slices are located approximately 28 mm from the distal-most point of 

the bone, (a) A transverse CT slice of the bone is shown alongside (b) its 

constructed model using the SASS technique and (c) voxel mesh technique. For 

clarity, (b) shows only the periosteal and endosteal outlines from the SASS 

model. In constructing the geometry using the commercial software, thresholding 

the entire image using a single attenuation range leads to overestimation of cortex 

thickness in the femoral condyles (all grey areas in (c) are considered as cortical 

bone and white background is considered cancellous bone). 
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(e) 

Figure 2.8: Composite femur constructed using SASS and commercial software 

techniques with 0.6 mm and 3.0 mm slice separations. With the SASS technique, 

the composite femur surface constructed using (a) a 0.6 mm separation became 

smoother when using (b) a 3.0 mm separation, but accuracy was not significantly 

different. The surface constructed using commercial software was noticeably 

more jagged when (d) a 3.0 mm separation versus (c) a 0.6 mm separation was 

used, and also significantly less accurate, (e) Applying a smoothing algorithm to 

(d) did not completely eliminate jaggedness from the model. 
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Chapter 3: Representation of heterogeneity in subject-specific 

finite element knee bone models 

3.1 Introduction 

Subject-specific finite element (FE) bone models are being used with increasing 

frequency to advance understanding of a broad range of topics regarding the knee, 

such as pathologies, surgical techniques, and implant design. Accurate creation of 

subject-specific FE knee bone models requires construction of a surface geometry 

representative of a particular individual. In Chapter 2, a method was introduced 

to accurately construct subject-specific bone geometries that distinguished cortical 

and cancellous bone in the knee using computed tomography (CT) images. A key 

aspect of subject-specific FE bone models also includes capturing the unique 

distribution of bone density within the cortical and cancellous bone of an 

individual. An accurate characterization of the stiffness in the overall bone 

structure is critical to successfully predicting internal stresses of the bone. This 

can be done using CT image data, which have been successfully used to interpret 

mechanical properties of the bone in the past (Taddei et al., 2006). 

Numerous studies have shown that bone density in the knee varies significantly 

within each person (Rho, 1992; Ashman et al., 1989; Ciarelli et al., 1991). 

Modeling such heterogeneity can be computationally expensive (Taddei et al., 

2006) and is often simplified. In the proximal femur, it appears the representation 

of heterogeneity can be quite simplified while still producing relatively accurate 

results. Fully heterogeneous models, i.e. those not employing grouping strategies, 

can accurately predict strains and stresses for a wide range of range of activities 

(Taddei et al , 2006, 2007). Models with a moderate degree of heterogeneity 

(Keyak et al., 1993) and even no heterogeneity (Lengsfeld et al., 1998) predicted 

relatively acceptable strains under a range of loading conditions. Parametric 

analyses have also supported this by showing slight improvement in accuracy 

with greater degrees of heterogeneity (Taddei et al., 2006; Peng et al., 2006). In 

the proximal tibia, however, such simplifications produced qualitatively different 
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stress levels (Au et al., 2005). It would be of interest to quantitatively determine 

if such simplification is acceptable in models of the distal femur and proximal 

tibia. However, it is emphasized that the acceptable level of simplification, i.e. 

the required level of accuracy, is case-specific. 

The predominant method in the literature for modeling heterogeneity is to group 

bone of similar attenuation together and then define each group by an effective 

attenuation (Keyak et al., 1993; Taddei et al., 2004; Peng et al., 2006). An 

explanation of this technique has been provided in Taddei et al. (2004). The 

intent of such grouping is to reduce the number of material properties used in the 

FE model thereby reducing the computational time needed to calculate a solution. 

The number of groups that are employed by any particular model is controlled by 

the user (Taddei et al., 2004) and therefore the level of heterogeneity represented 

is completely subjective. The degree of heterogeneity employed in the models is 

varied and is ostensibly linked to the level of accuracy needed to address the 

objectives of each study. However, a general sense of an appropriate level of 

heterogeneity cannot be gained because this conventional grouping technique 

does not rely on any objective parameter. A different technique which 

characterizes the level of heterogeneity with an objective metric is needed to 

allow better comparison across various models to gain a general sense of how 

much heterogeneity needs to be modeled. 

It is not known how much computational effort is reduced by using grouped 

models (Keyak et al., 1993; Taddei et al., 2004) compared to non-grouped models 

(Taddei et al., 2006, 2007). Peng et al. (2006) employed models with varying 

degrees of heterogeneity but did not report the computational time required by 

each model to generate a solution. Generally, the more accurate models contained 

a greater number of elements and sets of material properties. Ideally, a balance 

between computational time and solution accuracy should be employed by FE 

models. Currently, no studies have been conducted directly comparing 

computational savings with the degree of heterogeneity. 
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In the models employed in current literature, bone groups have been designated 

purely on a mathematical basis by collecting elements into attenuation bins. This 

method groups bone independently of the anatomical structure (Peng et al., 2006), 

and is similar to the global thresholding approach used to segment cortical bone in 

voxel models (Lengsfeld et al., 1998). However, the current subject-specific 

models rely upon this material properties modeling technique to distinguish 

between cortical and cancellous bone (Taddei et al., 2004). Thus, in epiphyseal 

regions of the bone, physiologically cortical and cancellous bones are sometimes 

grouped together, resulting in an unrealistic and overly thick representation of the 

cortex. A model with an overly thick cortex may underestimate stress levels in 

the bone (Au et al., 2008), and can influence the mapping and distribution of bone 

properties in FE models (Taddei et al., 2004). It is necessary to distinguish 

cortical from cancellous bone types because the mechanical properties of each 

bone type should be interpreted differently from the CT data (Rho et al , 1995). 

Many models have not done so and interpreted the mechanical properties of the 

entire bone with a single relationship, thereby assuming that cortical bone is 

simply dense cancellous bone, an assumption which has been shown to be 

incorrect (Rice et al., 1988). 

The mechanical properties of bone tissue in the knee are widely recognized as 

being anisotropic rather than isotropic (Rho et al., 1995; Ciarelli et al., 1991). 

However, many studies have found it acceptable to assume isotropic mechanical 

properties in the proximal femur when axial loading is simulated (Huiskes et al., 

1981; Keyak et al., 1993; Taddei et al., 2006). Peng et al. (2006) found that this 

simplification had little difference on maximum von Mises stresses and 

displacements in the proximal femur. In the proximal tibia, however, Au et al. 

(2005) have seen qualitatively different stress results with the assumption of 

isotropic bone. Quantifying the effects of isotropic bone properties in the distal 

femur and proximal tibia can be helpful in ensuring bone tissue properties of the 

subject-specific FE models of these bones are not oversimplified. 
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This study focused on the development of subject-specific knee bone models from 

a material property construction perspective. A novel application of an image 

processing technique in the context of bone modeling was introduced to 

characterize the heterogeneity of bone density using CT image data. Both the 

spatial and attenuation properties were considered during modeling. The 

technique was used to estimate an optimal level of heterogeneity required to 

minimize computational effort while maintaining solution convergence. It can be 

envisioned that the ability of this technique to detect both local and global density 

patterns in CT images can be helpful in certain radiological applications. For 

example, it can be used to monitor density changes in the bone of an osteoporotic 

patient who has recently received a total knee replacement. 

3.2 Methods and Materials 

3.2.1 CT Images 

In vivo CT scans of the left knee of a 37-year-old female were used to 

demonstrate the applicability of the proposed methodology. The female subject 

did not have osteoarthritis and was not a prospective total knee replacement 

patient; both the femur and tibia of the subject were examined in this study. A 

GE Lightspeed 16 CT scanner (General Electric, Fairfield, CT) was used to scan 

the human subject. The image specifications can be found in Table 3.1. 

3.2.2 Grouping Technique 

In this study, grouping was performed separately on the cortical and cancellous 

bones. The cortex was segmented from the cancellous bone using the CT 

gradient-based edge detection procedure described in Chapter 2. The grouping 

operation described below was performed directly on the image data using a 

custom routine written in MATLAB (version 7.0.0.19920 (R14), Mathworks, 

Natick, MA). 

74 



The heterogeneity within the cortical or cancellous bone was characterized by 

forming groups that were physiologically representative through a novel 

application of a region split and merge technique (Gonzalez and Woods, 2008). 

Region splitting involved taking a region of bone (e.g. cortical or cancellous 

bone) and dividing it into smaller sub-regions based on a split criterion. The 

process begins by evaluating whether the attenuation of each pixel in the entire 

bone met the split criterion: 

\Mmean ~ aMmean ) - Mpixel - \Mmean + at*mean J U ) 

where /4pixei is the attenuation of a pixel in the region, Hmean is the mean attenuation 

of the region, and a is a tolerance factor. 

If all pixels satisfied equation (1), the entire bone remained intact; otherwise, it 

was divided into quarters and each of the 4 sub-regions were evaluated using the 

same criterion (Fig 3.1). The process continued until all sub-regions met the split 

criterion. The splitting process may result in new adjacent regions being identical 

(Gonzalez and Woods, 2008). This drawback was remedied by applying a merge 

process, which grouped similar regions together while satisfying a merge 

criterion: 

(um
 <UR2)&(MR1 >MR2) (2) 

\r*min r*rain / \r*max r*max / \ / 

where Rl and R2 are two adjacent sub-regions; ju^n and ju*?n are the minimum 

attenuations of regions Rl and R2, respectively; ju^ and / / ^ are the maximum 

attenuations of regions Rl and R2, respectively. 

The merge process had the advantage of reducing the number of sub-regions 

created in the split process. Merging was conducted by taking a sub-region (e.g. 

one of the 7 regions in Fig 3.1c) and testing if it met the merge criterion with a 

touching neighbour; if the merge criterion was met, they combined, otherwise 

they remained split. This process continued until no further merging was 

possible. 
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The following is an example illustrating the merge procedure (after completion of 

the splitting step) using two sub-regions taken from the tibial cancellous bone (Fig 

3.2). Merging begins with the sub-region containing the largest attenuation 

spread (i.e. Rl) and comparing it with an adjacent sub-region (i.e. R2) (Fig 3.2a). 

If all the attenuations contained within R2 are within the attenuation spread of Rl 

(i.e. satisfying the merge criterion), then the sub-regions are merged into a meso-

region (Fig 3.2b). This process is continued by comparing the spread of the 

merged sub-region (which remains that of Rl) with all regions touching it. Rl 

grows until it can no longer merge with any other sub-region. Merging then 

begins anew with a non-merged sub-region containing the largest spread. This 

sub-region is compared with all the regions touching it and grows until it cannot 

merge with any other sub-region. The merge process subsequently cycles through 

all non-merged sub-regions and ends when merging is no longer possible. 

The above merging process produces meso-regions with straight borders, which 

may generate internal stress gradients depending on the magnitude of the 

attenuation difference between neighbouring meso-regions. This can be improved 

by enhancing the merge process to include partial sub-regions rather than entire 

sub-regions. For example, if not all attenuations within R2 are within the spread 

of Rl, the previous merge process would leave the two sub-regions unmerged 

(Fig 3.3a). With the enhanced merge process, the pixels in R2 within the spread 

of Rl would be merged with Rl (Fig 3.3b), resulting in a border between Rl and 

R2 that is more curved and natural. 

For smaller a values (e.g. 0.1), many sub-regions contained a small number of 

pixels. Some of these sub-regions may not have merged with surrounding regions 

due to noise artifacts in the CT image. Forcing these small sub-regions to merge 

with their neighbours did not change the stress results of the subsequent FE 

analysis. 
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Ideally, merging should be performed with the split criterion (equation (1)) so the 

merging process does not undo the results of the splitting. However, merging 

with the split criterion biased the results towards the order in which the meso-

regions were merged. Bias was prevented by merging with a criterion based on 

the spread (i.e. equation (2)) rather than the mean of the attenuations (i.e. equation 

(1)). This process does not undo the split results (and therefore does not bias) if 

the spread of a merged meso-region maintains the spread of the original meso-

region. It should be noted that, in this study, the term "grouping" is meant to 

describe the combination of the splitting and merging procedures. The amount of 

grouping, i.e. the level of heterogeneity represented in the model, is essentially 

controlled at the splitting stage by the tolerance parameter (a); the results of the 

merge procedure are not individually adjusted and are completely a consequence 

of results of the splitting procedure. 

The degree of heterogeneity in the bone was adjusted using the tolerance factor, a, 

in the split criterion (equation (1)). The CPU time was observed for various 

levels of heterogeneity by adjusting a between 0 and 0.5. Thus, when a=0.5, all 

attenuations within a region or sub-region are within 50% of the mean 

attenuation. Fifteen tolerance levels were examined in total (0, 3, 6, 10, 13, 16, 

20, 23, 26, 30, 33, 36, 40, 43, 46, and 50%), but particular emphasis was placed 

on tolerances of 0% (no grouping), 10%, 20%, 30%, 40%, and 50%) to observe the 

general trend. The CPU time needed to group the bone using tolerances of 10%, 

20%, 30%), 40%o, and 50%> was analyzed. The appropriateness of a particular 

grouping can also be characterized by comparing von Mises stresses, strain 

energy densities and nodal displacements in a FE model. The development of the 

FE model is described in detail in Section 3.2.4. All operations were performed 

on an Intel Pentium D (3 GHz, 1 Gb RAM) personal computer. 

A baseline model with no grouping (i.e. one material property is assigned to one 

element) was used as a benchmark in this study, and was assumed to be the most 

accurate in terms of stress level. However, the baseline model should not be 
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interpreted as being the optimal model since it did not provide the best 

compromise between computational expense and solution accuracy (see below). 

3.2.3 Determining Material Properties 

Once merging was completed, the mean attenuation of each meso-region was 

calculated. The elastic constants were calculated using the mean attenuation, 

which was generally different than the pre-merge mean. The mean attenuation 

was converted into elastic constants using empirical relationships. The following 

power relationship was used to determine the apparent density from the CT 

attenuation, HU (Hounsfield Units), for both cortical and cancellous bones 

(Snyder and Schneider, 1991): 

/? = 10.488M/0689655 (2) 

This relationship yields the apparent density p in kg/m3. Separate relationships 

were used to calculate Young's and shear moduli for the cortical and cancellous 

bones. The relationships used to calculate the elastic constants for the femur and 

tibia are provided in Appendix B. To investigate the effects of homogeneity, a 

single set of elastic constants for each of the cortical and cancellous bones in the 

distal femur was calculated from their average CT attenuations (see Table B.l in 

Appendix B). To investigate the effects of isotropy, the distal femur baseline 

model was modified by retaining only the axial Young's modulus and assigning a 

Poisson's ratio of 0.3 (Au et al., 2005) to each material property group. 

3.2.4 Finite Element Model 

FE models of the subject's femur and tibia bones were created to demonstrate the 

appropriateness of the grouping strategy via a convergence analysis. Three 

convergence indicators typically used in convergence analyses were employed in 

this study to compare the appropriateness of a particular grouping result, i.e. von 

Mises stress, strain energy density and nodal displacement (Zannoni et al., 1998; 

Viceconti et al., 1998; Peng et al., 2006). In FE modeling, accuracy is used as a 

measure of convergence, while validity indicates how faithfully the physical 

problem is simulated (Polgar et al., 2003). Thus, the convergence results can only 
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be used as a measure of internal accuracy, and are not necessarily indicative of 

true stress levels. A model was assumed to be accurate when all three indicators 

varied by less than 5% from baseline levels. 

Geometries of the femur and tibia were generated from a CAD model created 

using the technique described in Chapter 2. The geometries were exported to 

ANSYS (Swanson Inc., Houston, PA) and meshed with 2 mm 10-node tetrahedral 

elements using HyperMesh (Altair Inc., Troy, MI) (Fig 3.4). The resulting femur 

model consisted of 107,498 elements (25,328 cortical and 82,170 cancellous) and 

152,779 nodes. The tibia FE model consisted of 106,175 elements (24,680 

cortical and 81,495 cancellous) and 149,997 nodes. 

The grouping operation was performed exclusively in MATLAB, in isolation 

from the FE model. Once the grouping was completed, each bone meso-region 

was mapped to the FE mesh. To assign material properties to an element, the 

attenuation values of all voxels from the CT domain that intersected a particular 

element volume were averaged and assigned to the element in the FE domain. 

This average attenuation was then used to find Young's and shear moduli 

according to the technique described in Appendix B. Separate models were 

created for the 5 tolerance levels, as well as a baseline model with no grouping. 

In each of the 12 models (6 for the femur and 6 for the tibia), two point loads of 

1000 N compression were placed on the condyles while the base of the shaft was 

fixed in all directions. The CPU time needed to generate a solution was observed 

for each model. 

The cortex of each FE model was divided into 16 segments for a more detailed 

examination (Fig 3.4). A control segment was selected in the lateral cortex of the 

femur where the largest stresses and strain energy densities were observed (aside 

from the boundary conditions) (Fig 3.4); in the tibia, the control segment was in 

the posterior cortex. A Student's t-test was used to compare the stresses at each 

tolerance level with the baseline stresses. The appropriateness of the groupings at 
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each tolerance were examined with a two-tailed, unequal variance t-test, with 

significance assumed when P<Q.05. These control segments were positioned 

sufficiently far from the boundary conditions to prevent influence from stress 

concentrations. 

The remaining 15 segments in both bones were also observed, and showed trends 

similar to those observed in the control segment. Hence, the results from the 

control segment were used to demonstrate the general trends of the model. 

3.2.5 Verification of grouping results 

It is difficult to experimentally verify if the groups formed by the region split and 

merge technique have similar density because bone with similar density cannot 

easily be identified through bench-top or in vivo examination. However, bone 

density is strongly correlated with attenuation levels in CT images. Thresholding 

using an attenuation window is one way to highlight bone of similar density in a 

CT image. The pattern displayed by the highlighted bone in the thresholded 

image will change with adjustment of the attenuation window. A basic 

verification was performed by visually comparing thresholded CT slices of the 

subject's femur and tibia with their computed counterparts. In each slice, the split 

and merge procedure was applied with a tolerance level of 20%. This tolerance 

level was selected as it provided large groups of bone that were easily 

distinguishable in the CT image and, as will be shown below, resulted in the most 

accurate and computationally efficient model. After merging, the attenuation 

range of the largest meso-region was observed. The range was used to specify 

adjust the attenuation window for the corresponding thresholded CT slice. The 

attenuation window was applied as a binary threshold to the CT image, with 

pixels in black falling within the window. The shape of the region highlighted in 

the CT image was compared with the shape of the computed counterpart. 
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3.3 Results 

3.3.1 Material Properties Distribution 

Grouping the bone into meso-regions of similar attenuation substantially reduced 

the number of material property sets. Without any grouping, the femur FE model 

contained 47,159 different material properties (cortical and cancellous bone 

combined). Grouping with a 50% tolerance (i.e. reducing the degree of 

heterogeneity) reduced the number of material property sets to 1,210. A similar 

trend was seen with the FE tibia model (Table 3.2). 

To gain a sense of the effect of the merging process, attenuation values before and 

after merging were observed for all levels of tolerance. A distribution of the 

attenuations showed a shift toward the median values of the baseline model's 

distribution. In the femur, the larger groups had attenuations of approximately 

500 to 600 HU (Fig 3.5). In general, at higher tolerances, groups containing mid-

level HU tended to be more frequent. Because several non-linear relationships 

were used to translate the HU to stiffness (see Appendix B), the frequency 

distribution of Young's moduli was slightly different from the HU distribution. 

However, because the merging operation is performed on the attenuation field, 

analysis of the results of the merging technique was focused on HU. 

3.3.2 Computation time 

The computational effort in this study was observed at two different intervals. 

The CPU time was measured during the grouping operation and then again during 

the FE operation. The finite element analysis time was differentiated into the time 

needed to assign material properties to the elements and the solution generation 

time. The time required to perform each operation is shown in Table 3.3. 

Operating at 10% tolerance required the greatest computational effort because 

time was needed to both group and calculate a solution. Implementing grouping 

at 50% tolerance required 97% less CPU time compared to no grouping. 
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3.3.3 Convergence 

Solution convergence was studied by observing von Mises stresses, strain energy 

densities, and displacements in the control region. For each indicator, the 

convergence of three metrics was separately examined to determine the tolerance 

level at which convergence was reached. Note that the convergence was assessed 

with regards to the benchmark described earlier. Once the convergence was 

observed, an objective criterion for the level of heterogeneity was essentially 

established. 

3.3.3.1 Von Mises Stress 

For the von Mises stress indicator, the first metric observed was the maximum 

stress level of the control segment. Maximum stress converged toward the 

baseline value when a tolerance of less than 23% was applied (Fig 3.6a). A more 

detailed analysis was employed by observing the second metric, i.e. the stress 

levels of each element in the control segment. The stress levels of the elements 

(averaged together) generally decreased with increasing tolerance and diverged 

from the baseline stress when a tolerance of greater than 20% was used (Fig 3.7). 

The difference became significantly different with tolerances greater than 40% 

(Table 3.4). The third metric presented another method of measuring stress 

change, calculating the percentage change in stress level from its baseline level 

(A<rD,i.e. 

A(Te -\°tol ~ °baseline )'°baseline]. ( j ) 

where a™ is the von Mises stress at a selected tolerance level, cr™eljne is the stress 

at the baseline level, and / is the element index. This indicator measured the 

impact (in the context of stress change) of altering the Young's modulus of an 

individual element (a consequence of the grouping) from its "natural" non-

grouped modulus. Once ts.o™ was determined for each element in the control 

segment, its mean value was calculated; this value is not the same as the 

percentage difference calculated from the mean stresses in Table 3.4. The mean 
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Ac™ became greater than 5% when a tolerance of greater than 23% was applied 

(Fig 3.7a), with the difference becoming statistically significant when the 

tolerance was larger than 40% (Table 3.4). Considering the three different 

metrics, a tolerance of less than 20% must be applied to obtain accurate stresses 

for the case studied here. The convergence results of the FE tibia model showed a 

similar trend to the femur model, with stress accuracy achieved at approximately 

20% tolerance (Fig 3.7b). 

3.3.3.2 Strain Energy Density 

The strain energy density was analyzed in the exact same manner as von Mises 

stress. Maximum strain energy density (SED) in the control segment converged 

toward the baseline value with tolerances below 23% (Fig 3.6a). The average 

SED in the elements of the control segment generally increased with larger 

tolerances and diverged away from baseline SED with tolerances greater than 

23% (Fig 3.8). The difference became statistically significant with tolerances 

greater than 30% (Table 3.5). The percentage change of SED in each element 

relative to its baseline level (ASEDe) was calculated in the same manner as 

Ao™ . The mean ASEDe was greater than 5% with tolerance levels greater than 

26% (Fig 3.8). This became significantly different when the tolerance was greater 

than 30% (Table 3.5). When considering SED, grouping using a tolerance of less 

than 23% will generate accurate solutions for the case studied here. In the tibia, 

SED convergence to baseline model values occurred at approximately 16% for all 

three metrics. These results were not displayed as they were similar to those of 

the femur model. 

3.3.3.3 Nodal Displacement 

Three metrics were also examined for the displacement, except displacements in 

the control segment were observed at nodes since element displacements were not 

available. Maximum nodal displacements converged toward baseline values with 

tolerances less than 16% (Fig 3.6b). Displacements averaged over the control 
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segment grew with increasing tolerance (Fig 3.9), becoming significantly 

different when tolerance was larger than 30% (Table 3.6). The percentage change 

in nodal displacement (At/„) relative to the baseline model also increased with 

greater tolerance. The mean At/„was greater than 5% when tolerance levels 

greater than 20% were employed (Fig 3.9), becoming significantly different when 

the tolerance was larger than 30% (Table 3.6). Considering the three different 

ways of analyzing displacement, a tolerance of less than 16% should be applied in 

order for nodal displacements to be accurate. In the tibia, all three displacement 

metrics converged to baseline model values at approximately 16% tolerance. 

These results were also not displayed as they were similar to those of the femur 

model. 

For the specific case examined in this study, taking into account all three 

convergence indicators (i.e. stress, strain energy density and nodal displacement), 

the FE solution for the femur model would be considered accurate if the material 

properties were grouped using a tolerance level (a) of at most 16% to 20%. The 

FE tibia model was accurate when material properties were grouped with a 

slightly lower tolerance level of 16%. These tolerance values represent an 

objective level of heterogeneity that is most appropriate for the models of the 

particular subject. 

3.3.3.4 Homogeneous and Isotropic Models 

The FE femur model with homogeneous bone produced significantly different 

von Mises stresses, SED and nodal displacements compared to the fully 

heterogeneous baseline model (Table 3.7). Similarly, the incorporation of fully 

isotropic material properties resulted in significantly different von Mises stress, 

SED, and displacement differences from the baseline levels (Table 3.7). 

3.3.4 Verification of grouping results 

Two major bone groups were visible after applying the grouping procedure (with 

a tolerance level of 20%) to a CT slice of the femur. One group (containing bone 
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between 456 and 1138 HU) had two wing-like sections centered about the 

intercondylar notch. The corresponding CT image, thresholded with a 456 to 

1138 HU attenuation window, produced an area of highlighted bone with similar 

shape (Fig 3.10). The second group was notable because of its hollow patch in 

the center; in its corresponding CT image thresholded with a 195 to 737 HU 

window, the cancellous bone in the center was also absent (Fig 3.11). This 

uncaptured region in the center is similar in shape to the hollow region of the 

merged bone. 

Grouping of bone in a proximal tibia slice produced a meso-region with a large 

gap down the center (Fig 3.12). In the corresponding thresholded CT image, 

highlighted bone appeared on the medial and lateral regions with none appearing 

in the center. 

3.4 Discussion 

In subject-specific FE models, an appropriate representation of a subject's unique 

bone tissue properties is critical to accurate stress predictions. Bone density 

distribution in a subject's knee is heterogeneous and must be modeled in some 

fashion. The modeling of heterogeneous bone is typically simplified in FE 

models by grouping bone of similar density together. The conventional technique 

is to group solely on the density (or attenuation) of the bone without considering 

the anatomical location of the bone. Whereas this may be suitable for 

computational purposes, it gives no insight into the condition of the bone. A new 

technique is presented which performs a spatial analysis of the bone condition 

before grouping. As a result, bone groups that are formed not only have similar 

density but are spatially distinct from other groups; in essence, patches of bone 

with similar physiological condition are identified. 

Such grouping is unique to this technique because it allows for regions with 

overlapping attenuations unlike the conventional method where bone is grouped 

in regions with distinct non-intersecting attenuation ranges (Peng et al., 2006; 
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Lengsfeld et al., 1998; Keyak et al., 1993). A comparison of the two merging 

techniques can be provided using a bone slice from the distal tibia. Using the 

technique presented in this study, the merged bone contained three regions with 

overlapping attenuation ranges (Fig 3.13). Regions 1 and 3 contained very similar 

attenuation ranges compared to the much lower range of Region 2. Using the 

conventional method described in Taddei et al. (2006), the tibial bone was divided 

into 381 groups, each with a range of approximately 4 HU. Even with such a 

narrow range, each group generally contained bone throughout the tibia because 

of the heterogeneous nature of bone. For example, the group that captured 

anterior bone similar to Region 1 also captured some posterior cancellous bone 

(Fig 3.13b). These two regions are physically removed from each other, and 

therefore our technique considers them as distinct groups despite their similar 

attenuations. This method provides much more flexibility in distinguishing 

regions of similar bone to accommodate the extremely heterogeneous nature of 

bone. 

The development of a methodology to detect localized regions of similar bone 

density within extremely heterogeneous bone tissue can have exciting clinical 

applications. For example, the technique can be used as a tool for detecting early 

failure of total knee replacement (TKR) surgery. Post-operative CT images of 

TKR recipients can be analyzed to identify and, more importantly, quantify 

regions of relatively weaker bone in the knee. The potential shrinkage of these 

regions of interest due to osteoporosis can be tracked over time and the change in 

the actual bone density values of such regions can be calculated. Using such 

information, the clinician can recommend treatment programs to improve the 

outcome of the TKR surgery for the patient. 

The difficulty in distinguishing cortical from cancellous bone geometry in 

subject-specific modeling techniques has led to the use of bone grouping to assist 

in segmentation (Taddei et al., 2004). The method to date cannot clearly 

distinguish between cortical and cancellous bone, as can be seen in Figs 3.10 to 
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3.12, where groups meant to exclusively group cancellous bone inadvertently 

captured cortical bone as well. This is a consequence of the physiological nature 

of bone whereby density is not always associated with its location. Thus, using 

the conventional material properties modeling technique to perform segmentation 

is not likely to be successful. Even with the inherent spatial analysis in the 

technique presented here, some cancellous bone meso-regions would merge with 

cortical bone meso-regions if the two bones were not considered separately. 

The consequences of an inability to distinguish cortical from cancellous bone 

should not be underestimated. The empirical relationships used to estimate the 

stiffness of the cortical bone are different from those used for the cancellous bone 

(Rho et al., 1995). If a bone group contains a mixture of cortical and cancellous 

bone and its stiffness is interpreted with a relationship intended exclusively for 

cortical bone, the stiffness of the group will generally be overestimated. As an 

alternative, many studies have used the relationship reported in Carter and Hayes 

(1977), which is supposedly applicable across the range of cortical and cancellous 

bone densities. However, it has been shown that mechanical properties of cortical 

and cancellous bones are too different to be described by a single relationship 

(Rice et al., 1988; Rho et al., 1995). Since neither the conventional technique nor 

the technique presented in this study can adequately separate cortical from 

cancellous bone, a geometry-based technique such as the one presented in Chapter 

2 must be relied upon to distinguish the two bones before their material properties 

can be interpreted from the CT data. 

3.4.1 Verification of grouping results 

It is difficult to experimentally verify the results of the present technique because 

regions with small density ranges cannot easily be identified in vitro and is even 

more difficult in vivo. A method of verifying the appropriateness of the groups 

generated by the technique presented in this study was through visual comparison 

with groups generated by a commonly used method. Thresholding is essentially a 

method of identifying a single group of bone of similar density within a CT 

87 



image, with a similarity criterion defined by the attenuation window. The region 

split and merge technique identifies groups of similar bone under a different 

similarity criterion defined by a tolerance parameter (a). For an identical 

attenuation range, the bone group generated using the thresholding technique 

should contain relatively the same bone as the group generated using the region 

split and merge technique, although the split and merge procedure may have sub­

divided the thresholded bone into several groups if they were not physically 

connected. 

Bone grouped at demonstrated slices in the femur and tibia produced meso-

regions with very unique shapes that were also distinguishable in the thresholded 

groups. For example, adjusting the attenuation window to a range of 456 to 1138 

HU produced a wing-shaped group in the thresholded image that was also 

generated by the region split and merge technique. Several other irregularly 

shaped groups containing large holes or gaps were verified against the 

thresholding technique for a number of different attenuation windows. However, 

the regions formed in split and merge technique did not include the small isolated 

groups of bone scattered throughout the thresholded image. This demonstrated 

the unique ability of this technique to identify bone that is anatomically 

representative, i.e. the groups formed are spatially similar in addition to having 

similar attenuation. 

The clear similarity between the groups produced with the region split and merge 

technique and the threshold technique provides strong evidence toward the 

appropriateness of the former technique in identifying naturally observed patterns 

in bone density. It should be emphasized that the group produced in the region 

split and merge was not obtained by adjusting an attenuation window but was 

arrived at objectively as a consequence of grouping based on a non-attenuation 

based parameter (a). 

88 



The grouping procedure used 2 different constraints to identify bone of similar 

attenuation, rather than using the same constraint for both stages of the procedure 

as is normally recommended (Gonzalez and Woods, 2008). This was necessary to 

avoid biasing the results towards the order in which the regions were merged. 

With a spread-based constraint (equation (2)), grouping results were insensitive to 
« 

the merging order. The appropriateness of applying two different constraints was 

confirmed from the results of the verification. 

3.4.2 Convergence Tolerance 

The merging technique was applied to FE models of the femur and tibia to 

objectively determine a level of heterogeneity that provided both computational 

savings and an accurate solution. Modeling full heterogeneity is computationally 

expensive and can be eased by collecting bone into groups with similar densities. 

Within a certain tolerance level, the stress, SED and displacement results of these 

simplified models still converged toward the results of the fully heterogeneous 

model. Accurate solutions (i.e. within 5% of baseline values) were achieved 

when tolerance levels of less than 20% were used in the grouping procedure (Fig 

3.14). In the FE femur model, this degree of heterogeneity required 19,454 

unique material property sets. 

The number of material property sets needed to generate accurate solutions in 

other FE femur models was much lower than the number suggested in this study. 

At least 15 different material properties needed to be assigned to a proximal 

femur model to generate maximum von Mises stresses and displacements within 

5% of baseline levels (Peng et al, 2006). In a distal femur, at least 23 materials 

were needed to yield a maximum SED error below 10% of baseline (Zannoni et 

al., 1998). However, a greater level of heterogeneity seems to be associated with 

better accuracy: a proximal femur model containing 82 groups achieved good 

accuracy (r =0.77; Keyak et al., 1993) while a model containing 381 groups 

achieved an even better accuracy (r2=0.91; Taddei et al., 2006). 
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However, the above comparison must be tempered by the fact that the above 

models were mainly proximal femora. Also, the grouping technique developed in 

this study was based on completely different principals. The conventional 

technique groups bone based on an adjustable attenuation window whereas this 

technique groups bone based on a combination of spatial and attenuation criteria. 

This technique presented here uses a greater amount of distinction in its grouping 

analysis, resulting in smaller and more numerous groups. As illustrated by Fig 

3.13, larger groups in the other models would likely be broken down into smaller 

groups with the present technique. Most importantly, the number of material 

property groups employed in the above models varied greatly, a consequence of 

the subjective nature of the conventional material properties modeling technique. 

The studies offered no explanation for the particular selection of bone groups, 

suggesting that the level of heterogeneity modeled was purely arbitrary. Thus, it 

is difficult to establish what is considered an appropriate level of heterogeneity 

when the conventional technique is applied. This can be established by the 

present technique based on an objective parameter, i.e. tolerance level. 

Incorporating such a technique would allow better comparison across various 

subjects to gain a general sense of how much heterogeneity needs to be modeled. 

3.4.3 Homogeneous and Isotropic Bone Properties 

Increasing the tolerance level reduces the number of groups by assuming that 

bone which can be quite different is rather similar. With a large enough tolerance, 

all bone would be assumed similar, i.e. homogeneous. Previous studies have 

demonstrated that homogeneity affects the results of stress, displacement, and 

strain energy density distribution (Zannoni et al., 1998; Peng et al., 2006; Taddei 

et al., 2006). Stresses and displacements in a FE proximal femur model were 

quite different when homogeneity was assumed (Peng et al., 2006). Similarly, a 

distal femur model assuming homogeneous bone produced a maximum strain 

energy density 170% greater than when 614 different material properties were 

used (Zannoni et al., 1998). 
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In this study, it was found that homogeneity affected stress, SED, and 

displacement results in the distal femur (Table 3.7). The results were quite 

similar to those seen when a 50% tolerance was used in the grouping procedure, 

and therefore were not considered accurate relative to the baseline model. Hence, 

merging with a 50% tolerance is rather impractical since computational effort is 

required to generate over 1000 different bone groups yet the stress solution is 

practically identical to a homogeneous model. The Young's moduli of cortical 

and cancellous bones in the homogeneous model was considerably different than 

that assumed in another subject-specific homogeneous model, e.g. 19.3 GPa 

(cortex) and 590 MPa (cancellous) (Taddei et al., 2006). It is unclear how the two 

bone types were delineated in that model but, in this study, cortical and cancellous 

bones were carefully distinguished using the technique described in Chapter 2. 

Therefore, cortical and cancellous bones were interpreted using different 

equations (Rho et al., 1995) whereas the other study employed one single 

equation to interpret both bone types. 

A parametric comparison of isotropic and orthotropic bone properties showed 

they only had small differences on stresses and displacements in the proximal 

femur (Peng et al., 2006). However, in this study, significant stress, SED, and 

displacement differences were seen in the distal femur (Table 3.7), even under 

axial loading for which the assumption of isotropic bone is most applicable 

(Huiskes et al., 1983). The results of this study suggest that material property 

simplifications such as homogeneity and isotropy that are appropriate for the 

proximal femur cannot automatically be assumed to be appropriate for the distal 

femur. The greater sensitivity to these two particular characteristics may originate 

from the large differences in anatomical geometries and material properties 

between the proximal and distal femora (Rho, 1992), and would suggest that their 

biomechanical responses to axial loading are likely different. 
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3.4.4 Computational Effort 

The main necessity of employing a grouping procedure is to reduce computational 

time while maintaining the integrity of the results. In the baseline model, where 

each element is assigned a unique material property, the computational time 

required to assign the material properties was greater than the time needed to 

calculate the actual solution. The grouping operation adds additional time to the 

modeling process but is ultimately beneficial through reduced material property 

assignment time. However, a computationally-reduced model must at minimum 

generate an accurate solution. The baseline model took 444 minutes of CPU time 

to produce a solution. However, similarly acceptable stress predictions (i.e. 

within 5% of baseline levels) can be generated in half the time by modeling 

heterogeneity with a tolerance level of 20%. 

In the subject-specific FE models of this study, stresses, strain energy densities, 

and displacements in the control region exhibited instabilities at tolerances larger 

than 30%, as seen in the peaks and valleys of the trends displayed in Figs 3.6 to 

3.8. The idea of the grouping technique is to replace the true attenuation of the 

bone with a slightly less accurate but representative attenuation. A slight 

deviation in attenuation will produce a slightly different but acceptable result in 

the finite element model. However, for the case studied, the deviation became 

unacceptable at tolerances above 30%, since a majority of the pixels were 

grouped into mid-range attenuation levels (Fig 3.5). The grouping was not always 

predictable because of the complex bone density distributions present in 

physiological systems. As a result, some unrepresentative low- to mid-range 

attenuation groups dominated, thus reducing the general stress level and 

underestimating the true stresses. In contrast, the 20% tolerance level generated 

an even distribution of groups in low-, mid- and upper-range attenuation levels. 

As such, a more accurate reflection of the true stress state was generated. 
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3.4.5 Mapping Strategy 

Techniques used to map CT data to finite elements can influence the stress 

distribution (Taddei et al., 2004). In this study, element attenuations were 

calculated by averaging the attenuations of voxels intersecting the element. A 

simpler and faster approach to mapping the groups was to assign each finite 

element the attenuation of its nearest CT voxel (Merz et al., 1996; Peng et al., 

2006). This approach reduced the number of unique property sets in the FE 

model to amounts that were similar to other FE studies (Keyak et al., 1993; 

Taddei et al., 2006) (Table 3.8). The smaller number of groups reduced 

computational time used in finite element analysis, but the models generated 

stresses that were noticeably different from their counterparts (Table 3.9). Such 

stresses are likely less representative of the physiological situation. Although 

averaging the CT data to estimate the element attenuation substantially increased 

the CPU time, it likely produced a better representation of bone heterogeneity, 

and has been shown to produce accurate stress predictions (Taddei et al., 2006). 

3.5 Summary and Conclusions 

In this study, subject-specific models of the distal femur and proximal tibia with 

accurately defined cortical bone thicknesses were used to examine the modeling 

of bone heterogeneity. An innovative application of an image processing 

technique in the context of material properties modeling was introduced to 

facilitate a new grouping strategy, which gathered together bone based not only 

on density but also on location. The technique emphasized the need for an 

objective methodology to model an appropriate level of heterogeneity that 

captures the natural variation of bone density seen in CT images. The subsequent 

FE models would lend themselves to better FE analyses. 

A comparison with thresholded CT images verified that bone groups generated 

from the new technique were anatomically realistic. The verified technique was 

used to examine the minimal level of heterogeneity needed in a FE model to 

generate an accurate solution with minimal computational effort. A fully 
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heterogeneous model containing unique material properties for each finite 

element was not necessary to generate an appropriate solution. Von Mises stress, 

strain energy density, and nodal displacements could still be predicted within 5% 

accuracy using a simplified FE femur model containing approximately 20,000 

(rather than 47,000) bone groups, each with attenuations varying less than 20% 

from the group mean. In the FE tibia model, a maximum attenuation variability 

of 16% was needed to achieve an accurate solution. For both models, a 

substantial computational time savings of 60% was gained with the simplified 

bone properties. An oversimplified representation of bone properties, such as 

homogeneity and isotropy, produced significantly different stress levels from the 

more representative heterogeneous models. 
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Table 3.1: Specifications of CT images obtained in vivo from a 37-year-old 

human female. 

01. ~ . ,. „. Field of View Thickness Separation Overlap Resolution 
Slice Orientation . , , . , . , , r , , . ,. 

(mm) (mm) (mm) (mm) (mm/pixel) 
Transverse 300 1.25 1.0 0.25 0.5859 

Sagittal 300 2JX) 2,9 0 0.5859 

Table 3.2: Number of groups generated from grouping operation for each 

tolerance. The groups include cortical and cancellous bone. 

Tolerance (%) 
0 
10 
20 
30 
40 
50 

Femur 
47,159 
35,944 
19,454 
4,973 
2,959 
1,210 

Tibia 
40,605 
26,092 
14,652 
2,341 
1,183 
261 

Table 3.3: Computational times needed to group bone into similar regions using 

MATLAB. Times to assign material properties to the model and solution 

generation times are also compared for different tolerance levels. 

Tolerance 
(%) 

0 
10 
20 
30 
40 
50 

Grouping time 
(minutes) 

N/A 
186 
50 
17 
8 
4 

Material properties 
assignment time 

(minutes) 
440 
345 
117 
29 
20 
7 

Solution time 
(minutes) 

4 
4 
4 
4 
4 
4 

Total time 
(minutes) 

444 
535 
171 
50 
32 
15 
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Table 3.4: Mean and standard deviation of von Mises stress in elements of control 

segment at various tolerance levels. Also included are the mean and standard 

deviation of relative stress difference (ACT™ , calculated from equation (3)) for 

each tolerance level. The mean Ao™ is not calculated from the mean stress 

values in the second column from the left hand side of the Table. (*) indicates a 

significant difference from the baseline (0% tolerance) stress. 

Tolerance 
(%) 

0 
10 
20 
30 
40 
50 

Von Mises Stress 
Mean 
(MPa) 
4.34 
4.29 
4.33 
4.31 
3.87* 
3.67* 

SD 
(MPa) 
2.82 
2.81 
2.87 
2.53 
2.32 
2.29 

Stress Difference from Baseline ( ACT™ ) 

Mean 

--

2% 
4% 
11% 
16%* 
19%* 

SD 

--

2% 
3% 
10% 
11% 
12% 

Table 3.5: Mean and standard deviation of strain energy density (SED) in 

elements of control segment at various tolerance levels. Also included are the 

mean and standard deviation of relative SED difference (ASEDJ for each 

tolerance level. The mean ASEDe is not calculated from the mean SED the 

second column from the left hand side of Table. (*) indicates a significant 

difference from the baseline (0% tolerance) SED. 

Tolerance 
(%) 

0 
10 
20 
30 
40 
50 

Strain Ener 
Mean 

(J/mm3) 
1.84x10^ 
1.83X10-3 

1.83xl0"3 

2.18xl0"3* 
2.07xl0"3* 
2.14xl0"3* 

gy Density 
SD 

(J/mm3) 
2.57x10"J 

2.59x10"3 

2.56x10-3 

2.97x10"3 

2.96x10"3 

3.17xl0"3 

SED Difference from Baseline (ASEDe) 

Mean 

~ 

3% 
4% 

23%* 
18%* 
19%* 

SD 

~ 

2% 
3% 
16% 
16% 
16% 
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Table 3.6: Mean and standard deviation of nodal displacements in control region 

at various tolerance levels. Also included are the mean and standard deviation of 

relative displacement difference (AUn) for each tolerance level. The mean 

AUn is not calculated from the mean displacement in the second column from the 

left hand side of Table. (*) indicates a significant difference from the baseline 

(0% tolerance) displacement. 

Tolerance 
(%) 

0 
10 
20 
30 
40 
50 

Nodal Displacement 

Mean 
(mm) 

2.44x10"2 

2.46x10"2 

2.53xl0"2 

2.89xl0"2* 
3.13xl0"2* 
3.38xl0-2* 

SD 
(mm) 

1.85xl0"2 

1.85xl0"2 

1.85xl0"2 

2.14xl0"2 

2.20x10"2 

2.35xl0"2 

Displacement 

Mean 

~ 

1% 
5% 

18%* 
32%* 
43%* 

Difference from Baseline 
(A£/„) 

SD 

~ 

1% 
3% 
6% 
9% 
11% 
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Table 3.8: A comparison of the number of groups generated using two different 

mapping strategies. The first strategy averaged the pixel attenuations intersecting 

an element (AVERAGED); the second assigned an element the attenuation value 

of the nearest pixel (UNAVERAGED). Results are compared for both cortical 

and cancellous bone. 

Number of Groups 
Tolerance 

(%) 
0 
10 
20 
30 
40 
50 

Cortical Bone 
Averaged 

12,420 
10,294 
5,976 
3,134 
1,298 
358 

Unaveraged 
1,206 

67 
29 
8 
8 
5 

Cancellous Bone 
Averaged 

34,739 
25,650 
13,478 
1,839 
1,661 
852 

Unaveraged 
892 
62 
28 
7 
6 
5 

Table 3.9: A comparison of the von Mises stresses in control segment of FE femur 

model with elements mapped using two strategies. The first strategy averaged the 

pixel attenuations intersecting an element (A VERAGED); the second assigned an 

element the attenuation value of the nearest pixel (UNAVERAGED). 

Von Mises Stress (MPa) 
Tolerance 

(%) 
0 
10 
20 
30 
40 
50 

Averaged 
Mean SD 
4.34 2.82 
4.29 2.81 
4.33 2.87 
4.31 2.53 
3.87 2.32 
3.67 2.29 

Unaveraged 
Mean SD 
4.58 2.89 
4.53 2.87 
4.58 2.94 
4.57 2.54 
3.96 2.30 
3.68 2.29 
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Figure 3.3: An example of the enhanced merge procedure, which allows smaller 

parts of a whole region to be merged. The attenuation spread of Rl is 800 - 1200 

HU; the spread of R2 is 900 - 1300 HU. If only whole regions are allowed to 

merge, regions Rl and R2 would remain separate with a straight border between 

them, as shown in (a). With the enhanced procedure, which allows for curved 

borders between neighbouring regions, a sub-region of R2 would merge with Rl 

resulting in a curved border between the regions, as shown in (b) (note that the 

dark boxes (pixels) will form part of the curve). The spread of Rl would remain 

800 -1200 HU while the spread of R2 becomes 1250 -1300 HU. 
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Figure 3.4: The 16 divided segments of the femur cortex with control segment 

used for convergence analysis identified. 

103 



90 

80 

j» 70 
X 

E 60 

,£ 50 
M-

o 
o> 40 
m 
1 30 
5! 20 

10 

• Tolerance=0% 

Q Tolerance=20% 

S Tolerance=40% 

-100 0 100 200 300 400 500 600 700 800 900 1000 1100 
HU 

600 

Figure 3.5: Distribution of attenuation values for femur (a) cortical bone and (b) 

cancellous bone grouped using three different tolerance levels. 
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Figure 3.6: The maximum von Mises stress, strain energy density and nodal 

displacements as a function of tolerance level. For FE femur model: (a) 

Comparison of max imum von Mises stress and strain energy density with 

tolerance levels in control segment (the line is to guide the eyes); (b) comparison 

of maximum nodal displacement with tolerance levels in control segment. 

Stresses data should be read from left axis; strain energy density should be read 

from right axis. 
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Figure 3.7: Comparison of mean von Mises stresses with tolerance level (left 

axis). The mean stress change in each element from baseline levels are also 

compared for various tolerance levels (right axis). The results for the FE femur 

and tibia models are displayed in (a) and (b), respectively. The lines are to guide 

the eyes. 
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Figure 3.8: Comparison of mean strain energy density with tolerance level (left 

axis) for the FE femur model. The mean strain energy density change in each 

element from baseline levels are also compared for various tolerance levels (right 

axis). The line is to guide the eyes. 

0.036 

0.034 

¥ 
E 

> w 

em
e 

o 
™ 
& 
=5 
15 

? c 
c 

s i 

0.032 

0.030 

0.028 

0.026 

0.024 

0.022 

0.020 

• / - * 

• • 

/ 

/ 

• • • • • 

j f 

«,_ . • & 

_ja— 

/ 

50 

+ 45 

40 

35 

30 

25 

20 

15 

10 

5 

I 

0 5 10 15 20 25 30 35 40 45 50 

Tolerance (%) 

Figure 3.9: Comparison of mean nodal displacement with tolerance level (left 

axis) for the FE femur model. The mean displacement change in each node from 

baseline levels are also compared for various tolerance levels (right axis). The 

line is to guide the eyes. 
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(a) (b) 

Figure 3.10: The cancellous bone of a CT slice of the femur located 

approximately 28 mm from the joint line merged using a tolerance level of 20%. 

A region containing attenuations between 456 and 1138 HU emerged, shown in 

(a). The CT image was thresholded using this range resulting in the image shown 

in (b), where the highlighted bone anterior to the intercondylar notch is very 

similar in shape to the merged region. Note that (a) is a zoomed view of area 
shown in (b). 

Figure 3.11: The cancellous bone of a CT slice of the femur located 

approximately 28 mm from the joint line merged using a tolerance level of 20%. 

A region containing attenuations between 195 and 737 HU emerged, shown in (a). 

The CT image was thresholded using this range resulting in the image shown in 

(b), where the highlighted bone is very similar in shape to the merged region, 

including the softer cancellous bone in the regions enclosed by the red border. 
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(a) (b) 

Figure 3.12: The cancellous bone of a CT slice of the tibia located approximately 

20 mm from the joint line merged using a tolerance level of 20%. A region 

containing attenuations between 243 and 848 HU emerged, shown in (a). The CT 

image was thresholded using this range resulting in the image shown in (b), where 

the highlighted bone is very similar in shape to the merged region, including the 

softer cancellous bone in the center. 
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Figure 3.13: The cancellous bone of a CT slice of the tibia located approximately 

55 mm from the joint line merged using a tolerance level of 20%. Regions with 

three separate attenuations ranges emerged, shown in (a). Region 1 contains 

attenuations from 358 to 1017 HU; region 2 contains attenuations from -102 to 

339 HU; region 3 contains attenuations from 337 to 1000 HU. The bone was also 

grouped with a conventional method. A resulting region containing attenuations 

from 356 to 360 HU is shown in (b). Using this method, outer fringes of cortical 

bone were also captured with the cancellous bone. Note that this is a result of the 

methods used to date. 
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Figure 3.14: A comparison of von Mises stress accuracy and computational time 

required to generate solutions for each tolerance level in the FE femur model. A 

tolerance level of 20% can provide a balance between an accurate solution (i.e. 

error < 5%) and minimal computational time. 
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Chapter 4: A numerical stress analysis of the distal femur: the 

effect of soft tissue loading 

4.1 Introduction 

The human knee is one of the most frequently analyzed structures in the human 

body (Huiskes and Chao, 1983). The knee is subjected to significant muscle 

loads during movement; if the load is excessive, its bones may even face damage 

(Viceconti et al., 2006). However, many of the finite element (FE) knee bone 

models have not included the muscles and ligaments that stabilize and move the 

joint, ostensibly in order to provide simpler and more computationally efficient 

models (Polgar et al., 2003). In such cases, stresses in the knee are frequently 

assumed to be caused by a simple tibiofemoral compression of 3 times body 

weight at full knee flexion, representative of peak forces occurring during gait 

(Morrison, 1970). A large majority of these models have been developed to study 

the design and performance of total knee replacement prostheses (Lewis et al., 

1982; Murase et al., 1983; Vasu et al., 1986; Lewis et al., 1998; Hashemi and 

Shirazi-Adl, 2000; Au et al, 2005a; Sarathi Kopparti and Lewis, 2007). Such 

design studies are parametric and therefore the exclusion of soft tissue forces may 

be considered acceptable. 

The necessity of predicting stresses that are physiologically representative is 

clearly case-specific. Ostensibly, FE models attempting to understand the 

aetiology of clinical pathologies should incorporate more physiological boundary 

conditions. However, the few FE models of the distal femur that have been used 

to understand clinical occurrences such as bone loss (Tissakht et al., 1996; van 

Lenthe et al., 1997), implant migration (Taylor et al., 1998), disease aetiology 

(Nambu et al., 1991), articular cartilage damage (Pena et al., 2008), posterior 

cruciate ligament reconstruction (Kim et al., 2005), and anterior cruciate ligament 

reconstruction (Au et al., 2005b) have not collectively included muscle and 

ligament forces. It can be envisaged that the inclusion of soft tissue forces into 

some of these models may improve comparisons with clinical data. 
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Although muscle forces are clearly involved in the rigid body displacement of the 

knee bones, their effect on the internal bone stresses is unclear. It has been found 

that including muscle forces produced during gait substantially changes the 

internal forces, strains and stresses of the proximal femur (Duda et al., 1997, 

1998). However, a similar investigation has not been performed for the distal 

femur or proximal tibia. Thus, it should be clarified if muscle and ligament forces 

will influence stresses in knee bone models, a particularly important consequence 

if such models are intended to simulate physiological situations. 

Of the few FE knee models that have included soft tissue loading, the majority are 

mainly concerned strictly with the ligaments (Kim et al., 2005) or the tibiofemoral 

joint surface (Haut Donahue et al., 2002; Pena et al., 2008), rather than the 

internal bone stresses. The FE models that explored internal bone stresses 

assumed single point muscle attachments (Vichnin et al., 1979; Sarrathi Kopparti 

and Lewis, 2007). A recent study has criticized this point loading approach and 

has suggested that it may be a significant source of error (Polgar et al., 2003). 

However, there are no studies documenting whether incorporating soft tissue 

forces over closed areas rather than at single points is more appropriate. 

The purpose of this study was to investigate the general influence of soft tissue 

forces on distal femur FE models. Specifically, it was of interest to observe the 

sensitivity of the stress distribution to the presence of soft tissue loading. The 

appropriateness of representing soft tissues attachments as points rather than 

closed areas was also investigated. The analysis was restricted to stresses 

produced during the stance phase of gait. Stresses were observed for a FE 

representation of a surgically-repaired femur, where the addition of soft tissue 

forces could be potentially important in drawing proper conclusions. An 

elaborate discussion of the model development was provided to give the reader a 

collection of references that can be used to obtain information about soft tissue 

forces and attachments in the femur and tibia. 
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4.2 Materials and Methods 

A three-dimensional FE model of the distal femur was used to predict stress 

distribution. This model was previously used to examine stress distribution from 

tunnel placement and button compression in anterior cruciate ligament (ACL) 

reconstructions under a relatively simple load condition (i.e. a tibiofemoral 

compression of 3 times body weight at full extension without the influence of soft 

tissue forces) (Au et al., 2005b). However, it was of interest to know if a more 

complete representation of the musculoskeletal forces would influence the 

behaviour of the model. 

The geometry was constructed from a composite femur (Greer, 1999) and is 

available on the Internet at the International Society of Biomechanics Finite 

Element Repository (ISB, 2001). Cortical and cancellous bones were divided into 

25 volumes and assigned orthotropic and heterogeneous material properties 

mapped from experimental data (Rho, 1992) and subchondral bone was assumed 

to be isotropic and homogeneous. The model was meshed with 2 mm 10-node 

tetrahedral elements, resulting in 147,543 elements and 211,037 nodes. A 

convergence analysis was used to validate mesh adequacy. For computational 

efficiency, the femur was sectioned 110 mm proximal to the most distal condylar 

location; a sensitivity analysis showed that longer femoral lengths did not affect 

stress distribution. 

4.2.1 Applied Loads and Boundary Conditions 

A loading case modeling the knee during the stance phase of gait from heelstrike 

to toe-off was studied. The stance phase was chosen because, compared to the 

swing phase, the soft tissue and joint compression forces were more prominent. 

Therefore, resulting stress levels will be higher and provide better insight 

regarding the influence of soft tissue loading and its implementation strategy. 

Stress distributions were analyzed at 10% intervals of the gait cycle, with 

heelstrike and toe-off assumed as 0% and 50% of the gait cycle, respectively. At 
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each interval, tibiofemoral compression, patellofemoral compression, and soft 

tissue (i.e. muscle and ligament) loading were incorporated into the model (Table 

4.1). These forces were all obtained from a single musculoskeletal model in 

which equilibrium forces were calculated for each gait cycle interval (Anderson 

and Pandy, 2001). In all simulations, the proximal end of the femur was fixed in 

all directions. 

4.2.1.1 Tibiofemoral Compression 

One of the underlying objectives of this study was to develop a model which 

incorporated the most physiologically representative loading possible. A point 

load representation of the tibiofemoral compression was avoided because, 

physiologically, tibiofemoral compression is non-uniformly distributed over the 

femoral condylar surface (Brown and Shaw, 1984). Representations of this 

compression on the femoral surface are limited in the literature, therefore a 

technique translating the available tibial pressure information was applied to 

approximate the loading on the femoral condyles. Experimentally determined 

contact pressure distribution schematics (Fukubayashi and Kurosawa, 1980) for 

the tibia were digitized and the pressure contours mapped onto a tibia FE model. 

These contours were then mapped to the femur by translating the tibial 

distribution in an equal and opposite manner. A similar technique has also been 

used in Au et al. (2005b). 

Compression will occur at different contact points on the condyles depending on 

the flexion angle of the knee, and therefore will change during the gait cycle. The 

contact points on the femoral condyles during the gait cycle have not been 

quantified, therefore they were estimated using a CAD assembly of the knee 

bones created with Pro/Engineer® (Parametric Technology Corp., Waltham, MA). 

Contact points at full extension were determined by mapping experimentally 

observed tibia contact points (Scarvell et al., 2004); points at increasing flexion 

angles were assumed to lie along common medial and lateral centerlines and 

placed using the arc lengths reported by Brown and Shaw (1984). At each 
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interval of the gait cycle, the translated pressure contour was centered at the 

appropriate contact point. 

Pressure contours are dependent on the compression force and therefore the 

contours were different for each gait interval. Pressure contours were only 

available for select compression forces; for forces where contour maps were not 

available, contact areas were estimated for the desired compression (Fukubayashi 

and Kurosawa, 1980). The force was then uniformly distributed over the contact 

area. While this method involves combining data from various sources (Anderson 

and Pandy, 2001; Brown and Shaw (1984); Fukubayashi and Kurosawa, 1980), it 

was felt that this provided the best representation of physiological tibiofemoral 

loading on the femur since comprehensive data were not available. 

4.2.1.2 Patellofemoral Compression 

The approach used in representing patellofemoral compression was similar to that 

used for tibiofemoral compression. The model incorporated the contact patterns 

reported by Ahmed et al. (1983). These patterns were representative of the 

contact at the retropatellar surface, but due to the scarcity of suitable patterns, the 

femoral forces were assumed to be equal and opposite to those of the patella. 

Patellofemoral compression forces were not available from the musculoskeletal 

model, therefore they were estimated from the flexion angle and quadriceps force 

(Van Eijden et al., 1986). 

4.2.1.3 Soft Tissue Representation 

The tensile forces, insertion sites and lines of action for each muscle and ligament 

were characterized for each interval of the gait cycle. The PCL was assumed to 

have anterolateral (aPCL) and posteromedial (pPCL) bands, with each band 

sustaining different forces at different flexion angles. At full extension, the aPCL 

and pPCL sustained 40% and 60% of the total PCL force, respectively (Fox et al., 

1998). The PCL force distribution was only available for 0 and 30 degrees 

flexion (Fox et al., 1998); therefore, as a first order approximation, linear 
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interpolation was used to determine the distribution of force at the various flexion 

angles. The MCL was assumed to have 4 bands (Fig 4.1b), with forces 

distributed proportionally to the relative cross-sectional area of each bands as 

suggested by Crowninshield et al. (1976). The anterior portion of the superficial 

band (aMCL) was assumed to sustain 40% of the MCL force while the remaining 

60% was evenly divided among the posterior (pMCL), deep (dMCL), and oblique 

(oMCL) portions. The LCL was assumed to be a single band (Fig 4.1c). Forces 

were uniformly distributed over the ligament attachments. 

Muscles represented in the femur model included the gastrocnemius (medial and 

lateral heads), the adductor magnus, and the popliteus (Fig 4.1). Forces were 

uniformly distributed over each muscle attachment area. For the gastrocnemius, 

the force was evenly divided over the medial and lateral heads. Quadriceps and 

hamstrings muscles were not included in the model as they do not attach at the 

distal femur. 

4.2.1.4 Soft Tissue Insertion Sites 

In this model, ligament and muscle attachment sites were considered to be 

enclosed areas rather than single points. Whenever possible, the attachment sites 

were located using quantitative descriptions based on anatomical landmarks. 

These attachment sites can be assumed as identical throughout the gait cycle. In 

terms of the ligaments, only the posterior cruciate ligament (PCL), medial 

collateral ligament (MCL), and lateral collateral ligament (LCL) needed to be 

modeled in the ACL reconstruction model. The shape of the PCL insertion (i.e. 

footprint) was modeled using the description provided by Harner et al. (1999) 

(Fig 4.1a). Its attachment in the femur is complex as it sits partly on the 

intercondylar notch and partly on the condyle. It was placed using the clock 

positions of Mejia et al. (2002); the ligament had an attachment width of 

approximately 32 mm, similar to the observations of Van Dommelen and Fowler 

(1989). No quantitative information was available regarding the insertion 

location of the MCL therefore it was modeled using the illustrations of Mains et 
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al. (1977). The insertion site of the LCL was determined using the borders of the 

femoral condyle (Meister et al., 2000); it was attached to the lateral epicondyle as 

described in Gray's Anatomy (1973). The footprints and attachment locations of 

the 3 muscles were modeled using information from the muscle standardized 

femur (Viceconti et al., 2003) and anatomy texts (Netter, 2002; Gray's Anatomy, 

1973). 

The accuracy of the soft tissue attachments was confirmed by comparing the 

centroids of the insertion areas with the National Institutes of Health's Terry 

dataset (Kepple et al., 1998) and a musculoskeletal model (Delp, 1990). The 

centroids of the modeled muscles and ligaments were assumed to be the centers of 

the attachment areas. The comparison was performed with the assistance of the 

CAD model. Coordinates from the Terry and Delp datasets were translated to the 

most representative locations on the CAD model. To minimize error in the 

comparison, the coordinate systems of the three datasets were aligned and the data 

normalized to the length of the CAD femur. To align the coordinate axes of the 

datasets with the CAD coordinate system, the Terry dataset points were rotated 4 

degrees varus, and the Delp dataset points by 7 degrees valgus and 1 degree 

flexion. 

4.2.1.5 Soft Tissue Lines of Action 

Muscle and ligament lines of action were uniquely defined for each interval of the 

gait cycle. The lines of action were determined using the CAD knee assembly. 

The centroids of the ligament and muscle attachment sites were defined on the 

CAD femur and tibia as described above; the lines of actions were assumed to be 

straight lines connecting corresponding centroids. 

4.2.2 Methodology to Study the Effect of Loading Conditions 

To investigate the sensitivity of stress distribution in the distal femur to the 

presence of soft tissue loading, two FE models were created. In the first model, 

tibiofemoral, patellofemoral, and soft tissue forces were assigned; in the second, 
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the soft tissue forces were removed. Stresses in the models were compared at 0%, 

10%, 40%, and 50%o of the gait cycle. These intervals were chosen as they 

presented different combinations of tibiofemoral compression and soft tissue 

force levels. For example, at 0%, tibiofemoral compression, LCL, gastrocnemius 

and adductor magnus forces were all at the same order of magnitude whereas, at 

50%, these forces were all at different orders of magnitude (Table 4.1). Identical 

material properties and boundary conditions were used for the two models. 

To investigate the effects of point and area loading on stress distribution, two FE 

models were used. The first model distributed muscle and ligament forces over 

the closed areas seen in Fig 4.1, whereas the second model placed the muscle and 

ligament forces at their respective centroids. The magnitudes and lines of action 

of the soft tissue forces were identical in both models. Identical material 

properties and boundary conditions were applied to the two models. 

The effects of point loading were only investigated at heelstrike to avoid the 

tibiofemoral compression forces from masking the stress effects of the soft tissue 

forces. At heelstrike, LCL, gastrocnemius, adductor magnus, and tibiofemoral 

compression forces all shared the same order of magnitude (Table 4.1); at the 

other gait intervals, tibiofemoral compression was an order of magnitude greater 

and would likely mask the stress effects from the soft tissues. While high 

tibiofemoral compression forces may only mask stresses in the more distal bone, 

to reduce any potential masking, it was more prudent to perform the sensitivity 

analysis under heelstrike conditions. 

4.2.3 Cortical Stress from Button-Type Fixation 

In practice, ACL reconstruction is performed by drilling tunnels into the femur 

and tibia, placing the graft within these tunnels, and anchoring the graft to a 

button placed on the femoral cortex. The graft is looped around a polyester band 

which passes through holes of the button to secure the graft. In the model, coaxial 

guide and enlarged tunnels were created (Fig 4.1a). An enlarged tunnel of 8 mm 
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diameter was inserted at the intercondylar notch, and rotated 15 degrees relative 

to the midsagittal plane and 35 degrees relative to the midcoronal plane (Fu et al., 

2000). 

Graft fixation was modeled using a device similar to the EndoButton® (Smith & 

Nephew Endoscopy, Andover, MA) (Fig 4.2). The device was used for 

illustrative purposes only and this study is not meant to examine its performance 

in any manner. The button was placed just above the guide tunnel aperture at the 

lateral cortex of the femur. To model the tension from the polyester band, a 

single force was placed at the center of the outer surface of the button and 

directed along the axis of the tunnel (in this way it is not necessary to model the 

graft as only its representative force is needed). The magnitude of this force was 

assumed to be identical to that of the physiological ACL (Table 4.1). Contact 

elements were used to model the interface between the button and the cortex. The 

button was meshed with 0.5 mm tetrahedral elements. 

4.3. Results 

4.3.1 Insertion Sites 

The centroid locations of the ligament attachments were compared with the 

attachment points of the Terry dataset (Table 4.2). As the PCL was divided into 

two bands, two centroids were compared with a single attachment point from the 

Terry dataset. A similar comparison was used for the MCL. The ligaments had a 

mean difference of 10.2 mm. The largest difference was in the placement of the 

aPCL. The muscle centroids were compared with both the Terry and Delp 

datasets. Their placements were similar to those estimated by Delp (1990), with a 

mean difference of 9.9 mm. Slightly larger differences were observed when 

compared to the Terry dataset (mean = 16.4 mm), with the largest discrepancy in 

the placement of the popliteus. The acceptability of the ligament and muscle 

placement was strengthened by the fact that the corresponding lines of action 

were similar to those observed experimentally (Herzog and Read, 1993 (Table 

4.3). 

124 



4.3.2 Influence of Soft Tissue Loading on Stress Distribution 

The sensitivity of stress levels in the surgically-altered femur to the presence of 

soft tissue loading was examined by comparing a model incorporating muscle and 

ligament forces with one neglecting these forces. Von Mises stress distributions 

were compared at 5 transverse and sagittal slices through the bone. The LCL, 

gastrocnemius and adductor magnus were of particular interest since they 

exhibited large forces and would likely have the most influence on the stress 

distribution. The influence of each was examined at the interval of the gait cycle 

where it exerted its largest force. 

The LCL pulled with the most force at the 10% interval of the gait cycle. 

Observing a transverse slice taken near the LCL insertion (25 mm from the joint 

line), stresses in a 10 mm radius around the insertion site appeared to be 

particularly influenced. The stress concentration caused levels to increase from 

near-zero to over 6 MPa (Figs 4.3a and 4.4a). The adductor magnus muscle 

pulled with most force at heelstrike. It produced a stress concentration nearly 7 

mm in radius around its insertion site 58 mm from the joint line, which nearly 

quadrupled local stresses (Fig 4.4b). Although the gastrocnemius muscle pulled 

with nearly 1000 N of force at the 50% interval of the gait cycle, stress 

concentrations were not as apparent around its attachment site (Figs 4.4c and 

4.4d). This is mainly due to the distribution of its force over a large attachment 

area. Its presence altered the general stress levels over a large radius. 

The stress alterations caused by the muscle and ligaments were not localized to 

the bone near the insertion sites, as can be seen in the contour plots (Fig 4.3). The 

entire set of muscle and ligament forces produced during gait can cause a 

collective change in the general stress levels throughout the gait cycle, as 

evidenced by changes at heelstrike (Fig 4.3a), 10% gait (Fig 4.3b), and toe-off 

(Fig 4.3c). Stress levels would rise or fall depending on which muscles were 

activated, with the cortical stresses appearing particular sensitive to the presence 

125 



of soft tissues (Fig 4.3). Of importance for ACL reconstruction, cancellous bone 

around the tunnel sustained a much different stress pattern with the introduction 

of soft tissue forces (Fig 4.3c and 4.4f). 

4.3.3 Point Loading versus Closed Area Loading 

To investigate the effects of point and area loading, stress levels were observed 

during heelstrike. As mentioned in Section 4.2.2, stresses were only observed at 

heelstrike to avoid masking effects from the tibiofemoral compression. Stresses 

were observed at transverse slices taken at the insertion sites of selected muscles 

and ligaments. The LCL was observed 25 mm from the joint line; the adductor 

magnus at 58 mm; the lateral gastrocnemius at 44 mm; and the medial 

gastrocnemius at 47 mm. Contour plots showed that point loading produced 

substantial stress concentrations at attachment locations (Fig 4.5). A closer 

investigation of stress levels along selected paths confirmed this observation. 

Using a point load increased the local stress of the LCL attachment by sevenfold 

compared to a distributed load (Fig 4.6a). The effects were localized to about a 2 

mm radius. Assuming the insertion of the adductor magnus as a point load 

increased surface stress by 25 times (Fig 4.6b). Stresses around a 6 mm radius 

were affected. In the gastrocnemius muscle insertions, a point load assumption 

increased local stresses by 208% and 100% in the medial (Fig 4.6c) and lateral 

attachment sites (Fig 4.6d), respectively. Stress concentrations affected an area of 

about 12 mm around the gastrocnemius insertion. Higher stress concentrations 

were observed at locations with higher soft tissue forces. The stress distributions 

revealed that the region of bone affected by localized stress concentrations was 

generally larger for point loading compared to area loading (compare Fig 4.4 with 

Fig 4.6). 

4.3.4 Cortical Bone Stress from the Button Device 

Cortical bone stress patterns at the proximal tunnel aperture resulting from button 

compression were similar throughout the stance phase of the gait cycle, with the 

highest stress consistently located on the distal edge of the aperture (Fig 4.7). The 

126 



highest aperture stress occurred at 20% of the gait cycle while stresses were the 

lowest at heelstrike (Table 4.4). This trend corresponded directly with the force 

pulling on the bottom, which was assumed to be the ACL force (Fig 4.8). 

However, the presence of the soft tissues did not greatly affect the stress levels, 

which was clearly dominated by the tension from the polyester band (Table 4.4). 

4.4 Discussion 

The majority of distal femur and proximal tibia FE models have been developed 

to study total knee replacement prosthesis design. The designs are frequently 

analyzed based on peak forces produced during the gait cycle. This peak force of 

approximately 3 times body weight occurs during toe-off (Anderson and Pandy, 

2001). At this gait interval, muscles forces are also active which can influence the 

stress distribution in the knee bones (Table 4.1). Such forces are almost always 

ignored in FE models as they have been generally assumed to be of minor 

importance (Duda et al., 1997). Modeling muscles and ligaments is time 

consuming (Polgar et al., 2003) and thus they would not likely be included in FE 

models unless there is clear evidence that their inclusion will alter study 

conclusions. It has been shown that muscle forces influence the strains and 

stresses in the upper region of the femur (Duda et al., 1997, 1998), but evidence is 

still required regarding their influence in the distal femur and proximal tibia. 

Such information can be helpful in determining if FE models simulating gait 

require the inclusion of muscles and ligaments to fully characterize the stress 

state. 

4.4.1 Insertion Sites 

The model obtained from the ISB Finite Element Repository (ISB, 2001) was 

constructed from a composite femur that did not include muscles or ligaments. 

Therefore, soft tissue information had to be approximated from external sources 

such as anatomy texts and published studies, resulting in placement errors 

potentially as high as 2.4 cm. The method used in this study was similar to that 
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used for the muscle standardized femur, which had similar levels of error 

(Viceconti et al., 1998). 

Some of the placement error can be attributed to the fact that muscles have large 

attachment sites, and it is difficult (or perhaps not very representative) to select a 

single attachment point. The attachment points of the Terry and Delp datasets 

were gathered using a palpation procedure and the reported points could lie 

anywhere within an attachment site. There are also very appreciable differences 

in muscle origins and insertions between specimens of very different size (Brand 

et al., 1982). Inter-individual variations in attachment centroids reported by Duda 

et al. (1996) were the same order of magnitude as the placement errors in the 

distal femur model. Thus, the technique presented in this study can be used to 

model a reasonable representation of physiological gait conditions. This study 

also demonstrates that a basic representation of physiological loading conditions 

can still be achieved for distal femur and proximal tibia models. For the more 

common case where geometries do not have pre-defined soft tissue attachment 

locations, such locations can be estimated using information available in 

literature. Muscle and ligament data can be synthesized using the techniques 

demonstrated in this study to create a more sophisticated model, with the 

understanding that the model is meant to represent a typical situation. 

4.4.2 Point Loading versus Closed Area Loading 

In the model presented here, soft tissue attachment sites were assumed to be 

closed areas rather than single points. Muscles such as the gastrocnemius and 

adductor magnus physiologically distribute their large forces over a broad area; 

concentrating such forces at a single point would unrealistically increase the stress 

levels at the insertion point. This was confirmed from stress concentrations 

observed around point-loaded insertion sites, where point loading increased stress 

levels by as much as 25 times. 
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During heelstrike, this stress concentration affected bone within a radius as large 

as 12 mm. This radius of influence will grow with the larger forces associated 

with other intervals of the gait cycle. Thus, if regions of interest are near 

attachment sites (e.g. the lateral epicondyle, the posterior condyles, and the 

posteromedial shaft), assuming soft tissue forces as point loads is not 

recommended. This may have consequences in bone remodeling simulations 

where an overestimation of stress may lead to sites of potential bone resorption 

being overlooked. 

4.4.3 Influence of Soft Tissue Loading on Stress Distribution 

One of the major objectives of this study was to examine the stress sensitivity to 

muscle and ligament forces in a distal femur FE model. For loading 

representative of the stance phase of gait, it was found that muscle and ligament 

forces altered stress distribution throughout the distal femur. Expectedly, the soft 

tissues caused stress concentrations in the cortical bone near the insertion areas, 

mainly at the lateral epicondyle, medial shaft, and posterior condyles, where the 

strongest muscles and ligaments attached. Such stress concentrations could 

elevate stress levels by more than 6 MPa during gait, a substantial amount 

considering the cortical stresses were generally around 5 MPa without soft tissues. 

Bone as far as 10 mm were influenced by these stress concentrations, thus 

cancellous bone near the attachment sites can also be affected. 

Of greater significance, the influence of soft tissue forces was not localized to the 

attachment sites. Cortical stresses away from the attachment sites generally 

increased throughout the gait cycle with the presence of soft tissues (Fig 4.3b). In 

particular, at toe-off, the collective set of muscle and ligament forces created a net 

moment which bent the femur posteriorly, increasing stresses in the posterior half 

while decreasing those in the anterior half (Fig 4.3c). This occurrence is 

particularly important because FE models have often oversimplified loading 

produced at toe-off. Distal femur FE models have been used to explain clinically 

observed bone loss from stress shielding after total knee replacement surgery, in 
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which regions of particular interest were located in condyles (Van Lenthe et al., 

1997). The study simulated gait at toe-off but only applied tibiofemoral and 

patellofemoral compression. Nearly all FE knee bone models incorporate some 

form of physiological loading. However, models which assist in understanding 

clinical phenomena should incorporate loading representative of functional 

activities such as walking or running, as the pathology may be caused by 

mechanical stresses occurring in daily living. More physiologically representative 

loading of the distal femur must include soft tissue forces as this study has shown 

that it has a definite influence on stress levels. Stress levels in the cancellous 

bone were influenced by as much as 2 MPa, which can substantially change study 

conclusions considering nominal cancellous bone stresses are in the same order of 

magnitude (Tissakht et al., 1996; Au et al, 2007; Sarathi Kopparti et al., 2007). 

Since stress differences appeared to be more prominent at toe-off compared to the 

other gait cycle intervals, it can be speculated that the gastrocnemius muscle 

played a major role in altering the stress distribution. However, the full extent of 

its influence may have been underestimated due to masking from tibiofemoral and 

patellofemoral compression. The effects from the LCL and adductor magnus 

were examined at gait intervals where compression was generally lower but not 

entirely absent. If a strict sensitivity analysis of each soft tissue was to be 

performed, all forces other than the one of interest would be removed from the 

model. However, the method used in this study provided a sense of the 

importance of including soft tissue forces in the context of a physiological 

activity. The result showed that, in cases where soft tissue forces are expected to 

be influential such as walking, it is important to account for these forces as they 

will alter the stress distribution. 

4.4.4 Stress Distribution in ACL-reconstructed femur 

As a demonstrative example to examine the effects of soft tissue incorporation, 

stress levels occurring from button-type fixation in an ACL reconstruction were 

observed. During the early post-operative time period, the button must 
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adequately anchor the graft and assist in minimizing graft movement in the 

tunnel. Therefore, the cortex must be able to sustain early post-operative stresses 

during rehabilitation exercises such as walking. 

A similar case was previously examined but did not include physiologically 

representative soft tissue forces (Au et al., 2005a). In this study, it was found that 

the cortical stress at the tunnel aperture was fairly insensitive to the presence of 

soft tissue forces; however, the influence of the soft tissues may have been 

masked by the large local stresses generated from the button compression. Thus, 

it is not necessary to include soft tissue forces to the previously developed ACL-

reconstruction model when it is being used to study button compression. The 

conclusions presented in the previous study still remain relevant. In this study, 

those conclusions are strengthened by observing stresses across the entire gait 

cycle. A maximum stress of 112 MPa was predicted to occur during gait, which 

is clearly below the ultimate strength of cortical bone, approximately 193 MPa 

(Reilly and Burstein, 1975), so the bone will not fracture in the short term. 

However, this level of stress may cause fatigue failure in the cortical bone if 

applied over a 10-year period. Due to the fact that stresses will decrease as the 

graft gradually incorporates into the bone and that bone microdamage is 

constantly being repaired by the body, stress levels from button-type fixation are 

not expected to compromise button-type fixation when considering gait-type 

forces. 

The results generated using this FE model regarding ACL reconstruction stresses 

are for demonstrative purposes and should not be assumed as being clinically 

accurate. However, experimental validation of this distal femur FE model is 

difficult to perform since the model was created from a variety of data sources 

and experimental strain data for the distal femur are not available in literature. 

We have previously validated the corresponding tibia FE model (Au et al., 

2005a); as the presented model here was constructed in the same manner as the 

tibia model we expect its solutions to be similarly representative. 
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This study was conducted as a parametric analysis to understand the influence of 

muscle and ligament forces on stress distribution, therefore the results of the 

models are still relevant. 

4.5 Summary and Conclusions 

In this study, a distal femur FE model was used to study the sensitivity of stresses 

to muscle and ligament forces produced during gait. Stresses in both cortical and 

cancellous bone were particularly affected at toe-off, where the soft tissue forces 

altered the stresses in nearly the entire femur. To date, the ability of soft tissue 

forces to influence stresses outside of their attachment sites has not been explicitly 

demonstrated for the distal femur. 

A method of implementing soft tissue forces to distal femur FE models was 

demonstrated by synthesizing data from publicly available sources such as 

anatomical atlases and published literature. Such sources show that soft tissues 

attach to the bone over large areas and this should be reflected in the model. 

Distributing the muscle and ligament forces over an area reduces stress 

concentration in the bone around the attachment sites, but does not completely 

eliminate it. If a point load representation is used, stress concentrations will be 

greatly exaggerated and affect an even larger area of bone. Thus, careful attention 

must be paid when interpreting stresses in bone near the lateral epicondyle, 

medial shaft, or posterior condyles. 
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Table 4.2: Difference in attachment point locations measured by root mean 

squared error (RMSE) between this study and the studies ofKepple et al. (1998) 

(Terry dataset) and Delp (1990). 

„ ftT. ~ ~ Terry dataset RMSE Delp dataset RMSE jjOit 1 issue structure - . y ^ (mm) (mm) 
aPCL 
pPCL 
aMCL 
pMCL 
oMCL 
dMCL 

Adductor Magnus 
Medial Gastrocnemius 
Lateral Gastrocnemius 

Popliteus 

15.9 
6.8 
11.2 
9.7 
9.7 
7.7 
4.8 
16.9 
19.5 
24.4 

4.9 
12.0 
12.9 

Table 4.3: A comparison of line of action angles in the vertical plane with 

experimental values of Herzog and Read (1993). Angles are clockwise positive 

with 0 degrees pointing anteriorly. Lines of action were compared for a knee in 

full extension. 

Structure 
Semitendinosus 

Semimembranosus 
ACL 

PCL 

LCL 
MCL 

This study 
259° 
262° 

aACL: 223° 
pACL: 215° 
aPCL: -47° 
pPCL: -60° 

-87° 
aMCL: 249° 
pMCL: 250° 
oMCL: 249° 
dMCL: 258° 

Experimental 
255°-270° 
255°-265° 
215°-223° 

-40° - -70° 

-70° - -80° 
257° - 262° 
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Table 4.4: Summary of the maximum von Mises stress from button compression 

on the tunnel aperture with and without the inclusion of muscle and ligament 

forces. Stresses without muscle and ligament forces were only observed for 0%, 

10%, 40%, and 50% intervals of the gait cycle. All maximum stresses occurred at 

the distal edge of the tunnel aperture. 

Gait Cycle (%) 0 10 20 30 40 50 
Maximum stress with 

soft tissue forces 32 67 112 49 60 61 
(MPa) 

Maximum stress 
without soft tissue 31 64 -- -- 58 40 

forces (MPa) 
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/ 
POLYESTER BAND 

0.75 
0.75 

Figure 4.2: Schematic diagram showing button with polyester band looped 

through the two central holes. All dimensions in mm. 
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LATERAL LCL Insertion MEDIAL 

7 MPa 

LATERAL Adductor Magnus Insertion MEDIAL 

7 MPa 
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ANTERIOR 
25 30 40 SO 60 25 30 40 SO 60 

(c) 

Figure 4.3: Von Mises stress contour plots of the femur. The left and right 

columns show plots of the model without and with muscle and ligament loading, 

respectively. Transverse slices were taken at the insertion areas of the LCL and 

adductor magnus. (a) A slice was cut through the LCL insertion 25 mm proximal 

to the joint line at 10% interval of gait cycle; (b) a slice was cut through the 

adductor magnus insertion 50 mm proximal to the joint line at 0% interval of gait 

cycle. The relative position of the transverse slices in the femur is shown by the 

dotted lines in (c), a midsagittal slice taken at 50% interval of gait cycle in (c). 

White enclosed areas are the bone tunnels representative of ACL reconstruction. 
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Figure 4.4: Von Mises stress paths traced across the attachment of (a) the LCL (at 

10% interval of gait cycle); (b) the adductor magnus (at 0% interval); (c) the 

lateral gastrocnemius (at 50% interval); (d) the medial gastrocnemius (at 50% 

interval). Sagittal stress paths were traced across (e) the femoral shaft (at 50% 

interval), and (f) the intercondylar bone (at 50% interval). The gap in the points 

occurs because of the bone tunnel. The dashed lines delineate the approximate 

interface of cortical and cancellous bone. "L & M" stands for ligaments and 

muscles. 
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0 .25 .5 1 1.5 3 3.5 4 15 MPa 

Figure 4.5: Von Mises stress contour plots of femur with point loading (left) and 

with area loading (right). Transverse section is located 25 mm proximal to the 

joint line. Load conditions at 0% of gait cycle were used. Arrows highlight 

notable stress changes occurring in the bone at the LCL and MCL attachment 

sites. 
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Figure 4.6: Von Mises stress paths traced across transverse sections of the femur 

at 0% interval of gait cycle. Slices were taken at the insertion areas of the LCL, 

gastrocnemius and adductor magnus. Stresses were observed at paths traced 

across the attachment of: (a) the LCL (the gap in the points occurs because of the 

intercondylar space); (b) the adductor magnus; (c) the medial gastrocnemius; (d) 

the lateral gastrocnemius. Dashed lines delineate the approximate interface of 

cortical and cancellous bone. 
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(a) 

10 15 20 

(b) 

30 60 90 110 MPa 

Figure 4.7: Von Mises stress contour plots of cortical bone stress at the tunnel 

aperture caused by button compression. Stresses are shown for (a) 0% of gait 

cycle and (b) 20% of gait cycle. The highest stresses were located on the distal 

edge of the aperture (arrow). 

120 
Cortical Stress 

ACL Force 

10 20 30 
% of Gait Cycle 

40 

350 

50 

Figure 4.8: The relationship of maximum cortical stress at the tunnel aperture to 

the ACL force over the stance phase of the gait cycle, with curves to guide the 

eyes. The stress is read off the left axis; the force read off the right axis. 
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Chapter 5: Experimental verification of finite element models of a 

composite femur and tibia 

5.1 Introduction 

Determining mechanical stresses in human bones is important for clinical and 

research purposes. This knowledge can be beneficial in planning rehabilitation 

after limb-salvage procedures (Taddei et al, 2003), identifying failure scenarios 

in biomedical applications (Complete et al., 2007a), identifying the appropriate 

load regime after skeletal surgery (Viceconti et al., 2004), and support in pre­

operative planning (Viceconti et al., 2004). It can be used to provide deeper 

understanding of mechano-biological phenomenon (Taddei et al., 2006) and to 

evaluate the risk of femoral fracture (Viceconti et al., 2004). These mechanical 

stresses are difficult to measure and study in vitro and often employ finite element 

(FE) models, which have the ability to simulate strains and stresses internally 

within the bone and at bone-implant interfaces (Gray et al , 2007). Such models 

can be used to predict strains and stresses for variety of conditions, thus they are 

frequently employed in the design and evaluation of joint prostheses and fixation 

devices. However, a high level of confidence in predictions can only be 

associated with accurate and valid FE models. 

FE models must be constructed using elements that provide a converged solution 

to ensure accuracy. Additionally, FE models should represent the physical 

situation they are simulating, i.e. the geometry, mechanical behaviour and 

boundary conditions of the bones. The validity of FE models should be tested 

through experimental verification. 

Composite and animal bones are often used as surrogates for cadaveric specimens 

in experimental studies as they are easier to handle and more readily available. 

Composite femora and tibia have been used to suitably predict the performance of 

intact bones under axial and bending loads (Cristofolini et al., 1996; Cristofolini 

and Viceconti, 2000). Whereas they cannot represent the biological response of 
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natural femurs, composite bones can adequately simulate the geometry of 

cadaveric specimens (Cristofolini et al., 1996; Cristofolini and Viceconti, 2000). 

On the other hand, bovine bone has similar mechanical properties to human bone 

(Carter and Hayes, 1977; Ashman and Rho, 1988; Hodgskinson and Currey, 

1992) but cannot represent their geometry. Several studies have experimentally 

verified FE models of the femur and tibia using composite bones (Gray et al., 

2007; Completo et al , 2007b; Complete et al, 2007c; Stolk et al , 2002; Waide et 

al., 2004). The few FE animal bone models have generally been limited to equine 

bone (Hinterhofer et al., 2000; Merritt et al., 2006). 

The aim of the current study was to provide preliminary validation of a 

comprehensive framework for constructing subject-specific FE models, 

specifically the geometry and material properties construction aspects. The 

efficacy of the technique was analyzed through a comparison of surface strain 

data gathered from physical and FE models of composite and bovine bones. A 

proper validation of these models will provide a level of confidence for using the 

framework in constructing accurate subject-specific FE models of human knee 

bones. A side focus of the study was to highlight factors that may affect a proper 

comparison of experimental and simulated results. 

5.2 Materials and Methods 

A composite left femur and tibia (third generation, model numbers 3303 and 

3301, respectively) from Sawbones (Pacific Research Labs, Vashon Island, WA) 

and a right bovine tibia (hind limb) were used in this study. Their surface strains 

were measured under axial loading using a materials testing machine. Three FE 

models were created from computed tomography (CT) images of these three 

bones. The mechanical tests were simulated on the FE models and the predicted 

strains were compared with those measured from the experiments. 
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5.2.1 Experiments 

Thirteen tri-axial stacked strain gauge rosettes (Omega Engineering Inc., 

Stamford, CT) were placed on each bone (Fig 5.1). The gauges were placed at 

different levels on the anterior, posterior, medial and lateral faces of the 

composite and bovine tibia to gain a sense of the strain distribution throughout the 

entire bone. Gauges were similarly placed on the femur and included the 

condyles and intercondylar notch. Each strain gauge was aligned with either the 

horizontal or vertical axis of the bones. All strain gauges were connected to a 40-

channel data acquisition system (National Instruments, Austin, TX) which was 

connected to a PC installed with Lab View (National Instruments, Austin, TX) for 

data recording at 0.5 Hz. The positions of the gauges were measured using a 3D 

coordinate measuring machine (CMM; Microval, Brown and Sharpe, North 

Kingstown, RI). 

An electromechanical actuator (IDC Motion EC3-B, Danaher Motion, Wood 

Dale, IL) was used to apply the load on the medial and lateral condyles (Fig 5.2). 

Forces were applied directly on the condyles and were controlled using feedback 

from a 6 degree-of-freedom load cell (model MC6-6-200, AMTI, Watertown, 

MA) and a Kollmorgen Servostar S306 controller (Danaher Motion, Wood Dale, 

IL). A custom-made loading jig was used to transmit forces to the medial and 

lateral condyles simultaneously. The jig consisted of two adjustable aluminum 

rods attached to a slotted aluminum plate to control the load placement on the 

condyles. The rods were adjusted to contact the approximate center of the medial 

and lateral tibial condyles. Nylon balls were attached to the end of each rod to 

reduce stress concentration on the bone. The rod lengths were individually 

adjusted to contact the condylar surfaces simultaneously. 

Four uniaxial strain gauges (CEA 13062UW350, Vishay Intertechnology, Inc., 

Malvern, PA) were placed on each rod and connected together in a full bridge to 

observe the force distributed through each rod. The gauges were balanced using a 
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conditioner before each test. The observed voltages were used to proportion the 

load placed on each condyle in the FE models. 

The proximal femur and the distal tibia were removed and the extremities of the 

remaining bone were potted using polymethylmethacrylate (PMMA). Each pot 

was rigidly secured in the testing machine to prevent it from rotating. The load 

was manually increased to 150 lb (667 N) for the composite bones and 300 lb 

(1,334 N) for the bovine bone at a rate of 1 mm/min and held for 10 seconds. To 

ensure the repeatability of the results, each bone was tested five times. The 

experimental results are presented as the average of the five repetitions. 

The maximum and minimum principal strains within the plane of the gauge were 

calculated at all gauge locations. Also, the in-plane angle between the maximum 

principal strain and the horizontal axis was calculated. Von Mises strains were 

also calculated at all gauge locations as it was not influenced by strain direction 

and provided a general idea of the 3-D strain distribution. The differences 

between measured and predicted strains were compared and outliers were 

detected using Chauvenet's criterion (Stolk et al., 2002). This is a commonly 

accepted statistical test that checks whether a data point belongs to the same 

statistical distribution as all the others. If it does not, it should be considered an 

outlier and removed during further analyses. 

5.2.2 Finite Element Analyses 

To construct the FE models, the bones were CT scanned (Somatom Sensation 64, 

Siemens AG, Munich, Germany) prior to any mechanical testing. Images were 

obtained with a slice thickness of 0.6 mm with a 512x512 pixel resolution using 

a 160 mm and 240 mm field of view for the composite and bovine bone, 

respectively. The CT images were segmented and used to construct a 3-D 

geometry using the semi-automated subject-specific (SASS) technique described 

in Chapter 2. The material properties used in the composite models were 

provided by the manufacturer (Ecorticai = 12.4 GPa; Ecanceiious = 1 0 4 MPa) and 
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assumed to be homogeneous. The mechanical properties of the bovine bone were 

interpreted from the CT image data using an empirical relationship which covered 

the density range of cortical and cancellous bone (Carter and Hayes, 1977): 

E=3790p3 (1) 

The materials were assumed to be isotropic and linearly elastic. The geometries 

were meshed with 2 mm 10-node tetrahedrons using HyperMesh (Altair Inc., 

Troy, MI) (Fig 5.3). The number of elements and nodes were chosen based on 

previous convergence studies (Au et al., 2005). The resulting composite femur FE 

model contained 102,460 elements and 174,582 nodes; the composite tibia FE 

model consisted of 161,725 elements and 230,195 nodes; and the bovine tibia had 

182,062 elements and 267,767 nodes. Finite element analysis was performed 

using ANSYS (Swanson Inc., Houston, PA). 

The boundary conditions in the FE models were defined to reproduce the 

experimental setup. The contact points on the physical bone surface were marked 

with ink and measured with the CMM. The coordinates were transformed to the 

FE coordinate system using the method described below. The nodes matching 

closest to the transformed contact points were assigned forces matching the 

experiment. The minimum and maximum principal strains on the planes of the 

rosettes were observed at the locations matching those in the experiment. The 

predicted strains were averaged over a 2.5x2.5 mm region, the approximate size 

of the strain gauges, centered on the node closest to the rosette center. 

Ball bearings were placed on the surface of the bones prior to CT scanning to 

assist in aligning the physical and FE coordinate systems. Alignment was 

performed by matching the positions of 3 ball bearings in the physical coordinate 

system (measured using the CMM) with the same 3 ball bearings in the FE 

coordinate system. The transformation matrix was determined by minimizing the 

total distance between the ball bearings points measured using the CMM and the 

corresponding points from the FE model using a custom routine written in 

MATLAB (Math Works, Natick, MA) (see Chapter 2). This allowed the 
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transformation of strain gauge rosette and load placement locations from the 

physical coordinate system to the FE model. 

Maximum and minimum principal strains acting in the gauge planes were 

recorded for locations corresponding to the experimental strain measurement 

sites. These were compared to the principal strains calculated from the strain 

gauge measurements. Linear regression analyses were performed to determine 

the correspondence between measured and predicted strains. Experimental strains 

were treated as independent variables and FE strains as dependent ones. A slope 

and r2 close to 1, in combination with a small intercept, would indicate good 

agreement between FE and experimental strains. A Bland-Altman plot (Bland 

and Altaian, 1986) was also used to compare the experimental and finite element 

methods of strain measurement by plotting the difference between the two scores 

against the mean for each specimen. Such plots have become a standard 

accessory in validity or method-comparison studies; they can be used to provide 

greater insight into linear regression results by highlighting substantial differences 

in the two measures across their range of values (Hopkins, 2004). 

5.2.3 Sensitivity Analysis 

A number of sensitivity tests were performed using the FE composite bone 

models to better understand how modeling errors may affect the correspondence 

between measured and predicted strains. Two major modeling aspects were of 

particular interest: material properties and loading conditions. To estimate the 

effect inaccurate material properties may have on strains, two FE models for each 

composite bone were created with varying material properties. One model 

contained a 20% increase in Young's moduli for both cortical and cancellous 

bone; the other assumed a 20% decrease in Young's moduli. 

Errors associated with modeling loading conditions were categorized into two 

main groups: (1) inaccurate load placement and (2) inaccurate replication of 

forces. Load placement was based on an approximate translation of the two 
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contact points on the physical model to their location on the FE model (as 

described in Section 5.2.2). The sensitivity of predicted strains to an error in 

placement was analyzed by shifting the two point loads into five different 

configurations. Locations were shifted 2 mm (i.e. approximately one element 

length) anteriorly, posteriorly, medially, laterally, and outward. 

Inaccurate replication of forces may occur from assuming point loading in the FE 

models even though contact between the rods and the joint surface was in fact 

occurring over a small area. The sensitivity of strains to the point load 

assumption was explored by replacing point loads with a uniformly distributed 

load of identical magnitude. The contact area on the joint surfaces of the physical 

bones was not measured and therefore loading on each condyle of the FE models 

was assumed to be uniformly distributed over 11 nodes, centered on the point-

contact node. 

Purely axial loading assumes that the long axis of the bone is aligned with the 

vertical axis of the testing apparatus. A correct replication of such loading also 

requires that the long axis be aligned with the vertical axis of the FE coordinate 

system. If any of these two are misaligned, then the force direction will not be 

correctly replicated. Therefore, the inaccurate replication of force direction is 

essentially a consequence of misalignment between the experimental and FE 

coordinate systems. To estimate the sensitivity of strain results to such 

misalignment, two FE models were compared. The long axis of the bone was 

aligned with the vertical axis of the global coordinate system in one model; in the 

second model, the bone was rotated 5 degrees valgus relative to the global 

coordinate system. In both models, the compression was applied along the 

vertical axis of the global coordinate system. 

Strains were observed from identical locations for all the models used in the 

sensitivity analysis. Strains were reported as an average of the nodal strains 

corresponding to the strain gauge sensing area. If was of interest to explore if this 
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technique would produce different results than if the strain was only recorded 

from the node closest to the rosette center. 

Strains were analyzed locally by observing the changes at each individual rosette 

location. They were also analyzed globally by observing the change in the 

goodness of prediction of the model, i.e. the linear regression statistics. This was 

of particular importance since the underlying objective of the FE model was to 

mimic the entire physical bone. To gauge how much influence each modeling 

aspect had on the goodness of prediction of the model, a linear regression was 

used analyze the strains of each model constructed for the sensitivity analysis. 

The experimental strains were treated as independent variables and therefore 

remained consistent throughout each linear regression analysis. The numerical 

strains changed with each new model and therefore were assumed as dependent 

variables. Von Mises strains were employed in the sensitivity analysis because 

they characterized the general 3-D strain state with a single value, which allowed 

for simpler interpretation of the effects caused by the sensitivity parameters. 

5.3 Results 

5.3.1 Experiments 

The loads placed on the bones over the five tests were very consistent (Table 5.1), 

and resulted in experimental strain measurements that were highly repeatable. 

The average standard deviation of the von Mises strains over five loading tests 

was 2.5, 2.9, and 6.5 microstrain in the composite femur, composite tibia, and 

bovine tibia, respectively. The largest standard deviations were on the anterior 

surface of the bovine tibia (Table 5.2). 

An outlier analysis was performed on the difference in measured and predicted 

strain values. The strains determined from strain gauge rosette Tl of the 

composite tibia were found to be outliers using Chauvenet's criterion and were 

omitted in subsequent analyses. Strains measured from rosettes F10 of the 
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composite femur and B2 of the bovine tibia were also determined to be outliers 

and were omitted in subsequent analyses (see Fig 5.1). 

5.3.2 Experiment and FE Model Comparison 

5.3.2.1 Composite Tibia 

The voltages from the loading rods showed that the medial and lateral condyles 

sustained 55% and 45% of the load, respectively. A comparison of measured and 

predicted principal and von Mises strains showed good agreement (Table 5.3 and 

Figs 5.4a and 5.4b). The average errors (calculated as root mean squared error, 

RMSE) of the principal and von Mises strains were 47.0 microstrain and 26.4 

microstrain, respectively. The predicted principal directions were all within 20 

degrees of measured directions, with an RMSE of 10 degrees. Linear regression 

analysis of the principal strain data indicated a good correlation between the 

measurements and predictions (r2 = 0.91), with slope of 0.90 and an intercept of-

3 microstrain (Fig 5.4c); the regression line for the von Mises strains had an r2 of 

0.95, a slope of 0.89, and an intercept of 16 microstrain (Fig 5.4e). A Bland-

Altman plot showed small differences between measured and predicted strains 

consistently across the range of strain values (Fig 5.4f). The largest strains were 

seen on the posterior surface suggesting that the axial compression loading 

resulted in posterior bending of the tibia. Relatively large errors were observed in 

this region, particularly on the more curved surfaces (i.e. T2-T4 in Fig 5.2a). 

5.3.2.2 Composite Femur 

In the composite femur, the load was divided 30% to the medial condyle and 70% 

to the lateral condyle. The majority of Von Mises strains predicted from the 

femur FE model were within an order of magnitude of the experimental strains 

(Table 5.4). The RMSE of the principal and von Mises strains were 191.5 

microstrain and 144.5 microstrain, respectively. The predicted principal 

directions had an average error (RMSE) of 35 degrees compared to measured 

directions. Linear regression analysis of the principal strain data revealed an r2 of 

0.75, with a slope of 1.33, and an intercept of -14 microstrain (Fig 5.5c). Linear 
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regression analysis of von Mises strains produced an r of 0.45, with a slope of 

1.15, and an intercept of 63 microstrain (Fig 5.5e). Regions of the femur with 

complex curvatures such as the intercondylar notch (Fll) had larger errors. 

Errors on the order of several hundred microstrain were observed on the lateral 

surface of the femur (F12 and F13 in Fig 5.2b). A Bland-Altman plot showed 

increased error with higher levels of strain (Fig 5.4f). 

5.3.2.3 Bovine Tibia 

In the bovine tibia, the load was divided 34% to the medial condyle and 66% to 

the lateral condyle. The RMSE of the principal and von Mises strains were 43.4 

microstrain and 46.8 microstrain, respectively. The average error (RMSE) of the 

principal directions was 20 degrees. Linear regression analysis of the principal 

strain data indicated a good correlation between the measurements and predictions 

(r2 = 0.82), with slope of 1.03, and an intercept of-22 microstrain (Fig 5.6c). The 

regression line for von Mises strains had an r2 of 0.74, a slope of 0.86, and an 

intercept of -15 microstrain (Fig 5.6e). The Bland-Altman plot showed that 

differences between measured and predicted strains were fairly consistent across 

the range of strain values (Fig 5.6f). 

5.3.3 Sensitivity Analysis of Material Properties 

To estimate the effect inaccurate material properties may have had on strains, two 

composite femur FE models were created: one with a 20% increase and the other 

with a 20% decrease in the manufacturer-provided Young's modulus. The largest 

changes in strain values occurred at F11-F13, with a peak change of 177 

microstrain (Table 5.6). The composite tibia FE model had a slightly lower 

sensitivity to the changes in mechanical properties, with a peak difference of 99 

microstrain (Table 5.6). 

Varying the material properties of the cortical and cancellous bone had only 

minor effects on the regression analysis results. The coefficient of determination 

r2 was insensitive to the material properties for both the composite femur and tibia 
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FE models (Table 5.7). Varying the material properties changed the regression 

line slope at most by 0.28 and intercept by a maximum of 16 microstrain in the 

composite femur model. The goodness of prediction of the composite tibia model 

was even less sensitive to the changes in material properties. 

5.3.4 Sensitivity Analysis of Loading Conditions 

Among the five different load configurations used to gauge the sensitivity of 

strains to load placement, a maximum change of 70.6 microstrain from the center 

configuration was observed (Table 5.8). Similar results were seen in the 

composite tibia model. Regression analysis revealed that the predictive power of 

the model was slightly more sensitive to load placement changes compared to 

material properties changes. In the composite femur, shifting the loads anteriorly 

produced the largest change in the regression analysis parameters (Table 5.7). In 

this configuration, r2, slope, and intercept changed by 0.08, 0.13, and 10.22 

microstrain, respectively. Shifting the load anteriorly also produced the greatest 

change in predictive power in the composite tibia model, but this change was 

small. The r changed by a maximum of 0.07; slope by a maximum of 0.21; and 

intercept by a maximum of 33.16 microstrain. 

Very little change was observed throughout the strain gauge locations in the 

composite femur FE model whether point-loading or uniformly-distributed 

loading was used, therefore the results are not reported here. Strains similarly 

displayed minimal variability in the composite tibia FE model. 

In the femur FE model, a 5 degree valgus rotation produced a peak change of 160 

microstrain (Table 5.9). The changes were largest at the lateral surface of the 

femur (F12, F13 in Fig 5.1b). Load alignment appeared to have the greatest effect 

on the goodness of prediction of the model compared to material properties and 

load placement (Table 5.7). Rotating the model by 5 degrees valgus particularly 

affected the slope and intercept of the regression line; the slope changed by 0.19 

and the intercept changed by 32.67 microstrain. The strain changes from a 5 
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degree valgus rotation in the tibia FE model were as large as 144 microstrain 

(Table 5.9). Notably, the overall correspondence between the measured and 

predicted strains worsened dramatically (Table 5.7). The r decreased by 0.23, the 

slope decreased by 0.16, and the intercept increased by 25.17 microstrain. 

5.3.5 Variability of Predicted Strains in Gauge Region 

The standard deviation and range of von Mises strain values can be used to gain a 

sense of the variability beneath each strain gauge. In the composite tibia FE 

model, standard deviations were all an order of magnitude lower than the mean 

strains. However, the difference between maximum and minimum strains in a 

single rosette area was as large as 122 microstrain (Table 5.10). In the composite 

femur, standard deviations were clearly greater. In one rosette (Fll), von Mises 

strains varied by as much as 700 microstrain (Table 5.10). For both the composite 

femur and tibia, the goodness of prediction improved if von Mises strains were 

averaged over the gauge area rather than using the node closest to the rosette 

center. 

5.4 Discussion 

5.4.1 Goodness of Prediction of FE Models 

FE models of the composite femur and tibia and bovine tibia were verified with 

experiments in which axial compression was applied. The linear regression 

results of the composite tibia compared well with the data from other studies 

performing axial compression on composite tibiae (Gray et al., 2007; Completo et 

al., 2007c). In those studies, the slopes of the regression lines ranged from 0.90 to 

1.28, the intercepts ranged from -22.02 to 21.36, and the r2 ranged from 0.91 to 

0.97. In this study, relatively larger errors were observed on the upper posterior 

surface, particularly on the more curved surfaces (i.e. T2-T4 in Fig 5.2). The 

strains in the proximal posterior tibia have similarly been difficult to predict in 

other composite tibia FE models (Gray et al., 2007; Completo et al., 2007c). 
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The femur FE model generally overpredicted experimental strains, resulting in a 

higher linear regression slope and lower correlation than those seen in other 

composite femur validation studies (Viceconti et al., 1998; Completo et al., 

2007b). To gain a sense of the strain distribution over the entire bone, strains in 

geometrically complex regions such as the condyles and intercondylar notch (F9 

and Fl 1 in Fig 5.2) were observed in addition to strains at simpler regions such as 

the shaft. This is in contrast to the other studies, which only compared strains 

measured in regions of simple geometry. Strains measured at geometrically 

complex regions may not be accurate because a proper placement of strain gauges 

may not occur and they are also susceptible to local bone stiffness abnormalities. 

A bovine bone was used in this study to validate the geometry and material 

properties modeling aspects of the subject-specific FE modeling framework. 

Animal bones are not commonly used for validation purposes since cadaveric 

bones are preferred. Generally, the biological system used to assess the 

usefulness and predictive power of a model is not important. The bovine tibia 

was suitable in this preliminary phase as it allowed for the development of an 

experimental protocol before cadaveric bones are used. Since no bovine model 

validation studies were found in literature, a comparison was made with studies 

using cadavers. The linear regression results of the bovine tibia compared well 

with studies modeling the proximal femur (Keyak et al., 1993; Taddei et al., 2006; 

Taddei et al., 2007). In those studies, the slopes of the regression lines ranged 

from 0.63 to 1.03, the intercepts ranged from 0 to 84, and the r2 ranged from 0.63 

to 0.92. Differences between measured and predicted strains may have partly 

resulted from interpreting stiffness properties using an empirical relationship that 

was not strictly meant for bovine bone (Carter and Hayes, 1977). Relationships 

between density and Young's modulus specifically for bovine bone have been 

reported (Hodgskinson and Currey, 1992; Hodgskinson et al., 1997), but are only 

suitable for a narrow cancellous bone density range. The relationship reported by 

Carter and Hayes (1977) was based on a larger range of densities, including 

bovine cortical bone, and therefore it was felt to be more suitable for this study 
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since the range of bone densities in the bovine tibia specimen was quite large. 

The use of the above relationship required an assumption of isotropic bone 

properties, which may not be strictly physiological and may have introduced some 

error in the predictions. 

5.4.2 Sensitivity Analysis 

In this study, several important assumptions were made with respect to the 

construction of the FE model and the replication of experimental conditions, both 

of which may have affected the correspondence between measured and predicted 

strains in all 3 specimens. It was of interest to quantify the impact of these 

assumptions on the goodness of prediction of the models, and was best 

accomplished using a sensitivity analysis of the composite bone FE models. 

Although many other validation studies have incorporated similar assumptions, 

this level of analysis has not been attempted by those studies. 

5.4.2.1 Sensitivity of Strains to Material Properties 

The cortical and cancellous bones of FE models are often characterized using 

material properties provided by the manufacturer. However, the manufacturer-

provided value for the cortical bone may not be entirely correct, as it does not take 

into account the local density abnormalities and the layer of pure epoxy coating 

the cortex. The cortical bone contains a coat of pure epoxy (Gray et al., 2007), 

which may lower the overall elastic modulus of the cortex (Stolk et al., 2002). 

Stolk et al. (2002) have estimated that the actual Young's modulus of the cortical 

bone is 19% lower than manufacturer-provided value. Therefore, incorporating 

an incorrect material property into the FE model may have an impact on the 

results of the validation. This impact was quantified using a sensitivity analysis in 

which the manufacturer-provided Young's moduli of the cortical and cancellous 

bones were varied by 20%. These material properties changes were found to have 

very little impact on the overall goodness of prediction of the FE models. This 

was highlighted by the fact that the r2 value was completely insensitive to the 

varying material properties. Thus, incorporating manufacturer-provided material 
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properties will not likely affect the outcomes of a validation. However, local 

strain changes should not be overlooked since they changed by as much as 177 

microstrain in the femur and up to 100 microstrain in the tibia. This may be 

indicative of the local abnormalities which exist in composite bones. Such 

abnormalities are more common in the regions containing complex geometry (e.g. 

the intercondylar notch), where there is relatively less glass-fiber (Cristofolini et 

al., 1996; Completo et al., 2007c). These abnormalities should be taken into 

consideration if strains (or stresses) in a particular area of the composite bone are 

of interest. 

5.4.2,2 Sensitivity of Strains to Load Placement 

Proper validation requires an appropriate replication of the loads applied by the 

materials testing machine. However, the location in the FE model where the load 

is applied may not always be representative of the physical location. In validation 

studies of femur and tibia FE models, the methodology used to identify the load 

placement location was rarely detailed. The nodes selected in the FE models for 

load application appeared somewhat arbitrary and therefore the model might not 

have replicated the experimental loading accurately. In this study, a sensitivity 

analysis was performed to quantify how much load placement inaccuracy would 

affect the goodness of prediction of the FE model. 

Load placement location of the two compression forces on the physical bone was 

translated to the FE models using the method described in Section 5.2.2, which 

required alignment of the CMM and FE model coordinate systems. The error in 

the translation was estimated from the alignment error, and was 2.1 mm for the 

composite femur, and 2.8 mm for the composite tibia. Therefore, by varying load 

placement by an amount similar to the translation error, and observing the strain 

changes, one can gain a sense of the impact inaccurate load placement can have 

on validation results. Because the load can potentially be misplaced in any 

direction along the joint surface, many different load configurations could have 

been tested. However, the loads were shifted in 5 basic directions to see if strains 
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were more sensitive to offset in any particular direction. In this study, it was 

found that the goodness of prediction was slightly more sensitive to an anterior 

offset. Local strains were not as sensitive to changes in load placement compared 

to changes in material properties. In contrast, though, the collective change in 

strains had a bigger impact on the goodness of prediction. The observed changes 

in regression results were large enough that an effort should be made to replicate 

the load placement position as accurately as possible in the FE model. Since 

contact points may shift due to bone deflecting mid-loading (Gray et al., 2007), an 

effort should be made to record the load placement location when the bone is fully 

deflected. 

5.4.2.3 Sensitivity of Strains to Load Direction and Misalignment 

Validation studies of the distal femur and proximal tibia often compare strains 

generated in the bones from purely compressive loading. Such loading is used 

because it is relatively easy to apply in a materials testing machine and also in the 

FE environment. However, pure compression will be applied to the bone only 

when the long axis of the physical specimen is aligned with the vertical axis of the 

testing machine. 

It is important to align the vertical axis of the specimen with that of the testing 

apparatus, as even a small misalignment can cause large bending moments and 

overshadow the deflection from a pure axial load (Cristofolini and Viceconti, 

2000). It has been suggested that this can be accomplished by aligning reference 

axes defined using bone landmarks with the machine axis (Ruff and Hayes, 1983; 

Stolk et al., 2002; Gray et al., 2007). However, such a method is subjective and 

may still introduce some error in the alignment. The amount of error that a 

misalignment may cause in validation results has never been quantified. This was 

explored by comparing a perfectly aligned model with one that was rotated by 5 

degrees valgus, an amount representative of the tibiofemoral angle when a person 

is standing upright (Williams, 1999). The results showed that the goodness of 

prediction was noticeably affected by misalignment in the femur and, in 
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particular, the tibia, where r2 changed by more than 0.2. The misalignment also 

had an effect at the local level as individual strains changed by over 160 

microstrain. Thus, great care should be taken to ensure that the long axis of the 

bone is correctly aligned with the loading axis in the testing apparatus and vertical 

axis in the FE simulation. 

In this study, the tibia was potted with 0 degrees adduction. However, since the 

bones were used in a separate experiment where accurate replication of the 

physiological tibiofemoral axis was necessary, the femur was potted with an 

angular offset of about 3 degrees valgus and 4 degrees flexion. Thus, the vertical 

loads were better aligned with the tibia than the femur. The results of the 

sensitivity analysis may provide a partial explanation for the difference in the 

goodness of prediction between the two models. However, the goodness of 

prediction is also affected by the number of observations that are being compared. 

In this study, a much smaller number of strains were observed compared to other 

validation studies (Taddei et al., 2007; Gray et al., 2007). It can be envisioned 

that an increased number of observations obtained from different loading 

scenarios would improve the goodness of prediction of the FE models. 

5.4.2.4 Sensitivity of Strains to Point Contact Assumption 

Point forces were applied to all the FE models in this study, as is commonly done 

in similar validation studies (Gray et al, 2007; Completo et al., 2007b; Completo 

et al., 2007c). However, in the experiment, contact was observed to occur over a 

small area due to flattening of the nylon ball at the bone interface. A recent 

validation study suggested that point loading may affect strains within 25 mm of 

the load origin (Gray et al., 2007). In this study, all strain gauges were placed 

more than 25 mm from the loads. The comparison of point loading with area 

loading further showed that the rosette locations were far enough away from the 

load origin that the contact condition had negligible effect on the strain, thus the 

assumption of point loading was acceptable in this study. 
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5.4.3 Replication of Experimental Loading Conditions 

In this study, an axial loading condition was chosen because it was representative 

of the natural loading condition of the lower limb. Although loading in the testing 

machine was intended to be purely compressive through the vertical displacement 

of the actuator, load cell data showed that transverse forces and bending moments 

were also experienced by the bones during the experiment (Table 5.1). 

Transverse forces, and their associated bending moments, should not have been 

present if pure compression was applied to the bones. Contact with a curved joint 

surface may have caused bending of the rods, as evidenced by their strain gauge 

output. This bending was caused by the inability of the rods to freely translate 

since they were locked into position in the slotted plate. Consequently, they 

pushed transversely on the bone. Although the transverse forces were at least an 

order of magnitude lower than the axial forces, they should be minimized since 

they can cause relatively large bending moments in bones. A feature allowing the 

rods to move freely along the horizontal plane with the use of a horizontal cross-

rail attached to the testing apparatus is therefore necessary. However, even this 

may not completely obviate horizontal forces due to friction forces in the rails 

(Gray et al., 2007). A number of different setups including metallic spheres 

(Completo et al., 2007b) and hinges (Cristofolini and Viceconti, 2000) have been 

employed in an attempt to apply purely compressive loading on the bones but it is 

not known if this was actually achieved since no load cell data were reported. 

Both condyles in the femur and tibia were simultaneously loaded in the 

experiments, with different forces placed on each condyle (as seen in the natural 

condition). Previous studies have suggested that this may cause large 

reproducibility errors and have employed unicondylar loading (Completo et al., 

2007c; Gray et al., 2007); such loading is not physiologically representative and 

therefore was not employed in this study. Strain gauges on the rods provided an 

estimate of the proportion of the total load sustained by each condyle. However, 

the total could not be differentiated into its transverse and axial components. 

Therefore, in the FE simulation, both transverse and axial forces were divided 
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between each condyle according to the same proportion. The proportions for each 

model were reported in Section 5.3.2. 

Although it may not be possible to completely eliminate the presence of 

transverse forces in cases of vertical compression, they should at least be 

accurately measured to allow better replication of loading conditions in the FE 

models. 

5.4.4 Improving Finite Element Strain Representation 

Typically, strain gauge locations in the physical bone are mapped to the FE model 

by registering measurements acquired with a digitizing arm or a coordinate 

measuring machine (Completo et al , 2007b; Gray et al., 2007; Taddei et al., 2006, 

2007). In this study, rosette centers were digitized using CMM and translated to 

their closest nodes in the FE model using the same alignment technique for load 

placement. Translation errors of approximately 0.6 mm and 1.1 mm were present 

for the composite femur and tibia, respectively; similar registration error was 

reported by Taddei et al. (2007). 

In some studies, numerical strains were only observed at the nodes closest to the 

rosette center (Completo et al., 1997b; Keyak et al., 1993). Validation results 

may be sensitive to the nodal locations used to observe strains, especially in 

locations of high strain gradient. The large variability in strains occurring within 

the small strain gauge area suggests that large strain gradients were occurring in 

the composite bones, particularly in the femur (Table 5.10). To account for such 

gradients, strains in the nodes corresponding to the gauge's sensing area should be 

averaged (Taddei et al., 2007). In this study, if only a single node was used to 

represent the gauge location, the goodness of prediction of the model was worse 

(Table 5.7). Thus, a more correct comparison is facilitated by averaging nodal 

strains; this may also help compensate for the registration error associated with 

mapping the strain gauge location. 
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5.4.5 Improving Principal Strain Comparison 

Principal strains are commonly used to assess validity of FE models (Keyak et al., 

1993; Stolk et al., 2002; Waide et al., 2004; Completo et al., 2007b, 2007c; Gray 

et al., 2007; Taddei et al., 2007). They are compared with experimental strains 

measured from strain gauges, which are the gold standard for measuring strains 

on bone surfaces. Most studies try to align the vertical strain gauges with the long 

axis of the bone, ostensibly by visual inspection (Completo et al., 2007b; Gray et 

al., 2007). However, this may not be accomplished accurately and therefore 

measured axial strains should not be directly compared with predicted ones, and it 

is better to compare principal strains. However, a careful methodology must be 

followed to correctly compare principal strains. Generally, experimental and FE 

strains cannot be directly compared because bone surfaces are generally not 

aligned with any of the major planes of the FE model. Commercial finite element 

software may not output surface strains for 3-D elements. However, the predicted 

and measured principal strains must be in the same plane for proper comparison. 

This may not occur when the model surface is not smooth, but an effort must be 

made to ensure that the computed principal strains being used for comparison are 

parallel to the model surface (Keyak et al., 1993). In this study, it was verified 

that 2 of the 3 principal strains were parallel to the surface and therefore they 

could be properly compared with the measured strains. In situations where FE 

strains are not aligned with the surface, they would need to be transformed to the 

surface plane. It should always be explicitly mentioned in validation studies that 

in-plane strains are being compared, as poor communication may lead to 

confusion regarding whether a proper comparison is being performed. 

Principal strains are vectors therefore the directions of the principal strains should 

be reported with their magnitudes. A comparison of principal directions was 

provided in this study to provide bring greater strength to the validation (Tables 

5.3 to 5.5). However, such a comparison has not been performed in some 

validation studies (Gray et al., 2007; Completo et al., 2007b) or only discussed in 

brief (Completo et al., 2007c). Bone is anisotropic and, therefore, its failure 
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strength is direction-dependent. The ability to accurately predict strain direction 

is necessary if, for example, the FE models are being used to assess potential bone 

fracture. A predicted strain magnitude that compares well with a measured one 

does not imply that they will also have similar directions. For example, the 

measured and predicted magnitudes at location B12 in the bovine tibia are similar 

but the directions of the strains are much different (Table 5.5). Thus, an explicit 

comparison of principal directions should be provided in validation studies to 

ensure a complete assessment of a model's predictive capabilities. 

5.5 Summary and Conclusions 

The objective of this study was to provide preliminary validation of the geometry 

and material properties construction techniques developed for subject-specific FE 

models. FE models of a composite tibia and a bovine tibia constructed with these 

techniques simulated the physical models with good accuracy. The FE model of a 

composite femur was also fairly accurate but requires a larger set of observations 

to ensure that the modeling techniques are effective. 

An aspect of the experimental loading was not accurately replicated in the FE 

model, which may have resulted in underestimation of the validity of the FE 

models. Unintended transverse loading occurred at the joint surface and could not 

be measured accurately during the experiment. Therefore, some assumptions 

were necessary when attempting to simulate the transverse and axial forces in the 

FE models. 

This study also highlighted some assumptions frequently made in validation 

studies and analyzed the effects they may have on reported results. The global 

and local effects were examined using a sensitivity analysis, and quantified using 

linear regression analyses and traditional error analysis. Improper simplification 

of composite bone material properties by using manufacturer-provided data was 

not seen to greatly affect the validation results. A greater impact was observed 

when experimental loading conditions were not accurately replicated in the FE 
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simulations. The goodness of prediction in FE models was affected if the forces 

in the experiment were not placed at the same location in the simulation. In this 

study, the validation results were most affected when the directions of the loads 

were not correctly implemented due to a slight misalignment between the loading 

axis of the test apparatus and the vertical axis in the FE environment. 

Predicted strain values should be averaged over the gauge sensing area to 

facilitate a more realistic comparison of strain values. This improved 

representation of strain values resulted in a better correlation between measured 

and predicted strains. A careful methodology must be followed to ensure that 

principal strains are correctly compared in validation studies. Principal strains 

from the FE model must be confirmed to be parallel to the bone surface before 

comparison with measured strains. Additionally, the directions of principal 

strains must be compared and reported since matching strain magnitudes do not 

necessarily imply identical strain vectors. A full characterization of principal 

strains is necessary to accurately gauge the validity of a FE model. 

The issues presented in this study should be kept in mind when one is reviewing 

validation literature or conducting a validation experiment themselves. 
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Table 5.1: Mean and standard deviation of five sets of load cell readings for 

composite tibia, composite femur, and bovine tibia. 

Composite Tibia 
Mean SD 

Fx(lb) -11.21 0.09 
Fy (lb) -9.38 0.08 
Fz(lb) 158.04 1.01 

Mx (lb-in) -76.74 0.00 
My (lb-in) 64.34 0.86 
Mz (lb-in) 3.94 0.41 

Composite Femur 
Mean SD 
-3.04 0.11 
3.25 0.23 

154.96 1.98 
34.83 1.42 
11.80 0.00 
-2.81 0.50 

Bovine Tibia 
Mean SD 
-12.09 0.23 
-36.85 0.39 
294.99 3.26 
-12.72 7.02 
-83.40 4.09 

5.93 1.03 

Table 5.2: Mean and standard deviation (in microstrain) of five sets of von Mises 

strains in the composite tibia, composite femur, and bovine tibia. For strain 

gauge locations, see Fig 5.1. 

Composite Tibia 
Strain , , „„. „ Mean SD Gauge 

Tl 449.2 7.9 
T2 286.4 5.6 
T3 296.0 4.0 
T4 305.7 3.8 
T5 325.6 4.7 
T6 129.8 2.0 
T7 186.0 3.6 
T8 28.5 0.8 
T9 159.1 9.3 
T10 102.7 2.0 
Ti l 126.8 1.9 
T12 145.1 3.2 
T13 6.1 0.8 

Composite Femur 
Strain . , OT^ „ Mean SD Gauge 

Fl 153.0 4.6 
F2 177.3 2.2 
F3 5.7 0.5 
F4 21.4 0.4 
F5 8.5 1.0 
F6 125.2 1.3 
F7 433.3 4.8 
F8 332.3 3.1 
F9 214.3 2.6 
F10 308.2 3.0 
F l l 297.5 3.1 
F12 243.9 2.8 
F13 298.7 3.6 

Bovine Tibia 
Strain , , „„ „ Mean SD Gauge 

Bl 95.5 1.8 
B2 195.8 4.1 
B3 92.5 4.4 
B4 263.4 6.0 
B5 96.9 3.8 
B6 149.9 2.0 
B7 214.2 3.4 
B8 59.1 11.4 
B9 67.3 28.0 
B10 42.0 2.1 
B l l 44.2 6.0 
B12 20.0 2.4 
B13 127.5 8.8 
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Figure 5.1: Schematic of strain gauge rosette placement in the composite tibia (a), 

composite femur (b), and bovine tibia (c). 
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Figure 5.4: A comparison of measured and predicted (a) minimum and (b) 

maximum principal strains, with corresponding linear regression results shown in 

(c) for the composite tibia. A comparison of von Mises strains and the 

corresponding linear regression results is shown in (d) and (e), respectively. In 

(f), a Bland-Altaian plot of mean versus difference in von Mises strains is shown, 

with dotted lines showing 95% confidence intervals. 
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maximum principal strains, with corresponding linear regression results shown in 

(c) for the composite femur. A comparison of von Mises strains and the 

corresponding linear regression results is shown in (d) and (e), respectively. In 

(f), a Bland-Altman plot of mean versus difference in von Mises strains is shown, 

with dotted lines showing 95% confidence intervals. 
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Chapter 6: Contribution of loading conditions and material 

properties to stress shielding near the tibial component of total 

knee replacements* 

6.1 Introduction 

Aseptic loosening is a major failure mechanism of total knee replacement (TKR) 

and is partly attributed to stress shielding of the bone by the prosthesis (Van Loon 

et al, 1999). To date, the large difference in the Young's modulus between 

implant material and the surrounding bone has been considered the main 

contributing factor to stress shielding (Bureau, 2005). Current methods to 

improve TKR design include better tibiofemoral articulation (McEwen et al., 

2005; Greenwald and Heim, 2005) as well as improving the bone-implant 

interface via novel materials (Bureau, 2005). Stress shielding in the bone for 

select TKR implant materials and post geometries have been examined via finite 

element (FE) studies (Au et al., 2005; Askew and Lewis, 1981). Implant wear 

studies have shown that prosthetic joint surface congruency, and therefore the 

loading condition, is crucial in reducing implant wear (McEwen et al., 2005; 

Currier et al., 2005). The loading conditions at the tibiofemoral joint interface 

may also affect stress shielding but this relationship has not been well examined. 

Loading conditions can be characterized by a combination of load pattern, load 

placement on the condylar surface, and bone or implant condylar surface 

geometry. This investigation examines the effects of material properties and the 

above three characteristics of loading conditions on the bone stress state for a 

prosthesis similar to a commercially available model. Models of a surgically 

altered tibia with various implant materials, load patterns, and load placements 

were compared to a model of the natural pre-TKR tibia. 

A version of this chapter has been published in Au et al., 2007. Journal of Biomechanics 40: 
1410-1416. 
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6.2 Materials and Methods 

A three dimensional finite element model of the proximal tibia was used to 

predict the stress state. Details of the basic model are given in Au et al. (2005), so 

only a brief description is provided here. Geometrical reconstruction of a 

composite tibia was used to model the anatomy. Cortical and cancellous bone 

were assigned orthotropic and heterogeneous material properties mapped from 

experimental data (Rho, 1992). The model was meshed with 2 mm 10-node 

tetrahedral elements, resulting in 212,694 elements and 300,277 nodes. A 

convergence analysis was used to validate mesh adequacy. For computational 

efficiency, the tibia was sectioned 90 mm distal to the most proximal location; a 

sensitivity analysis showed that a longer bone length has a negligible effect on 

stress distribution. The distal end of the tibia was fixed in all directions. 

6.2.1 Loading Conditions 

Stress distributions were analyzed at the 15% interval of the gait cycle. This 

position presented a combination of high soft tissue forces and tibiofemoral 

compression, both of which were incorporated into the model (Table 6.1). 

Experimentally determined contact pressure distribution schematics (Fukubayashi 

and Kurosawa, 1980) for the tibia were digitized and the pressure contours 

mapped onto the tibia FE model (Au et al., 2005). The pressure contours were 

placed on the tibial condyles corresponding to experimentally determined data for 

the flexion angle at the 15% interval of the gait cycle (Scarvell et al., 2004; 

Wretenberg et al., 2002). An identical loading pattern was used when the implant 

was present to allow for comparative study. Two load patterns representative of 

two different implants were also applied to examine the load pattern characteristic 

of loading condition (Morra and Greenwald, 2004). The selected implant contour 

patterns represent the pressures observed at approximately the 15% interval of the 

gait cycle. 

Soft tissue loading in the model incorporated both muscle and ligament forces 

(Table 6.1). The ACL and PCL were assumed to have anterior and posterior 
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bands, the MCL was assumed to have deep and superficial bands; loading was 

distributed proportionally to the relative cross-sectional area of the bands 

(Crowninshield et al., 1976). The lines of action of the soft tissues were 

determined using an assembled CAD femur and tibia containing pre-defined soft 

tissue attachment locations. The knee was flexed according to physiological 

conditions and the lines of actions were assumed to be straight lines connecting 

corresponding attachment sites. A comparison with experimentally determined 

data (Herzog and Read, 1993) showed the lines of action calculated from the 

CAD model for the knee at full extension were well within physiological limits 

(Table 6.2). 

In this model, ligament and muscle attachments were considered to be enclosed 

areas, rather than the usual single points, for better physiological representation 

and to avoid stress concentration artifacts. The insertion shapes reflected those 

illustrated in the literature (Harner et al., 1999; Mains et al., 1977; Netter, 2002; 

Gray's Anatomy, 1973). To compare the accuracy of our soft tissue attachments, 

the centroids of each attachment area were compared with the National Institutes 

of Health's Terry dataset (Kepple et al., 1998) and the musculoskeletal model of 

Delp (1990) using the CAD knee assembly. Coordinates from the Terry and Delp 

datasets were translated to the most representative locations on the CAD model 

and compared with the attachment centroids of the FE model. All attachments 

were located reasonably close considering the natural physiological variation of 

the bones. 

6.2.2 Tibial Knee Prosthesis Model 

The tibial component of the knee prosthesis was created and assembled to the 

tibia in Pro/Engineer® (PTC, Needham, MA) and the entire assembly was 

exported to ANSYS® (Swanson Inc., Houston, PA) for analysis. The prosthesis 

was a representation of the Osteonics Scorpio™ model (Stryker Howmedica 

Osteonics, Kalamazoo, MI); however, its use is for illustrative purposes only and 

this study is not meant to examine its performance in any manner. A 2 mm layer 
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of polymethylmethacrylate (PMMA) was modeled beneath the tray and a 1 mm 

layer of PMMA around the post and flanges (Fig 6.1b). All interfaces in the 

models were assumed to be perfectly bonded. 

Four FE models were created, varying the presence and material properties of the 

prosthesis (Fig 6.1). Ti6A14V was assigned a Young's modulus (E) of 117 GPa 

and a Poisson's ratio (v) of 0.3 (Senepati and Pal, 2002). A hypothesized low 

modulus material (E = 837 MPa; v = 0.3) was used to investigate the influence of 

implant modulus on stress shielding; the modulus value was determined from a 

volume-weighted average of the cancellous bone sections in the model. It should 

be noted that stiffness is a function of material and geometry. However, as the 

geometries of the models are identical, stiffness in this case only varies with 

material property and thus the term is used interchangeably with Young's 

modulus as is commonly done. 

To study the effects of loading condition, a model (called "Second Control") was 

created where the tray, post and flanges were removed and the shape of the 

superior bone replicated the implant geometry and was assigned bone properties 

comparable to the natural tibia location (i.e. the mechanical properties of 

subchondral bone) (Fig 6.1c). The Second Control retained an identical load 

pattern and load placement to the natural tibia while varying the articulating 

geometry, thereby isolating the stress shielding effect of the implant geometry. In 

addition, it controlled for the influence of the implant post and flanges and the 

bone-implant interface. 

Two additional FE models containing prostheses were created; each was loaded 

with a different implant load pattern (see Section 6.2.1). 

6.3 Results and Discussion 

All stresses were normalized to those determined from a model of an intact tibia, 

Fig 6.1a (a pre-operative stress state which should be obtained by an ideal TKR 
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prosthesis). Stresses were observed along 12 paths placed parallel to the long axis 

of the bone (Fig 6.2). The paths were 1 or 6 mm from the cement-bone interface, 

where stress shielding is generally observed. 

6.3.1 Material property influence on stress distribution 

The introduction of the prosthesis reduced stress in nearly all regions of tibial 

bone. The Ti6A14V implant greatly reduced stress levels in the bone up to 

approximately 25 mm beneath the tray and then generally increased stresses until 

the bottom of the implant (37 mm) (Fig 6.3). This post-operative stress shielding 

effect has previously been attributed to the difference in Young's modulus 

between implant material and bone. It is argued that high modulus metals 

currently used (e.g. Ti6A14V) take over much of the mechanical bone stresses 

thereby underloading the bone compared to its natural non-implant state. To 

reduce stress shielding, it has been suggested that orthopaedic fixations should be 

manufactured with elastic properties identical to those of natural bone (Gefen, 

2002). To this end, the stress effect of implant modulus was examined by 

comparing Ti6A14V with one whose modulus is in the order of cancellous bone 

(Fig 6.3). The Low Modulus material increased stress levels 25 mm beneath the 

tray but reduced stresses in the distal regions compared to Ti6A14V (Figs 6.3a and 

b). Thus, an implant with modulus in the order of magnitude of the surrounding 

cancellous bone can be potentially beneficial in the region directly beneath the 

tray. However, it is quite evident that stress shielding still remains, so other 

causes should be investigated. 

6.3.2 Loading condition influence on stress distribution 

A particularly important finding from this investigation is that the tibiofemoral 

loading condition (i.e. loading pattern, load placement on the condylar surface, 

and bone or implant condylar surface geometry) greatly contributes to stress 

shielding. The alteration of joint articulation geometry due to TKR surgery is at 

least as important as material property in observed stress shielding immediately 

post-operation. For example, in the anterior bone 15 mm distal to the tray, the 
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altered geometry caused 50% of the stress shielding whereas the T16A14V 

contributed the other 30% (Fig 6.3a). This stress shielding effect from the altered 

condylar surface geometry is seen throughout the proximal tibia (Figs 6.3b and c). 

In general, the altered condylar surface geometry aspect of the tibiofemoral 

loading condition from the TKR implant can itself cause stress shielding (cf. 

Second Control vs. Natural Tibia, Fig 6.3) by changing the bending moments 

exerted at the articulating surface and thereby altering the stress distribution 

within the bone. The use of a high modulus implant material such as Ti6A14V 

further accentuates this stress shielding in bone directly beneath the tray (Fig 6.3). 

The load placement on the condylar surface aspect of the tibiofemoral loading 

condition, examined by shifting a single load pattern around the condyles, is also 

an important contributor to stress shielding. Shifting the tibiofemoral loading 5 

mm towards the midline notably reduces the stress shielding (Fig 6.4). So 

examining Figs 6.3 and 6.4 shows that careful load placement on the condylar 

surface and material selection can achieve a better stress shielding performance. 

This study assumed identical loading conditions for the natural tibia and implant 

to more clearly identify differences in stress levels caused by the load placement 

on the condylar surface and bone or implant condylar surface geometry aspects of 

the loading condition. However, pressure contours for the natural tibia and the 

implant are physiologically different (cf. Fukubayashi and Kurosawa (1980) and 

Morra and Greenwald (2004)). A deeper investigation into this aspect has shown 

that, even with the adoption of two different representative implant pressure 

contours (Morra and Greenwald, 2004), the stress trends observed in each of the 

12 paths of the implant model are very similar to those seen when using a less 

representative contour. The stress magnitudes, however, differed depending on 

the pressure contour used (Fig 6.5). Thus, adopting a more representative implant 

pressure contour would change the relative stress levels between implant and 

natural tibia but not the characteristic stress trends caused by the introduction of 

the implant as described above. It therefore remains that loading conditions (an 
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aspect of which is the load pattern) are an important factor in stress shielding of 

the tibial bone, particularly in the region 25 mm beneath the subchondral bone. 

Distinctly different patterns can be seen in the bone 25 mm beneath the 

subchondral bone from those which appear more distally. The 25 mm region 

corresponds to a region of bone directly beneath the implant which has been 

clinically observed to undergo significant bone loss regardless of the type of 

prosthesis (Petersen et al., 1995; Levitz et al., 1995), with loss occurring in both 

the short term (3 months: Li and Nilsson, 2000) and long term (7 years: Lonner et 

al., 2001). Thus, to restore pre-operative stress levels in the tibia and minimize 

bone resorption requires careful consideration of the effects of both loading 

conditions (i.e. load placement on the condylar surface, contact patterns, bone or 

implant condylar surface geometry) and material properties (e.g. a stiff implant 

can be beneficial in more distal regions of bone) in the design of TKR prostheses. 
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Table 6.1: Summary of loads placed on the tibia. Loads were obtained from 

Anderson and Pandy (2001) and Shelburne et al. (2004). ACL, PCL, deep MCL 

and oblique MCL loads were removed in all models where a prosthesis was 

present. 

Tibiofemoral compression 
Anterior ACL 
Posterior ACL 
Anterior PCL 
Posterior PCL 
Anterior MCL 
Posterior MCL 

Deep MCL 
Oblique MCL 

Gracilis 
Iliotibial tract 

Sartorius 
Semimembranosus 

Semitendinosus 
Popliteus 

Patellar tendon 

1030 N 
106 N 
119N 
2 N 
3N 
2N 
I N 
I N 
I N 
5N 

44 N 
5N 

90 N 
28 N 
5N 

254 N 

Table 6.2: A comparison of line of action angles in the vertical plane with 

experimental values of Herzog and Read (1993). Angles are clockwise positive 

with 0 degrees pointing anteriorly. 

Structure 
Semitendinosus 

Semimembranosus 
ACL 

PCL 

LCL 
MCL 

This study 
259° 
262° 

aACL: 223° 
pACL: 215° 
aPCL: -47° 
pPCL: -60° 

-87° 
aMCL: 249° 
pMCL: 250° 
oMCL: 249° 
dMCL: 258° 

Herzog and Read 
255°-270° 
255°-265° 
215°-223° 

-40°--70° 

-70° - -80° 
257° - 262° 
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Figure 6.2: A schematic of the 12 stress path locations as viewed from a 

transverse section of the tibia. The paths extended from the bottom of the PMMA 

layer beneath the implant tray to the distal end of the tibia. A: anterior, P: 

posterior, M: medial, L: lateral, 1: one mm radially from cement-bone interface, 

6: six mm radially from cement-bone interface. The outline in black is a superior 

view of the implant cross-section. 
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Figure 6.3: A comparison of the normalized von Mises bone stresses resulting 

from changes in the material properties and loading conditions of the implant. 

Stresses are shown for a high modulus implant (T16A14V) as compared with a 

much lower modulus implant (Low Modulus) in cancellous bone (a) 1 mm 

anterior to the post, (b) 1 mm postero-lateral to the post and (c) 6 mm antero­

lateral to the post. Stresses are also shown for the FE model with altered loading 

conditions (Second Control). All stresses are normalized to those observed in the 

natural tibia (- symbol). The vertical dotted line demarcates the bottom edge of 

the post. 
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Figure 6.4: A comparison of the normalized von Mises bone stresses resulting 

from changes in the loading conditions of the implant. Stresses are shown for the 

FE model with the shape of the superior bone replicating the implant geometry 

under normal physiological loading (Second Control) and with the medial and 

lateral tibial condylar loads offset 5 mm toward the midsagittal plane (Inward 

Offset of Loading). All stresses are normalized to those observed in the natural 

tibia (- symbol). 
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Figure 6.5: A comparison of the normalized von Mises bone stresses resulting 

from changes in the load patterns of the implant. Stresses are shown for the FE 

model containing a Ti6A14V implant loaded with a pattern identical to the natural 

tibia (Ti6A14V). Stresses are also shown for the same FE model loaded with two 

separate patterns similar to those observed in two different commercially 

available implants (Ti6A14V Implant Contour 1 and Ti6A14V Implant Contour 2). 

All stresses are normalized to those observed in the natural tibia (- symbol). 
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Chapter 7: Summary, Conclusions, and Future Directions 

This thesis introduced, for the first time, a single comprehensive framework that 

can be used to construct subject-specific finite element models of the femur and 

tibia from CT images. The framework interlinked several new modeling 

innovations to improve upon the weaknesses of current methods in representing 

geometry, materials properties and loading conditions. 

The first major part of the framework focused on constructing personalized 3-D 

representations of a knee bone anatomy from in vivo CT images. Specifically, the 

need to correctly capture the cortical bone is crucial to the overall validity of the 

model. Previous techniques have identified the cortex from CT using 

attenuation- or intensity-based thresholding techniques, and have mistakenly 

overrepresented its thickness due to the similarity of cortical and cancellous bone 

density. The technique introduced in this thesis introduced a new and innovative 

approach by focusing on attenuation gradients at the cortical interfaces, rather 

than the gradients themselves, allowing for a more accurate representation of 

cortical thickness. The general methods of constructing long bones such the 

femur and tibia employ images from a single plane of view, typically transverse 

CT images. Such methods have great difficulty accurately constructing the 

intercondylar notch and condyles in the distal femur because of its bifurcating 

geometry. The strategy presented in this thesis suggests the use of CT data from 

both transverse and sagittal planes to accurately define these two complex 

structures in the femur; this strategy also allows proper definition of the 

intercondylar spine of the tibia. Voxel meshing is the most commonly used 

technique in the clinical community for constructing subject-specific models 

because of its ease of use. However, it suffers from both of the above 

weaknesses. In addition, the models frequently contain jagged surfaces in areas 

of high curvature such as the condyles and intercondylar notch. The subject-

specific geometries constructed in this thesis use smooth NURBS-based surfaces 

to avoid the potential stress concentrations associated with such jagged surfaces. 

The techniques introduced in this thesis addressed 3 of the major weaknesses 
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observed in current bone geometry construction techniques but still have several 

limitations. The technique is not automated and requires a fair amount of user 

interaction and judgement, particularly in the extraction of cortical interfaces and 

the generation and merging of the 3-D transverse and sagittal surfaces. It is 

therefore not as user-friendly and cannot construct models as rapidly as 

commercial software. Complex 3-D curvatures such as the intercondylar notch 

and epicondyles were not captured with high accuracy in the models presented in 

this study. 

The second major aspect of the framework dealt with material properties 

modeling of the bone tissue. In all subject-specific models, the mechanical 

properties of the bone have been interpreted directly from the CT attenuation data. 

Previous studies have shown that conventional techniques of modeling bone 

properties, in combination with accurate representations of the geometry, can be 

used to construct accurate subject-specific FE models of the femur. However, 

they are limited by two major simplifications: assuming isotropic bone stiffness 

and merging cortical with cancellous bone. Such assumptions could compromise 

their accuracy for more complicated loading conditions such as torsion, for which 

they were not tested. The material properties modeling technique introduced in 

this thesis countered the first assumption by emphasizing the use of orthotropic 

bone. Orthotropic properties were incorporated by calculating 9 separate 

constants from the CT attenuation data using empirical relationships. Cortical and 

cancellous bones were separated from each other as a consequence of accurately 

defining the cortical thickness using the above geometry technique. A crucial part 

of tailoring a FE model to an individual is modeling their unique and 

heterogeneous bone density distribution. The degree to which this heterogeneity 

is represented is quite subjective, depending on the amount of computational ease. 

The innovative application of an image processing technique was presented in this 

thesis to eliminate this subjectivity. The segmentation of the bone into groups of 

similar density (i.e. the representation of heterogeneity) was automated using a 

computer algorithm, effectively removing the subjectivity. The algorithm 
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implemented an image processing technique which analyzed each CT image and 

extracted regions of bone with similar density and location within the knee. The 

material properties modeling technique requires less user intervention than the 

geometry modeling stage as the image analysis is automated using MATLAB 

algorithms. Nevertheless, there are several limitations to this technique. First, for 

the appropriate tolerance levels suggested in Chapter 3, the algorithm can take a 

substantial amount of time to group the bone. The number of groups generated 

can also result in longer processing times from the finite element software; it can 

be assumed that the conventional techniques would require less time since a much 

smaller number of groups were consistently reported in the literature. Secondly, 

the interpretation of material properties relies on the use of empirical equations. It 

has been shown that cortical bone (in particular in the tibia) is poorly correlated 

with bone density. Accurately estimating the stiffness of the cortical bone for a 

particular individual may require information other than CT. 

It must be noted that the material properties simplifications used in other studies 

are not always inappropriate. Modeling any situation using finite element 

methods will always require certain simplifications; the appropriateness of the 

simplifications depends on the question being answered. While the use of 

orthotropic and heterogeneous bone is emphasized in this thesis in the interest of 

generating models with better predictive capability, its implementation can 

require a substantial amount of user time. If a lower level of accuracy is 

acceptable and can be used to draw proper conclusions, incorporating simplified 

material properties is advisable in order to reduce user and computer effort. 

The third aspect of the framework concerned the application of loading conditions 

to the subject-specific FE models, with specific emphasis on the incorporation of 

muscle and ligament forces. The notable absence of any muscle and ligament 

forces in nearly all distal femur and proximal tibia FE models in the literature, 

justified by the contention that these more computationally efficient models 

would not greatly influence conclusions, prompted an examination of the 
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necessity of incorporating the soft tissues. A technique was introduced to 

incorporate the forces produced by the various muscles and ligaments surrounding 

the knee. By synthesizing information from anatomy texts, musculoskeletal and 

CAD models, a full set of loading conditions representing gait in the knee was 

modeled, i.e. tibiofemoral compression, patellofemoral compression, and muscle 

and ligament forces. Such a technique was used to gain a sense of the internal 

stresses that may be produced in a natural femur or tibia during walking. In 

Chapter 5, it was revealed that the muscle and ligament forces produced during 

gait did have an effect on stress distribution in the distal femur. Stresses were 

substantially affected directly around the attachment sites (from stress 

concentrations) while more subtle changes were seen throughout the cancellous 

bone. Whether such changes in the stress levels will impact the conclusions of a 

study obviously depends on the question of interest. Again, the balance between 

the substantial amount of time required to model the soft tissue forces and the 

accuracy of the results must be considered. Also, despite the fact that geometry 

and material properties were representative of a particular individual, the loading 

conditions implemented in the models were not subject-specific. The 

implementation of subject-specific loading conditions is a tremendous 

undertaking and was outside the scope of this thesis. 

Experimental verification of predictions from the subject-specific models is 

necessary to show that the framework is acceptable. As the framework is meant 

to produce representative models of the human knee, ideally it should be 

compared with data from a cadaveric knee. However, in vitro experimental data 

was not obtained from a human knee in this thesis and weakens the conclusions 

that can be drawn regarding the acceptability of the framework. Nevertheless, a 

sense of the validity was gained through a series of preliminary experiments using 

composite and bovine bones. Geometries constructed using this technique were 

found to be representative of the physiological anatomy through a comparison 

with digital and physical surface measurements. Also, a comparison of surface 

strains produced in composite and bovine bones from mechanical loading 
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produced promising results. This provided some confidence regarding the ability 

of the technique to properly model a combination of subject-specific geometry 

and material properties. However, as shown in Chapter 6, the predicted strains 

did not fully match with measured strains and therefore improvements in the 

experimental protocol are needed to (1) produce more deterministic loading such 

as pure compression and (2) to correctly align the long axis of the bones with the 

vertical axis of the testing machine. 

A variety of techniques were introduced in this thesis to address weakness in the 

modeling of geometry, material properties and loading conditions. The models 

constructed using this technique were not meant to answer any specific clinical or 

research question, but rather to demonstrate how such techniques could be 

implemented. Depending on the question that the FE model is being used to 

answer, it may not be necessary to implement all of the techniques into the 

particular model. Although the techniques were presented under a framework 

umbrella, most of the techniques can be used in isolation to improve a particular 

aspect of a FE model. It is hoped that the ideas presented in this thesis will be 

used to improve the general subject-specific modeling process so that FE models 

will become more helpful tools for both the research and clinical communities. 

7.1 Future Directions 

In the immediate future, the technique needs to be validated using cadaveric bone. 

The preliminary validation presented in this thesis employed composite and 

bovine bones which are not completely representative of human bone. Validation 

with cadaveric bone will ensure that the geometry and material property modeling 

techniques presented in this thesis can be used to construct FE models that are 

representative of human knee bones. The accuracy of the subject-specific cadaver 

model can be assessed using the procedure described in Chapter 5. 

In the longer term, the incorporation of subject-specific loading conditions will be 

necessary. The current technique loads the subject-specific model with generic 
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loading conditions that are still physiologically relevant. MRI-based images of 

the subject's knee can be used to estimate the insertions of muscles and ligaments. 

Lines of action and soft tissue forces can be obtained using musculoskeletal 

models constructed from geometry and force data specific to the individual. 

Tibiofemoral and patellofemoral compression can be approximated using contact 

elements in the finite element simulation, with even better predictions generated if 

menisci are modeled in the knee. 

One of the potential research applications of the subject-specific FE models is 

improving the design of TKR implants. The models in their current state can be 

used to examine stress shielding in the immediate post-operative time period. 

However, with the implementation of bone adaptation algorithms, this model can 

be used to examine the stress condition in a subject's knee 5 or 10 years post­

operatively. 
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Appendix A: Geometry Construction Details 

Spline fitting 

The SASS technique incorporated an automated spline fitting process in which a 

series of interconnected cubic splines was fitted to periosteal and endosteal 

interface points to produce a single smooth curve. The process began by fitting 

interface points with a spline of pre-defined length ("startlength"). The goodness-

of-fit of the spline was measured using a correlation coefficient (r2). If the fit was 

acceptable (i.e. r2>0.9) then the spline was extended to fit more points (added in 

multiples of "startlength") and the r2 was measured and compared with its 

previous value. The process was repeated until a maximum r was obtained, 

producing a single spline. A second spline was fit to the remaining points by 

repeating the above process, starting where the first spline ended. Spline fitting 

was completed when all points were fitted by the series of splines. The spline 

fitting operation was automated by a module written in MATLAB 6.1. 

Each contour was defined as a series of interconnected splines (Fig A.l) and its 

smoothness was quantified principally by the mean r of the splines. However, 

additional information about the smoothness was gained by observing the mean 

deviation of the curve from the original non-fitted interface points. Two 

important parameters potentially influenced the smoothness of the curve: (1) the 

origin of the curve, i.e. the location along the interface where spline fitting begins 

and (2) the "startlength". The automated spline fitting process of the SASS 

technique was used to investigate both parameters using transverse periosteal 

interface points at three levels of the composite femur (i.e. diaphysis, metaphysis 

and epiphysis). To investigate the sensitivity of smoothness to the curve origin 

(parameter 1), a curve was initiated at all points along the interface. A cubic 

spline was initially fitted to 12 interface points (i.e. "startlength"=12). The 

process continued until all interface points were fitted, resulting in a smooth 

curve. The absolute deviation of the curve from each interface point was 

measured and averaged; the r of the splines defining the curve were also 

averaged. 
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The "startlength" of 12 for the above investigation was chosen arbitrarily. To 

investigate the sensitivity of smoothness to "startlength" (parameter 2), interfaces 

were fitted with splines of fixed length from a fixed origin. For example, one 

curve would consist of splines only 8 points long; another curve would consist 

only of 9-point splines. Interfaces were fitted with a minimum spline length of 8 

points to a maximum length in which one spline fitted the entire set of points. 

The collective mean r2 and deviation of the splines were observed. 

The results in Table A. 1 showed that smoothness of the curve remained relatively 

insensitive to its origin. Considering all three levels, the splines represented the 

interface points with an average error of about 0.2 mm and a maximum error of 

about 0.6 mm. The splines therefore represented the interface points with sub-

pixel accuracy as the CT image resolution was 0.3125 mm/pixel. In all cases, r 

was acceptable. Therefore, the location where spline fitting began was not overly 

important. 

Table A.l: Comparison of curve smoothness by varying curve origin. 

Level 

Diaphysis 

Metaphysis 

Epiphysis 

Number of 

Interface 

Points 

271 

564 

774 

r2 

Mean 

(SD) 

0.996 

(0.001) 

0.990 

(0.002) 

0.996 

(0.001) 

Max 

0.998 

0.993 

0.997 

Min 

0.994 

0.983 

0.992 

Deviation (mm) 

Mean 

(SD) 

0.116 

(0.022) 

0.220 

(0.098) 

0.186 

(0.038) 

Max 

0.251 

0.591 

0.386 

Min 

0.082 

0.111 

0.103 

The choice of a "startlength" of 12 was therefore acceptable for investigating 

parameter 1. However, using a startlength between 8 and 80 points would have 

been equally acceptable. The mean r2 for this range of "startlength" were all 
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above 0.97 and the mean deviations were all below 1 pixel (0.3125 mm) for all 3 

levels. Therefore, a spline fit process with startlength between 8 and 80 points 

could generate smooth curves which appropriately represent periosteal and 

endosteal interfaces. It should be noted that fitting interface points with splines 

less than 5 points long produced jagged curves and therefore should be avoided. 

The automated spline fitting process of the SASS technique is robust, generating 

smooth curves which are relatively insensitive to both the origin of the spline fit 

and the length of its underlying splines. The sub-pixel deviation means that it 

contributes very little error to surface construction, therefore the majority of the 

error lies in the CAD surface generation process, which has been shown to be 

accurate. 

Endosteal interface interpolation 

Osteopenic or osteoporotic bone is frequently present in TKR surgery candidates. 

Consequently, CT images obtained in vivo from such patients will result in poor 

contrast at certain locations. In the SASS technique, a gradient operator was 

applied to such images and often revealed the location of the endosteal interface, 

allowing for successful construction of the endosteal surface. However, several 

areas of weak bone yielded extremely weak gradients which could not be detected 

using Path Analysis. Subsequently, gaps were present in the endosteal edge 

extraction (Fig A.2a). Closed curves were necessary for CAD surface generation 

therefore the gaps in the edge extraction needed to be filled. Spline fitting did not 

consistently interpolate representative interface points for large gaps. A more 

effective method was to estimate the interface points using data from the 

surrounding region where Path Analysis extraction was successful. 

Interpolation was performed automatically using a module written with 

MATLAB 6.1. During Path Analysis, endosteum regions which could not be 

identified due to weak gradients were recorded. The cortical thickness of the 

successfully extracted endosteal interface points were concurrently recorded. 
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After completing the Path Analysis, the cortical thicknesses of the gaps were 

estimated using the thickness information of the surrounding cortex. The 

thicknesses for each point in the gap were linearly interpolated using data before 

and after the gap. Using the thickness information, the endosteum coordinates 

could be estimated by revisiting the Path Analysis in the gaps. This provides a 

smooth closure of the gap through reasonable estimation of the cortical thickness 

(Fig A.2b). Although physiologically no interface may actually exist in regions of 

weak bone, the interpolation is a necessary step since a closed endosteal curve is 

needed for surface generation. A careful and reasonable estimate of the endosteal 

interface is provided by the SASS technique. 

CT Scanner Capabilities and Slice Separation 

A side benefit of using larger slice separation to construct SASS models is the 

reduction of radiation exposure to the patient. For single-detector CT (SDCT) 

machines, scanning at a higher slice thickness will reduce additional radiation 

exposure to the patient, but the algorithm used to reconstruct to smaller thickness 

post-CT will reduce the fidelity of the data. Thus, with the SASS technique, 

patients can benefit from reduced radiation exposure and accurate geometry 

models. Recent advances in CT scanner technology have allowed for improved 

imaging capabilities while simultaneously reducing radiation exposure to the 

patient. In particular, multi-detector CT (MDCT) scanners can scan at higher 

slice thickness and reconstruct to smaller thickness post-CT without additional 

radiation exposure while maintaining data fidelity. However, the greatest impact 

of using a 3 mm slice separation in constructing SASS models is the ability to 

reduce computational time while still accurately capturing the geometry. Thus, 

sub-3 mm data, whether obtained from SDCT or MDCT, is not entirely necessary 

in constructing an accurate model. 
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Figure A.l: A series of 16 interconnected splines defining a periosteal contour 

located in the human distal femur. 
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(a) (b) 
Figure A.2: A transverse CT image of the human distal femur, located 12 mm 

from the joint line, showing the endosteal interface points extracted using Path 

Analysis. The gap in the lower left quadrant seen in (a) was filled in by 

interpolating the cortical thickness based on the surrounding cortex (b). 
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Appendix B: Empirical Relationships for Modeling Cortical and Cancellous 

Bone 

Empirical relationships from several sources were used to determine the elastic 

constants from the apparent density. 

Femoral cortical bone 

Cortical bone in the femur was defined using a cylindrical coordinate system, 

where direction r is radial, direction c is circumferential, and direction z is axial 

for equations (Bl) to (B9). Young's modulus was calculated using relationships 

from Rhoetal. (1995): 

£ ,=-6.087 + 0.010/? (Bl) 

Ec= -4.007 + 0.009/? (B2) 

£z =-6.142 + 0.014/? (B3) 

where E is Young's modulus (GPa) and p is apparent density (kg/m3). 

Relationships between shear modulus and apparent density for cortical bone were 

not available in literature. Using the data available in Rho (1992), the following 

relationships were generated to calculate the shear modulus: 

G„ =0.0030/7-1.4132 (B4) 

Grz =0.0032/?- 0.8067 (B5) 

Gcz =0.0035/?-0.9874 (B6) 

where G is shear modulus (MPa) and p is apparent density (kg/m ). Orthotopic 

Poisson's ratios were obtained from Rho (1992): 

vrc =0.417 (B7) 

vn= 0.232 (B8) 

vcz= 0.225 (B9) 
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Femoral cancellous bone 

Cancellous bone in the femur was defined using a Cartesian coordinate system, 

where direction AP is anterior-posterior; direction ML is medial-lateral; direction 

SI is superior-inferior for equations (BIO) to (B18). Young's modulus was 

calculated using relationships from Rho et al. (1995): 

EAP=0MpU9 (BIO) 

EML=0Mp1*2 (Bll) 

Esl = 0.82/7127 (B12) 

where E is Young's modulus (MPa) and p is apparent density (kg/m3). 

Relationships between shear modulus and apparent density in the cancellous bone 

of the femur could not be found in literature. Therefore empirical relationships 

for the cancellous bone of the tibia were used (Ashman et al., 1989): 

G „ L = 0 . 4 8 p - 2 7 . 7 4 (B13) 

G M = 0 . 5 3 p ~ 1 3 . 1 9 .(B14) 

GML_s/=0.66p-8.93 (B15) 

where G is shear modulus (MPa) and p is apparent density (kg/m3). Although 

cancellous bone is known to be orthotropic, only transversely isotropic Poisson's 

ratios could be found (Williams and Lewis, 1982): 

yAP-ML =0-52 (B16) 

v M = - 0 . 0 7 (B17) 

VML-S, =-0-02 (B18) 

Tibial cortical bone 

Cortical bone in the tibia was defined using a cylindrical coordinate system, 

where direction r is radial, direction c is circumferential, and direction z is axial 

for equations (B19) to (B24). Young's modulus was calculated using 

relationships from Rho (1992): 
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Er =4.055 + 0.004/? (B19) 

Ec =4.291 + 0.004/? (B20) 

£ z=-3.842 + 0.013p (B21) 

where £ is Young's modulus (GPa) and p is apparent density (kg/m3). 

Relationships between shear modulus and apparent density for cortical bone were 

not available in literature. Using the data available in Rho (1992), the following 

relationships were generated to calculate the shear modulus: 

Grc =0.0012/7-1.7903 (B22) 

G„ =0.0021p-1.2237 (B23) 

GC2= 0.0024/7-1.3603 (B24) 

where G is shear modulus (GPa) and p is apparent density (kg/m3). The same 

orthotropic Poisson's ratios were used for the femoral and tibial cortical bone 

(equations (B7) to (B9)). 

Tibial cancellous bone 

Cancellous bone in the femur was defined using a Cartesian coordinate system, 

where direction AP is anterior-posterior; direction ML is medial-lateral; direction 

SI is superior-inferior for equations (B25) to (B27). Young's modulus was 

calculated using relationships from Rho et al. (1995): 

EAP = 0.06/7151 (B25) 

EML =0.06/7'55 (B26) 

£s/=0.51/7137 (B27) 

where E is Young's modulus (MPa) and p is apparent density (kg/m3). The same 

empirical relationships between shear modulus and apparent density were used for 

the femoral and tibial cancellous bone (equations (B13) to (B15)). The same 

Poisson's ratios were also used (equations (B16) to (B18)). 
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