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| Abstract . o |

Over the past three'decade;, the minera14pro;essfng industry
has shown an increasing interest in the area of process
control. Although compyter simulation has.'becn’ used ftom
the mid 3960'3 to aid mineral engineers in_ the design and

steady state analysis of mineral processes, dynamic

. simulation ' for studying process control applicétions only

began-to gain'popularity from the mid 1970's.

This work- is concerned with the simulation of the

dynamic and control behavﬁpr~ of mineral grinding

circuits. The primary purpose is to demonstrate the

usefulness of a dynamic grinding circuit simulator to the

- mineral processing engineer for tasks such as control

strategy evaluation. A general dynamic simulation, packag;,
MINSIM, is developéd based on the DYFLO2 programming

approach of Franks (1982) and earlier work at the University

v

of Alberta. The modelling theory used in the simulator

design is described in detail along with several advanced
control  schemes such as multivariable time delay

compensation and " noninteracting control. .The MINSIM

softwg?E\packgge is used to demonstrate the dynamic behaviop

of the Lake Dufault grindiné' circuit and analyze 'the

performande of both 'open and closed circuit" grinding

operations utilizing various continuous and discrete control
strategies.
It was found -that although time delay compensation had

little effect on control performance due to model mismatch,



the 'nbninteracting cohtrol strategy did prove to be of

value.

o
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1. Inprbduction

1.1 Introduction

Over the past three decades, the miq;ral processing
industry has shown an incfeasing intereét in the area of
process controi. This is due, in part, to an increasing
awareness of‘ the economic advantages a tightly controlled
plant offers, including a reducti&ﬁ in énergy consumption,
the maintenance of a consistent product quality, and'
increased plant throughput (Herbst and Bascur,
1984). Because ’the unit operation approach to process
control used in the chemical industry ié well developed and
can  be directly‘ applied to 'mineral processes, mineral
engineers are looking to the chemical industry to Aprovide
expertise in process control.

The use of dynamié simulation for studying the dynamic
and control behavior of mineral brocessing circuits has only
become populér since the mid 1970's. Most of the effort in
this area has gone into the development of simulators
éépable of simulating particulaf grinding mills and
flotation circuts - (Flintoff et al., 1985). Only recently
have general purpose dynamic simulators that contain models

of other unit operations such as crushing and particle size

separa;;9a¢¢irong ]

inciuding auxillary proce

more complex integrated circuits
ing equipment such as sumps and
pumps become available (Adel; 82; Flintoff et al. 1985;

Rajamani and Herbst, 1980; Ferrara et al.,” 1984).

——



The purﬁose of this thesis 1is twofold. The primary
objective is to demonstrate the wusefulness of a aynamic
grinding circuit simulator to the mineral processing
engineer for purposgs‘such as operator training and control
system evaluatioﬁ. This is achieved by deve}gqing the
general grinding' circuit simulation package, MINSIM, which
is based on the DYFLO2 (Franks, 1982) framework and standard
mineral prbceés unit operation models (Flintoff et al.,
1985; Wong, 1984; ﬁood and Flintoff, 1982). The wunderlying
~objective is to provide the engineer with an insight into
some advanced control techniques such as multivariable time
delay compensation, noninteracting control, and self tuning
control by utilizing the simulator to study the performance
of the Lake Dufault closed circuit grinding operation using
such schemes. ‘A second, open circuit grinding operation
using discrete control is simulated as well.

The next section of this.chapter presents a literature
survéy. and a discugsion of the preQious work done at the
Univg:siﬁy of Alberta. This chapter cohclﬁdes with an

outline of the organization of the thesis.
1.2 Literature Survey

'1.2.1 Process Control Applied to Mineral Processing Circuits
Much work has recently been done in the area of process
control applications in ‘the mineral industry. Herbst and

Bascur (1984) provide a review of the control strategies in



use 'in the mineral industry and give an overview of the more.
recent trends. Lynch (1984) describes the widely varying
control applications and problems currently associated with
four different mineral processing areas and discusses future
expectations for each. |

Specific applications, covering a wide range of circuit
configurations and different control strategies, have been
presented by many authors. Smith and Lewis (1969) discuss
an operator emulator application of a process computer for
performing duties such as material balance calculations, and
flotation reagent flow rate calculations for conﬁrol of a
flotation <circuit at Lake Dufault Mines Limited. Fewings
(1976) has reported on the use of a simulation package to
design a computer coritrol system for the grinding circuit of
a lead-zinc concentrator at  Mount Isa Mines
Limited. Application of this control system to the plant
-resulted in a 5% increase in throughput, as predicted from
the simulation results. More recently, Lean and Baker
(1984) have discussed the computer control 'system installed
at New Broken Hill Consolidated Limited while Allee et ai.
(1985) have described the specification and installation of
a computerized diétributed control system for the
concenﬁration circuit at Chino Mines Company. The various
stages involvéd iﬁ comissioning a microprocessor based
multivariable control system for a gold recovery plant have
been presented by Gray (1985).

Applications involving  sophisticated multivariable



control strategies on a pilot scale grinding ciruit have
been described by Hulbert et al. (1980), Hulbert and
Woodburn (1983) and Barker and Hulbert (1983). 1In all
cases, these researchers used the inverse Nyquist array
(INA) multivariable frequency éomain technique to design a
controller. Simulations conducted by Barker and Hulbert
(1983) showed that a reasonable amount of decoupling was
achieved which improved ’lhe control performance over that
obtained using conventional single variable controllers. Lee
and Newell (1985) have used a dynamic matrix control (DMC)
technique on the circuit described by Hulbert et. al.
(1980). They found that although the INA technique produced
better control response; the DMC technique proved to be
easier to use and providegd better dntrol than single loop
controllers. Hulbert and Brae (1981) and Hulbert (1983)
have applied the INA design technique for the control system
design of the full scale milling ci;cuit' at the East
Driefontein Gold Mine and report on the observed plant
behavior. As well, Jamsa et al. (1983) have used the INA
technique to develop a multivariable controller for the full
scale Vuonos grinding operation. Wyatt-Mair et al. (1980)
present a real time control strategy that utilizes a Kalman
filter to estimate a state space model of a grinding
circuit. This model was used to reliably predict both the
measured and unmeasured ouppat variables. Hammoude and
Smith (1980) and Su and Yan (1984) have experimented with

self tuning control applications on flotation circuits in’



attempts to overcome some of the control problems associated

with these operations.

1.2.2 Modelling Mineral Processes

The mathematical models used in describing the dynamic
behavior of mineral processes have been slowly evolving for
the past éhree decades as Wood (1975) documented in a survey
of the litefature pertaining to the modelling of crusﬁing
and grinding ‘circuits published wup to 1975. Researchers
such as Herbst and Fuerstenau (1980) have created ‘sofﬁware‘
based 'on many of these models to aid in the design and

sizing of full scale grinding mills from laboratory

"dgta. Austin and Klimpel (1984) describe a procedure for

estimat{zg several key design parameters from laboratory
batch milling data as well. Computer aided methods for
estimating the residence time distribution and mass
transport characteristics ha;e been discussed by Marchand et
al. (1980) and Weller (1980).

Dynamic models for grinding circuits have been developed
using both state space and phenomenological (or population

balance) modelling approaches. Hinde et al. (1976) and

Ragot et al. (1976) present . state space models for two

" "different closed circuit grinding configurations., The

phenomenological appr&ach has been taken by Lynch (1977),

Smith and Guerin (1980), Rajamani and Herbst (1980), and

Flintoff et al. (1985). These models are, 1in general,

extensions of phenominological steady state models used in



the plant design stage (Flintoff et al., 1985). Methods for
identifying the parameters wused in the phenomenological
models ‘have been déscribed by Fournier and Smith
(1972). %%eSe researchers also verified that full scale rod
milis behave much like laboratory scale ball mills so the
same form J6f model can be used for both types of mill. A
third approach to modelling grinding circuits utilizes a
time series analysis of plant operating data as described by
Romberg and Jagobs (1980). This method has not gained wide
acceptance, due to the fact that the models used are

: \
empirical in nature and the computer software required to

~

perform the analysis is complex. .
1.2.3 Dynamic Simulatiom Software for Mineral Processes
Computer simulation}of mineral processes began in the
mid 1960's, with the advent of reasonably powerful digital .
computers. Mbst of the early simulators were capable of
performing only steady state material balances on specific
pieces of equipment in the concentration“'circuit. These
simulators were used by mineral engineers as an aid in plant
design and pro&ess optimization and have since evolved into
general pﬁrpose steady state simulation packages (Flintoff
et al., 1985). Sastry and Adel (1984), who surveyed the
state of simulation software in the mineral industry in
1984, concluded that most work has been in the areas of
material balance packages and steady state flowsheet

solvers, with little activity directed to ° dynamic



simulation., The dynamic simulation work that has been dohe
\is in general, specific to a given circuit confiquration or
unit cperation. Examples of these types of simulators for
grinding operations are discussed by Baséur et al. (1985),
del Villar and Laplante (198%), Finlayson and Hulbert
(1980), Rajamani and Herbst (1980), and Smith and Guerin
(1980). It is interesting to note that most of the control
applications discussed 1in Section 1.2.1 utilized some form
ofvcomputer simulation as an aid 1in the control‘ system
design,

Few simulation packages have considered the entire
concentration circuit or have considered al the auxilliary
eguipment such as pumps and hydrocylones, with the exception
of the work of Rajamani and Herbst (1980) and Bascur et al.
(1985). It should be noted that although DYNAMILL (Rajamani

and Herbst, 1980) includes pumping and particle size

separation, it 1is 1limited to three specific circuit

configurations: open circuit, closed circuit with
post-classification, and closed " circuit with
pre-classification, each with only a single ball

mill. Control strategies for the Duval Sierrita grinding
circuit were evaluated using DYNAMILL by Bascur et al.
(1985) withﬂ5uccess. .

Dynamic simulators for mineral processing operations
that are general ln nature are few in number. Adel (}982)
has created a general interactive dynamic simulation package

that simulates crushing, screening, grinding, hydrocyclone,
3



and flotation unit operations eithér alone or in almost any
fiowsheet ¢onfiguration.‘ The development of this simulator:
“was complicated by the fact that ixwﬁas necessary to first
develop a framework of utility programs for tésks such as’
integration.and user inpuf-output. It Should be noﬁéd 'that
this packaée "is of limited use 1in- evaluating control
apélications, mainly due to the lack of appropriate
software. However, this simulator does éncompass'the most
cdm@létg set of unit operaticns required for the simulation
of ,aﬁ entire concehfration cigcuit; but modelling of slurry
pumping is not includedt%wark by Wood and Flintoff (1982),
Wong (1984), and Flintoff-et al. (1985), is Based on DYFLO
(Franks, 1972), a collection ‘of FORTRAN subroutines for
dynamic‘ simulation ih.thecﬁemicaé?ﬁndustry,“which includes
general utility and controller subroutines. This ;oftware,
although capable of hand{iné only érinding circuits, is very
usefu; for  studying process contfp} “applicatioAs. Tﬁé,
approéch_is similar ;o’that used by Adel (1982) and Rajamani,
and Herbst (1980) in tha; each minerai unit operation has
E?en deelled 'By a separate 5ubroutihe. However, unlike'
DYNAMiLL (ﬁajamani and Herbst, 1980) which will Simulafe
only a single ball mill in three specific érinding éircuit
_cpnfigurations, the D?FLO based sihulétor'(Flintoff et val.,
1985; Wong, ;1984). is capable of simulating almost any
grinding circuit flowsheet configuratioﬁ‘ihcluding cindu;ts
with more than one- mill. Flintoff et al. (1985) suggest

that additional unit operations could easily be incorporated.



in“their simulator to expand its capabilities to include all
“the - operationé - normally -associated with a complete

.conéentration,circuit.
/. e

{
.

1.2.4 | Advanced Control System Simulation Stﬁdies with
Applications in the nineral Processing\lndusﬁfy

- Simulation vrapplications involving advanced control
téchniques such as optimal control -uéing the instrumental
variable recurSive ideptificatidn technique have. been
discussed in relation to a bauxite digestion circuit by
~_,Barfet:t—Lennai'd and Blair (1980). These authors desqribe
the control system design and present simﬁlétign results
' wgich sth_that control pgrformance has be%n &mprbved. The
extended Kalman filter has been used by Herbst et al. (1980)
to identify ore hardness disturbancés, while Rajamani (198%5)
describes_a simuiafion study of a ball mill usingn selfv
tuning céntrol. Using. mill speed ito control the préduct

particle size and circulating'load in a ball mill circuit

©

has - been inve;tigated by Herbst et al. (1983). These
—gbthors utiliiéd results from pilot scale testing as—the
basis for the simulation work.: '
1.2.5 Crinding ‘Circuit Control and Simulation at the
University of Alberta | )
‘Since i982 (Wood and Flintoff,  1982), work has #een
underway at the University of Alberta in developing a

general dynamic grindihg circuit simulation package. This
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,igi;ial~x§search presented material suggesting that DYFLO

(Franks, 1972), was suitable choice for providing a basis
.for é mineral processing simulator. This lead to the
development of a suite of FORTRAN subroutines, each
modelling a particular unit  operation ~required for

simulating grinding - circuits. These unit operations
included milling (both rod and ball types)}‘)particle size
seﬁaration‘ using " hydrocyclones, slurry pumpihg, and solids
transport. Wong (1984) followed this up by applying this
early version bf‘the simulator to the Lake Dufauit grin?ing
circuit, successfully ptilizing. the simulator:.to study
various single input—singlg output control schemesvwitﬁ
details -0of the simulator given by Flintoff et al.

(1985). This 'eatly work has pfovided the framework for the

+‘development of a more complete dynamic concentration circuit

¥

simulator.

1.3 Thesis Organization

This thesis begins with Chapter 1,;3n introdﬁction to
simulation and control in Ehe mineral processing industry
and provides_.a literature survey of recent;work. Chapter é
contains a detailed discussion of the control theory
employed in the simulation ’ikhdies in Chapters 5. and 6,
whfle the mathematical models Qsed:dgs the basis of the

mineral processing unit operations are presented in Chapter

‘3. ‘Chapter 4 describes ,the software package, MINSIM,

developed as part of this work. " This chapter serves as both

2

/ ’ .
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the user's and programmer's manual. The Lake Dufault
grinding Eircuit simulator version of MINSIM is utilized in
the simulation study presented in  Chapter 5. The
performance of several advanced multivariable control
schemes are investigated. Chapter 6 is concerned with
simulation of discrete control of an open circuit grinding
operation. - It should be noted that both Chapters 5 and 6
are meant to demonstrate the mafy features available to the
user 6f MINSIQ. Conclusions fr this work are presented in

Chapter 7.

o



2. Control Theory

2.1 Introduction

Recently, it has become evident that the édvantages
afforded by the uq}t operation approach to process control
qgcd in the chemical industry' can also be sudééssfuily
g%plied to the mineral processing industry. Although this -
‘area of research 1is still 1in its 1infancy, relatively
advanced control schemes deveioped for chemical pfocesses
can be directly applied to mineral processes. The purpose
of this chapter is to provide a knowledge of tﬁe control
theoryf ﬁsed in the simulation studies presented in chapﬁer
5, ana to complement the FORTRAN IV source code éresented in
the appendices. |

The following"section begins with a discussion of
proportionai {P), proportional plus integral (PI), and
proportional plus integral plhs derivative (PID) controller
forms commonly employed for single variable feedback control
of continuous systems. From this discussion, section 2.3
forfulates the discrete version 6f  the PID
controller. Seedforward control is discussed in section 2.4
and is related to improving the disturbance rejection
characteristics of a control system when combined with the
feedback - control schemes, presented in the previous two
sections. Because -feedforward controllers are typicall;
implemented as lead/lag units, section 2.5 discusées this

type of controller in further detail.

12
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Follow from the basic theory of‘single variable
control, moré advanced multivariable control system concepts
are introduced jn section 2.6. Included in this section are
" discussions on multiloop control, time delay compensation,
interaction analysis, and noninteracting control design

tethniques. Finally, this chapter concludes with a brief

presentation on adaptive control strategies in section 2.7.

2.2 Propértional, Proportional Integral, and Proportional

Integral Derivative Feedback Controllers

2.2.1 Feedback Control

A general definition of a feedback control system is
one in which a direct measurement of a conmtrolled variable
'is used ‘to trim the value of a manipulated varigble such
that a desired value of the cohtrolled variable is
maintéinéd (SEeph%pcpoulos, 1984) . Figure 2.1 is a block
diagfam'for_this type of control loop configuration for a
single  input single output (SISO) process. The tasks
"associated with the controller bldck (Gc) in'Figﬂre.2.1’were
historically performed by a human operator péior to the
avéilability of :instrpmentation. More  recently, the
operators have been all but repiaced by automatic
Eontrollers In fact, the automatic controllers quite often

outperform <heir human counterparts.
The definition‘given above implies that an error signal

is used to drive feedback controllers. The error signal is
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Figure 2.1: Block Diagram_for a General SISO Feedback
Control Loop Configuration

the difference between the desired and actual value of the
'c;ntrolled variable due either to a disturbance entering the
process or a desired output setpoint change; ‘This is
described formally by the following equatidn, assuming Gp=1

and a negative feedback control loop configuration:

e(t) = r(t) - y(t) i (2.1)

~,

LA

where r(t) 1is the reference signal (setpoint) and y(t) is

the controlled variable output value.



2.2.2 Proportional Control

The"simplesf‘ automatic controller to make use of the
error signal defined by equation (2.1) is the proportionél
(P) type controller. This controller produces an output
signal proportional to the magnitude and sign of the error

input signal and is represented by the following equation:
uc(t‘) = K e(t) +g (2.2)

where the term, Iy » is the controller bias and becomeslthe
controller obtput when the error signal (e(t)) is zero. \
The cohtroller ootput (ué(t)) described by this equation
will decrease as the value of the controlled variable
increases above the setpoint because the error term as given
in equation (2.1) becomes hegative. Thus, ;auation (2.2) is
written for a reverse acting controlier. A direct acting
controller (increase in controller output for an increase in
the controlled variable above the setpoint) results when the
controller gain has a negatioe value. ' For— industrial
controllers, negative gains are achieved by a revefse/direct
action switch on the controller.

The transfer function for this type of controller is
derived by first defining a deviation variable for the

controller output variable as follows:

u ' (t) = u (t) - gy : (2.3)
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and then rewriting equation (2.2) as:
u.'(t) = K e(t) | (2.4)

It should be noted here that it 1is not necessary to
introduce a deviation variable for the error because it is
assumed to initially be zero. The transfer function follows

from the Laplace transform of equation (2.4):
U (s) = K_E(s) (2.5)

Although this controller has the advantage that it is
very simple and inexpensive, it is not suitable for many
applications because a - steady state error or controlled
variabie of fset must exist to maintain control action. This
can be explained by reconsidering equation (2.3). When an
stet to the system ocdurs, be it a setpoint change or load,
a relatively large error"results and control action is
taken. However, as steady state is approached, the error
decreases and the controller output signal begins to return
to its bias value. Clearly,Athis is unacceptable because
some additional controller action is required to maintain
the desired steady state and-so, a steady state offset must
exist to createﬂ an error signal. It should be noted here
that increasing the proportionai gain will alleviate this
problem somewhat, however, the offset can never be

completely removed without causing an unstable closed loop
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‘system response., The response curves shown 1in Figure 2.2

demonstrate this for "a typical system under proportional

control.

2.2.3 Proportional Integral Control

Because of the offset problem with the proportiénal
controller, ;tVis often desirable to add an integral mode to
the control éction as follows:

u_(t) = Kc[e(t) + j_!e(t)dt} + gy (2.6)

TI\

The integral time constant, Too in this equation determines

unstable

R Kes

e

s I .

p 1 — X Setpoint
o | | f . , f |

n offfet (KC1) o{jfet (KC2)

S '

e ‘ K

v

Time

Figure 2.2: Typical Closed Loop System Response to a Unit
Step Change in Setpoint Showing the Effect of
Increased Proportional Gain on Stability and
Offset
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how fast the proportionai action of the controller is
repeated. This is further demonstrated in Figure 2.3 which
presents the response of a PI controller for a unit step
increase in the error.  From this figure, it can be seen
that a smaller time constant will produce a faster
controller response.

~The controlled variable offset 1is removed by this
controller because the integral term operates as a

. | . .
sum. When an error in the controlled variable is present,

F

O +—~rHOMMEION
cccgOerec O

non

Time

i .

Figure 2.3: Response of a PI Controller To a Unit Step in
the Input Error Signal
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its value is integrated and added to the controlier bias
(gb) and proportional action to form the ‘controller
output. As the system response approaches steady state, the
error and proportional action both approach =zero. However,
the 1integral contribution to the controller output signal
has eliminated any offset even though the error value is
zero at steady state. In this case, equation (2.6) becomes:

u (t) = %_IOdt * gy (2.7)

I
The integral term retains its value, effectively eliminating
any steady state error from the controlled variable., It
should also be pointed out that the integral term in this
type of controller is often initialized to the ;éiﬁe of thel
controller bias. This simplifies fhe Eonstruction' of the
controller and has no effect on th; control action.

The transfer fuﬁction representation ‘for the PI
controller can be developed in a fashion that closely
follows the method used ﬁor the proportional «controller in
section 2.2.2. Using equétion (2.1) with eqﬁation (2.6) and

/

taking the Laplace transform yields: o

U (s) = K E(s)[1 + 1 | (2.8)
C [of I: T—E_S'}

Figure 2.4 shows the implementation of this controller in a

block diagram format.
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Proportional

Integral

-

Figure 2.4: Block Diagram for an Ideal PI Controller

It should be noted here that 1integral control action
has some disadvantages associated with it. In a closed loop
situation, integral action will increase the order of the
ovérall system through the addition of a 1lag into the
characteristic polynomial, thus slowing down the. system
response. This problem can be alleviated by reducing the
integral time constant or increasing the pfbportional gain,
however, either of these solutions are capable of producing
an unstable response to a system disturbance.

A secand problem with PL_;QQQEEQ%%EIS occurs when
relatively large errors afe present for eff%nded periods of
time such as during plant startup or cases where the system
dynamics produce slow responses to load or setpoint

disturbances. The integral action will continue to

integrate and attempt to add to the controller output even
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after the final control element has reached its maximum (or
minimum) position because an error still exists. This
condition is commonly known as controller saturation or
reset windup and will persist until the error signal changes
sign so that the 1integral action contribution to the
controller output begins to decrease. The most common
method used to correct this problem 1is to 1limit the
controller output to the dperaﬁing range of the final
control element and use a reset feedback structure
implementation of the action. This structure
follows from separating equat§of: 2.8) into its proportional

and integral components:

U(s)/E(s) = Gc(s) = K+ G,(s) (2.9)

wheré:
GI(s) = K_E(s) 1 (2.10)
c ———
T(S

Combining equation (2.10) with the solutiom for KCE(S) from
equation (2.9) yields the integral action term:

GI(s) = [ 1 }Gc(s) (2.11)

rIs + 1
The block diagram for the implementation of the <controller
defined by equations (2.9) and (2.11) is shown in Figure
2.5. A typical pneumatic limiter is shown 1in this figure

and prevents the controller output from exceeding the range
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Reset Feedback

Figure 2.5: Block Diagram Showing Reset Feedback
Implementation of a PI Controller with an
Output Limiter for Reset Windup Protection

‘allowed by the final §Ohtfo} element. The ,limited
controller output signal is fed béék to the integral part of
the controller. The gain oﬁiﬁhis eiement of the controller
‘istnity'and its output always lags behind the controller
output. Thu;, reset windup prdtection is automatic with

this PI controller configuraﬁion.,

- \

2.2.4 Proportional Iﬁﬁegralknerivgtive Control
Derivative action can be added to the PI <controller
algorifhm presented in section 2.2.3 to further i pné%e the

overall control sYs;em performance. The objecti%é "of this
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.» controller mode is to anticipate the direction in which the

output variable is proceeding, and its rate of charige. This

controller is represented by the following equation:

uc(t) F Kc]:e(t)*'%__le(t}dt*-‘TDde((iE) 9y (2.12)
I

K

The addition of derivative action .to the controller
eduatién has the efféct of slowing the system response
because it increases the effective system timgkconStant a§
did the addition of 1integral action. | The reduction in.

response speed comes because the overall system damping is

- increased by .an amount proportional to the derivative time

constant, 7. This stabilizing effect of the derivative

\action‘improves the robustness of the controlled system and

e

allows the proportional gain, KC,'to be increased to obtain
an acc;ptable response speed. The oscillatory ‘response
associated with an increase in this‘gain is tempered by the
anticipatory nature of the derivativé action. .

| The transfer function representation of the PID
controller can again be develqpedlin a fdshioﬁ similar to
the method used for the proporiional controller in_section
2.2.2. \Uéingl equation (2.1) with équation (2.12), and

¥

taking the Laplace transform results in:

z . ,
U.(s) = KCE(S)[1 + 1+ rDs]' - (2.13)
. TIS

which 1is the ideal continuous PID controller transfer
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tunction.a‘Analog implementation of .this ideol transfer
function is not feasible because the derivative calculation
is notypossible; A leéd/lag network is osoally used to
approximate the derivative term 'resulting in the octual

transfer function:

. ;v~ i
Uc(s) -,KCE(S)[l + 1 ][:rns+1} (2.14)
‘ rIs aTDs+1 . .

The parameter, a, is called the noise filter parameter or

rato amplitude and its falgo is set by the manufacturer and
typically ranges between 6;05 and 0.10 (Smith and 'Cortipio;
1985). Clearly, & .smaller rate amplitude -results oin a
closer approximation of the ideal transfer fhnotion.

Another problem with PID controllersbis‘the fact that
derivative:acti@n is eXtrémerﬁsensltive and'may produce an
undesirably large oontrol action or derivative "kick" for a
small ertor input signal. This implies that derivative
action should not be used when measurement or p?%éess noise
exist. Setpoint changes will cause a controller 7kick" as
well, however, this lglter problem can be 7llev1ated by
n51ng a PID structure whlch 1nvolves derlvatlve action on
the - output szgnal Implementatlon of this struoturé is
shown in the. oégf& .diag¥am in ﬁagure .2.6. It should be
noted that theoder1vat1ve octlon 1n thlS controller acts as
a filter on the output signal before the error calculation

'is performed. The Tremaining elements of thiS'éontroller

take the form of the PI .controller discus€§§ in section
) , -



t j.’ A

Figure 2.6:

25.

Proportional : 15 Limiter
- (PSIG)
+
K~ 1 — ]
C A J
34

Derivative ‘ 1
(Lead/Lag) "’ - NERLL

G

ey AN v
. ¢

Reset Feedback

Block Diagram for a PID Controller with
Derivative Action Only on the Output Signal
Using a Lead Lag Approximation of .the Ideal -
Derivative Action

2.3 Discrete PID Controllers

2.3.1 Discrete PID Algorithms

Starting from the 1ideal, continuous time domain

representation of a PID controller given below:

u(t) =

where:
e(t) =

ot

K |e(t) + 1 fe(t)dt + 7 de(t)‘ (2.15)
. T

I SO

Ygplt) - ylt) ‘ (2.16)

g
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R
it follows that a difference equation will result if
equation (2.15) is aiscretized. The most straight forward
procedure is to approximate the integral ‘term with a
summation, and the derivative term with a difference

equation. U51ng the trape201dal integration rule and first

order backward differencing fo% the derivative term y1eldih.

| | k-1
u(k) = K_[e(k) +D [e(0)+e(k) + T e(i)
' : ¢ T 2 =1
¢ orple(k) - e(k—1)]] - (2.17)
TS ’ .

R

\

where T, is the sample‘ihferv;;. Equation (2.17) is the

positional form of the cﬁasgical, discrete PID algorithm

because the absolute position of the final control element

%

is calculated. For computer appllcatlons,‘a recur51vo form,
i" ;

known as  the 1ncremegtal or  velocity form, is more

appropriate.

For a chanée in the value of the manipulated variable

from time k-1 to time k, that is:
Au = u(k) - u(k=-1) - : - {2.18)

it follows from equation (2.17) that the increment in the

controller output is given by: -

~
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Au = K _Te(k)-e(k=1) + T _Te(k)+te(k-1)
| i e

+r [e(k)-Ze(k-1)+e(k-2)]] | (2.19)

Ty

Substitution for Au in equation (2.19) using equation (2.18)

gives:-

Julk) = ulk-1) + R [e (k) (o1)

+ T e(k)te(k-l)] '
r?[ 2 -

ot 1D[e(k)—2e(k-1)+e(k—2)]] ' (2.20)

Ts

which is commonly known as the velocity form of the discrete
PID algorithm. This form of the discrete PID controller has
further advantages over the posi;ional' form ngiVen in
~equation (2.17) other than being more appropriate for
computer calculations. .By virtue of the velocity form,
bumplegs transfer from manual ' to automatic‘ control is
obtained without initi;lization of the integrator and
~anti-reset windup protection is inherent when the controlled’
VQariable is limited.

An additional benefit can be gained by writing equation

(2.20) in termé of conventional PID controller constants:
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u(k) = u(k-1) + Kp[e(k)-e(k-1)]

+ KI[e(k)+e§k-1)]Ts.. 0

+ %D[c(k)'2e(k-1)+e(k-2)] (2.21)
s

where:

L]

—

This algorithm has the advantage that the con

™

roller

settings are noninteracting.,

2¢3.2 Discrete PID Structurés

The ideal PID structure has been demonstrated 1in all
the preceeding algorithms and its representation in a
feedback loop is presented in’ Figure 2.7. Although this

classical form 1is commonly seen in textbooks and is in
: ‘ 3

generally suitable for analytical studies, wvarious other

structures exist with more des.rable features that more
closely approximate actual control. -s.

The most useful structural ~-:nge is to remove the
derivative action from the error sign« qu place it on the

output variable signal only. 'This derivative action acting
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r PID . broceiﬁ -y

]
4

Figure 2.7: Block Diagram a the Classxcal Discrete PID

Controller
]

I
only on the output signal is shown in the block diagram in
Figure 2.8 and has the advantage that setpoint changes will
not cause a large dérivaiive "kick™ in the controller
output. ‘The PID algorithm to incorporate this feature is
easily developed by eliminating the setpoint from the error
calculation (c.f. equationigg;is))'in the derivative term of

equation (2.21) as follows: :

+ e : :
r-—*—<§>-—’- P+1 ‘{i} =1 Protess -y

Figure 2.8: Block Dlagram for a Discrete PID Coﬂg}bller
with Derivative Action Only on the Output
\Slgnal
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u(k) = u(k-1) + Kp[e(k)-e(k-1)]

+ KI[e(k);e(k-1)]Ts

+ Kpl-y(k)+2y(k-1)-y(k-2)] o (2.22)
T
S

It should be noted that equation (2.22) retains the velocity
form - of equation (2.21) so is a commonly used discrete PID
algorithm.

A further modification to the classical structure
follows from the above discussion, and results in the
integral action only on the setpoint strﬁcture as shown in

the block diagram in Figure 2.9. The appropriate algorithm

is:
+ e + u
r-———{%}—-au 1 ~<i> Process -—y
v |
P+D
< 1 y \
N\ =

Figure 2.9: Block Diagram for a Discrete PID Controller
with Integral Action Only on the Setpoint
Signal . '
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" ulk) = u(k=-1) + Kp[-y(k)+y(k-1)]

+ Kl[e(k);e(k-ﬂ]'rs.

+ K[-y(k)+2y(k-1)-y(k-2)] (2.23)

TS

[

It can be seen that the setpoint in the error calcuation has
been removed fréﬁ both the derivative and proportional terms
of this algoﬁithm to avoid proportional as well as
derivative "kicks". The disadvéntage of this form is that
some of the generality is lost. The derivative action on
only the output variable, shown in Figure 2.8,ballows the
controller to be operated with any combination of the three
different types of action (except derivative action only)
simply by setting the appropriate controller constants to
zero. The structure in Figﬁre 2.9 requires that integral
action always bé/used and thus, this structure has limited
practical application.

i
»
L]

2.4 Feedforward Controllers

L

-Feedforward controllers find application 1in systems
where measurable disturbances are present and as the name
implies, allow 'for control action to be taken before

disturbances affect system behavior. This differs from ‘the

feedback concept in that the feedback scheme relies on a

-
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deviation from the setpoint (error) to drive the controller
output after the disturbance has already upset the process.
The feedforward scheme depends only on the ability to
measure incoming disturbances. Because not all disturbances
are measurable, and because it is difficult to determine Geg
exactly, it is normal practice to combine both feedforward
and feedback schemes in a given control system® A block
diagram for this type of control system is shown in Figure
2.10. It should be noted that the potential for perfect
control theoretically ;xists with feedforward control as

long as all disturbances can be identified (modelled) and

measured accurately.

L(s)

£f [ Cma

+ A '.,, +
R(s) G ———( ),_... G -y
A C R p +U (S)

]

Figure 2.10: Block Diagram for a Feedforward - Feedback
: Control Scheme
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The design of a feedforward controller follows from an
analysis of the block diagram in Figure 2.10. The open loop

transfer function for this block diagram is:

ol cp (2.24)

and it follows that the closed loop transfer function may be

writen as:

GcG G1
v(s) = | B |r(s) + L(s)
1+G 1+G
.ol o}

+ G _.G..G
md ££ D | (g) (2.25)
1+Gol

It can be seen from equation (2.25) that the addition of
feedforward control does not affect the overall control
system stability because the feedforward controller does not
appear in thé characteristic polynomial.

To reject disturbances, the contribution of the latter
two terms 1in equation (2.25)» must combine to give
zero. This can be accomplished by specifying a feedforward

controller (fo) such that:
0 = G1 + Gdefpr (2.26)

and so, it follows that:



34

As the feedforward controller in equation (2.27) is composed
of several different components of the overall control
system, its form will vary depending on the form of the
individual components. It is clear that a very complex
controller could result under certain
circumstances. Fortunately, some simplifying assumptions
can usually be made.

A static feedforward controller design will result from
consideration  of only the steady state gain of each

component :

This controller is adequate if the dynamics of the load &nd . !.
oL AR A
process transfer functions are approximately the same and.if
L

A N

Ny

the disturbance measurement .device dynamics
k) '.’ -

neglected. This controller can be implemented gim ly by ‘use

of a gain-only device. Usually the dynamics of {tHé
S b

process transfer functions differ significagglyg
R

moge complex controller of the form:

_Gl

G =
f£f
KnaSp
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is required. It should be noted that analog implementation
of the controller defined by equation (2.29) may not be
economically feasible if the difference in order of either
the load and process transfer function is greater than 2 or
if a time delay term results. However, if a digital
computer is' being wutilized, these problems are of no
concern., Physical realizability will depend only on the
realizability of time delay terms (i.e. ‘"predictive" time
delays are not realizable).

Commonly, the load and process transfer functions may
be adequately characterized by first order lag models with
the appropriate gains cascaded with Eime delays. This will
resulé in a feedforwafd controller of the form:

- -T

S
“K(r,s+1)e d .
Geg = —————— = PR ' (2.30)

‘T ,5* 1 ‘ L"
“,

“which 1is simply a first order lead/lag wunit, usually
:fi;vailable "off the shelf“."As before, rea{izability depends
on the realizability of the time delay term.

It should be noted that all of the above forms for
feedforward controllers are sensitive to process and
disturbance modelling errors. Clearly, parameter variations
in either model will affect the accuracy of the controller
design and thus, the performance of th; feedforward control
action. This particular problem demonstrates another feason

for using feedback control in conjunction with a feedforward

scheme. The feedback controller is able to compensate for

é
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any slight inadequacies in the f'edfqyward fontroller

‘ performancé; _ - &

2.5 Lead-Lag Compensators
In view ofvthe: common lead-lag form . of feedforward
cBntrollers[ﬂit is pertinent to discuss lead-lag networks. A

lead-lag unit may be described by the following transfer

function:
. T S+1 ' . e

y G(s) = o ‘ (2.31)
) 7_25+1 :

where:

Ty is‘thé lead time cons&ant
T, i; the lag time constant v

To develop a bYFLOZ-liké FORTRAN subroutine, a time

domain reprgséntation of eduation-(é.31).is needéd.‘The most

obviou§  p;ocedure4 is to simply form the differential

gqﬁati&n that - resulted in equétion (2.317 when the Lapléce

transformation -is taken:

dy(t) 1| 7.dx(t)+x(t)-y(t) | L (2.32)
at at ~

. where:

4

" y(t) is the output signal

x(t) is the input‘signél :
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Clearly, g.this . equation is not without disadvangages,
particularly the derivative of the input signal term on the

righthand side. Implementation of this

sat:or on a

computer will require that this differenti  be> carrled

out numerically. If the inpﬁt signal contdMs any noise at

all, wild derivative behaviour can'be expeéted! ’ S
To avoid this problem, a less direct approach ﬁﬂ/ch is .
presented in the follow1ng material, as suggested bgh“5m1th

and Corripio (1985), can be employed_ o .( .
. o N
From the original Laplace transform given in eguation

(2.31), let: - o | | .

— “

¥(s) T, 5+1

G(s) = - (2.33)
- X(s) - TS+ ’
Then, rearranging gives:
7,ST(s)+¥(s) = 7 5K(s)+X(s) - (2.34)
0 |
Collecting the terms ¢f s-and dividing by T gives:
/
rﬁ 1 ' ' : '
- s| ¥(s)-—X(s) | = —| Z(s)-¥(s) (2.35)
T

2, T2

Defining a new (artificial) statg variable as:-



o
: T - . ' :
¥,(s) = ¥(s) - —X(s) ~- (2.36)
T
2

and ‘then substituting (2.36) into (2.35) yields:

sY,(s) ='l-[ X(s)-¥(s) } o (2.37)
T 2 :

Inverting the Laplace transform in equation (2.37), it

_follows that: 2
dy, (t) 1 - |
— =z —[ x(t)-y(t) ] (2.38)
-8t Ts '

kd
3 i

Integratibn of equation (2.38) gives y&(t). Substitﬁting

this result into the inverse. transformation of equation

(2.3§)'gives the actual.output, y(t) as E§Ml'lows: . C,‘
- . 3
y(t) = y () + —x(t) - o (2.39)
SR .
2

The lead-lag network is computed usfng equations (2.38) and
§2;39) and the compensatox is'complefed by multiplying the
~output given by equation (2.39) by a gain term as followé:

/
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oy, (8) = Ry(e) o (2.40)

2.6 Control of a Multivariable System ‘

In general, the sihgle input sindie output (SISO) type
systems dlscussed thus far are an exception, rather than the
rule, in most real processes. Usually, the physical nature;
) Qf the process dictates a multiple inpqt multiple output
ﬁif(MIMO) configuration with n input. (manipulated) and m outpht
(controlled) variables as,shown in Figure 2.11. Unlike the

SISO case where one input .affects only one output

1ateract10n between the various inputs and outputs is almost

Inputs Outputs
1 - . —— |
2 ~Ge MIMO -
: ' ~ Process :
n | -—

Figure 2.11: A General Multivariable Process ’
. B : v ’

N g MR

e

o
)
B .
sz' .
w0 R
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always present in MIMO ' processes. Figure 2,12 presents a.

" block diagram for a general two by two interacting process.

Included in this figure is a load variable input which may
@be either measurable or unmeasurable. Clearly, more than one
ﬁioad variable can be present in a given process. This figure
i@plies that the number of inputs to a process does not
né%éssafiif match the number of outputs (i.e. m # n). |

"~ For this general two by two case, the process transfer

function matrix is defined as:

e ' MIMO Process

Figurg;?,lZ: A General Two by Two Interacting érbcess’

e o
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@

‘ 11 12 ' '
G - ‘ .

P ) (2.41)
21 22

and the load transfer function vector is:

Each e;ement in the above two equations corresponds to the
appropriate block in Figure 2.12. .
2.6.1 Mgltilaop'CQntrol

‘ To control a process such as that presented in Figure
2.12 it is not uncommon @ractice to ignore tHe interactions
and design a control system using SISO techpiques based only
on the direct transmission transfer functions, G, and Gy
The configufation of this control scheme is shown in Figure
2.13._ For convenience of anaiysis, an  eguivalent
multivariable block diagram is preéented ih Figure 2.14 in
terms of matrix notation. Using this latter block diagram,

the closed loop transfer function can be written in matrix

notation as:
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Figure 2.14: Eguivalent Representation of a Block Diagfam
for a Multiloop Control System

: -1 ~
Y = [1 + GchH] [GPGCR + GLL] (2742)
where:
.-
Y 10 G,, G
v = 1 - G = 11 212 ,
Y, < 0 1 Gyy Gyy
H, 0 : G 0 R
H = L 7”5; c1 : R = 1
. 0 H, e 0 G_,, R,
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This equation can be rewritten as:

Y = PR + QL | . (2.43)
" where:

P P .

pa| 'V 12 (2.44)
Py Py

F
¥
and:
Q ' ?gA
Q= ! (2.45) % .

2,

Performing the appropriate matrix algebra, the inqividual
. e
terms in the above two matrices are found to be:

\




'J%\V'

6115¢11%8225¢22M2%118¢1178128¢22%25215¢ 11

11 = “
118¢ 118168228221

"G 126022126516 ¢H,y

1%62208¢22M2%6116¢q 41476

: G,,G
p ! 21°C11

11%¢c11H1%6116¢11H16528¢2H,

A ~G12Gc22MH26,16¢ 1Hy

12 ‘ ;
1+G226C22H2+G G H,+G, .G H.G,,G
i

Gy2Gc22

21 ° l
14655600 H %6 11 G %Gy G g H GG

"G y2Gc22H267 1641y

G,,G G,,G H1G G G,,G H,G

228¢22%%11%¢11M19228¢227%21%¢1111%12°

C22

228¢c22M2

"

22
- 146 553G oHo*G 116G H %G 16y 1H 6556050 )

G 126c22H26216¢ 11,

45

(2.46)

(2.47)

(2.48)

(2.49)
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and:
0. = Sy, 1*G228¢22M258L178128¢2212%2 (5.50)
1 -
146556 oHp*G 16 g 1 H #6416y (H G 5560,H,
=G 126c22H26216¢ 114
Gy 2*G 116G 1H1G27G24G¢ 1146y

1465260 H*G Gy 4 H *G 4Gy | H G556 55H,

=G 126c22M2651C¢ 11 Hy

By writing the transfer functions for each loop as:

’

Y, = P11R1 + P12R2 + Q1r_.1 (2.52)

LY
and:

R1 + P R2 + Q2L2 | (2.53)

¥ 22

= P

2 21

it is easily seen that an upset in loop 1 will affect Y, and

an upset in loop 2 will affect Y,. Depending on the strength

r
of®the interaction, one or both of the controllers may
require detuning before satisfactory controlled response
behavior will result. This behavior naturally leads to. a
consiaeration of -ghe extent of the interaction and in the
presence of interaction what strategy can be adopteé to

improve the behavior ,_.e controlled system. These matters

are considered in thg following two sections,
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2.6.2 lnterac}ion Analysis

In most. cases an optimum choice for the pairing of
manipulated (input) and controlled (output) variables exists
that will result in minimum interaction between the various
possible control loops. Several interaction’ measures and
indices have been posed over the lést three decades. One of
the first methods, called the relative gain array (RGA)
technigque, developed by Bristol (1966) 1is widely used
because it is easy to understand, simple to use, and
provides a good insight into expected control behavior. It
uses steady state gains to suggest appropriate variable
pairings and does not consider possible effects of the
process dynamics. Witcher and McAvoy (1977) have extended
the 1ideas of the RGA to the dynamic case and Tung and Edgar
(1981) have done an analysis of interaction 1in both the
frequency and time domains. Althbugh this methodlprovides
more iriformation and may in fact suggest opposite pairing
compared with the result fror use of the RGA analysis, it is
more difficult to use because more cgmputational ef: -t 1is
required. Hence, following the original objegtives of this
thesis (c.f. Chapter 1), only the steady state relative gain
array will be discussed in detail. It should be noted that
other Steaay sﬁate interaction indices and extensions have
been suggested by other researchers.

The relative gain array, for the gener§if two by two

system shown in Figure 2.12 is defined as:



Uy Uz
vl X X - (2.54)

RGA = 1‘ 11 12

Yol X2y Moo

Y
where:
(8y/8u.)y : - (2.55)
- 1 1y

A
1] (8y;/8uy)g

Each element of the array in equation (2.54), as defined by
equation (2.55), is a ratio of the gain of output j with
respect to input Jj when all other loops are open and the
gain of output i with respect to input j when all other
loops are under clc ed loop conprol. Thus, the relative gain
array is in effect a normalized measure of how much each
manipulated variable affects each controlled variable when
all other loops are closed.

The numerator terms in equation (2.55) come from the
open loop steady state process gain matrix, which is defined
as follows:

g
(6y1/6u1)G (8y1/6u2)0}

'(6y2/8u1)a (6y2/6u2‘)ﬁ

(2.56)

‘The closed loop counterpart or denominator in equation
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(2.55) can be calculated from:
&

5. [ (6u1/§y1)§' (8u2/6y1)? ]

(2.57)
(6u1/6y2)y (6u2/6y2)§

“A

It shduld be noted however, that only one of the above two
equations must be explicitly calculated because equations,

(2.56) and(2.57) are related through the egquation:

(2.58)

The,“elemgntélﬁof_-the'relative gain array can be calculated
f;omagqugtion;fZLSS) using the appropriate elements of the
equ#fions p(2i56) and (2.57), noting that the reciprocals of
eaéh'ihdiyjaﬁéi term in equation§(2.5;) are -used in equation

k]

v

. (2.85). 0 |

| Tﬁi% afchSSioh has éssumed that a model of the plant
‘is aééfiéﬁ?eh_fér use in ev%luating the partial derivatives
in)équdtiénﬁf_(Z.SG)‘ and (2.57), either 'analytically or
nuﬁeriééflj@ilf‘an apb;opriaﬁe model of an actual plant does
not_exiét;fh'can‘be app}oximated from experimental open loop
reépongéftestinq; In other words, the partial derivatives in, °

equation (2.56) become:

- [ (ay,/48u,)- (Ay /AU, )~
Aa[ VAulg (8 “} (2.59)

(Ay,/Buy)y  (By,/8uy) g
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Before proceeding to control - loop selection, it

v

. values of the elements of the relative gain array;q

significance of the values can be summarized as follows:

(1) kij = 1 indicates no‘interacaion between phe!ith
controlled variable and'rhejth manipulated variable

or that interaction of "this loop with all others is

offsetting (i.e. the"

ij
(2.56) and (g:57) are reci

~either case, the- loop uappears' to be combletely

decoupled “from “the ~others. This '+ pairing is

favo%able. : .
(ii) A, J gDr indicates ‘that = the jth manipulated °
- varidble "has no effect on ' the i*h controlled

var:able elther because the steady state open loop

50, or very strong 1nteract1ons w1th other

gclosed eloops.7 Thls“ pa;rxng should« not. be 'used

because the system 1§ uncontrollable._;f= P

Lor =3

(111? Q< A, <J '1nd}c:res a varylng degreevuof»

1]

* . ﬂ,(,'/' . B

and manapulated varlables.vln general :h@ ;smalle:.r

the vaﬁue, the stronger the’ 1nteractlon. - hlb-';

L]
(1v))‘i <0 1nd1cates a negat1¢e 1nteract10n where

N the j h‘ man1pulated var1ab1e causes the controrled

i ’ ‘-v - . . - ) 7
. . B, . .

elements 'of equations.

rocals of each ocher) In |

50

and B is calculated using equation (2.57). The absence of

load d1§turbances to thegsystem is esseﬁ/lal for the success

is

": . ” ' . - s . . 2 " 3
¢ appropriate to consider the significancé of the numerical

The

: pos1t1ve -xnteraction among the var1ous controlled"
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variable to move in the opposlte direction when the
other loops are closed (i.e. the closed looo gain
changes 51gn) The coniroller act1on depends on the
‘mode (automatic or manual) of the other loops in the
system, Clearly, this type of pairing is‘undesirable

)

and even dangerous!

(v) xij > 1 indicates a negative interaction.
However, the sign of the closed loop gain does not

L
change when the other loops are closed as when lqj < 'd/

0, but 1nstead, the control actlon will® tend, to

(]

oppose,each other. The gain of this variable pairing .

is'cut by a factor °f,4/kij when the other loops are<“

closed and larger controller gains will be required.

It should be clear if the 51gn1f1cance of -these five
. .

51

points is understood that control loop 1nteractlons can be-

'@)‘r

parrmg based gn the' ﬁe}h;es”

galn array A genera& varlablé pa1r1ng rule for this
technlque can be stated as iollows~ T

Pa1r only controlled and manlpulated var1ables that

covtespond to. relatlve gain matrlx elements that are

+

;‘both p051t1ve ang have numerical valuesyas.close ‘to

4

'pnlty as. poss\hle.‘, :f"’ s . ,; L ',1(

<
N s

"vIt is 1nterest1ng to note that the lattér three pOints

in the- above list bring out the fact that there are two

s ,
. minimfzed by using 53‘ apQroprlate 1nput output 'varlable17

‘efﬁﬁements of. tqg’relatlve ;

'possibleu‘kiQSs_ of 1nteract1on- 9951t1ve Tand alnegat1ve.‘

%

.Positiveh'interaction is the most de51rable form and occuqs

¢ : N

&8

o

%/
ik

| ﬂ_ f

“ .

'
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when the .process has an odd number of positive (or negative)

steady state gains. Controlling. this type of pfoeess iis

. o ‘ R . .
eased by the fact that the respective control actions tend

" 5

to compllment each other. Negative 1nteract10n occurs when
there are even numbers of p051t1ve and negatlve steady state
process.galnenwor when the gains aré all of the same sign.
In this case, as mentloned earller, the proper input-output

.variable pairing results in control loops with action that

opposes each . other. Appendix. E presents an interaction

‘analysis example for a negative interaction process.
"
gain array is that the'rowé and columns must always sum  to
unity. The 1mp11catlon of this is the§ for the two by two
system descrlbed in this sectlon, only one element of the
relative gain’qrray needs to be expliciu;y determined u%ﬁné
equaﬁion (2.55). The remaining three elements can be found
using the aforementloned property. For a general nxn RGA

‘zﬁi m1n1mum _number of ~elements .’ that require - exp11c1t

calculation can be.ﬁound using the formula:

‘Number‘- (n-1)% - | “(2.60)

w

_The final point to be covered in this diecussion‘ié

e~

.}?‘%‘q\}.

w1th respect to an. unequal number of process inputs and
K outputs..As the relatlve galn array is square, 1t is implied
thet the number of 1nputs must equal the number ogy outputs.

However, given an unequal number, several‘unlquemyelat;ve

-~

i _/"

 Another interesting and usefuf'property of the relative
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gain arrays Jcan be formed for each unique set of‘possible
variable pairings. The number of relative ‘éainl arrays
reguired clearly depends on the number of uniqueypairings
and all requi;e 'analysis before the minimal interaction

choice can be made.

2.6.3 Decoupiing Controllers

The next 1ogical-grog:ession in mulivariable controller
design, after the interaction analysis has been. performed,
is ~to“’attempt to ellmlnate the unfavorable coupllngs. This
can be ‘done wlth the aid of decoupllng controllers,

Recently, much,work hasﬁ

| y%e into decoupllng controller
design techniques. The basic )
least minimize the "off didgbnal” termsfin-the closed loop
transfer functiondiﬁbtffi (TFM). Wood (1977) gives an
overview. ?f/ptag//;ore éommonly used nultiva;iable design
techniqués such as the oharactetistic loci, inverse bNyquist
array, and the'direct Nyquist array. The common objective of

all of these methods is to minimize interaction Between the

loops. These methods, extens1ons of the cla551cal s1nglef

N
variable frequency domaln de51gn techniques to multlvarlable

systems, are iterative in nature and fhe computer aided
design (cap) sYstems are requlred to use " the techniques
efficiently (Wood, 1977). As the 'purpose of thlS work is to
provide the. p&hnt englneer wlth guick solut10ns, -only the
1_51mpler nom1nteract1ng/decoup1xng des1gn techn1ques are of

interest and usually prove to be qulte adequate.

T
B

-7pose in all cases is to at

'
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The noninteracting/decouplingwtechniQUes result in a
oompletely nOnihteractive system (i.e. off diagonal elements
in the closed loop transfer function matrix are identically
zero) if the’ process ig both well known and well behaved
Although these methods are a subset of the frequency domain
techniques,;' they are basedi on stesdy state operating

‘cond}tions, and as a consequence, the performance of the
resulting control.sfstem may not be’as satisfactory as for a
system designeéd using the dynamlc taﬁgnlques. This, of
course, will. depend on the rel1ab111ty of 'the process

v fun&thn model used in the design. The advantage of

steady state de51gn whbwever is that a CAD system is ni%’

required and the 1nd1v1dus}ﬁ@lements of the control system a

-t
~ are usually more e3511y reallzed The MIMQ des1gn pro\lem is

reduced by complete decoupllng to a sq&1es ‘6f SISO problems

on whlch conventional techniques can be used. /?‘ o

For 51mp11c1ty, the theory will be developed for the

¢
Y

two by two interacting system prev1ously shown in the block

diagram in Figure 2.12, Although no add1t1onal benefit could

be  gained by doing so here, it is a simple matter to extend
~ this theory to an n by n. system.
The ‘'basic concept - for all - noninteracting control

schemes is the creation of other paths: of interaction
; o ay .

between the control lbops in an attempt to cancel the

orzglnal 1nteractzons due to G12 and G, (c.f. equations

12.}6)‘ andl(?.47)). The most common procedure'{s to place a

fdecoupiingﬁprecompensatot on the process as shown in tHe

-

*®
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block diagram in Figure 2.15. An equivéledt'4ﬂ!pre§entatipn
of this blockfdiagram is shown in Figure 2,16 and prQVes to
be convenient for the analysis that followsé'The.closed‘loop
transfer function for this block diagram, written ;6 matrix
notation, is: | o
| ¢

) » : .
Y= [1+ GPDGCH] [GPDG R + GLL]

C

o

where:

- Y=PR+QL #’“ (2.62)
- : : —

i'n a ;imilar fashion as was done for# the ‘interacting case

presented eariier Again, performing the matrix’ operatlons

1ndlcatea %y e@%%tlon (2.61) results in 'qn expression ‘for

j-each \1nd1V1dual element of the P and Q. matrlces in equation

(2 62) as follows-<

L m .
PR  $?4/ . o
) . B
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!‘10n of a Block Diagram
for a General Nonint ractzng Control Scheme
¢

L
(G, 1t612021 ((, G12 G,,G, D, D,
11 . .
4 (654645 G11G22)D12 21 . :

(G22G -G, ,G )D D

128217P11P221% 1 1H16c22%; .
sy (GDyy * G1,D,,)G h -
0% 11912 12°22'Sc22 . (2.64)
(65164576 1G5,)D 5Dy, |

+(G281 G12°21)D11D22]Gc11H1Gc22 2
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(Gy4Dyy *+ G0y 1)Gey

P21 » (2.65)
. 1065,64,76,4G5,)D 4,05,
Y +(6,5,614762657)D¢Dy,16c; H G oM,
¥ p
[321 12*“22622*((621G 2761168220040, .
: +(Gs 6. )D,,D,,)G.,4H,]G ‘
b, 82611812521 c11H118¢22 (2.66)

[(eﬁﬁqaz 911G22)D12 21

oot A o, |
e ‘ +“"22‘5 WG 1565100 1D5516¢ 1 H,G oM,
"’“‘ﬁx .
and: - “Q;"’
. . 'f. \?‘ '4 K t
" " 1&”

1‘“6521 12 Gzz 22)G ~(G 4D ;%G ;D55)Gp 516, o H,
-G )D

o [(Gz1 127611622101 202,
‘S;,, '
v i"' (64564476 G,,)D; D 22]Gc1l;2Gc22 Hy (2.67)
.: ‘ ‘& * . . .
.%;, ng : <<// - :

N Y *

+r(e'

g - 11 J1+Gﬁz 21068, (6,104 4 *Gooh 21)G 1G4y
9,
w3 E(szxz 119227012021
%
+(Gy5Gy, G12321)D11D22]GC11 '16c22M2

.. : . (2.68)

It is clear that thére has been a Aramatic increase, in the
complexity of these ~tfansfgf functions compared with the
cdupled case presented in equations (2.46) thrbﬁgh (2.51).
However, an appropriate choicé for fhe decouéle; matrix will

set the off diagonal elements (P,, and P,,) of the closed
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loop trénsfe: function matrix to zero, thus eliminating the
interactions.

The simplest form of the decoupler matrix 1is the
inverse of the steady state process gain matrix (c.f.

equatioﬁ‘&Z.SG)). Thus: -

-1 ¥ #
_ K,, K
p=a"l=| ' 12 (2.69)
Lo Kor Koz
‘or: .  §“
L .
- R K12 t |
K. K,.-K..K.. K,,K,.-K,_K
- 1227 2%21 K22y | ¢2.70)
Koy Kiq ST
| Ky Ko KigRpy KyuqKop™KyoKoy |

2
- -~
\

Using the appropriate elements of equation/ 52570) in
eduatiqns (2.63) tﬁrough (2.66) and consideting only steady
state plant operation, , it follows that the closed loop

N

_transfer function matrix becqmes:
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«}

! (2.71)

The zern elements in the off diagonal positions indicate
thaﬁ the steady state interactions have been ellmlnated It
should ilso be clear tﬁg% the decoupler design is dependent
on reliable values of the steady state“procesi'gains (i.e.
k‘depgnds on model uncertainty). For processes with time
varying gains, the decouple? will require cha om time
to time,’-~‘.how¢ver, §értiall decoupl}ng will 't result

which " is wusually con81dered better than no decoupllng at

all. It is 1mpottant to note that equation (2.71) s ndf“'

galld during tran51ents in plant operation because the

process dynamics have not been accounted for. This results
in a situation similar to the time varying proce;s.gain case
in that the process may be partially decoupled during the
transient and if a new ateady state 1is reached, model
-mismatch in the decoupler coﬁld result from nonlinear gains
and once again_ the decouplegt could require changes for
~pérfect operation. |
Wi:h considerétion o the aforementioned proglems,~it
becomeg_gvident that better decoupling behawvior will result

if the decoupler is designed based on a dynamic model of-the

plant. One of the original methods is that of Boksenbom and
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Hood (1949). fﬁéag authors suggest using the control system

I
outlined in the -block diagram given- in Figure 2.17. As:

stated earlier, the objecﬁfvg\of the decoupling controllers

(G and GC21 is to make the off-diagonal elements in the

c12
closed loop transfer funcion matrix identically  zero. With

this in mind, analysis of the block diagram in Figure 2.17

leads to:
-G, .G
Gpy, = —2C22 (2.72)
Cc12 G ,
1
and:
-G, .G . :
G - 21 Cl1 (2.73)
c21 G
22

4

as the required decoupler forms. Details of the digivation
of these controllers has been presented by Wood (1977). It
y is interesting to note that the closed loop .transfer

function for _a system using this decoupling technique

remains unchanged from the interacting case (c.f. equation

2.42) except for the controller transfer function matrix.

~which becomes:

N
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%

To implement ‘this' decoupler, one chooses the main
controllers based on SISO design <criteria and estimates
controller constants for them. Then, the decoupling
controllers can be calculated from the above two equations
and on-line tuning is performed. It should be noted that the
dependence ‘of this decouplér form on the primary loop
.controller constants creates an inconvenience because the
découpling controllers must be recalculated every time the
primary controller constants are changed. .

Luyben‘ (1970) describes a technidue he refers to as an
4ideal éecouﬁler. The block diagram Yor this Jscheme is the
same as that given for the static decoupler (c.f. Figure
2.15). The objective of this scheme is to make each control

loop behave as 1if all other loops were on manual control.

The closed}loop equation for thfs'Qlock diagram,’ in matrix

notation, was given earlier in equa%ion (2.61). The

;precdmpénsator‘must be designed to give a closed loop
B TN o TR SR o :
~f\t?ansfef¥anc$1on of- the foylowzng form: SRR

7
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(2.74)

{
) R
) -

1t should be noted that the disturbance ipart of equation

_(2,]4) ‘has —been dropped s{?ply for convenience. The form

AN
given in this equation will

GD = Diag. G
or:

D = G 'Diag. G

result if the condition:

(2.75) "

(2.76)

is specified so for a two by two system, the- decoupling

matrix is:

A\

G446y ~G12022
oo | B118227812%21 G11%227%12%
7611629 611812
| | G116227612821 116227615821 |

(2.77)

_Iﬁ this case, the deéoupler is completely independent of the
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primary controller.

A . third decougling scheme 1is creaited to Zalkind-

- -

(1967). The nOniﬁteracting‘ control system -thiks author
;proposes‘is shown in the block diagram in Figure 2.18. It is
easily seen from this : diagram\ that the- decoupling
controllers must exactly counteract the contrlbutlon of the

cross terms in the plant transfer functlon matrix. That is:

X

G, =0 - - (2.78)

G118c128¢22 * Cc22912

and: ' . )

G526c218¢c11 * Cciy

22

Gy = 0 - o (2.79)

&

Solving for the decQ%Fling controllers gives:

-G | o

G*.. = —2 : : ©(2.80)
c12 \ |
Gy -
and: /

: -G ' .
s “So | <
Gcar =75 | (2.81)

i ~ : _ :
The final controller matrix in this case is represented as:
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G ci2

G G
ci1 c22 (2.82)

c21 Gc22

-

This type of decoupler can be thought of\as feedforward
controllers inside the primary control loops. It is
interesting to note the similarity between equation (2.82)

and the corresponding controller matrix used in Boksenbom

" and Hood's decoupling technique. The main difference is the

LY

origdniof the controller input signal. In this case, the
.outputs from 'tne primary loop controllers are used as the
inputs ‘to the decoupling controllers which leads to
independence from the primary controller. Consequently,

changes 1n prlmary controller constants do not affect . the

form of the dggoupllng controllers and so on-line tuning,

causes fewer problems.

It is to, be noted that ~ the controller given by

/.
equatlons (2. 80) and (2.81) are the same as those proposed
by Luyben (1970) for his. s1mp11f1ed decoupler. Luyben'noted
that tnrs form was not outperformed by the ideal decoupler
and in fact, efmore’robust»decoupler resulted under certain

conditions.

k3
P

The reallzablllty oﬁuall three of these decouplers'is‘

highly dependent on the transfer function model. Luyben's'

_technique Can easily result in a very complex decoupler that

is economicaliy prohibitive'to'imblement. Clearly, if the
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W

process transfer funct{Pn matrix model is composed of second
order elements, the decoupler owill be fourth order. This
problem manifests itself ét a much slower rate in either of
the other two éechnique; pfesented in thié section because
individual elements of the proce#s model are not being
'mhltipliéd by each other.

Time ‘delays in the prbcess have the potential to .qause
problems with physical realizability. If ény of the time
delays in the diagonal "elements of thgw process transfer
function matrix model are _greater than those in the off
(roy) diagonal elements, the decouplérs of zalkind and
Boksenbom and‘ Hood become predictive in nature and can not
‘be physically implemented. In such a case, ¥t is common
practice to ignore the time delays that cause the probiéﬂ by
designing and using decoupling controllers based on this
deléyless model (Smith énd C6rripio, 1985). The,impatﬁ of
time delays on the physical realizability of Lﬁyben's_ ideal
decoupler 1is less clear because time delays may cancel each
‘other. It is interesting to note that in the original work
of - Luyben (1970) and Zalkind (1967), the effect of process
time delays on their decoupling methods was not considered.

It should be made cleaf‘ that a lead/lag network
cascaded with a gain element and a time delay element will
be the norm for implémentation of all three of these
methods. Therfder of the overall compensator 1is directly
related to the order .of the process transfer function

representation used. A noteworthy point here 1is that most
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processes can be adequately modeied by a set of first order
plus time delay transfer functions. Appendix E presenté a
‘discussion on the design of a dechfpler for a fﬁéﬂrby two
interacting SYstem using ZQa.gnd's technigue. Several
diffé}ent'siﬁdlatiops are performed apd analyzed so that  an
appreciation of the 'idiosyncracies of this type of
decoupling can be gained.
2.6.4 Time Delaerompensations‘l

| Process - time delays are a well kﬁown ‘séurce of
instabilityt in feedback .contrdl systems. Time delay
compensation arises from the fact that tighter control is
possible iﬁ: a dynamically equivalent system where time
delays are not present. A great majority éf compensation
techniques involve the use of a predicﬁi?e type contfoller
that is based on a dynémic model of the process.

one of the early techniques, known as the Smith

predictor,'Qas‘developed‘for SISO control ‘systemSQ\where a
well knoﬁn process modelywith only a single, time invariant
time delay existed. 'The‘ objective of this compensatibn
method is to predict,'into the future, values of the prodéss
“output for a time equal té the fime delay. Using this
undelayed signal in the feedback loop allows the controller
to immediate;y see how the current. control action will
affect the process. In effect, the feedback controller is
‘controlling an undelayed model of the process, rather than'

11
~

the actual process.
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N

The theoretical development for this technique follows

from an, analysis of

Figure 2.19. The
associated not Mly
measurement device
- the prdcess and the
.with‘dfnémic models

(s)e

. X
Gp(s) G D

- and:

Gmﬂs) = G*m(s)e

the SISO .control systém bldck diagram in

most general case has time delays

with the plant, but also with the

as shown in the figyre. In other words,:

measurement device can be represented
haiing the following form:
-a,s -

(2.83)

-a,s ‘
2 (2.84)

respectively. It should be noted that G*p(s) and G'm(s)

have no internal time delays (i.e. a, and a, contain all the

.

Process and

‘Controller Final Control
Element
+ E . ‘U -a,s X
R(s)—a{%}—f G - Gpe —w—Y(S)
: ] -
—
Measuring
Device
~a,s
2
_Gme

Figure 2.19:

Block Diagram for a SISO Control System with

Process and Measurement Time Delays
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associated delays);
The usQaL feedback signal foMthis system is:
}
C(s) = Gm(s)Gp(s)Gc(s)R(s) (2.85)

o overcome the time delay an undelayed feedback signal

to the\controller, given by:

* *
c =G m(s)G p(s)Gc(s)R(s) (2.86)

that contai no time delays is required. This signal can

be obCainedAif e signal given by:

€, (=6 (5)6* [(5)-G (8)G,(s))G (s)R(s) (2.87)

v AQ : \;’.’.l
o r,f:\l,\. . I] R “*r
A

Ol':.
' 1G*, (516° (516, (s)R(s)

v -(a,+a,)
c (s)=(1-e - 172

is added to equation (2.85). This signal uses models of the
actual elements -and assumes that the process model (G*p(s)
‘and a1)‘and the measufement device model (G*m(s) and az) are
accurate representaﬁions” of system behavior. Clearly,
model error (mismatch) will degrade the effectiveness of the
time delay compensation with errors in the magnitude of the
‘time delays (a1. and °2) causing much more ‘severe problems
than dynamic modelling‘ errors (G*p(S) and G*m(s)). To
overcome this problem, Vogel and Edgar (1980) have developed
a more advanced technique based on the Smith predictor, that
does not fequire that the time delay be known expiicitly.f
Implementétion of the Smith predictor compénsatqr is
shown in the bioékv diagram in Figure 2.20. The block .
- labelled "time delay compensator™ in the diagram

incorporates the model of the process and generates the

signal described by equation (2.88). As mentioned earlier,
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C(s)

GC G e . -Y(s)

[1-e

-(a,+a ﬁs
1 72 ]G‘ G‘

m p

Time Delay Compensator

'825

¢

Gme -

Figure 2.20: Block Diagram for a SISO Control System with
a_Smith Predictor Time Delay Compensator

—

this model should match the real process as closely as

possible to avoid model mismatch.

Obviously it should be advantageous to apply some sort

of time delay

compensation in the control of —a

multivariable system. Many researchers have produced

several different

techniques in the last decade. Of

particular note, Alevisakis and Seborg (1973, 1974) have

extended the Smith predictor to the multivariable case where

there is a single time, delay (i.e.  all elements .of the

process transfer

function matrix have the same time delay

associated with them). Oguhnaike and Ray (1979) have taken

this one step further and have devised a compensation method
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based on ';he smith predictor that is capable of handling
mYltivariable systéms with mﬁltiple time delays. This
technique can be developed in a - similar fashion to f%e
original Smith predictor. A general, multivariable feedback
control systém including a multivariable, multidelay
compensator is presented in the block diagram in Figure
2.21. The time delay compensation bfock shown as the block
labelléd Gy in the -diagram can easily be derived if
equations (2;85) through (2.87) are developed for a MIMO
system. The usual feedback signal for this system is:
C(s) = Gm(s)Gp(s)Gc(s)R(s) , ‘ (2.89)

where:

L——D GL .

'Figure 2.21: Block Diagram for a General Multivariable
Multidelay Compensator Feedback Control System
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G _.e m1 0
G = ml
m —amzs
0 sze
‘ - -
a1ls a125
G,,e G,,e
G = 1M 12
P ‘ —a21s -azzs
G21e Gzze

The required undelayed signal is:

c*(s)=

where:

A
G m(s‘)

*
G p(s)Gc(s)R(s)

74

(2.90)

f‘



75

/£ G‘ Gm1 0 ‘
M=
0 G
m2
* . Gyy Gy ‘
P
Gyy Gpp

and can be generated by the addition to equation (2.89) of:

Ck(s)-(G‘m(s)G.p(s)-Gm(s)Gp(s))Gc(s)R(s) (2.91)
where:
C
¢, (8)= ki
C
k2

s0 Gk(s) is given by:

G, = Gm*c‘ - GG , (2.92)

x P mP | )
Implementation- of this compensator for a two Dby two
interacting system is shown in Figure 2.22.

The ,ramifications of this compensétioq technique can be
demonstrated by developing the characteristic equation for
the compensated closed loop transfer function. The inner

loop, shown in Figure 2.22 as the dotted box labelled G*C,

ig first analyzed as follows:

U "
" G ) (2.93)

and:

®
G ¢ c c

Now, writihg the transfer function for the entire system as:

= [1+6G ck]"c (2.94)
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k22

Cc22

Figure 2.22: Block Diagram for a Two by Two Time Delay
Compensated Control System



- R+G_L
Y [I+GpG G ] [GpG cR¥G ]

and then substituting for G, from equation

from equation (2.34) giveé:

PN -1 -1 -
L ¥=[1+G M qccm] [ M GoR+G L]

where:

M=I+G(GG»GG)
& P
or:

M+GCG Gp = 1 GCG mG p

77

(2.95)
(2.§33 and G*F

(2.96)
(2.97)

(2.98)

If Gp is square and nons1ngu1ar, the follow1ng 1dent1ty

(2.99)

can be used in equatlon (2.96).along with equation_(2.98)'to

g1ve the overall closed loop transfer function:

* % .1
.,yssp[xfcccm G p] G R+G [1 *GG, G p] MGp

G L (2.100)

The stability of the clgﬁed loop system, -determined by the

characteristic equation:

| 146.G_"G =0

Cm p‘

has no time delays so the compensated closed.

(2,101)

loop system

will bé more stable tﬁan the uncbmpensated system. An

example using this compensatlon technlque ‘on

B

two by two transfer functlon model

, ;
2.7 hdaptive Control

e ‘\5

2,71 MultivariabléiSelf*Tunind Cdntrpl Law
The Self—funing control law wused in
derived from a controlléd - autoregressive

(CARMA) process model of the following form:

% . . _ y,

L]

Ay

an idealized

is given in Appendlx F.

this work 1is

moving average

lidd
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_k._ )
U i Hvoez ez hun ez HE)

. T :
vz Hpz"hHve) | (2.102)

where: N
13

A(zgw),B(z-1),C(z_1), and D(z_1)-are

RO

m x m polynomial matrices in the backshift operator,

_1.
z

¥(t) is an m x 1 vector of measurable process -outputs,
U(t) is an m x 1 vector of controller inputs to the

process,

1

~y(t) is an m x 1 vector of measurable disturbances,
=(t) is an. m x 1 vector of random noise,

kij is a time delay between the ith input and the

/

jth output expressed in multiples of the /éample
’ /

/
/

»

;

interval,

and:

is a time delay Petwéen the i th measurabie
N ,

d@éturbance and thekjt

output expressed in multiples

: /
of the sample interval. ”
Langman (1987) states that the objective of the control law

is to minimize the cost functional:

x“J=E{[PY(t+kii)-RW(t)]T[PY(t+kii)—Rw(;)] A
4 -lerue)Teue) 11, | S (2.103)

with respect to the control effort, U(t). It should- be



— - 79

noted that P} Q', and R in equation (2.103) are weighting
transfef‘ function matrices 'in the backshift operator,
2. By manipulating equation (2.102)" ﬁangman (1987)
de;ives a techniQue for. estimating Y(t+kii), the process

_output k,; steps into the future, which allows him to

.
S

minimize the cost functional to yield the control law:

-l —

(K. c=k.2) ‘ ' .
[z ' 13 6+Qlu(t) = RW(t)-P4FY(t)-

(k. .-d..)
A 1] 1] LV(t)'

HPY*(t+ki?-1|t;152‘.‘ (2.104)

where 6, F, H, and L. are the estimapé&lpd}Y&bmial ﬁatrices
associated with A, B, C, and D, fééﬁéd{iVeiy, The term
Y*(t+kii|t)\is the predicted outputf;f €héﬁprocéss‘kii steps
ahead into the future. A detailed acéountﬁéf_the derivaticn
of the control law in eéuation (2.104) is givén by Langman

(1987), and will not be repeated here.

2.7.2 Parameter Estimation

The key to the adaptive control law presen " in  the

last section is the parameter estimation scheme used to

determine the process model paraméters. Langman (1987)

suggests that the recursive least squares (RLS) method with

upper diagonal factorizatipn (UD) of the covariance . matrix

will produce ~ good results. For a summary of the RLS
algorithm and gddifional details on parameter estimation see

Langmaﬁ (1987). :
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3. érinding Circuit Dynamic Model
3;1 Introdncticn
. n‘conventiOnal rod mill - ball mill wet grinding
.circuiﬁ, in gereral, consists of a ‘combination of the
following items of process eguipnent:
(i). Grinding Mills ; »‘J%
(ii): wﬁydrocyclones

(iii). Pump and Sump<'
. ]

(iv). Cényeyorsi | —
in order to apply tne advantages afforded by digital
simnlation to study such circu@ts,v mathémétical‘ models of
each of.the above unit operations are needed.’

Over the past two decades, much work has been done éé
develop the required models. The purpbée of this chapter is
to describe the models nsed for studying the dynamics and
control of grinding circuits in work at the University of
Alberta initiated by Wood and Flintoff u(1982).. The models

used in the simulator for the major unit'operations follow

‘those outlined by Smith and Guerin (1980). There are two

reasons for this choice. First, the models are relatively
simple which eases both understanding and computational

effort, and second, the model parameters for an operating
circuit, that of the Lake Dufault division of Falconbridge
Copper Mines ”Limited, are provided by the authors. It

;nould be noted here that these types of models have been

k\applied to other -grinding circuits by other workers, for

80

\ '
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example Lynch (1977), Rajamani and Herbst (1980), and
Bascuf,.Freeh.and Herbst (1985).

Tﬁe next section of this chapter gives some background
on the concepts involved in the gize reduction of solid
materials aha.describes a aifferential equation .model ;that
can. be used‘ to simulate a grihding' mill. Section 3.3
_ contains a brjef descriptiomv of a typical hydrocyclone
classifier and presents the system‘of nonlinear a;gebraic
equations that constitute the model. A static pump model,
which reqdites the solution to the hydrocyclone pressﬁre
flow relation;'is discussed in Section 3.4 along with a-
model capable of simulating sump behavior. Fixed and
varigble delay bmodels, associated with éonveyors aﬁd
pipelideé“ respectiéely, are - tﬁeated in Section
3.5._ Fin'lly, Section 3.6 deals with various methods of

modelling ¢changes in ore hardness.
3.2 Grinding Mills

3.2.1 Grinding Machinery

Rod and ball mills, shown schematically in Figures 3.1
"and 3.2, qféf émployed in various’ tombinations in ‘wet
grinding op;rations. The coarse feed sluFry, consisting of
water and solids, enters both types of mills through a 5coop
box or chute. From there, the slurry isl gravity fed into
the‘ rotating mill where it is ground with eithef steel rods

or balls.
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Coarse Steel Steel’

Feed Liner Rods
Slurry

Outlet -

Fine
Product
——Slurry

. Scoop ////r .
Box Inlet L—

Particle Size ____|
Decreasing

Figure 3.1: Schematic Diagram of a Typicai Rod Mill

Y
Coarse - Steel Steel ' 7y
Feed - Liner Balls
Slurry : ' -
+ Qutlet
- Fine
Product

%Oooog

Particle Size
Decreasing

Figure 3.2: Schematic Diagram of a Typical Ball Mill

——
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Rod mills are used to grind coarse feed ranging from 80%
passing 20 mm to 80% passing 4 mm into a prbduct size
ranging from 80% passing 2 mm to 80% passing 0.5 mm. The
physical size of this type of mill is ;imited by the 6.8
metre practical length of rods due tc flexing and breakage
problems (Rowland, 1982). The length to diameter ratio of a
typical rod hill is greater than 1.33:1 so that rod tangling
can be avoided. The rods wear down to an yeliptical Cross
section and will break up and pass through the mill
discharge when the major axis diameter becomes about 2.5 cm
( Lynch, 1977). Steel or rubber liners are used to protect
the mill shell and must be replaced periodically. |

Ball mills -are used to produce prdduct particle sizes
ranging from 80% passing 0.5 mm to finer than 80% passing 75
micrometres. Ball mills ordinariL{ are simflar in size to
rod mills.‘ However, by nature of the grinding media
employed in this type of mill (i.e. steel balls),vthe
physical dimensions are free of the rod mill
" constraints. The ‘;éngth to diameter fatib typically ranges‘
from less than 1:1 to more than 2:1, depending on the
particular application (Rowland, 1982). Energf use
considerations usually limit the mill diameter to 5 to 6
‘metres.- The diameter of the steel balls will depend on the
application (expected feed size, desired product size, and
ore hagdness), with a range from 127 mm (5 inches) fo a worn
ball size of 16 mm (5/8 inches) (Rowland, 1982). As with

rod mills, steel or rubber liners are used to protect the
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mill shell from damage.

3.2.2 Comminution \\\\

" Several different functions can be served through

comminution (particle size reduction) in the mineral

processing industry. The production of product with a large
‘surface area available for chemical reactions to occﬁr or to
free = valuable mineréls from waste . mate;iél before
cancentration is of primary importance. The objective in
both cases is the production of particles that consistently
fall into a particuiar size class specification.

Particle size class specifications naturally arise from
techniques used for particle size measurement énd the
subsequent mathematical representation of the size
,distribution. Typically, particles are measured in terms of
'the minimum square aperture through which it will
pass. This measure is known as-the sieve diameter of the
particle. |

There are several methods available for mathematically
describing the particle size distribution. The most obvious
is to postulate a continuous function and fit the parame;ers
fo sieve analysis data. A ~Eommonly used function is the

Gaudin-Schuhmann distribution expressed as follows:

B = (x/k)a : x <k . S (3.1)

where B is the cumulative weight fraction passirig size x and.

‘A

k is the size modulus at which B is defined to be

unity. The parameter, a, is " known as the distribution
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ﬁodulus. Since the function is, by definition, continuous
over the intéréal 0 < x S k, the number of size classes will
approach infinity which leads to an excessive- amount of
complexity. By fitting this function to a finite number of
size data points, approximations are introduced and large
errors can fesult. This 1is often unacceptable. A more
appropriate form for representing a particle' size
distribution is to use a finite number bf\particle size
classes. It 1is convenient to define"the sized class
boundaries by using a series of consecutively smaller sieve
screen sizes as points of reference as shown by the
schematic diagram in Figure 3.3. The mass fraction of the
particles that are retained by a given screen corresponds
directly to the loﬁer‘bound of a ;ize class that "passes"
the previous screen in the series. This form of discrete
representatiqn is capable of describing all possible size
distributions and does not necessitate the use of
‘approximations to fit sieve analysis data to a continuous
function. )

Comminution processes have higtorically been studied in
terms of grinding mill energy conSumptioh (Lynch, 1977)
leading to empirical steady state design models. This,
however, has proved to be. a sevefely limited wview of
grinding in that only a small proportion of the original
energy input to the process is used in actually breaking up

the particles. Energy is dissipatéd in other forms such as

sound, friction (heat), and elastic and plastic deformation
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of the particles.. In the case of tumbling mills, which are
the most common form of mill used in comminution, potential
and kinetic energy losses are also experienced. Little 1is
known about these latter two factors because the
difficulties associated with performing an internal energy
palance on a tumbling type mill. This clearly indicates the
deficiency in conéidering only energy input when attempting
to derive dynamic models for use ip simulation woqk.
Researchers = continue to analyze the phenomenon of
particle breakage in an atteﬁbt to relate the breakage
process mathematically to mill operating parameters such as
feed Sérticle size distribution, feed slurry flow ‘rate and
mass fraction of solids, and particle hardness. The
difficulty in adequately describing breakage. in an
industrial operati?n of a size reduction machine such és a
tumbling mill stems from the fact that particles do not
undergo simple primary b;eakage alone (i:e. only a siﬁgle
breakage event) but a succession of breakage events. The
formulation used to describe the overall breakage operation
mathematically arises from defining the rates at which
particles of various size classes undergdo breakage, the size
distribution, by mass, expected from the breakage of a unit
of mass of one particle size class into smaller classes, and
the repetitive nature of the process. It should be noted
that this modelling approach known as "phendmenological

modelling".
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3.2.3 Grinding Mill Model
It has _bheen found that the same general form of model
can be used to approximately describe the pafticle reduction
dynamics in both rod and ball mills (Smith and Guerin,
1980). The model is based on a perfect mixer transport
model with first order breakage kingtics. An unsteady state
_warticle size class frequency_balance around a grinding mill
can be written in a similar fashion as for a chemical
species concentration balance on a continuous stirred tank
reactor. A general unsteady state material balance:

Input + Generation = Output + Accumulation (3.2)
results in the basic model form. The input and output terms
in equation (3.2), for a particular particle size class "i",
are simply:

Input = F_f, (3.3)
and:

Output = P_p; (3.4)
The rate of generation of particles of this size 1is
determined from the rate at which these pafticies‘afé broken
into smaller particlés and the rate at which particles in

the i-1 larger size classes are broken down into the ith
size class. In other words:

i-1

Generation = “k.H_p;+ ng%-kiﬂspi (3.5)

]

It should be noted that this equation reflects the perfect

mixer transport assumption, where the mill product and
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4nternal compositions are identical.

. 3

represents the rate of change of particles

that are present in the mill given:

d(Hspi)

Accumulation =
dt

Expanding equation (3.6) yields:

d(HSPL) - Pigﬁi +\Hsigi'
dt dt dt

The mass holdup of solids in the mill is:

HS = VcS
from which it follows that: : 4
dH dcS av
S . V—— + ¢ 5——
dt dt dt

It is standard practice, in the case of
throughput mills, to assume a constant

which leads to:

av
3t = O

89

The accumulation term

nen

in gize class "1

(3.6)

.7)

—_
(PN

(3.8)

(3.9)

. high volumetric

volumetric holdup

(3.10)

and implies that the inlet and outlet volumetric flow rates

are equal. As well, for the purposes of this work, changes

in concentration of solid material 1in

the mill will be
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assumed negligible, so that:

dc
—5 .0 (3.11)

dt

Combining equations (3.10) and (3.11) with (3.9) and (3.7),
1t follows that:
dpi

Accumulation = H — (3.12)
54t

Using equations (3.3) through (3.5) and equation (3.12) in

equation (3.2) gives:

1-1 dp.
F £.-k.H p.+L b, .k:H p, = P_p.+H_j—
571 T1TsTl, 0,717 87D STl & (3.13)

The model that describes Phe rate of change of particles of

size X in the mill follows from equation (3.13):

iPj i

dt Hg j=1

jkipi : (3.14)

The final form of the model results from the realization
that the inlet and outlet mass flow rates are equal, due to
the constant holdup assumption, and are related to the
volumetric flow rate by:

Fg = P = Qc, (3.15)
Then, using equations (3.8) for the mass holdup, eguation
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J

(3.14) can be written as:

dp. f.-b; Coi-1 -
1, 171 . kipi + I Q..k.pi (3.16)
dt T s j=1 . »

where the mean resideﬁée time of the mill is:

rav/Q | ‘ | (3.17)
~with the mill volumetric holdup considered as the effective
mlll volume: or pulp volume in the mill after the” exclusion
- of .the rod o: ball loading. Th1s volume is normally
estlmated by 1mpulse tracer testing on the llquld phase.

ﬁxpanding the m;ll‘ model, equation (3.16), forvthe~

entire population 6f size classes resufts in the éomplete

model: *
dp f.-p. . 1-1 :
i i Ti
= - kip: + I b:.k.p: : (3.18)
at . SiF =1 137171 | ;
for:
1 = 1, ' n-1 v w5
and:
¥
‘ N n_1 : \ N
"pn=100 :" z Pl . ) (‘3. 19)

It should be noted that the particle size classification
number (subscr1pt i) in the above equations is an index that
references a specific minimum partlcle size as outlined in

Section13.2.2.
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The normalized breakage function, bij'

function, ki’ ‘are the parameters that play the key role in -

e
a8 25

‘distinguishing between the .two mill types. Neither of these

and the selection

parameters can be uniquel§ determined as thé values are
\depgpdent on both the ore tgﬁe ag?é;the individual mill
(Lynch, 1977). One approgéh to o;éfcoming this problem is
to assume that the breakage fuhc&ion is dependent only on
the particular ore, while the selection function accounts
for the machine characteristics. o

The breakége function sed in this work follows the form
of the Gaudin-Schuhmann distribution given in egquation (3.1)
and determines the particle size distribution of - a breaking
particle in each size class. The general - normalized
fuﬁctidnal form dés;ribing the breakage .of a particle from a
large}' size class into a range ‘of smaller size
ciassifications is given by:

Bi‘= (xi/xj+1)a s i = §j+1, ..., n; a>0 (3.20)
where B is the cumulative fraction of parﬁicles passing size
X, Particular note should be made here that by definition,
Bi=1 for iéj. This implieS’ihat particle»agglomerationfdoes
not occur and that .no broken material rehains in ‘'the
"oriqinai size classiﬁication. B& choosing the ratio

between  consecutive size classes in an orderly fashion,

equation (3.20) can be written as:
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/
B, = 71137370 iager, g @20 (3.21)
! r
where r' i§ the size class ratio given by: y
o= Xyeq/% | (3.22)

-0.5

A - geometric size progression where r=2 is usually

convenient to use because it results from standard Tyler

sieve screen sizes. The discretized breakage function

follows from:

ij = Bi - Bi+1 R R (3-23)

which’leads to the final form:

b

0 HEB % k
Biy = o o (3.24)
’ [2—0.5]§1-3-1)a_[2-0.5](1—j)a s i

—
[
~
J.
]
—
-
.
.
.
~-

n)

which 1is a lower triangular matrix ;{th_ zeros on the
diagonal. It has been found that 14 to 16 size
classifications (including the undersize or pan size) gives
an adequate representatidg> of this functioﬁ (smith and
Guerin, 1980). ' ’ ' -
Tbe parameter, a, in equation (3.24), is éssumed to Dbe
dependent only on the type of ore and not the particular
installation. Values for this parameter based on operating

data for the Lake Dufault circuit-were found to be:

a = 0.676; rod mill . A

1
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a = 0.652; ball mill

The selection function is:soméwhgt like a rate function
for'a chemical reaction. ‘It determines the rate. at which
particies are broken from a given size class into smaller
si-- classes and is thus dependent on the specific ore and
1 idual grinding mill characteristics. As stated
earlier, this means that in order to accﬁrately model a
particdlar circuit,‘ the selection function must be fit to
actual operating data. Smith and Guerin (1980) established ~

the following functions for the Lake Dufault circuit:

Rod Mill - e

0.0212 ' : xi+1s1000u
k.1 = (3.25)
4.48
0.0212(x;+1/1000) ; xi+1>1000u

(i =1, ..., n-1)

Ball Mill

1.818

ki = 1.045fxi+1/1000) (3.26)

&,

(i =1, ..., &@@)

It. should be noted here that a selection function for the
fraction of the particles in the pan, 1i.e. ian, is

meaningless.
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3.3 Hyd;ocyclone Clasgsifiers

‘3.3.1 Clasgification
Separation of ground particles into different size
classes can be done by two methods. The first involves
screening in which particles are separated based on their
size and shape. A second more common form of particle size
separation is . known . generally as hydraulic
classification. This method utilizes the movément of
pgrticles through fluids to separate them based not only on
size and shape, but also on density. Hydraulic classifiers
fall into two group types: mechanicél and centrifugal. Rake
‘and spiral settling tank classifiers are typical examples of
the mechanical type, while the most common centrifugal form
is'lthe hydrocycloné. The advantages of hydrocyclones over
their mechanical counterp&rts include faster, more réliable
operation, and more compact size. Hydrocyclones are now the
most commonly used .form of classification employed in
grindingk operations for the aforementioned reasons (Lynch,
1977). |
The nature of the operation of a hydrocyclone can be
described by making reference.to the schematic diagram shown
in Figure 3.4. The feed stream enters the feed chamber
tangentially under pressure through the inlet pipe. The
cylindrid@l shape of the feed chamber ¢auses the slurry to
‘rotate, which creétes centrifugal forces on the particles in

the slurry. The slurry then moves down the cylindrical
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Figure 3.4: Schematic Diagram of a Typical Hydrocyclone
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gection into the conical section in a spiral pattern as
shown in the diagram. As the slurry proceeds down into the
cone towards the apex, the smaller particles begin to
migrate upwards towards the éentre and spiral upwards to the
vortex finder to exit as a fine product stream. The larger
particles remain in the downward ﬁovihg spiral péth and exit
as a coafse product- stream through the spigot. It should be
noted that both product streams, underflow and overflow,
exit at or near atmospheric preésure. | ' ‘ ~\'

Also shown on the schematic diagram in Figure 3.4\are
many of the important desigh variébles’ such as the inlet
pipe diameter, the vortex finder diameter, tHe spigot (or
apex) diameter, and the feed chamber diameter. The combined
height of the cylindrical and conical sections bélow the
vortex finder determines the hydrocyclone,: retention
time. All of these variables affect either_ﬁhe efficiency
or capacity of a given unit. The reader is refered to LynchA
(1977) and Arterburn (1982) for further details on the
aesign specifications for hydrocyclones. ‘

It should be clear from consideration of the diagfam
that the potential for short circuiting of the feed slurry
to both product streams exists. As long aé the vortex
finder is extended far enough below the inlet opening, short
circuiting to the fine product stream will not be a
problem. However, there is always a small amount of thg

feed that bypasses classification and reports to the

*underflow stream.
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A
\

3.3.2 Product Size

The product size of a hydrocyclone is ﬁorhally
specified in terms of a corrected cutﬂ‘§ize. The corrected
cut size 1is defined as the.equiprobablé particle partition
size or thé size for which fifty'\mass pefcent - of the
particles in the feed slurry reports to both the'overfloQ
and underflow streams considefing only centrifugal
classification (i.e. classification ignoring particle bypass
to the underflow stream). Figure 3.5 shows a- typical
relation between particle diameter and the'~fféctioﬁ of
barticles in the feed stream that . report ‘to * the

underflow. The curve labled "actual" in this diagram

c LO?
2 0.9
13 .
O 0.8- S ‘
= ) . |
> 0.7 Actual //.,— Corrected
g OJST '
3 o5 '
@ 1 : /
X 0.4
Z 0.3
T 024
5 0.2
2 0.1- wo o | 1x
D ] -
0.0 ~r T 50' sgc T v M

T . T T T 1
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Particle Diameter (microns)

. 13 2 . . . ‘
Figure 3.5: Typical Relationship Between Particle Size.and

Hydrocyclone Underflow Recovery' (i::)
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demonstrates the effect of classification bypassing that
exists in every hydrocyclone. It is aSsdmed that at least a
small amount of all particles present in tﬁé feea stream are
recovered in the underflbw stream, thus bypass;gg
classification. The “"corrected" curve 1is determined from
the fraction of feed fluid that reports to the wunderflow

stream of the hydrocyclone. It has been found that the

s

minimum fraction of solids of each size class reporting to
the underfiow stream corresponds directly to the fraction of
the feed 1liquid reporting to the underflow (Lynch,
1977). Each particle size recovery fraction is corrected
for bypass to produce the corrected curve. In other words,
the following equation:

Y. . - Rf

Y o= A ‘ : (3.27)
el 1 - Rf

can be used to4givé the corrected efficiency curve where Yo
indicates the corrected value of the fraction of particles
of size class i that report to the underflow stream.

™

Because the xsd ~value changes depenaing on the feed

c
stream particle size distribution and inlet flow rate, the
efifciency  curves in Figure 3.5 will shift
horizontally. Thus, efficiency curves for hydrocyclones are
uéually given in a reduced form where the pafticle size on
the  corrected. curve has been divided by the xg,. value. A

representative curve of this type of efficiency curve is

shown in Figure 3.6. Efficiency curves of this form have
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\

been found to remain constant over a wide range of operating
conditions (Arterburn, 1982). It should be noted that the
exact shape of the reduced efficiency curve varies from ore
to ore, and the curve presented in Figure 3.6 is used only

for illustrative purposes.

3.3.3 Hydrocyclone Models

Hydrocyclones can be thought of' mathematically as
defining the probability that a parti;le of a given size
will appear either in the overflow orﬂunderflow streams. AS
the dynamics of hydrocyclones are generally considered to be

rapid with respect to most other mineral processing
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equipment, dynamic behavior is neglected and a model
consisting of a set of algebraic equations can be used.

The model used‘in this work is similar to the empirical
model outlined by Lynch (1977) that describes the
pressure-flow relationship, the water split (between the
overflow and underflow streams), reduced efficiency curve,
and the equiprobable partition size as a set of nonlinear
equations. Although the plitt (1976) model has some
advantages in terms of model reliability, it was decided to
use the Lynch model to enable comparison to Smith and
Guerin's (1980) work.

The pressure-flow re.ation fo;‘this model is a function
of the various ophysical dimensions of the hydrocyclone;
however, the simple equation:

50.5 0.125

Q = K.P Ff

, . (3.28)

provides an adequate fit given the constant geometry in
these .cyclones., Although the constant, L is a function of
the vortex finder diameter and must be determined for any
given installation from actual operating‘data, it has been
found to remain constant over a wide range of flow rates,
pressures, and feed slurry water mass fractions (Lynch,
1977). | |

The next step in developing the complete model>is to
determine the mass of water that reports to the fine product
(overflow) stream versus the mass of water in the inlet feed
stream. This is known as the water split and is modelled by

the equation:
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Wy o= 1.1W + Ky | (3.29)V
The constant, K., in this equation 1is a function of the
s%ggot diameter and 1is unique to a given hydrocyclone
i%xyallation. However, as with the . pressure-flow
relationship in equation (3.28), equation (3.29) provides
reasonable results over a wide range of operating
conditions.

The particle size frequency distribution in the
underflow product stream is usually expressed‘in terms of a
reduced efficiency curve for the hydroqyclone. The general
shape of such a curve, corrected for <centrifugal
classification only, was presented earlier in ‘Figure

3.6. Mathematically, the curve 1in this figure can be

modelled as follows:

o e’¥-1.0
T P — (3.30)
¢l e7y+e7—2
where:
Y = X .1/ Xg0c (3.31)

1t should be noted tﬁat this curve 1is independent of the
physical dimensions of the hydrocyclone and its operating
conditions, and runs through the~ origin, The va;iable
parameter, v, 1is a measure of the sharpness of separation
for a particular installation. Figure 3.7 indicates how the
shape of the curve changes depending on the value bf‘7.A

The equiprobable particle partition size, Xg0c is a

function of the dimensions and operating conditions of the
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Figure 3.7: The Effect of V;riations in ¢ on the Shape of
e Reduced Efficiency Curve
hydrocycleone. An empirical expression of the form:
ygdo("soC) = Ky + K,P + KW, ' (3.32)
can” be used QF predict this value. The three constants in
the above equation would likely be establighed by performing
a regression analysis on actual hydrocyclone operating daia.
It should be noted that eguations (3.30) through (3.32)
have all been corrected to give particle classification
based on centrifugal actfon alone. In other words, short
circuiting of the feed slurry to the underflow stream has
been ignored. The ;ctual mass ‘fraction of particies in size

class i that report to the wunderflow stream can be

calculated if equation (3.27) is rearranged to give the
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following equation: '

Yai - RE + (1 - REVY 4 7 (3.33)
where ﬁf, the mass fraction of feed water recovered in the
"undepflow stream, is given by:

/,/"/Rf =1 - W /W ' (3.34)
Et can be seen that the actual efficiency curve described by
equation (3.33) will not run through the origin as did the
reduced efficiency curve because{of the feed stream bypass
discussed earlier. After the actual underflow particle size
distribution has been determined, material balance
constraints provide a simple means of calqulating the
overflow product stream particle size distribution. A

‘ It should be noted that the hydrocyclone model given
here can be solved directly for steady state operation when
the feed characteristics are known. However, because a pump
is normally used to feed the slurry to the hydrocyclone, for
dynamic simulations, the pressure flow relation (cf.
equation (3.28)) must be solved simultaneously with the
corresponding pump presspte flow relation in order to

adequately predict all the feed characteristics and thus the

transient hydrocyclone behavior.
3.4 Pump and Sump Model
3.4.1 Pump Design

One of the -most important pieces of equipment in a

gr}nding circuit, next to mills and hydgocyclones, is the
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pump that = delivers the feed to the hy@rocyclon* The
performance of this pump is directly related to ‘the -
recxrculatlng load in a given circuit. The desién and
especially the 5121ng of this pump is critical w1th respect

.to.ecohomic operation of the overall grinding circuit. 'The

e N

efficiency of - the pump itself is only a secondary concern
because the mllls use the majority of the required energy
and much of the energy dissipated in the pump is passed to
the orefin the form of addltlonal grinding (McElvain and
Cave, 1982).

When cﬁoosing or' designing a pump for comminutiqnjv

service, several ‘considerations are involved, . wich

| durability and ease .of maintenance not amcngl the least

. important. Typicallf, the pump is constructed of abrasion

resistant materials w1th 1nterchangable liners.and a 'sec0nd

pump is usually available for sw1tch1ng into the c1rcu1t
—~¥when!the first requires servicing.

Another 1mportant factor in grlndlng circuit pump design
is s1z1ng. The pump must be capable ‘of prov1d1ng an
adequate ' flow rate along with enough head at the
hydrocyclone inlet for proper operatlon. Care must be taken
to size the pump correctly because pumps that are either too
iarge or too small will have poor wear performance due to
1nternal recirculation and 1ncreased 1nternal velocities,
respectively., As well, light duty pumps ’ylth relatively
ffl;t .pump curves (pressure-leQ relaticns) will cause
problems as demonstrated»by the pump curve’shown - as Figure

/
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&;;,“g
3.8;'-The slurry pressure-flow relation is seen to cross the
pump. curve twice, which creates a Aregion where pump'
oper&tion Qill be erratic and cause upse;s( in the overall
-cirdﬁit perfbrmance. This will cause nﬁmerical problems in
simulation work as well. A steeper pump curve, such as that
‘shown ‘'in Figure. 3.9, produces a much more consistent
behavior’and will reduce pump wear and allow for better

circuit control. Numerical problems in simulation will a}lso

be avoided. .

Slurry Pressure
Flow Relationship

Erratic Pum

RPM
’ Flat Pump Curve

o ecwuwunony

Minimum Expected Maximum Expected

. e

1 1
Flowrate

Figure‘3.8: Flat Pump Curve : -
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Figure 3.9: Steep Pump Curve

" 3.4.2 Pump Model

An appropriaté pump can usually be chosen ﬁ;om a pump
m?nufacturer‘s catalogue to | give the presspre-floy
relationship desired. 1In simﬁlégion work, a ﬁathematical
model is required to describe the dynamic head produced by
the pump and it is through this model that the hyg}ocyclone
model is linked ‘to the remainder  of the“’grinding
circuit. The pump &st prodfce a total ‘dynamic head (TDH)
large enough to just overcofie the >resistance dynamié' head
(RDH) in the slurry at the hydrocyclone inlet. It should be

noted that "dynamic head" is the traditional name given to

Iy

préssure flow relationships and is not meant to imply time

-2
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dependence} The pressure -heads produced by the pump and
that required by the hydrocyclone are dynamic only with
respect to flow rate. A simple mechanical energy balance
over the pump-cyclone system yields:

TDH - RDH = 0 (3.35)
The resistance dynamic head consiétS' of several different
factors:
 1. Net static head frém the pump centre line to the cycloﬁe.

inlet centre iihe |

2. Pressure head required at the cyclone inlet.
3. Friction head due to pipe and fitting losses.
Each ’of the abﬂve c trik;u,tions may be calculated if various
system varias&gg/gnate -known. The net static\ head
contribution (SHC) is given by:

SHC = Z - L | - o (3.36)

-~

The pressure head contribution (PHC)‘&S into account the
hydrocyclone inlet pressure in metres

pulp as follows:
= . % ",
PHC . p/ng | o | A (3.37)
The Hazen-Williams equation for friction Iusses in a slurry
pipeline (Lee, 1978) is well known and can be used to
determine the friction head contribution (FHC) as follows:

4.8655, (3.38)

_ 1.85 1.85
FHC=.2083(100/¢) (QusgpM | /4,
wvhere FHC is the head in feet of water per hundred feet of
pipe. Assuming steel pipe (c=100) and converting equation

- (3.38) to SI units gives:

o
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4.8655, : (3.39)

FHC = 9i.87yp(Q1'85/dcm

where FCH is now in metres of pulp"per 100 metres of
pipg. It should‘ be noted that equation (3.39) does not
consgider fittiné losses. This problem can be attacked in a-
_nﬁgber of different ways. By far the simplesg is to use the
(/equivalent pipe 'length method, adding the appfopriate afmount
\xéf pipe to the length used with equation (3.39). l
i;l The resistance dynamic ﬁead is thus the summation of

.

_equations (3.35), (3.36), and (3.39):
RDH = SHC + PHC + FHC : (3.40)
The total dynamic head (TDH) of the pump must overcome this
resistance in.order to satisfy the mechanical energy balance
(c.f. equgﬁion.(é.BS)). To model the total dynamic head'of
the pump, the pump curve as supplieé by the manufacturer ca;
be used. Either a quadratic equation of the form:

2 (3.41)

TDH = l'(p1 + KPZQ + KP3Q
can be fit to the pump curve, or a digitized version of the
curve used in conjunction with an interpolation routine such
as FUN!1 of DYFLO (Franks, 1972). Intdrpolation is the
.simplest procedure; however, the equation representation is

more accurate and computationally more efficient.

3.4.3 Sump Model

A. sump is usually used to collect the grinding mill
product before pumping it to the hydrothlone. for
classification. For simulation purposes, it is adequate to

model the sump as if it were a perfect mixer. A splids
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erial balance yields the following differential equation:'

= F f. - P_p; | (3.42)

— =F_ - P ¥ (3.43)

After equation (3.39) is integrated, the total solids holdup

is calculated as:

n .
s = E H P, . - (3.44)

and the particle 'ize distribution 1in the sump I's found

from:

(3.45)

The level in the sump, assuming constant Ccross sectional
area, is calculated using:

level = (Hs/fs + Hw/Pw)/Ax (3.46)

b
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3.5 Conveyor and Pipelines

3./5.1 Fixed Time Delays
Conveyors are normally represented as fixed time delays

in simulation work. The most common model used is simply a

stack or array in computer memory in which elements are

selectively placed and removed ,  as simulation time
proceeds. The concepts involved are easy to visualize in
terms of a "bucket brigade”.

A bucket brigade consists of a line of people passing
buckets from one to another in series. The first bucket in
line is filled wh%}e the last one is emptied. The number of
buckets\ being shuffled down the line determines the time is
takes for a given bucket to reach the end of the line and be
emptied. -In terms of a digital computer, the brigade
becomes an array or - buffer stack while each buckét
translates into an element or cell of computer memory inside
the buffer as shown in Figure 3.10. It is assumed that .it
takes no time for the first céll (bucket) to be filled ar
the last cell to be emptied. The number of cells is based
on the length of the time delay relative to fhe frequency at
which the delayed data are needed.

A more gfficient use of the computer memory can be made
if the buffer is}arranged in a circle ’as shown in Figure
3.11. Now, rather than shuffling the data from cell to cell
the appropriate input and output cells are indexed wusing ;I‘

counter. This means that the buffer is beirg rotated as
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Figure 3.11: Circular 3Buffer Schematic
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shown by the dotted arrow in the figure. Data is
selectively " removed and replaced as simulation time

proceeds.

3.5.2 Variable Time Delays

.Pipelines pose a ‘special problem with respect to
modelling and simulation, especially when control system
analysis is to be performed. A pipeline is a essentially a
variable time delay and as with the fixed' time delay, a
model not unlike a bucket brigade can behutilized to handle
this task. The first bucket is filled by the slurry then
its contents are poured into the second bucket in line. The
second bucket is not emptied until the first bucket is
filled again, and so on. All the attributes‘of the contents,
of a given bucket are passed to the next one in line each
shuffle. Clearly, the total volume in the .time delay is
dependent on the number of buckets in thevline, while the
length of the time delez is dependent on both the number = of
buckets and how fast the first bucket 1is filled. ' The
dependence on filling speed is the key to the success of the
varlable time delay model. It should be noted that the
fixed time deley model ' assumed instantaneous bucket (or
block) filling. 4 |

The schematic diagram«given'in Figure 3.12 will further
clarify this model. Each of the buckets is represented as a
block in this figure. "The time delay is composed of. N

blocks = of equal volume, each with an input and an output
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Figure 3.12: Variable Time Delay Schematic Diagram

stream. The total volumetric holdup is constant and all but
the ffrst block are assumed to initially be full. The inlet
flow 1is assumed to ge incompressible, and even if &he inlet
flow in ;;given integration interval is insufficient to fill
the first block, an equal volume must leave from the last
block - in the 1ine. In other words: | |

Q (3.48)

in ~ Q6ut
This also implies that if the volume of the first block is
iess than the inlet flow‘in a‘given integfation interval, a
fraqtionallamount will rémain in the first block. The
att;ibutes of each 'block are shuffled forward only when the
accumulatéd flow entéring the variable fime delay at least
£ills the ‘first; block. When the inlet flow does not
complétely £i1l the first block or a residual amount
remains, the outlet flow attributes are determined from a

weighted linear interpolation between the attributes of the
e

last two »bloCks. The weighting factor used depends on how
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full the firsf block is and this partially accounts for the
continuous na;gre of‘the real system. | |

The ;ollowingAFORTRAN-like algorithm gives an indication
of the model formulation for implementation on a digital

computer:

1. v = QAt + vr

2. if v < V/N then go to 5

3, v = v, =V oS V/N

4. Aij -=> Ai+1,j; 1 = N/ N—ll “ e ey 1 .
1. --> A, . ' "shuffle”
] 1]

5. f = v/(V/N)

6. Oj = (1-f)ANj + fAN+1,j interpolate

The ‘rule used to calculate the number of blocks to be used
in the variable time delay model is:

2 SN S \Y/ , (3.47)
3QmAt '

Obviously, the larger the value of N, the more closely this
model represents a continuous system. This model, although®
not ”completely accurate due to discretization, has been
found to be a good compromise with respect to simﬁiatién
speed. It should be further noted that alvariable time
delay unit can be used-in Series with the grinding mill
modgl . to account ~for the plug flow component often

3

!
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associated with tumbling mills. This will correct for the
residence time distribution without re-estimation. of the

model parameters of the mill.
3.6 Load Disturbance Modelling

3.6.1 Grinding Circuit Disturbance Inputs -
Disturbances to the operation of a mineral grinding
circuit can come from several different sources. Perhaps
the most impoftant upset in a grinding circuit is a change
in the fresh ore feed hardness. Since the hardness of an
ore body is generally not uniform, changes in hardness of
the ore fed to the grinding mill will occur from time to
time thﬁs affecting the particle size distribution 1in the
product stream. Other disturbances result from changés in
the feed stream particle size distribution, pressure or flow
rate fluctuations in the wager suppfy, and sudden variations
in equipment operating performance. The first of these
disturbances could occur because of an upset in the primary
crushing circuit, while the secona can fesult from water
demand changes in the rest of the plant. The last
disturbance mentioned above can ~-esult from mechanical
failures such as rod breakage or pump drive belt breakage.
In this work, only hardness changes have been considered
because, in general, this will be one of the more common
disturbances in a typical grinding operation and also has a

large effect on the final product quality.
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3.6.2 Simulation of Ore Hardness Changes

Ore hardness is reflected in the values chosen for the
selection function, k, with harder ore particleg breaking
less frequently than softer ;ar*icles. Normally, changes in
hardness appear as load disturbances to the system. At
present, there is no means of measuring ore hardness on
line, however, a Kalman filter approach can be used to
provide an estimate. This is " beyond the scope of the
current work.

Changes in ore hardness are modelled by changes in the
selection function of the grinding mill feed material and in
general, there are two approaches that can be used for this
purpose. The first makes use of a multiplication factor
(kgnstant or variable) to alter the selection rate function
while the second aséumes that the feed stream is composed of
two different ore components with different selection rate
functions (hardness) present in differing amounts. A change
in hardness appears as a reduction in concentration of one
component or the other.

The multiplier method is the simplest technique to use
and, as implied above, can be implemented in two different
ways. The easiest is to treat the multiplier as a constant
and simply multiply the selection rate function by the
constant to obtain a new selection rate function for the
ore. This has the effect of instantaneously changing the
breakage rate in the mill and ggmediately affecting the mill

- }‘ﬁ .
performance~\yh1ch is not true in practice. A second, more
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realistic, implementation is to make the multiplier into a
slurry attribute.

A mass balance around the mill, assuming the multiplier
to be a slurry attribute and perfect mixing in the mill,

gives:

dH SM

= FSM - P M (3.49)
dt

£ s p

where Mg is the multiplier associated with the feed stream
and Mp is the multiplier associated with the product stream
"or holdup. Because the mill volumetric holdup (V) and the
solid to liquid feed‘mass‘ratio are constant, the solid mass
holdup of the millﬁé;aconstant and the solid feed/product

mass flow rates are e udl . Thus, dividing equation (3.45)

by the solids holdum gty

daM M, - M
p= _f e

dt T

(3.50)

and the selection function for the mill contents is adjusted
by the factor, Mp. It can be seen that this multiplication
factor is time dependent and will affect the dynamic
behavior of the mill.

The other technique for modelling ore hardness changes,
as mentioned earlier, involves assuming that the feed stream
consists of two different ore components with identical

properties except for the selection function. Using this
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approach' the m1ll model for component 1 of the feed stream
_follbwslﬂfrom an unsteady state material balance similar to
that performed'ln the derivation of the earlier dynamic mill

model (cf. equatibn (3.18)):

d(Hlpil) :
T Fifi17PyPyy~kiaHiPia
i-1 ‘
+jz bIJHllep]l o (3.51
where:
Fi = Q¢ (3.52)
and: N
Pl = Qcpl . o (3.53)

Expanding the left hapd side of equation (3.51}Sgives:

d(Hyp:) dp:, dH :
1Pi1” Hy il , pil__l o (3.54)
dt dt - dt

The mass holdup of each component can be calculated from:

and the der1vat1ve of equation (3 55) w1th respect to time
is: N . '
dH, d(vc_,) o
1. pL_ i (3.56)
dt ™ ‘dt : , ] .

o

However, noting that the voluhetrié holdup of the mill is.
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4

assumed constant (cf. Section 3.2), equation (3.56) becotes:

dH.  dc
1. y—pd (3.57)
dt “at

A concentration balance for component 1 around the mill

gives:

- cpl) o ' (3.58)

This equation is the key to the success of this method of
modelling hardness changes. Unlike the original model where
changes in concentration of the;solid material in the feed
stream were ignored, the ;hanges in the concentration of a
partiéulér solid component reflected by equation (3.585
result in a change in overall ore hardness. Using equations
(3.52) through (3.58) with equation (3.51), it follows that:
dp; ) |
pilQ(Cf1'°p1)+”1g;""=filQCgl"pilQCpl
i-1

j§1b?jHlkjlpjl (3.59).

kiHiP*

Collecting the terms in Q and dividing through by the solids

mass holdup of the mill yields:
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1

st D b, .k
o o Ko p .
g 13731731  (3.60)

£1
—————— "(f, —p_ )_————k. p.
il il i1¥F11
dt . chl o

i-
+ I
j=

with the overall particle size distribution given by:

c_.P: ‘ ;
= _pl7il (3.61)
Fp1

Pj

Although this technigue involves more computational effort,
it proves to be more general than the previous method and is

perhaps the most realistic.
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4. Grinding Circuit Simulator Description

4.1 Introduction .

In simulation work, computer software 1is a very

critical part of the researcher's "tool box". This tool
relieves the tedium associated with the lengthy computations

normally 1involved as well as allowing various system

I

e “changed easily and new results guickly

'

parameters"ﬁi;J"
) i I)‘ c.f'%’ Jg . ) ) '
generated. - The"purpese of this chapter is twofold. The
primary -function is' to describe the simulation software
package, MINSIM, developed for studying the dynamic behavior

of mineral grinding circuits at the University of

)
programmer's and user's manual. The first time useggms

Alberta. As well, this chapter ¢&an. serve as both a

wish to skip directly to Section 4;4, where ' "quick s£a}t“
instructions for MINSIQ é:e given.

First,' it is necessary to ,choose an appropriate
simulation language or technigue which will provide a strong
basis for the development of é mineral 4grinding circuit
simulator. Several factors are involved 1in this choice
including cost, ease of use and undegétanding, as well as
portability. As one of the pfimary objectives of this work
is’tovdemonstrate the usefulness of a grinding circuit
simulator to the mineral plant engineerrfor both operator
training and control scheme désjgn purboses, the DYFLO

simulation = program with ‘its library of FORTRAN 1V

"subroutines becomes attractive (Franks, 1972). This

122
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simulation program gtqyldes a well documented process unit
operation otiented executive framework and programming
strsoture on which Wood and Flintoff (1982) have shown a
dynamic mineral processing simulator can be based. Another
advantage ;in the choice' of DYFLO is that several utility
routines to handle1standard functions such as integration
and data printing already exist. As well, ‘ibe fact that
DYFLO is based on a well known and widely avallable computer
language} FORTRAN 1V, implementation of sucn a system. in the
plant environment would not be expected to be any problem.

The imolementation of the original grind@hg circuit
simulator has been documented by Wong (1984), and Flintoff
et al. (1985) have demonstrat®d its use for open loop and
single variablé control. In this work, the. simulation
package has been upgraded to take advantage of the stiff
integration routlnes supplied in DYFLO2 (Franks, 1982) .and
extensions have been made to allow for the investigation of
advanced multivariable control “stratggfes. Thi simulation
package currently con51sts of thrég general subroutine
libraries and two executive programs.

The next section of this chapter provides a description
of DYFLO2.LIB, the DYFLO2 library of subroutines; MIN.LIB,
the mineral grinding circuit unit operation subroutine
library, and STC.LIB, the self-tuning controller subroutine
library. Thg structure of the executive programs developed

for the simulation studiesfpfesented in Chapters 5 and 6 1is

discussed in Section 4.3. The interactive user interface
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developed for the Lake Dufault Circuit is described in more
detail in Section 4.4 along with general . execution
instructions. This section essentially contains gll that is
needed to use the system and can be considered to be the
user's‘manual. This chapter concludes with instructions for
adding new moduleé or flowsheets to the simulator in Section

v . ) i
4.5 and will be of interest to programmers.
4.2 Simulation Language Description

4.2.1 The DYFLO2 Subroutine Library

The DYFLO2 simulation language was chosen for this work
due to its availability and ease of upgrading to- include
more advanced capabilities. As noted earlier, the DYFLOZ
subroutine library, DYFLO2.LIB, 1is an extension of DYFLO
which has been ih use at the University of Alberta in the
Department of Chemical Engineering since the mid
1970's. Documentation for the original version of DYFLO
exists in the book by Franks (1972) and for DYFLO?, an
updated manual has been provided (Franks, 1982). Subroutine
modules that model standard chemical §rocessingﬂ dnit
operations such as heat exchangers, mixing tanks, and
distillation columns are .available in DYFLO2, along with
subroutines forbfirst and second ordér transfer functions
and continuous P, PI, and PID controllérs for use in éontrol

studies. Utility subroutines capable of ;simulating time

delays, arbitrary functions and performing explicit and
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implicit first, sécond, and fourth order integration also
are available. A coﬁpleﬁé list of the DYFLO2 subroutines
used in this work, their functions, and the interface
lrequirements is given in Appendix A. Verification of the
correct operability of some of these routines is presented
in Appendix B, while Wong (1984) provides verification for
the control ‘related subroutines. A brief review:of
numericall integrafion techniques and how they are
implemented in DYFLO2 is given in Appendix c. &

As m;;tioned earlier, sevgral extensions to the original
~DYFLO2 program have been made, éspecially in theﬂgreq of
control algorithms and strategies. Tabie 4.5 summarizes the

dew subroutines and their functions. A detailed de;é;iption

L] : (3

of each of these subroutines, inclu&ing% data requirements
and usage, can be found in Appendix D. Verification of the
correct operability>of the lead lag‘compensator and the time
delay compénsator routines are'presented in Appenéix E and

Appendix F, respectively.-

,4.2.2 The Mineral Grinding Circuit Unit Operation Subroutine
Library ‘

‘Several of the mineral grinding circuit unit opé;ation
models discussed in Cha@ter 3 were originally implemented by
Flintoff and Wood (1922) as FORTRAN IV subroutines using the
DYFLO\aﬁproqch. in th:s work, these routines have been
upgradea to make us: «' the impliéit integration routings\

! N ' 4 . >
available in DYFLO2, ar. crently exist as the su oufrine
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Table 4.1: DYFLO2.LIB New Subroutines and Functions

;
/

/
Subroutine Function
CON2X2 Continuous two input-two output controller
~with any combination of P, PI, or PID
dvailable.
DISPID Discrete veldcity form of P, PI, or PID

controller with derivative action only on
the process output signal.

DPID2 . Discrete velocity form of P, PI, or PID
| implementation with error actuated control
~action *
INTCPD Highly coupled ODE recursive integration
. algorithm.
I2BY2 Interacting two by two first order transfer

function model including time delay and
load capabilities.

JFUNC Performs function evaluations for NUMJAC.
This .subroutine requires the support of the
- user written routines TKCALC and FFCALC to
compute the problem dependent reciprocal
time constants and forcing functions.

LLCDER Lead lag compensator using the numerical
derivative implementation.

LLCOMP Lead lag compensator implementation using
only integration.

NUMJAC Computes the numerical Jacobian matrix of a
system of ordinary differential equations.

PTRAIN Square wave pulse tra%ﬂ?aenerator.
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Table 4.1 continued.

RATCON Ratio controller without dynamics.

RELAX Smart relaxation factor calculation for use
with INTCPD, ‘

TDC Multivariable time delay compensator using
- the technique proposed by Ogunnaike and
Ray. . )
~ Z0H Zzero order hold function.

library, MIN.LIB. ‘It should be noted that due to the highly
coupled and{Eime varying nature of the set of differential
equations that are used in ‘modelling the grinding mill, it
is not possible to utilize the implicit integration routine
directly. In the implicit formulation of the mill model,
the forcing functions are coupled through the product stream
particle frequency size dist;ibutioﬁ. As well, the forcing
function along with the reciprocal time constant are
functions of the mill time constant and the selection
‘funétion, both of which vary with time. Franks (1982)
suggests that for situations such as this, a recursive
solution procedure, involving the calculation and inversion
of the Jacobian mattix, should Bev\ssed as discussed in
Appendix C, A new integration routine\based on this theory
was developed and a description of this software can be
found in Appendix D. An example préblem showing the

-analytical and numerical solutions to a set of "stiff"
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differéntia; equations is presented in Appendik B as
vgrification of the software discussed in Appendix D. The
results of this example suggest that the additional
computational requirements of the recursive integration
technique outweigh any benefit gained by the ability to use
a larger integration time step. This 1is especially true
when the 1loss of solution accuracy is considered due to
single‘ precisién computer operation/ to maintain
compatability with the original bYFLOZ software.
Implemgntation of the entire simulator in extended precision
to géin solution accuracy is felt unjustified in view of the
incréased;computational costs that would be encountered. A
sim?ler Sﬁd more cost effective integration technigue {s the
prééictor corrector formulation. This technique uses the
explicif method to predict the solution and then the
implicit method is used to correct it. This has the effect
of reintroducing the integration time step size limitations
imposed by the explicit integration method to a” certain
extent, but the solution accuracy is not compromised when a
slightly larger time Step is used and some computational
cost benefits are realized. Therefore, this technique has
been 1incorporated 1into the appropriate unit operation
subroutines. .&t should be noted that although the code
allows up to fourth order integration to be used, - first
order integration was used exclusively in this work to
further minimize computing costs. Table 4.2 summarizes the

mineral grinding circuit subroutines and briefly presents
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the function of each. More details on the data requirements

and subroutine functions can be found in Appendix A.

4.2.3 Self-Tuning Controller Subroutine Libraiyv

The subroutine library, STC.LIB, is based on the
multivariable self tuning controller discussed in Chapter 2
(cf. Section 2.7). This subroutine library was developed
from software used by Langman (1987). The origina{ software
was adapted for compatability with the .other \Erinding
circuit simulator system libraries by developing a DYFLO-STC
interface routine‘ and a separate self-tuning controllir
initialization subroutine. The original code was not
altered with the exception of the routine, MIMOIN, which was
rewritten to read input data from an ASCII file. 1In
addition, the FORTRAN COMMON block, STC, was added to
tranfer data to and from the self-tuning controller and
several unnecessary COMMON blocks were deleted. Table 4.3
sumarizes the various subroutines 1in this library, along
with a brief outline of the function of each. Further

details on the interface requirements of each routine can be

found.in‘Appendix A. | «

4.3 Simulator Structure

The framework on which the executive program structure
is based, folloﬁs from the DYFLO programming technique of
Franks (1972). This programming style dictates that the

program be broken into four sections, each performing a
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Table 4.2: MIN.LIB Subroutines and Functions

Subroutine Function

BLEND Blends all the attributes of up to
three input streams into one output stream.

CLASS Performs the calculations associated with
the hydrocyclone classifier model.

CONVEY Simulates a fixed time delay for a process
stream defined in a STREAM data structure.

MILL Performs the cilculations associated with
the rod or ball grinding mill models.

MILOUT Writes grinding mill physical data to a
simulation output data file.

PLUGFL Simulates a variable tiv ~lay for a
. process stream defined - STREAM data
structure. '

SMPPMP .Performs the calculations associated with'%]
N the sump and pump models. ¥ou. .

STROUT Writes STREAM data structure to a
simulation output data file.

VOLCNT Adjusts the sump water feed rate to
maintain a constant volumetric flow rate in
the hydrocyclone feed stream.




131

Table 4.3: STC.LIB Subroutines and Functions

Subroutine Function
CNTR4I Self-tuning controller initialization.
CONTRL The self-tuning controller executive

program for a two input-two output system
with capabilities to handle measurable
disturbance inputs also. This routine can
also be ymsed as a standard discrete P, PI,
or PID controller with the option of
actuating the self-tuning control action at
a prespecified time.

CONTR4 The self tuning controller routine called
from the DYFLO2 program, converts the
input /output data for compatability with
CONTRL. This is the DYFLO-STC interface
program,

IDENT! Performs recursive least squares parameter
estimaticn calculations.

IDENT?2 Performs recursive least squares parameter
, estimation calculaticns with square root
factorization. . e s
sy , &
T TR g 4 T
IDENT3 | Performs recursive least: squarés parameter H»=. ..
estimation calculations with upper diagonglf} . -~

factorization.

e b .
piss O 0
X S .

IDENT4

-~ i 2 s
40 e
3

MIMOIN Self-tuning controlle 3iaﬁff§lﬁ:§ﬁdon,“"
reads data from the ffley

MOIST1 Self-tuning controller

R




132

Table 4.3 continued.

MOIST?2 Self-tuning controller calculations.
. Qw . .
PWRITE Writes covariance matrix to an output data
file. , >
ULIMIT Limits the change in control action per
control (or sampling) interval.

“

specific function. The seqtions and the functions performed
in each section are given in Table 4.4. This 1information
in terms of a data flow diagram 1is repeated in Figure
4.1. Each bubble in this diagram represents ,the'wspecific
function performed by each section of the program. The
particular .data that is transfered between each section of
the program is described by the captions associated with the
lines connecting the bquies and the arrowheads indicate the
direction in which data flows. The flow chart in Figure 4.2
illustrates this in terms of the logic wused in the
executive. ,Printinq”‘ogfall outht data is handled in the

4

derivative section as is the logic for deciding when _
execution of the program is to termf%ate. The intégration
section advances the simulation time by an amount equal to
the intégration time step each complete integration pass. A
complete integration pass, as defined by Franks (1972),
depends on the integration order. First order integration

causes the program to cycle through the derivative and

integration sections only once per integration time step,
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‘Table 4.4: DYFLO-Executive Program Structure and Function
Summary ‘ . o v

>

-

Section f " Functions Performed .

13

Initialization | All constants are specified or

' calculated and initial values assigned
for all variables, and. the ’ :
simulation output headings are printed.
The section executes only once at the
begif}pg of the simulation.

NN
3

Derivative All derivative values-+and any other
~| calculations (except integration) that
must be computed every time step
are performed here. Simulation output
" printing and a test for completion of
the simulation conclude this section.

Integration 'All integration calculations are
performed and the routine, INTI, is
o always the first executable line in

this section of the program. This means
that in general, any routine that
contains a call to an integration

routine is called from this section.
The exception to this rule is for cases
where the logical variable LSTR is used
in the process routine (eg. HLDP) to
control the integrationcalculations.
Program execution cycles to the _ o
start of the derivative section at the
conclusion of this section.

Termination. All terminal calculations that must be
" performed only once at the end of the
simulation reside in this section.
This section concludes the simulation
program. )
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i

. e% .
while second and fourth order integration causes the program

to cycle two and four times, respectively. Thus, first
order itegration results in a single pass every interation,
while the second and fourth order integration techniques
require multiple passes  for, each. integration
interval. Additional details on the integration scheme used
in DYFLO2 can be found in the discussion giéen in Appendix

C.

4 3.1 The Closed Circuit Grinding Sxmulator ‘

The Closed Circuit Gr1nd1ng Simulator is a menu driven

software system that has been developed as part of MINSIM
, \ . ‘
and is intended to demonstrate many of the capabilities of

the MINSIM simulation package. The subroutine libraries

~

discuqsed in Section 4.2 provide the basis of the simulator,
wh}l\\ amr executive structure is used to tie the system
together. It should be noted tnat the closed circuit
simulator ' was used only with ehe . Lake Dufault
. circuit. Future work includes the simdlation of ‘éthe:_
circuits. All subsequent discussienS'pertaining ;e~this
~ simulator apply in a generai sense to the MINSIn {software

14

package unless otherwise noted.
¥

In thlS case, a two tlered executlvertructure has been
developed. The first wleégl or tier 1s ‘used to perform the

1nteract1ve duties ofj@heﬁ51mulator and can be considered to

W

be an extension of‘ the initialization and termination

sectiong of the second level“;executlve. The ‘second level

/’é{!)
/flj.. . )
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executive is in fact "a set of executive programs .which
pefform theﬁ}actual simulaﬁion calculations and are of the
"gtandard" DYFLO structdre discussed earlier. Each of these .
executives are specific to the ;grinding circuit control
“configuration Qsed and the program logic follows that shown
in Figure 4.2. It should be noted that the second level
executives are essentially transparent to the wuser, as it
appearsw to .the user that the level one executive performs
the complete simulation. This type of executive structure
offers several advantaggs. Foremost, it allows new second
level ~executive programs  to be developed and tested
&nékpendently for subsequent inc6rpofatién into the first
;»level executive as a subroutine. As well, duplication vof
the interactive "front end" is avoided. ‘

The functions performed by the first level executive are
shown in the/data flow diagram in Figure 4.3 where it can be
seen thaﬁ this qucutive is responsible for interacting.with
the user to obtain global simulation data and wr1t1ng it to
thekéQtput file. Additional details of ' the }nteractlve
4nature- of this 'executiVe,Aalong“with a descripthn of the

.
data the user’ is expected to input to the system, 1is
discussed in Section 4.4 of this chapter. ( #

The second level executive is broken into its functlonal
components ’in Figure 4.4. This executive level consists of
-five parts, oﬁly one of which executes during a'.gi§en

51mulat10n run. The global simulation data entered by the

user is passed through the first level executlve program to
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the second level, and  the simulation calculations are
per{grmed. It should gbe noted that dashed line crossing
various bubble connections in this figure indicates that
only one of the functions connected in this way are
performed.

To gain a better appreciation of the overall
implementation of the closed circuit simulator, a program
‘s£ructure diagram is provided in Figure 4.5. The functions
performed by the §$mulator are represented as blocks in this
figure, named after the subroutine used to accomplish the
particular function. Table 4.5 summarizes these subroutines
and their functions. The lines connecting the blocks give
an indication as to the subroutine linking within the first
level executive of the simulator. This main executive has
been given the title MINSIM, and the interactive user iﬁput
subroutines used by this executive are shown below to
represent the hiearchy of the system. It is interesting to
note that a | significant advantage of this form ‘of
representation for a software system is that the ofder of
execution corresponds to ‘éhe position of the subroutine
block, from left to right. As can be observed from the
program structure diagram in Figure 4.5, the second level
executive programs are called as subroutines from the first
level executive program after the initialization subroutines
have complé£ed their functions. It should be noted 'here
that the diamond symbol used to connect several of the

. : >
subroutine blocks in the diagram in Figure 4,5 is meant to
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Table 4.5: The Closed Circuit Simulator Subroutines and
Functions for the First Level Executive Program

Subroutine 4 Function

- MINSIM First level executive program. This

- program schedules the interactive user
input to the simulation run and calls the
appropriate second level executive to
perform the simulation calculations.
Control is returned to this program after
the termination section of the second level
executive is finished to conclude the
simulation.

INSTN, | This subroutine provides the first time
N user with some brief online instructions
on the use and features of the simulator.
Simulation cost warnings are also presented
to the user 1in thisﬁgoutine.
i U

\

DSIMIN This subroutine allows the user to set up
the simulator to run in the demonstration
mode. It allows the user to choose the
control system to be simulated and the
disturbance to be used. The controller
settings, disturbance magnitude, and all

~other global simulation parameters are
selected automatically by this routine.

ISIMIN This subroutine allows the user to specify
all the important simulation parameters
such as the controller settings, the type
of grinding circuit model to be used, and
the duration of the simulation. This
requires that the user be reasonably
familiar with the operation of the Lake
Dufault circuit, although typical input
examples are provided as an aid. It should
be noted that the self-tuning controller
option is available only through this
subroutine.
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Table 4.5 continued.

SIMCIR This subroutine constructs the control
system confiquration choice menu. It is
responsible for interacting with the user
to obtain the circuit code. Error checking
is performed to validate the option choice,

. OPEND This subroutine constructs the open loop
control system configuration disturbance |
input ‘menu. It is responsible for
‘interacting with the user to obtain the
‘disturbance code. Error checking is
performed to validate the option choice.

CLOSED This subroutine functions in a similar
fashion to OPEND, except the closed loop
- disturbance input menu is constructed.

STCIN Thig subroutine is used if the self-tuning
controller option is used. It is
responsible for interacting with the user
to obtain the disturbance input to the
system along with some discrete controller
parameters such as sampling time.

LDOPEN The second level executive program
responsible for simulating the open loop
response of the Lake Dufault grinding
circuit. : :

.

h —T

LDML _ The second level executive program
responsible for simulating the Type I or
Type II multiloop control system behavior
of the Lake Dufault grinding circuit.

LDDEC The second level executive program
responsible for simulating the Type I or
Type 1I noninteracting control system
behavior of the Lake Dufault grinding
circuit.
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Table 4.5 continued.

LDTDC The second level executive program
responsible for simulating the Type I or
Type 11 time delay compensated control
system of the Lake Dufault grinding
circuit.

LDSTC The second level executive program
responsible for simulating the Type I or
Type II self tuning control system behavior
of the Lake Dufault grinding circuit.

indicate that a choice. is made in the upper level routine as
to which one of thé lower level sub}outines is called, which
in turn implies that only one of the lower routines is
executed in a given simulation run. An example will help to
clarify the features of this type of program structure
diagram. The subroutines at the ends of the interfaces
labelled 1 and 2 in the diagram in Figure 4.5 are both used
in a given simulation, while only one of the subroutines,
DSIMIﬁ or ISIMIN, will be called. Furthermore, SIMCIR is
called from both of these upper level routines and a
decision must again be made as to which of thé functions 6
and 7 (from DSIMIN), or 6, 7 and 8 (from ISIMIN), will be
performed. After returning from 3 or 4, the MINSIM executive
program.must decide on the second level executive subroutine‘
. to be used. These second level executive subrou;ines appear
at the termination of the interfaces labelled 9 through 13.
The program structure diagram in Figure—4.6 presents a --—

detailed breakdown of the operations involved in the open

:loop simulation executive program which follows the classic

i
PN
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DYFLO2 executive structure outlined earlier. The
subroutines that appear in this fig“a? that are specific to
the Lake Dufault circuit are summarizea in Table 4.6. It
should be nggfd that the ayclical’nature of the dérivative
and integrationwgections‘of the executive are indicated in
Figure 4.6 by the arrow crossing the appropriate interface
connect}bns.

Figures 4.7 through 4,10 prssent prgqf;m structure
diagrams for the other four executive programs of the closed
circuit simulator. As can be seen from these figures, the
‘structure of each is similar. The only diffepences are 1in
the integration sections where additional or different
control routinés may be used. All the subroutines in these
wﬁiﬁhyes that are specific to the Lake Dufault circuit are
"'sqﬁmafﬁzed in Table 4.6, along with a brief functional
. deﬁc;iﬁgion.

T
i
@

."4.3.2 Open.Circuit Grinding Simulator

. d
The open circuit’ grinding simulator is a menu driven’

"§o¥twéré system that has been developed as part of the
= : S . ' .
MINSIM system and is intended to demonstrate some additioq’k

" &t

- features and capabilities of the MINSIM simulation package
" ‘that were nbt included in the closed.circuit simulator

discussed in the previous section. As wvith the closed

circuit ‘simulator, the subroutine. libraries discussed in’

'Section 4.2 provide the basis of the simulator and an

1Y

. executive structure is used to tie the system together.
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L

Table 4.6: The Closed Circuit Simulator Subroutines and

Functions for the Second Level Executive

Programs Specific to Lake Dufault "

!
o

Subroutine

-

Function

‘I LDLMOD

This subrdutine sets up the linear model
for the Lake Dufault grinding circuit.

NLMOD

This subroutine reads the nonlinear model
data for the simulator from the data file
attached to the logical unit 1 in the run
command. The data file for the Lake

‘Dufault grinding circut is named MINSIM.D.

"This subroutine prints the PRNTF headingsse
‘to the simulation output data file attached
to the logical unit 6 in the run command

if the nonlinear model of the Lake Dufault’
‘circuit is used. ‘ @ .

o

#his subroutine prints the PRNTF headings
to the simul#tion output data file attached
_to the logical unit 6 in the run command
if the lifiear model ofithe Lake Dufault
circuit is used. e o »,

[} 3 e

\

This subroutine initializas the controllers
. for the Type I configuration of the control
system when PI .controllers are used with Py
the Lake Dufault circuit. . =

LDIT2

. control system when PI controllers are

This subroutine initializes the controllers
for the Type II configuration of the

used with the Lake Dufault Circuit. -,
. y ! ’

| LDDNL

| This subroutine is responsible for the

open loop disturbance calculations required
for the nonlinear model of the Lake Dufault
grinding circuit. The ore hardness change,
function of this, subroutine can be used .|’

the closed loop executive programs also.lV -

o a Tyl .
. .



~rable 4.6 continued.

e —

~ LDDL

: . , .

This subroutine is responsible for the
open loop disturbance calculations requjred|
for the linear model of the Lake Dufaul
grinding circuit. The ore hardness change
function of this subroutine can be used
with the closed loop executive programs ..
also. ' - N

A

th¥s subroutine specifies the ngnlidéar
model of the Lake Dufault grinding circuit

 through CALLs to the appropriate routines

N.LIB.

in the subroutine libr8ry,,MA

through CALLs to tHlM]

« R,

-Be linear model
ifl® circuit

gxﬁA{ﬁféte routines

”1&, DYFLOZ2.LIB., -

This subroutine spogk i
of - the Lake Dufaul &}

dbroutine; 1

@foutine performs the calculations
ls’ting the controller outputs into
pipulated variable values for the’
P.configuration ,and the nonlinear

of the Lake Dufault circuit.

Type !,
model

This.subroutine performs the calculations
for converting the controller outputs into
the manipula ‘variable values for the
Type 11 conf ation and the nonlinmear
model of the Jake Dufault circuit.

This g¥broutine performs the calculations
for converting the controller outputs into
the manipulated variable values for the

Type I configuration and the linear
model of the Lake Dufault circuit.

This subroutine performs the calculations
for converting-the controller outputs into
the manipulated variable values for the
Type I1I confiquration.and the linear

model of the Lake Dufault circuit,

¢4
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 There are several reasons for developing a second

simulator, rather than incorporating its functions into the

orxglnal closed circuit s1mulator.;”The primary resson for-

this is due the fact that the closed t;;cuiﬁ ‘simulator is
gspecific to a particular grinding‘opération, while the open

circuit simulator is somewhat more generél' As the two

T

simulators were developed concurrently,,some o&erlap 1n the
1nteract1ve functions has arisen, however, because the open"

circuit simulatqr does not perform as many funct1ons aQ tﬁe

'closed circui% simulator, it was not necessary _Eo ,separate

“

the 1nteraot1ve 1n1t1allzat10n section- from the rest of the:‘,

executive. Thus, unlike; th@ closed c1rcu1t 51mulator, the

executive program deveg%ped for the open circuit simulator

)

consists of only a single tié@r that carries out both the

interactive functrons along w1th performing the simulation

.

ca,l'culat.ions. It should be noted t% the open circuit and
the closed circuit simulators’ aould

mergedhinto a single
'szmulator but at preSent it is considered to be more loglcal

that the two s1mu1ators ~rema1n ‘separate, based on the

. ’ . [3 * ' » - X .
differences in circuit configuration anggoperatlon. , ? w

The -furictions perforﬁedﬁ by ‘the executive program are

shown in the data flow diagram in. Flgure 4,11, and it
. a9 - : ‘
becomes evident * that this ptogram is similar in nature to

_the second: level . executives in . the closed circuit.

A}

91mulator. Tﬁe open circuit executive is responsible for

. - H a\"\ -
1nter9ct1ng with the user to obtain the global. simulation™

data -and scheduling the simulation calculations. Figure
N R B - . '@'{; - . ., X

-
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Grinding Simulator
i

4. H‘! presents a program structure diagram for the simuia;or
where it can be seen that thlS simulator relies entirkly on
the sub;outlne livrary, DYFLOZ LIB, except for two
subﬁoutines used for obtaining user input. It is
interesting to noté sere that the open c1rcu1t simulator

(7

executxve has the same 1evel of c0mplex1;y as a Second level
L]

executxveﬁ of ‘the closed circuit simulator. This however is

due only to the fact that far fewer functions were

incorporated -into the' open circuit simulator. Table 4.7

summarxzes the the subroutlnes that are gpecific to this

sxmulator and gives a brief functxonal descriptxon of each.

o
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a4 User lnterface Descr:ptxon

The MINSIM software b%ckage, as mentioned earlier, is a

‘menu driven system of broutlnes linked through executive

;&i:

ptogréms. The systeq\%é :easdnabl} user ffﬁepdly and will

M*trap -most  fatal errors before craéhing the

prog”% . Although promptlng which 1includes typical user

1nput has been provided when appropr1ate, a certain level‘of

usér sophisgication has .been assumed with respect to process.

o

¢ : , _

—wcontrol theory. It is also expected that the wuser is
somevhat familiar with the particular circuit Dbefore
attempting to use the simulator. This section provides all

the information required for ;ﬁnding the MINSIM simulation

-

.
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Table 4.7: The Open Circuit Grinding Simulator Subroutines
and Functions

L]

Subroutine Function

MINSIM The executive program., This program

. schedules the interactive user input to
the simulation run and calls the
appropriate subroutines from DYFLO2.LIB to
perform the simulation calculations.

&

y . ~¢

COMODE | This subroutine allows the user to specify
“| the controller mode (P, PI, or PID) and

- the appropriate settings.

<

GLOSIM This subroutine allows the user to specify
global simulation parameters such as the
integration jinterval and total simulation
time.

3 .
package at the University of Alberta and gives a brief
overview of the wvarious optio?s available. The\reader is
enqéuréged,to read Chapters 5 and 6 before using the system

to gain additional insight into its many ‘capabilities.

W

4.4.1 The Cloéed Circuit Grinding Simulaﬁot_

The‘ circuii used to illustra;e the features of the
closgd; circuit ~grinding sigulator is the Lake Dufault
grinding circuit (Smith and Guerin, 1980), eithef in an open

loop configuration or under an, number. of _ different

multi-input multi-output control schemes. Instructions are

available online and the user can choose betwveen 2a',

A

{ Pl
2.
R
Fal)

~ demonstration ruh, where a set of predetermined simulation "

parameters are used, and a user specified run, where all

t
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simulation parameters are set by the user. This enables the
new user to underst&hd various features of MINSIM without a
detailed knowledge of its functions while the more
experienced  user is able to experiment with various
controller settings and disturbances. For either type of
run, the particular second level executive to be used is
specified when the control system is chosen and the
disturbance input is set by the user. The advanced user is
allowed to choose the magnitude of the disturbance as well‘
as fhe time it enters the system. ™ )
- + Although there are no specific equipment requirements
for MINS3M, it |1is quggested that a CRT type terminal be
ﬁseg. Before runniné the simulator, éomg. initial

i

preparation is required. The user must have READ access to

the data files MINSIM.D, STC.D, ULSE.D, as well as the
object code versions of | subroutine . libraries
‘ % i

DYFLO2.LIB, MIN.LIB? ‘and STC.LIB, on the csid accouft, GMCD,}
“6f-;he MTS at the University of Alberta. ‘READ access.to .the-
object code version of the first and second level executive
programs which comprise the ﬁeart” of the closed circuit
simulator are also reguired and reside in the file
MINSIM.Z&?i on the same account. The execution macro
‘required to run this version of MINSIM is in the file
MINSIM.2.EXE. It should be noted that the FORTRAN source
code lisfings ofﬁihese subroutine libraries are available on
the account, GMCD, in the files S.DYFLO2.LIB, s.uiu.méaﬁq’5

S.STC.LIB w::le the source code for the executive programs’



is in the file S.MINSIM.2.7. 'lm"
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Before the simulation session can begxn, the userénust
first issue the MTS command: ' "
$SOURCE GMCD:MINSIM.2.EXE
to initialize the simulator execution macro, MINSIM?.{ To
run the simdla%or, the user simply issues the command: |

$MINSIM2 .. &
\ \

This macro initializes the simulation output data files and

then issues the MTS command: ﬂ . gt <
‘ .
i
$RUN GMCD:MINSIM.2.7+GMCD;:;DYFLO2. LIB+GMCD MIN. LIB+
GMCD:STC.LIB 1=MINSIM.D 2=STC.D.3=PULSE.D 6=-MIN.OUT
7=%xSINK* 8=-STC.OUT 9=-STC.PAR1 10=-STC. PARZ2
11=-8TC.SET T=15

‘which 1links the appropriate subroutine libraries to the

simulator executive and assigns the input/output logical
units to the proper files. It. should be noted that the
local CPU time estimate in the above command is set to an
extremely large value because this much time is usually
required to run the self-tuning controller option of the

simulator. ‘ R

-

A sample terminal session for this simulatér can be
found in Appendix G. The user-if first greeted with the
simulator title and wversion number, and ghen asks ‘if
instructions are M@ecessary. Ik the user types "Y" and the

return key ("ENTER", "RETURN", etc.), the sigulator will
hd g; .

~provide some brief instructions -on . the fhnctions of the .

-sxmulator including-some warnings about the cost.. The first‘fyg

e
,,Jg,”,#
menu will appear next and the user is req%h.":f
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‘lxnepr mode?'
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between the demonstration and user specified modes of

_operation. An integer number should be entered here and the

“

demonstration mode is suggested for first time users because’
it sets up much of the simulation automatically. Again, the

user ‘must type the return key to continue. The next menu in

both simulation modes is the simulation vlfCUlt ; At

this point the user must choose the contr ystem
4

configuration to use in the simulation. Nine i s are

available including open loop, classical Type & *br Type JI

control, mulitloop (decoupling) control, @%gime delay

. _compensation control, and self-tuning control. An invalid

response will be rejected and the user is prompted to
reenter the desired choice until a valid option is

chosen. It should be noted that the self-tuning option 1is

“ not available in the demonstration mode.

Following this menﬁ, if the wuser has chosen the

demonstration mode, the simulator will output a summary of

. the ‘parameters being used in the simulation and a prompt

will be ‘issued asking if the ' information  is
correct. Enteéing "N" will cause the, simulator to cycle
back to the simulation type‘menu, while "Y" will cdmplete
the executibn of the siﬁulation run, The'simulation 'oﬁtput
file 'is a temporary file calleé —M}N OUT, and can be copied
to the term1nal screen or to a prmnﬂer. I should be noted
that the dpmonstratlon mode 51mulates the operation of the

Lake Dufauit 9:1nd1ng operat1on for 106 minutes- gsxng' the

L5
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If the user specified mode was chosen from the
simulatiopn tyle menu, the user is prompted for the model
type (linear or nonlxﬂtﬁ;) Jfrom the model type menu. If an

v \
invalid opt1on is entered it will be rejected and the user
prompted to reenter the&%ésxred ch01ce until a valid option
is " chosen. At this stage, the user must specxfy the
infegration interval, the total simulation time, and the
print interval for the output data. This data must bex
entered as real numbers (i.e. use a decimal point) or the
program output will be erroneous.“The user must next provide
various controller constants, including the gain, integral
time, and setpoint for each loop if any option but number 1
(open loop) is used. If either of the multiloop options are .
chosen, decoupling controller constants, such as théﬂ'gain,
the lead time constant, and the lag time constant: must
also be specified. The expected response format is given in
brackets following the prompt uging typical values for the
Type 1 control configuration. ggain, the 1input format
expects real numbers.

The program branches here depending on the ciféuit
confighration option. The open loop circuit option (number
1) causes the open loop disturbance menu %o appear, ’whiie,
options 2 through 7 cause the closed loop dlsturbaﬁce menu
to appear.- The dxsturbances available for .the open 4oop

¥

gimulation are. step changes, in the fresh oge feed (RpF) flow

i

‘rate, the sump vater feed (SWF) flow rate, and the &xesh ore ./

gﬁ‘ﬁérdnessf (HRD). The closed loop sxmulatlon allOws step

» o : ) )
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» . v .

changes in --the hYdrocyclone overflow size  (COS)"

specification setpoint (loop 1), the sump pulp level (SPL)

setpoint (loop 2), as well as changes in-ore hardness. In

~

either case, the user must enter the integer number

corresponding to the desired disturbance. The magdgnitude of -

the disturbance and the time it .is to enter the . control

L

system must also be specified. A real number format must be

used for these last two inputs.

A third branch 1is taken if edtherubf the self-tungng
opt;ong are chosen. These options require the useé to
choose between disturbances to either the loop 1 or loop 2
setpoints for parameter .igentiﬁigation, ‘and then the
‘duratioﬁ of the pulse train setpoigt-forcing function. It
iis suggested that the durétion* be set to at least ten
fminuﬁes. .The» fresh ore hardness disturbance’ is always used
be the séif—tdning controller option and the magnitude and
time to entér the system must next be specified. 1In.this
-case, the disturbanée-time is specified 1in terms of  the
~pulses duration. The suégested input‘ I's a real number
greater than five because the pulse Lrain speéified in the
~datav file, PULéE.D,- cggkains five stebs. Then sample

‘interval for both loops is requested next. The data file,

STC.D, is set .up to work with a sample interval of 0.3

minutes for both loops and it is suggested that this not - be
shortened due to computing cost considerations. Additional

self-tuning controllef ‘initialization data such as when

identification. and self-tuning contril is to start and how

v \

S
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often the self tuning cbntréiler §tati§/écs are - to be
printed ié requested at this poinE. A ‘summary of all\(the
required input \f;r_ the seif;tuning-opgion is proéided in
Table 4.8 é}ong with suggested responses. |
j;‘-f.,;T;;ha»-.«,.final - step .before the simulation calculatio;§ are
performedriérto'print a Summa;y of the simulation parameters
to the terminai/séreen and‘prompt’fhe hser to check if the ~
values are correct. Entering "Y" causes the\‘simulation to
proceed, whiie the simulator will‘recycle\;o the simulation
type'menu if "N; is entered. The user is presented with a
listf6f names of temporary files where the'simulatiénboutput -
“maf be found when the simula}iod is complete. Table 4.9
presents a summary of the céntents of the various temporary
output files created by thelprogram, and Table 4.10 giVes a
-summary of all the optiéns available in the simulator. -It
should be noted that subéequent runs during a given terminal
session can be.accomplishﬁd by enteringﬁthe command:
$MINSIM2 |
as d;sd:ibed ea;lierw

\

‘The sample terminal session presented in Appendix G 1is-

for the . user specified opt;on with a classical Type I
contfol\strategy. This material should yérOVide the needed
background to appreciate use of the Laée Dufault version of
the MINSIM software package. The ~simulation‘ oufpﬁt file,

-MIN.ObT,;for this run is also given in Appendix G.

£

-
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Table 4.8: Self- Tuning Control Optlon Interactxve Input

‘  Summary | V)

Input Description Suggested Response

v J Loop 1 Loop 2
Identification setpoint step input| - it e
disturbance loop number. Either 1 or 2 1or 2 ¢}

loop may be chosen, however, loop
1 (COS) is suggested. )

v,

Setpoint pulse disturbance ° ~ 10, , -
duration in minutes, Ten mlnutes :
is suggested.

Absolute value of the setpoint 1.5 .-
pulse magnitude in per cent.

Ep

Hardness disturbance entry time 10. -
in terms of the number of pulse '
duration intervals.

‘

-

Hardness dlsturbance magnltude in 50. , .
per cent. . : : .

-

0.3 0.3

N/

Discrete control sample interval
in minutes. . . 4 i

Identification start time in
terms of sample intervals. It is’ 0 - <
suggested that parameter

identification begin immediately.

Self-tuning controller start time N
-~ in terms of sample intervals. This 117 117
actuates the self-tuning '
controller action after the
initial i¥lentification stage.
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+| self-tunind controller data output
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Table 4,8 continued.

!

y . . “«

interval in terms of sample : 67 67
intervals. This prints various - '
self-tuning controller statistics ‘
and the covariance matrix every 20
minutes of simulation time to the
file, -STC.OUT .

Disturbance measurement type. The 0 - . 0

ore hardness disturbance is not _

-measurable online. - .
o : .

Covariance matrix print option. Y/N Y/N

The printout is optional (Y/N)

with cost reduced slightly by not
~printing.

4.4.2 %he»Opeh Ci:cdit Gr%nding Simulator

- This simulatqr is capable of simulating the response of -
an open éircujt grinding operation either for detgrmining
opén loop aynamics ‘or under control using continuous or
disgreﬁe P, PI, or PID controllers in wéingle input-single

. )
output feedback contg?l schemes. The grinding circuit model

is based on work by Adel et al. (1983) and this simulator is

_ intended to reproduce the results obtained by thesé authors.

The execution procedure for this version of MINSIM is

much  like that described for the open circuit

——

simulator. The user must first ensure that there is READ

~access: to the subrbutine library file, DYFLO2.LIB, and the

‘executive program file, MINSIM.3.1, on the CSid GMCD. The
* N ,\ .

; execution ~ macto for this simulatoﬁ is in the file

- MINSIM.3.EXE on the samé account. It should be noted that

‘the FORTRAN source code listing for the executive program

&

; R
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" Table 4.9: Closed Circuit Simulator Temporary Output File

Summary

w

¢
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File Name

\

" Description of Contents

~MIN.OUT

‘This file contains the global simulation

input data including the circuit, model,
integration interval, total simulation time
and controller constants along with the
simulation output data (using PRNTF). This
file is the main output file for all
circuit options.

.
™

-STC.OUT

s

This file contains self-tuning controller
statistics and the covariance matrix output
and is used only when the self-tuning
controller option is specified.

-STC.PAR1

This file containg the parameter estimates
for loop 1 when the self-tuning controller
option is specified.

-STC.PAR2

This file contains the parameter estimates
for. loop 2 when the self-tuning controller
option is specified. —_—

~-STC.SET

This file contains the setpoints for both

control loops when the self-tuning
controller option is specified.

file for

account, GMCD.

Before

vthe

this simulator is in the file S.MINSIM.3.1 on

§

first issue the command:

$ SOURCE GMCD:MINSIM.3.§XE

the

simulation session can begin, the user must

to initialize the simulator execution macro, MINSIM3., To

%

run the simulator, the user simply issues the MTS command:

‘$MINSIM3
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Table 4.10: Closed Circuit Grinding Simulator Menu and
Option Summary ' '

166

Menu Title

Option Désiiigtion
Simulation "1 - Demonstration: Simulator demonstration
Type mode, suggested for first time users.
2 - User Specified: Advanced user mode,
allqws experienced users to alter
. many 'simulation parameters.
Simulation 1 - Open loop simulation.
Circuit \
2 - Classical Type I control..
3 - Classical Type II control.
¢ - Noninteracting, Type I control.
5 , .
5 - Noninteracting Type II control.
6 - Time delay compensated Type I control.
7 - Time delay compensated Type I1I
control,
8 - Self-tuning Type I control.
N Note: This option does not functiong
— in demonstration mode.
9 - Self tuningAType II control.
Note: This option does not function
in demonstration mode.
Model Type 1 - Nonlinear model.
2_

Linear model.

Note: This menu does not function in

demonstration mode.

“r



— 167
Table 4.10 continued. :
Open Loo'f) 1 - Fresh Ore Feed (FOF) flow rate ‘ep
Disturbance input change.
Type
2 -'Sump Water Feed (SWF) flow rate step
input change.
3 - Hardness (HRD) step chdhge.
Note: This menu does not function in ™~
demonstration mode.
Closed Loop | 1 - Loop | (COS) setpoint step change.
Disturbance
Type 2 - Loop 2 (SPL) setpoint step change.
|3 - Hardnesé”(HRD) step chahge,
Note: This menu does not function in
demonstration mode,
Self-Tuning 1 - Loop 1 (COS) setpoint pulse.
Controller : ,
Loop 2 - Loop 2 (SPL) setpoint pulse.
Disturbance |.
Note: This menu does not function in
demonstration mode. '
‘ 1

This macro initializes the simulation output data file and

.

then issues the command:

$RUN GMCD:MINSIM,3.1+GMCD:DYFLO2.LIB 6=-MIN.OUT

7=%*SINK* T=10 »
which links the appropriate subroutine libraries to the
L he |
simulator exeéEETVeu_and assigns the input/output logical

units to the proper files. It should be noted that the CPU
time estimate 1in the above command is set to a large value
because the pulse option of the simulator usually needs six

seconds to execute.
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A sample terminal session for ‘this simulator can be
found in Appendix G. The user is firsﬁ gfeeted with the
‘simulator title and .version number, and then asked if the
user wishes to continue. If the wuser types "Y" and the
return key, the proéram i#sues a prompt for the integration
interval. Followiﬁg this, the simulatiom time and output
‘data print interval must be specified. It should be'noted
here ;hat the format code for these: inputs ‘is

real. Unpredictable results will occur if real values are
. L S
E) T

REPENIES L] N
LA e

not enteréd. “ : AN
The control system menu appears next, and the user 1is
prompted to enter the integer code specifying the type of

control system to be used for the simulation.  An invalid

option will be rejected and the user is prompted to reenter

a valid integer. ' The next menu allows the user to choose
the conffgiler mode, and then requests the appropriate
~controller settihgs as real numbers.

The final mehu to be exhibited before the simulation run
is completed 1is the distufbance menu. Thé user must enter
an integer number corresponding to the disturbance code and
then specify time in terms of hours at which it is to enter
the control)s?stem. The particle size analysis time delay
(hours) is requestedh here also. After the simulation
calculations are complete, the user is presented with tge
temporary file name, -MIN.OUT, where the simulation output
may be found. Table 4.11 provides a summary of all the

options available in the simulator. It should be noted that
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subsequent runs during a qiveﬁ terminal session can be
accomplished by reissuing the command:

$MINSIM3
described earlier,

The sample terminal session 'presented in Appendix G
utilizes a continuoug PI controller with the
grindability/surface area step disturbance and should
provide some additional insight into the use of the open
circuit version vof the MINSIM software package. The
simulation outpu% file, -MIN,OUT, for this run is also given

in Appendix G.

4.5 Update Frocsd;re

A modular subroutine programming approach has been
taken in the imple5entation of all the software in the
MINSIM simulation backage. Obvious reasons‘ for .this
programming method are:
(i) Ease of software maintenance. The logic tends to be
simpler to wunderstand and update bacause all the code
associated with a specific function is grouped
together. Typically, a subroutine module consists of ten to
fifteen lines of executable code.
(ii) Bach module is easily verified. A simple executive
program can usually be written to test the results producéd
by new subroutines against pubiished data.

(iii) Compufer memory is used more efficiently. Generalized

subroutines are used rather than duplicate coding.

w
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»
Table 4.11: Open Circuit Grinding Simulator Menu and Option
‘ Summary '
Menu Title Option Description
Control 1 - Open loop simulation. '
System :
2 - Continuous control simulation.
3 - Discrete control simulation.
Controller 1 - Proportional only.
Mode

2 - Proportional plus integral (PI).

3 - Proportional plus integral plus
’ derivative (PID).

¢

Disturbance | 1 - Grindability/surface area step input.

Grindability/surface area pulse train
input. '

L8]
|

(iv) Compatability; with the existing DYFLO2 software is
maintained.

Development of new subroutine modules to increase the
functional capabilities of the three subtoutine libraries
discussed in Section 4.2 should be written with the above
four points in mind. By uﬁilizing the existing COMMON
blocks and as much of the existing saftware as possible,
programming effort can be kept to a minimum and functional

IS

qspliqation avoided.

/
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4.5.1 Subroutine Library Update -

When a subroutine module is completely tested and ready
to be included in a subroutine library, the pfocedure listed
below can be used to place it in the appropriate library.

1. From MTS, issue the commands: |

$RUN *FORTG SCARDS=subroutine Source code file name
This compiles the subroutine under the FORTRAN IV
compiler, placing the object code in the temporary
file, -LOAD#.

2.‘;RUN *OBJUTIL O=subroutine object code library name

This command runs the object utility system program
which enables the programmer to manipulate object
code libraries. It is strongly suggested that the
programmer unfamiliar with this facility read the
Computing Services documentation before attempting
to use this program.

3, Next, issue the *OBJUTIL command:

ADD -LOAD¢#
This will add the subroutine object ‘code to the
subroutine library attached to the logical unit, O,
in the $RUN command in step 2. *OBJUTIL will
respond with:

sub;putine name ADDED

4. Finally, to exit from *0OBJUTIL, the programmer must

issue the command:

MTS .

-~

to return to the MTS command mode,
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4.5.i/simulator Executive Update
The procedure for adding new features to either of the

simulator executive structures described in Section 4.3 is
somewhat more involved than adding a new function to the
subroutine libraries. This 1is because the programmer must
provide for interactive user input and change the menus to
reflect the new functions available in addition to the code
that accomplishes the new function. A good understanding of
the DYFLO2 executive programming technique is essential for
successfuily completing any update., The following
discussion assumes that the programmer has a good working
knowledge of both FORTRAN and DYFLOZ2. |

Of the two simulators, the open circuit version requires
the most advanced knowledge of the MINSIM - software package
due to the number and complexity of its functions. Adding a
new control scheme to this simulator is the only update that
will be considered in this discussion. The suggested
procedure is as follows:
1. Copy the second level eiecutive program ‘that most closely
performs,the functions réquired of the new function to a
separaté file. This provides a standard framework on which
the new second level executive can be based and ;ill ensure
consistency between the various executive programs.
2, Delete the initial comment lines and SUBROUTINE
definition line, At this time any’unnecessary code can be
deleted as well.

3. Alter the initialization section of the program to
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include the initialization data normally provided
interactivély by the user. It is suggested that this be
kept together so that it may be easily deleted when the new
executive is ready for incorporation. into the simulator.

4, Add the new code required to perform the new feature,
including comment statements describing the function. Most
of the <changes should likely appear in the derivative and
integration sections of thg program, as these sections
perform the recursive calculations for «controlling the
grinding circuit. Debug this program by compiling and
running it separately from the rest of the simulator. It
should be noted that it will be necessary to 1link the
compiled version of the original simulator to this program:
in order to gain access to the controller and model
intitialization subroutines. It should be noted that
several logical units are potentially referenced by a given
skcond level executive program. Tablé 4.12 provides a list
of all those currently assigned. |

5. Once the new ekecutive program functions correctly, 1t
can be incorporated into the simulator by deleting the
initialization data and inserting a SUBROUTINE declaration
statement into the program with a name indicating 1its
function. The subroutine parameter 1list must include the
model type and input output variable pairing configuration
flags. As well, access to any special user specified input
data must be provided through the user interféce, or in an

" extreme case, through a new COMMON block.
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——

Logical Units Referenced by the Closed Circu:t

Simulator
Logical | Attached Description of Contents
Unit to file o . S
Number '
1 MINSIM.D | Initialization data fo§ the Lake
Dufault grinding circult nonlinear
i model.
2 STC.D Self-tuning controller
: initialization data for the Lake
Dufault grinding circuit.
3 PULSE.D Pulse train.definition file for the
: setpoint pulse input used for- the
self-tuning control configurations
of the Lake Dufault simulator.
6 -MIN,OQUT See-Table 4.9.
7 *SINK* Terminal I/0.
8 -STC.OUT | Seé Table 4.9.
9 -STC.PAR1| See Table 4.9. )
10 -STC.PAR2| See Table 4.9.
, . ‘ .
11 -STC.SET | See Table 4.9. -3
- ~ : _ t

- e
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6. The next: step is to modify theointeractive.subrout;nes in
tﬁe original simulator. The new function must then be added
to ihe simulation circuit input subroutine,v SIMCIR, as an
option in the simulation circuit menu. The inpuﬁ error
checking in this subroutine musﬁ be changed to reflect the
new option as- well, If the new option is to run in the

y
demonstration mode, appropriate initialization data must:- be

o

added to'\ the demonstrabion initialization subroutine,
DSIMIN. It is suggested that if the demonstration méde is
not implemented for the new option that provisions be made
to inform the user in the demonstration initialization
subroutine as has been done for thg self-tuning controller
option, cher special user input should be incorpérated N
into tPe interactive simulation iﬁbut subrdutine,‘ISIMIN.'

7. The global simulation parameter output subroutine,
SIMOUT, must be ubdated to reflect the new option. This
involves}settihg up new FORMAT .statements to write the /
abpropriate information> to the simulation output figé
attached to logicai unit 6. . : */x
8. Finally, the fitstv level executive program mgéfvbe
altered to include a CALL to the new second level exgéutive
éubroutine.“ k , //

It is ﬁdt expected that the open circuit gfinding

simulator will require updating due to its specialized

nature,.



5. Lake Dufault Grinding Circuit Simulation Study

L
N

5.1 introduction
with‘ the closed circuit simulator deseribed in the
previous ehapter, various different grzndzng circuit
flowsheets under different’ control schemes can be
simﬁlated. The purpose of thisfchapfer is to present the
reSults of a simulation study of an existing circuit, that
of the Lake Dufault division of Falconbridge .Copper‘ Mines
Limitedi
In the past, it was typicai to control grinding ci;cuits
manually, using "grab" samples as an indicationjdf grinding
perforﬁance. Later, vibration monitors were?‘losated near
the mill casing to measure the sound productlon and comblned
with small process computers to detect overload condltlons;
More recently, the mineral proce551ng 1ndustry has been
able to.benefit from the use of controllers“and control
techniques--—developed- for = the chemical ‘indnstny The
objeetive of this chapter is to demonstrate the usefulness

of a dynamic grinding circuit simulator and to explore the

advantages associated with different .control system

configurations.

The following section begins with a description of the
actual circuit and outlines vtne appropriate paremeters
associated with the ‘models presented in Chapter
3. Following this, open ioop’*—responses to Qarious

disturbances are discussed in Section 5.3 and a 2x2 transfer

~

176
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function model of the plant is éstablished in Section
5.4, A method for estimating the initial settings for
proportional plus integral (PI) controllers is given in
Section 5.5. Section 5.6 pfesents results for two multiloop
control schemes typically used on ;uch' circuits in
industry. Time delay compensation is tﬁe first, more
advanced control technique to be applied to the original
plant. This controller configuration_ i§& discussed in
‘Sections 5.7 and 5.8. Mult&variablévcﬁﬁtEOlftechniques are
next applied to the plant. An intéréétion, analysis is
performed and a dynamic decoupler designed in Section 5.9
kand these results (through simulation) are described in-
Section 5,10. ' This  chapter cdgcludes with a discussion on _

adaptive control in Sections 5.11 and 5.12.

5.2 Grinding Circuit Description

. The flowsheet of the Lake Dufault grinding circuit |is
shown in Figure 5.1. Fresh ore is fed onto a variable speed
conveyor from the crushed ore b{ns and thdn onto a ,fixed
speed conveyor where it is weighed. Fresh water is added
and the slurry proceeds into the rod mill for érindiﬁg. The

- ground product overflows from the rod mill and is gravit}
fed to the sump. Additionalcwater is added at this Jiiizz//\
and the mixture is pumped into ~the hydrocyclon £
classification. A density gauge 1is provided betweén tbgr/
pump and the hydrocyclone for monitoring the cyclogpfféed
denéity .(CFD). In the hydrocyclone, the ’§lﬁ;ry is

4 P
e
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Crushed Ore Bins

b

— ) )

~ Particle e .
‘Size Variable Speed Conveyor Fixed
Analyser ¢ -l Speed:
A . \ Conveyor
-y .
JASAN
o Hydrocyclone | | Weight-
' ometer
Sump

R Water - Rod Mill
B _ —P.B——- Water
| [ —

j/Ball Rod

Mill | )& | oMill

]_T_J

Density l 1 {

Gauge Sump

Pump

Figure 5.1: Schematic Diagram of the Lake Dufault Closed
Circuit .Grinding Operation
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_classified by particle size. The undersize slurry stream
e*its through the vortex finder (hydrocyclone overflow) to a
particle size monitor and then exits as the final
product. The oversize particles (hydrocyclone 4underflow)
are fed -into a ball mill for fu}ther grinding. Tpe ball
'ﬁill product is recirculated to the sump, making t;is a
closed circuit grinding operation.

Typically, particle size monitors are subject to
frequent breakdowns due to plugging and are considefed to be
highlf unreliable devices. ' This problem is overcome by
utilizing the density gauge readings for ﬁhe hydroc}clone
feed stream along wighnthe inlet'pressufe and flowrate of
solids and water (Seitz and.- Kawatra, 1984) to infe5 the
overflow particle size distribution. This is facilitatéd‘by
implemehting a hydrocyclone classifier model such as that
presented in Chapter 3 (cf. Section 3.3) on a process
control computer. For the duration of this work, it will b;
assumed that (uch a situation exists and that the
hydrocyclone Fverflow size dis;ributi?n is accurately
represented. ./

Tgpicai“ cﬁntrolled variablés in such a circuit include
the hydrocyclone  feed density (CFD), the hydrocycloné
overflow partiicle size distribution (COS); and the sump pulp
level (SPL).f The manipulated variables available to control
these vari#bles are the fresh ore feed rate (FOF), thg rod

mill freshfwater addition rate and the sump water feed rate

(Swr !, THé primary disturban¢e to this type of circuit is

]

i
/
!
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the fresh ore feed hardness (HRD) and usually goes
unmeasured. Other 4possible disturbances include feed
particle size distribution changes, water flow rate
disturbances and sudden changes in mill behayipr. These
latter disturbances are not considered impbrtant in this
wWork and will not be discussed further.

Each of the pieces of equipment shown in Figure 5.1 can
be modelled as a separate Qnit operation or as a time
delay. All the required models were discussed in Chapter 3
and Figure.S.Zipresents a schematic representation of the
simulation flqw'sheet. Stream ﬁumbers are included on'this
figure for convenience, and correspond to_those used in the
simulator. The fresh ore feed enters as stream.,] where it
is delayed by a fixed time delay (FTD) representing the
fixed speed conveyor in Figure 5.1; Thszexit stream from
the conveyor is blended with the rod mill feed -water in a
blender (B) and then fed to the ;;d mill. The rod mill
COnsisps of a call to the mill subroutine (M) in series with
a call to the variable timg:delay‘(VTD) rodtine to model the
plug flow element of tﬁé transport behavior normally
associated with tumbling mills. The output stream from the
VTD is blended with the sump wate. feed (stream 7) and the
output from the ball mill (stream 14). The sump and pump
model routine (SAP) is called, and the pump output stream is
fed to the hydrocyclone (HC) routine. The underflow (stream

12) particle size distribution is calculated along with the

water and mass flow rates and this information is passed to

P
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the mill model for the ball mill calculations. The
hydrocyclone overflow (stream 11) product mass flow rates
are also calculated by the hydrocyclone routine from a
material balance around the hydrocyclone. The mill routine
is again’cascaded with the variable time delay routine to
complete the ball mill calculations.

Before using the simulator, it is necessary to complete
the models by éefining the parameters for the Lake Dufault
circuit. The FTD has arbitrarily been assigned a value of
0.15 minutes. Each gg}nding mill 1is modelled wusing
equations of the form given in eqguations (3.18) and
(3.19). The first parameter that must be set ic the number
of screen sizes, n, to be used in defining the particle size
distribution., A laréer number, in general, produces a model
that is more capable of providing vaccurate results. Since
computational effort increases rapidly as the number of size
classes are increased, a practical limit of 14 to 16 is
usual. For this { work, 16 particle ;ize classes were
chosen. The breakage function, b, was given by -equation
(3.24) for both types of mill depending on the choice of the
parameter, a. With n=16, the first column of the breakage
matrix _for each milihis calculated and summarized in Table
5.1.

Using eéuations (3.25)}_and (3.26), the selection
functions for the two mills in the Lake Dufault circuit are
calculated and summarized in Table 5.2. |

The initial steady state feed and product particle size
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Table 5.1: First Column of the Breakage Matrix for the
Lake Dufault Grinding Circuit

Lower Bound on Rod Mi1ll Ball Mill
Particle Size ‘
(microns) .
4757 0 !
3364 .209
2378 . 165
1682 . 131
1189 .103
841 .082
595 .065
420 .051
297 .041
210 .032
149 .025
105 .020
74 .016
53 .013 .
37 .010
10 - -

Table 5.2: First Order Selection Constarnts for the
Lake Dufault Grinding Circuit

Lower Bound on Rod Mill Ball Mill
Particle Size -1 -1
(microns) (minutes ) (minutes )
4757 22.950 17 .804
3364 4.860 9.483
2378 1.028 5.047
1682 0.218 2.690
1189 0.046 1.432
B4 1 0.021 0.763
595 0.021 0.407
420 0.021 0.216
297 0.021 0.115
210 0.021 0.061
149 0.021 0.033
105 0.021 0.017
74 0.021 0.009
53 0.021 0.005
37 0.021 0.003
10 - -
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distributions for the rod and ball mills are presented in
Table 5.3 in ‘;erms of weight percent retained in the size
classification. These data were derived from s
population data given by Smith and Guerin (1980) and then
running the simulator without any disturbances. The size
distributions given in Table 5.3 are the steady state values
that resulted and of course, the product streams are taken
as representative of the internal properties of both
mills. It should be noted that one more size classification
was used in describing the ball mill particle size
distributiort than that indicated by Smith and Guerin (1980)
to maintain copsistency in the population balances
throughout the circuit.

The residence time of each miil varies with the inlet
_volumetric flow rate, Q (cf. eqguation (3.17)). 1In order td
calculate the residence time, the mill volumetric holdup, V,
is needed. For the rod and ball mills wused in the Lake
Dufault circuit, the effeqtive volumetric holdup (after
exclusion of rods and balls) 1is 3.9 'm3 and 15.9 m3
respectively. Based on initial steady state volumetric
flow rates of 38.8 m3/hr for the rod mill and 82.2 m3/hr for
_the ball mill, the nominal residence times are 0.1 and 0.2
hours, respectively. The variable time delay elements in
both mills are arbitrarily assigned nominal values of one
minute. The number of blocks used in the variable time delay

model for the rod mill is four, while for the ball mill five

blocks are used.
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Table 5.3: Steady State Particle Size Frequency

Distribution for the Lake Dufault Rod
and Ball Mill Feed and Product Streams

Lower Bouhd on Rod Mill Ball Mill
Particle Size (wt %) (wt %)
(microns) ‘ £, : f. D.
i i i i
3757 ~61.00 0.44 0.24 0.0
3364 8.00 0.68 0.37 0.0
2378 6.00 2.80 1.54 0.03
1682 5.24 8.68 4.85 0.16
1189 2.84 13.27 7.66 0.51
841 1.80 12.19 7.57 1.05
595 1.60 10,10 7.20 1.98
420 1.04 8.01 7.22 3.54
297 1.09 6.80 8.18 6.05
210 1.16 5.79 9.18 3.09
149 1.21 4,86 9,34 11.39
105 1.17 4.23 8.30 11,87
74 1.13 3.64 6.66 10077
53 1.36 3.40 5.23 .13
37 0.52 2.27 3.66 7.08
10 4.84 12.75 12.80 27.34

The various constants for the hydrocyclone model have
been provided by Smith and Guerin (1980) with the constants

determined from actual hydrocyclone operating data to be:

K1 = 32.42
K2 = <9,13
K3 = 2,87
K4 = 0.0145
KS = -0.0202

The separation sharpness pgramepe;, Y, was found to be
0.89. It should be noted that one significant difference
between the model presented{for the hydrocyclone in Chapter
3 and the model used in simulating the Lake Dufault circuit
exists. Eéuation (3.29), which defines the water split, was

found to have a slope of 0.752, rather than 1.1. 1In other

/
/
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words, equation (3.29) for this circuit is:

wo = 0.752Wf + K2 (5.1)
Smith and Guerin (1980) offer the fact that the circuit was
operating at 140% of its design capacity as an explanation
for this difference.

The steady state 1inlet and outlet particle size
distributiohs for the hydrocyclone were determined in a
similar fashion to that -described earlier for the
mills. Data given by Smith and Guerin (1980) was used as
the initial starting point and the simulator was allowed to
run to steady state without any disturbances. Table 5.4
summarizes these results. Of course, the underflow particle
size distributivon matches the ball mill feed sgream particle
size distribution because these are the same stream. It
should be noted once again that one more particie size
classification was used than that indicated by Smith and
Guerin (1980) to maintain consistency in the population
balances throughout the circuit. The product size
specification wused in this work is based 'on the percentage
of solid material in the hydrocyclone overflow stream that
passes through a 100 mesh screen (i.e. smaller that 150
" microns). Using the particle size distribution for the
overflow stream 'given in Table 5.4, 81.048 mass percent of

the product stream passes 100 mesh at steady state.

The 1lift height from the pump centre line to the

hydrocyclone inlet is assumed to be 12.2 metres and the
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Table 5.4: Steady State Particle Size Frequency
Distribution of the Lake Dufault
Hydrocyclone Feed and Product Streams

L]

Lower Bound on Feed Overflow Underfliow
_ |pParticle Size (wt %) (vt %) (wt %)
/ (microns)
4757 0.15 0.0 0.24
3364 0.24 0.0 0.37
2378 1.00 0.0 1.54
1682 3.15 0.0 4.85
1189 4.98 ¢.01 7.66
841 4.96 0.11 7.57
M 595 4.83 0.42 7.20
420 5.11 t.18 7.22
297 6.31 2.85 8.18
210 7.94 5.62 9.18
149 9.14 8.76 9. 34
105 9,20 10.86 8.30
74 8.27 11.24 6.66
53 7.12 10.62 |  5.23
37 5.40 8.62 ¢ 3.66
10 22.23 39.71 12.80

diameter of the pipe used to connect the hydrocyclone to the
pump is 20.3 centimetres (8.0 1inches) (Wong, 1984). The

3 and

density of the hydrocyclone feed pulp is 1.65 tonnes/m
the nominal operating pressure of the hydrocyclone 1s 36.5
kPa (Smith and Guerin, 1980). The pump used in this clrcuit
is a 25.4 cm x 20.3 c¢cm (10 in., x 8 1I'n.) S.R.L. pump
operating at 700 RPM (Flintoff et al., 1S85). The total
dynamic head (TDH) for this pump is described by equation

(3.41) with the following constanté:

KP1 = 21.934
-3
sz'z 3.414 x 10
A -5
Kp3 = f1.454 x 10

The steady state pulp volumetric flow rate tC the

hydrocyclone is 168.8 m3/h0ur which is slightly less than



188

_that.given by Smith and Guerin (1980) and is likely a result
- of using ~a different number of particle size classes than
these autho?s have used.

The. sump ‘used in the Lake Dufault simulations has a

constant cross sectlonal area of 5. 94 mz

T .
2 @Bﬂhmetres (Flintorf &% al.,’ 1985) The steady state

and a height of

particle frequency size distribution of the puip in the sump
is identical to that given for the hydrocyclone inlet stream
earlier (cf. Table 5.4) and the initial steady state height
in the sump 1is 0.96 metres. This value comes from
"manually" solving the hydrocyclone} and pump models for
steddy‘statesoperation.
| Stead; stare flo; rates for the simulation were taken as
65. 4 tonnes/hour for the. fresh ore feed’flew rate; 47.8
tonnes/hour EOr‘the sump water feed flow /rate; and 11.5
tonnes/hour For the rod mill water feed flow rate.

r =~
5.3 Open Loop Response

To utilize a control system with thé grinding circuit

~described in“the previous section, 1t is necessary to have a ...

ced L

good understanding of the response of the ontputs to'éhanges
in the inputs to the process. For this work, three inputs,
fresn; ore feed rate (FOF), sump.water feed rste (SWF) and‘
. ore hardness (HRD), and two outputs}’ hydrocyclene ‘overflow
size d(Cd§3 and: sump pulp level (SPL) will be used in
designiné " the 'control system. Step changes' of a
predetermined magnitude “-are inrroduced to the input

- .
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T

variables one at a timé, énd the open loop response of both
outputs are recorded versus_time'until new steady states are
reached. These records are generally known as process
reaction curves (PRC) and can be used in a number of
different ways to obtaiﬁ informggﬁon on the behavior of the
process. | ‘ |

. Process reaction curves for the hydroéyclone overflow

o LA
o (€1
?‘3 Rl

size and the sump pulp level are pfeéented”’in Figures 5.3
through 5.8. Figure 5.3 illustfates the response of COS as
the mass percent passing 100 Tyler mesh%to both positive and
negative 10% stép changes (6.54 tonnes/hour) from steady
state (65.4 tonnes/hour). Positive and negative  step
changes in the sw? of 10% (4.78 tonnes/hour) from the steady
state flow ;ate of 47.8 tonnes/hour produced the COS
responses shown in Figure 5.4. The responses in Figures 5.3
and 5.4 indicate that positive and negative step changes of
equal magnitude'bin either input» variable prpduce almost
symmetricai responses in the COS. It should be noted ‘that
the magnitudes of the step changes used‘in-generating the
responses in Figures 5.3 and 5.4 were chosen so that the the
new steady state value of the output'vériabie was obtained
in a reasonable length of time (about 200 to 250 minutes of
simulated time). As well, larger step changes-in either the
FOF or the SWF will cause the sump to overflow or -run dry
under  open | loop conditions, giving unrep;esentative
results. The response curvés shown in Figure 5.5 present

the reaction of the COS to 50% positive and negative stép
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changes ih ore hardness. This figure clearly'shows that the
response is dependent on the type of load change which
indicates that the process is nonlinear.

Sump pulp level process reaction curves for po;itive and
negative 5% step changes of 3.27 tonnes/hour in the FOF and
2.39 tonnes/hour in the SWF are presented in Figures 5.6 and
5.7. Again the responses appear to be almost symfletrical in
both cases. Thé lower magnitude changes were used because
of the slower dynamics involved with the response of the
SPL. The new steady states were not reached wuntil a
simulated time of about ;00 minutes in both cases. The
response of the SPL to 50% positive and negative step
changés in ore hardness are shown 1in Figure 5.8. This
figure demonstrates that the response of .the SPL is
nonlinear ;ith respect to ore hardnesé changes, as was the
CoS (cf. Figure 5.5). Also, just as for the FOF and COS
disturbances, the new steady state value of the sump pulp
level was not obtained until about 400 minutes ”iﬁto the

simulation.

$.4 Linear Model Representation

| The model used to generate the results of the previbus
_section is rather complex.. It consists of fifteen ordinary
differential equations (ODE's) for each of the two mills
coupled through the sump-pump and hYdrocyclone models., This
resul£s in a forty seventh order system of nonlinear

equations that must be solved at each integration
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step. This is expensive in terms of computer usage and
control system design and analysis 1is aggrivated, A
technique known as linearization can be employed which will
alleviate this 'problem by reducing the order of the
model. The basis of this technique is to consider the input
and output signals of the process, while treating the actual
procesé as a "black box". In this case, the nonlinear model
is used to simulate the grinding circuit to produce the -
required data. Linearization is easily accomplished around
a steady state operating point by characterizing the process
with transfer functions which relate each input variable to
each output variable individually. Since it 1is common
practice to <characterize complex dynamic processes with
either a first -or second order plus time delay transfer
function model, énd: the number of transfer functions
reqguired 1is given by the number of inputs multiplied by the
number of outputs, the overall order of the process can be
’drastically reduced. It should be noted here that the
transfer functio;-‘ model that results from this
characterization technique will be wvalid only around the
oﬁerating point from which it was established. In other
words, the further the - proceés operating conditions move
from the original steady state operating conditions, the
more inaccurate the transfer function model becomes.

In this case, there are three input signals; fresh ore
feed rate, sump water feed rate, and ore hardness and two

output signals; hydrocyclone overflow size specification and
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sump pulp level, so six transfer functions are required to
model the process. Because ore hardness can not be direcfly
manipulated, it generally acts on the system as a
disturbance while the remaining two 1inputs affect both
outputs, naturally leading to a two by two interacting
transfer function model of the process. This form of model
is shown in Figure 5.9 which 1is similar to Figure 2,12
excebt that the appropriate inputs-and outputs have been
specifically labelled.

For the purposes of ihié work, a first order plus time

delay (FOPTD) transfer funct.on r>del is considered to be

adequate because the initial dynamics are of primary
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Figure 5.9: A Block Diagram of a 2 ]
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the Lake Dufault Grinding Circuit 3 System tor
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<
The process gain 1is .scalculated from the ratio of the
ultimate response to the magnitude of the step input:

K = BU/Ms (5.5)
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5.&.1 The Linear Model

The open loop responses presented in section 5.3
provide all the process reaction curves required to derive
the model., Figure 5.11 repeats the negative FOF disturbance
response from Figure 5.3 while Figures 5.12 through 65.16
repeat the positive disturbance respons;s given in Figures
5.4 through 5.8 (Section 5,3) with the appropriate points
marked on them. The steady state process information and
ultimate responses are also indicated on these figures.

The transfer function model for fresh ore feed to the

hydrocyclone sizé& based on the response in Figure 5.11 1is:

COS _  -0.249 (5.6)
FOF ~ 9.81s+1

w
o

and from Figure 5.12 for the effect of sump water feed rate

on hydrocyclone overflow size:

cos 0.219¢ 0138

SWF = 1.32s+]1

It should be noted that the time delay originally
associated with equation (5.6) was negative relative to the
markings on the figure, indicating a predictive nature. As
this can gpt be so, the delay has beeh set ta zero, The
transfer function for the effect of a change in hardness on

-~

the hydrocyclone overflow size based on the responses 1n
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Figure 5.13 was found to be:

cos  -0.184e 2-55

= (5.8)
HRD 22.7s+1

The transfer functions that relate the fresh ore feed rate,
the sump water feed rate, and the ore hardness .to the sump
pulp level, using Figures 5.14, 5.15, and 5.16 respectively,

were established as:

SPL _ 0.161e '-®15 (5.9)

FOF ~ 77.6s+1

SPL  0.199e-0-42S ﬂ;///" (5.10)

SWF ~ 80.0s+1

spL _ _0.0186& 1088 ! (5.11)
HRD ~ 84.5s+1 i N Ny

To illustrate that the transfer function model provides

A

a satisfactory representation of the responses calculated
from the nonlinear model, the responsés for both models.

subjected to various step inputs are shown in Figures 5,17

\
!

through 5.22. It can be.seen that the transfer function
model agrees reasonably well with the original nonlinear
model when subjected to the same step inputs as used in the

linear model derivation. However, 1in some cases, it is
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evident that improvements can be made to more accurately

reflect the nonlinear behavior.

5.4.2 Controlled-Manipulated Variable Transfer Function
Changes |

Although the responées shown in Figures 5.17 and 5.18
do not display much nonlinear behavior, the potential for
improvements in the accuracy of the dynamics of the linear
model is also evident in the <case of the hydrocyclone
overflow size response to fresh ore feed rate and sump water
feed rate disturbances. In both ;ituatiohs, a higher order
model, for example, a second order plus time delay model,
would likély produce better results. An alternate approach
Acomes through the realization that the initial dynamics of
the aforementioned responses are of primary importance
because the input variables are to be manipulated by
controllers to resist disturbances caused by ore hardness
and to force changes in the initial steady state operation
of .the output variables. This involves a ‘series of small
step changes in the manipulated variables, with the
magnitude depending on the deviation of the controlled
variables from their desired values. The step changes occur
_at the beginning of each integration interval and with each .
step, new trajectories 1in the controlled variables are
started. These trajectories last for the duration of the
manipulated vyariable step, wusually one integration time

step, or untiﬁ the controlled variables reach their desired
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values by the end of a given integration time steb. Thus,
the accurate representation of the short duration dynamic
behavior is of prime concern for either regulatory or servo
control simulation.

The transfer functions associated with the <controlled
variable, hydrocyclone overflow size, can easily be modified
to achieve the desired 1initial response curves. In both
cases, the highest rate of change in the output variable
(hydrocyclone overflow size) occurs between~ 0 and 20
minutes. Using the wvalue of the output variable at 20
minutes as the ultimate response for each, the first order

transfer functions were found to be:

" cos . -0.179 | (5.12)
FOF - 4.1855+1

cos _ 0.337e 0-13s

SWF =~ 2.32s+1

15.13)

The responses predicted by these transfer functions to step
changes of +10% in FOF and SWF are shown in F ~ures 5.23 and
5.24 as are the responses predicted by the nonlinear
model. It can be seen that although the gltimate response
of the linear models do not show full agreement, the initial
dynamics match well.

Additional tuning of the linear model is also necessary
for the transfer functions describing the behavior of the

SPL to disturbances in the FOF and the SWF. Considering
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Y B T
Figures 5.20 and 5.21, it is obvious that the Qtime delays

suggested by equations (5.9) and (5.10) are too long.‘ The -
. time delay for the SPL response to FOF inputs will be
reduced by one m%hute and the delay for SWF inputs will be

assuméd to be 0.1 minutes.

5,4.3 Ore H;rdness Disturbance Transfer Fﬁnctioné Changes

As can be observed from Figures' 5.19 and 5,22, the
responses of bogp the COS and the SPL to step changes in ore
hardness of the opposite sign are not modelled
éccurately. This is‘not a shortcomiﬁg of the model, but is
a result of compromise in attempting to'represent nor.irear
behavior with a lineaf’mpdel. Two different approaches can
be tgken to -reduce tﬁe effeét of this on the overall
model. The first 1involves deriving a seperate transfer.
"function"'model for use gith‘ each type of step input
(poéitive or negative) and a logical switch can be usediﬁo
decide which particular model should‘beﬁemployed. A  second
approach 1is to wuse an “average"}transfer"functiéﬁ modél
based on model constants from the positive énd negative‘
distrubances{' Thist latter approach, gwhigh is the general
practice,vis'used in this work however it should be noted

that this technique introduces modelling error into the

' v

responses” to -both types of inputs.
Figures 5.25 and 5.26 present the responses of the®.
hydrocyclone overflow size fandi sump pulp level,

respectively, when subjected ' to a 50% decrease in the ore
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hardness, with the points used to derive the negative
response -transfer functions marked. Using equations (5.3)
through (5.5), the first order transfer functions that

relate ore hardness to COS and SPL were found to be:

8.8s (5.14)

cos, _ -0.088te”
HRD 12.4s5+1
SPL _ 0.00959e” '°-18 (5.185)

"HRD "~ B0.1s+1

)

The average transfer function model is calcuiated by
averaging the constants in equations (5.8) and (5.11) with

those in equations (5.14) and (5.15) to yield:

9.25

cos _ -0.136e” (5.16)
HRD - 77.65+1
SPL  0.0141e '7+5S (5.17)

HRD ~ 82.3s+1

Obsdrving Figlres 5.19 and 5.22 once again, it should be .
o '

- clear that further adjuétments to the time delays 1in

the disturbance transfer functions should be made in order
. . % ‘

to more closely match the nonlinear model. Reducing the

time delays in equations (5.16) and (5.17) . to 6.0 minutes

and énd 8.0 minutes, regpecpively,'yiélds:

-

cos -0.136e ©°0s

D © 77.6s+1 (5.18).
HRD 17.6s5+1 - A
A -
N 4’@"@{;;1;‘*_-8 0§ |
spL _ 0.Ga41e " (5.19)

HRD = B87.%s+1

AT
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The responses predicted by these two transfer functions used
‘to model ore hardness disturbances are compared to responses
generated by the nonlinear model subjected to both positive
and negéfive stép changes in ore hardness in Figures 5,27
and 5.28. It can be seen that the transfer function model
responses for either type of step deviate fromﬁthe nonlinear
model response, bugﬂihe absoiute error in both cases is the
same.

A summary of the transfer functions used as the model

5.

for the subsequent simfddtfond in this chapter is given in

- R P ,..qf:;‘. v s ) .
Table 5.5 and also shown in the’ block diagram in Figure 5.29
for convenience and 1is not meant to imply a particular

variable pairing. - :

‘Estimation of PI Controller Constants.

!

‘Initial controller constants can be estimated by a

%" pProcedures are classified as either an on-line procedure

such as the Ziegler - Nichols ultimate gain technigue or are

based on the éssumption that the process can be adequateiy,

modelled by a first order plus time delay transfer function
(the process reaction curve method) and controller constants
estiméted. Although no one single method can be deemed more
satisfactory than another, one method maf result in more
satisfactory control performance than the other methods for

a given process. However, regardless of the method
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Table 5.5: A Two by Two Transfer Function Madel
of the Lake Dufault Mineral Grinding

Circuit
/
Manipulated Controlled (Output) Variable
(Input)
Variable .
COS / SPL
FOF -0.179 0.161e 0-628
4.18s+1 77.68+1
SWF | 0.337¢70-18s 0.199¢70- 18
: 2.32s+1 80.1s+1
®
Load _ _
HRD | -0.136e 0-0S 0.0141e 8-08
17.65+]1 B2.3s+1 '

employed, additional on-line tuning is usually required.

For this work, the process reaction curve method was
chosen. It is the simplest and most inéxpensive to use from
a simulation point of view because only one open loop
simulation per control loog;itd e tuned is needed. The
ultimate gain technique would require multiple simulations
to obtain the necessary cyclical behavior 1in the process
output.

Controller constants based on single input single output
(SISO) system assuming that the open loop system behavior

is identical to that produced by a transfer function of the

form:

G(s) = Ke ¢ &y (5.20)
TS+1
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have been suggested by Cohen and Coon (1953). For
proportional integral (PI) controllers, the Cohen and Coon
(Couéhanowr and Koppel, 1965) recommended values for the
controller constants are calculated using the process

constants in the following two formulae:

T 9 + T
K = I:—— -——-—d—:l (5.21)

c
KTd 10 1271
30 + 3Td/r
TI = Td—————~————- (5.22)
9 + 20Td/r

Theoretically, the closed loop response to a setpoint change
should have a 1/4 deéay ratio with minimum offset, minimum
cycling; and minimum area wunder the response curve when
controller constants calculated from thesgléquations are
used. ) '

Althcugh egquations (5.21) and (5.22) were derived for
SISO systems, they can be applied to MIMO systems by
assuming no interaction between the individual control
loops. In other words, the process 1is treated as a
multiloop noninteracting system and the direct transmission
transfer fgnction characteristics are used to estimate the

controller constants (i.e. the constants for the G,,(s) and

<~ 11

Gzz(s) elements of the process transfer function mitrix in
the case of a 2x2 system). It 1is expected that these

controller constants will require on-line tuning because

process interactions have not been considered.
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\ N
/5.6 Multiloop Control

5.6.1 Type I Control Behavior

It should be clear thaﬁ with two manipulated variables
and two controlled variables, there are two possible
variabie~ pairings, generally known as Type I and Type II
control system configurationéf> Figure 5.30 gives a block
diagram showing the Type i configuration, including the PI
controllers and the model transfe; functions. In this case,
in loop 1 the fresh ore fééé ratet(FOF) manipulated variable

is paired with the hydrocyclone overflow size (COS) output

variable. This particular pairing arises from the fact that

/
py FOF
Ri—~ S cos
e—— HRD
+
R G - SPL
27X €22 SWE

Figure 5.30: Block Diagram Showing the Type I Control
“ System Configuration
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the time delays associated with the direct transmission

"elements of the transfer function model are much shorter 1in

duration (cf. Figure 5.29) than those that result from the
Type 11 pairing. 1In terms of a process transfer function
matrix representation, this control scheme places the
dominant time delays in the off diagonal positions which 1is
desirable for achieving satisfactory control performance.

The initial controller tuning constants can  be found
using equations (5.21) and (5.22) with the gain, time
constants, and time delays found for the direct transmission
transfer functions of the model. For this control system
configuration, these transfer functions are shown as the
blocks labelled G,,(s) and G,,(s) inFigure 5.30 and are
given by equations (5.18) and (5.10) in Section 5.4. It
immediafely becomes apparent that because there is no time
delay in 1loop 1 (cf. G, ,(s), equation (5.18)), the
recommended loop 1 controller gain calculated from eguation
(5.21) would be infinite and the 1integral time constant
would be zero based on equation (5.22). 'So to obtain some
numerical values, it was assumed that the transfer function
had a time delay of 0.01% minutes to give estimated
controller constants for loop 1 as:

K = -2100.

C1

Ty = 0.033 minutes -

while for loop 2, the estimated controller constants are:

Kop = 3600, o

Tio ™ 0.33 minutes
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It should be noted that the controller gain required in loop
2 1is positive and so a reverse acting controller is
required.

Because the normal mode of operation of a grinding
circuit 1is expected to be regulatory, the control system
performance will first be investigated for ore hardness
disturbances. Using the initiai controller eétimates given
above, the response curves for COS and SPL as calculated by

the simulator for a 50% step increase in hardness are shown

in Figure 5.31. The controller action 1is not shown here
- 880 Response {0 a S07 Sten Increase in Ore Hardness 2350
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Figure 5.31:°Type I Closed Loop Response of the Lake

Dufault -Nonlinear Circuit Model for a +50%

Step 1n HRD using Cohen and Ccon PI Controller
Settings '
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because it 1is on-off in nature, and a plot would be
meaningless. Clearly, this response behavior is
unacceptable, and the required on-off manipulated wvariable

action could not be obtained in practice. The high

o

frequency oscillatory behavior 1is likely due to process
interactions and "tuning"™ the <controllers will produce
better response behavior. Fiqure 5.32 shows the response
: _ _ 5 .
curves for controllers using tuned controller gains of:
Koy = -40.0

KC2 = 82.3

and the integral time constants of:
1= 0.5 minutes

Tip = 1.38 minutes

It is evident from the response of the controlled variables
and the manipulated variables in Figure 5.32 that the
overall system performance has been greatly improved over

that shown in Figure 5.31. However it should.be noted that

the controller gains had to be reduced from the orlglﬁal

estimates. Subjecting this system to a negatlvei'so%‘fsﬁep,f?~

change in ore hardness produces the response shown in Flguré7

5.33. It is interesting to note in both Flgures 5. 32 _ané_j

5.33, that the control action is slow, reflect1ng the longthJ

}

process time constants associated with chang%s ;§h ~dﬁg W

hardness because of the cldsed circuit configuragif
o &

hydrocyclone and ball mill in the Lakg,' Dufaulti'

operation, Furthermore, comparison of the reﬁﬁdﬂses En
«n 'V ’

Figures 5.32 and 5.33 with the open 1loop re&ppnﬁes“ih.




Fresh Ore r«dkar. (tlonnes/hour) ,

229

82.00 - Response fo a S0X Step Increcse in Ore Hardness rL00
< 3
] : S
8173 i {
:g ] -0.99
1 Disturbance at {
8130 *
E; 1 Time = 2 minutes i
]
I ] L 0.98 :g
8L L
® ] [
g ] it 3
8100 - .47
: ~ T
h \\‘ o g
80.73 {
5 ] :-0.0l
§ 80,80 e {
] - 0.9
80.23 Cycione Overflow Stxe f
- . L
1 Sump Pup uvév’jr [
80.00 AN SRS SN CU M SA SRNS AU SR AN SN S SE S cras S 0.94
100.0 ~ 200.0
b
1 b
b
90.0 Pl Control - 180.0
1 Kct=40.0 Ti=0.5 :
aao] Kc2=82.3 - 180.0
3
0.0 R » 10,0
p "f;‘»‘ b
0.0 -4 é - Lm.o
- : e’
50.0 - 100.0 3
b
40.0- -80.0 §
b S
se04 USRS 60,0
U >
20.0 140‘0
] fresh Ore Feed ;
0.0 - 20.0
) Sump Water feed g
o‘o v T v T M 1 4 v | M ¥ v Al T v i 4 v ¥ [ o‘o
0 0 20 30 40 S0 [ ] 70 80 0 100
Time (minutes),
Figure 5.32: Type I Closed Loop Response of the Lake
Dufault Nonlinear Circuit Model for a +50%

Step in HRD using Tuned Controller Settings

-



230

FA Y

Fresh OroFood Rate (fonnes/hour)

- L
- Py "4
82.00 Response fo a 507% '_Shp“DmasoinOmH:rmess - 1.00
< M voe ., -
. 8L7S ’
] -0.99
L L
8150 Disturbance at ‘ . i
8 1 Time = 2 rrinuhs i
! GLZS: ” ‘ .'0‘”:@
& ~ -
8 ] - g
i§ 81:00- , ' »owé,
) * 1
] [
% 80.73 4 !
S ] . -0.96
'.do.so{ : !
1 r
1 - 0.95
uua: Cyclons Overflow Sixe i
so'm M ¥ A v 1 v ¥ ": ¥ i A ¥ M T v T v o“
0.0 : - - 200.0
1 P! Condrol r
90.0 | %et=40.0 TI=0S - , - 180.0 ‘
1 Ke2=82.3 ' s :
80.0 — ¥60.0 ’g
70.0- - 140.0 é
] g o
60.0 . ‘ ‘ ‘ . :-tZOO E
< X ' b S
50.04 R - 100.0 "§
L h. '
40.0- - 80.0 g
30.0 . . . . r_—G0.0 g_
2004 T - Lo &
1 ’ ) ' fresh Ore Feed !
10.0 ) ' - 20.0
° o Sump Water Feed 2
0.0 +——p—v——+——F—+———1—+—T—+—T1—"—T1—1—T——F00
o 0 20 2 40 0 60 70 80 90 00
Time (minutes) N

Figure 5.33: Type I Closed Loop'ReEEBvse of the Lake
‘Dufault Nonlinear Circuit Model for a -50%
Step in HRD using Tuned Controller Settings



" . o 231

Fiqgures 5.5 and 5.8 shows that the open loop nonlinear

behavior is not- evident under closed loop operation.
Depend%ng'on the downstream processing requirements, it

1s alsokpoééible that steady state operating‘qonditiohs may

need to be altered by introducing setpoint ghgrges to the

control  loop(s). This is éspecialliﬁ' fue of  the
hydrocyclone overflow size becaﬁse the éfli;iency of the
flotation 'circuit, the wusual ¥downstréam operation, ‘is
dependent on .the size of the gkound particles. Thus the
servo behavior of the control system 1is also

important. Using the tuned controller constants for

regulatory control, and subjecting the system to a 3% step

increase in the COS setpoint produces the responses of the

controlled and manipulated variables shown in Figure

5.34, It is evident from the responses of both controlled o

variables that fhe performance 1is _poOr due to the large
rapid changes in the qanipulated variaéles. To correct
this, the controller constants must be detuned to slow the
manipulated variables changes. This can be done in several
different wgys. Either the controller gains can be reduced
o¥ithe integral time constants can be increased, or a
combination of both. An écceptable control behavior was
obtained by using a gontroller gain of -10.0 and an integral
time constant of 2.0 minutes in;loép 1, while the constants
in loop 2 remailned unchangea from the regulatory cése as can

"be seen from the responses shown in Figure 5.35. The

response is much slower than that shown in Figure 5.34, but

L

4 N
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, thé Qﬁﬁrshoot has been reduced and the required manipulated
Q;;iabie action is not as vigorous. A 3% step decrease 1in
the COS setpoint producég the satisfactory responsés shown
in Figure 5.36.

The responses of the <controlled and manipulated
%arlables kfor +50% step changes in ore hardness using the
cbntroller constants tuned for servo control are presented
xnwflgures 5.37 and 5.38. It is obvious tha% there has been
- a s?gnificant deterioration in control performance compared
with"that shown in Figures 5.32 and 5.33.

Thé simulations /performed for ‘the Type I variable
pairing scheme using the nonlinear circuit model‘ are
summarlzed 1m Tbble 5.6 along with a brief comment on tﬂé
control pe:{ormance in each case.

The . transfer function model developed for ;he gfinding
c1rcu1t 1n Section 5.4 can be used in place of the nonlinear
model. Us1ng the controller constants Euned for ‘'servo
control %f the nonlinear model (KC1 = -10.0, K = 82.3, and

C2

= 2, Q = 1.38) and subjecting ‘the' system to +50%

T11 T12
step changes in hardness produces the response curves shown
in F1gures 5.39 and 5 40, It can be seen that although
these ﬁigures do not gorrespond exactly to the nonlinear
model responses in Figures 5.37 and 5.38, “the trends are
‘very simfiar. The. additional oséillations are due mainly to
the sen51t1v1ty of the linear model to time delays.

Szmulat1ng the transfer function model under servo

control condltlons, using the controller constants given
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Response to a 3% Step Decrease in COS Setpoint
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Figure 5.39: Type I Closed Loop Response ofA;he,»Lak’gg‘
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Table 5.6: Summary of the Simulations for the Lake Dufault
Grinding Circuit using the Nonlinear Model and
the Type I Variable Pairing Scheme

Figure Controller Comment
Constants

T K T

C1 I1 C2 I2

5.31 -2100/0.033] 3600} 0.33| +50% step in hardness.
| On-off manipulated

variable action. Poor

control performance.

5.32 |-40.0| 0.5 | 82.3| 1.38 +50% step in hardness.
) Excellent control
performance.

5.33 -40.0| 0.5 82.3! 1.38| -50% step in hardness.
Excellent control
performance. Nonlinear
behavior absent.

5.34 -40.0} 0.5 82,3| 1.38| +3% step in COS

- setpoint. Poor control
. performance due to
large changes 1in
manipulated variable
action.

5.35 -10.0| 2.0 82.3f 1.38| +3% step in COS
. setpoint. Excellent
.control performance.

5.36 |-10.0] 2.0 | 82.3] 1.38] -3% step in COS
setpoint. Excellent
control performance.

5.37 -10.0| 2.0 82.3| 1.38] +50% step in hargdness.
Control performance
degraded from Fig.5.32
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Table 5.6 continued.

5.38 -10.0| 2.0 82.3] 1.38| -50% step in hardness.
Control performance
' degraded from Fig.5.33

above results in thé controlled and manipulated variables
responses given in Figures 5.41 and 5.42. The disturbance
input to the system was a +3%¥ step change 1in the COS
setpoint, It can be seen from Figures 5.4! and_§.42 that
the responses are again somewhat more oscillatory +than the
corresponding nonlinear model response curves shown 1in
Figures 5.35 and 5.36.

A summary of the simulation results for the simulations
utilizing the linear model of the grinding circuit using the

Type I variable pairing scheme is given in Table 5.7.

5.6.2 Type 11 Control Behavior

Figure 5.43 presents a block diagram for the Type II
control system configuration. It can be seen that this
figure is similar to Figure 5.30 ‘for the Type 1
configuration except for this congrol scheme, the
manipulated variable used to control the hydrc sclone
overflow size is the sump water feed rate (loop 1) and the
manipulated variable used to control the sump pulp level is
the fresh ore feed rate (loop 2). This pairing results from
observing that the smaller time constants (cf. Table 5.5)

are in the direct transmission paths of both loops in this

configuration. This, in terms of a progess transfer
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Table‘s 7 Summary of the S1mulat10ns for the Lake Dufault
Cﬂ% Grinding Circuit u51ng the Linear Model and the
‘ Type I Variable Pairing Scheme

Z' Figure - Controgler ~ Aomment
: : Constants {
) /
. i
Ker o711 | Kea | T2

5.39 |-10.0f 2.0 | 82.3| 1.38| +50% step in hardness

. -7 ‘ 'Similar trends to
nonlinear model -
simulation in Fig.5.37.

5.40 ~|-10.0| 2.0 | 82.3| 1.38| -50% step in hardness.
N : Similar trends to
( ' A P nonlinear model .
: S : simulation in Fig.5.38.

‘5,41 |-10.0] 2.0 | 82.3| 1.38]| +3% step in COS :
P S . ‘| setpoint, Increased

,oscillation from the

’ nonlinear model

S1mulat1on in Flg 5.35.

!

5.42 |-10.0| 2.0 | 82.3| 1.38| +3% step in COS
_ : setpoint. Increased

oscillation from the
nonlinear model

R b simulation_ in Fig.5.36.

function matrix, has the effect of ;1nterchang1ng the

' - elements 5on: eaCh row from’ the Type I conflguratlon, thus

10ﬂat1ng the domlnant t1me constants en -¢he ‘off dlagonal
.’ o N . B

posxtzons.~«~, RN T
) |- s . . - - o .o

.. The 1n1t1al tontroller tunbng constants are found using :

"tne7 transfer funct1on model parametgrs and eqdatlons (5. 21)

I3

and (5.22), as was done in the last sectloq heu result1ng

estlmaJed controller constants, for ldéop 1 a'e°\ ,

k)
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the responses of the‘¢ontrolled‘variables shown in Figure
5.44. THe manipulatéd variable responses are not’presented
because the controllers force the variables into on-off
behavior as was the case with the Type I configuratién and
is thought t;‘be due to thé‘ process interaction. Reducing

nilﬁhe gains tQ‘ | |
= 15.0

C1

C2
and using the integral time constants:’

Ty = 0.5 minutes

Tro = ‘5.0 m1n.utes

results in the performance shown sy the responses given in

8
k
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Figure 5.45 for‘ a SOQ step increase in ore hardness. The
controlled and manipulated variable responses ﬁor a 50% step
decrease in ore hardness are shown in Figure 5.4q: These
responses show a notable improvement in the overafl control
performance compared with that shown in Figore 5.44., It
should be noted here that as with the Type I configdration,
the response of the grinding c1rcu1t to changes in ore
hardness is slow due to the closed circuit configuration of
the grinding operation under investigation.
The responses in Fiqure 5.47 illustrate the effect that
a +3% step change in‘the'COS setpoint has on the grinding
c1rcu1t .using these tuned controllers constants. It is
clear from these results that the performance of the control

system 1is unacceptable;f fause of- the _action of the
. . ‘ e ) T : [y

N _ R
manipulated variables and:the large magnitude oscillations

of both controlled variableé. Subjecting the system to the
same . disturbance »s’n detuned loop 1 controller'constants
——— ‘ >

of K., 7//0 0O'and r //# 2.0 minutes to slow down the
resporise of the COS gives rise to the resnltsvshown in
Figure 5'48ﬂ The‘ corresponding response for a 3% step
decrease in the setp01nt of loop 1 are presented in Figure
5.49. It should be noted that it was not necessary to
adjust the loop 2 controller because it is still operating
in a regulatory 'mode. Further tuning of the controller
cogld be carried.oot to improve the performance even more if
desired. | |

Figurd?WHSQSO and 5.51 show the system responses to

o
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positive and negative hardness changes using the controller
constants tuned for satisfactory servo control. It can be
seen that there has been a degradation in the
control performance of the system with respect to the
rejection of hardness disturbances by comparing these
responses with those in Figures 5.45 and 5.46.

The simulations performed for the Type Il wvariable
pairing scheme using the nonlinear’ circuit model- are
summarized in Table 5.8 along with a brief comment on the
control perfofmance in each case.

The transfer function model developed for the grinding
circuit in Section 5.4 can be used in place of the nonlinear

model., Using the controller constants, KC1 = 3.0,v KC2
20.6, and Trq = 2.0, Tio = 5.0, and subject;ng the transfer
function model to *50% step changes in the ore hardness,
produces the response curves shown in Figures 5.52 and
5.53. It should be noted that, unlike the Type I case, the

controller gains had to be reduced from those used when
simuiating the nonlinear model under thé sdme conditions as
used here. This is due to the presence of l;?ger time
delays and longer time ébnstants of the direct transmission

transfer functions when using the Type I1I cpntrdl scheme

rather than the Type I scheme. .

Simulating the transfer function model under . servo

control conditions using the controller constants given’

responses given in Figure§ 3,54ﬁag5;'5»55.' The disturbance

Y A
[ LENER ORI N
i £

M

' l"’f;
above, results in the qontrblled;adg;maniphlatedrvariablgsg@ég
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e
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.Tabfé 5. 8: Summary of the Simulations for the Lake Dufault
Gr1nd1n2 Circuit using the Nonlinear Model and

the Typ

II1 Variable Pa1r1ng Scheme

- Figure
<

Controller

Constants

C1

11| Ke2

I2

Comment

5.44

35.6

0.5 | 700

2.0

~ 4

+50% step in hardness.
On-of £ manipulated
variable action. Poor
control performance.

5.45

15.0

0.5 41.2

5.0

+50% step in hardness.

Excellent control
per formance.

« 5.46_

15.0

0.5 | 41.2

5.0 §

AN

-50% step -in hardness.
Excellent control
performance. Nonlinear
behavior absent.

5.47

15-0

045 41,21

5.0

+3% step in COS
setpoint. Poor control

performance due to

large changes in
manxpulated variable
actlon.

5.48

10.0

-2.0 41.2

5.0

+3% step in COS

setpoint. Good control

'| performance.

o~

5.49

10.0

2.0 | 41.2

5.0

-3% step in COS
setpoint. Good control
performance.

5.50

10.0

2.0 | 41.2

5.0

+50% step in hardness.
Control performance
degraded from Fig.5.45
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Table 5.8 continued: "
5,51 10.0| 2.0 | 41.2| 5.0 | -50% step in hardness.
. . Control performance
. degraded from F1g 5.46

input  to the system was a +3% step change in the £0S
‘setpoint. It should be noted that these settings have "been
detphed, from; the servo contrpller‘constants usea with the

n?hlinear model due to -the sensitivity of the transfer

f@nction model to time‘delays. ‘ -'?7f

7
/

/

 utilizing the linear model of the grinding cirtuit. using the

Type 11 variable pairing scheme is given in Table 5.9.

5.7 -Delay Cbmpensator Design
The flrsE step in attempting to 1mprove the performance

of the Type I and Type II control system configurations is

to compensate for the time delays ?% the process. The -

multivariable time deley cpmpensatfon teghnique ff Ogunneike

»end\Bay.outlined in Chapter 2 (cf.sSection’ 2. 6 4) will be

used. This technique was chosen because of its. 51m1alr1ty

to the SISO Smith predlctor
/' -

The design’ of the time/ delay compensator follows from

/
equations (2.89) through 2.42) and the transfer functlon

model derived in Section 5.4. The :undelayed transfer
function model is given.in Table 5.10. Thus, for the Type
I control system configuration, the time delay cOmpensetor

is given by:

‘A summary of the simulation results for the simulations _
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“Table 5.9: Summary of the Simulations for the’ Lake Dufault
. Grinding Circuit using the Linear Model and the
v Type 11 Variable Pairing Scheme (

.

?igure Controller LComment
. - _Constants :

Ker | T11 | Re2 | T12

5.52 3.0 | 2.0 | 20.%| 5.0 | +50% step in hardness.
/ , Similar trends to
nonlinear model
simulation in Fig.5.50.

l\\

5.83 3.0 | 2.0 20.64 5.0 ~-50% step in hardness.
' , | Similar trends to
. nonlinear mogdel _
simulation in Fig.5.51.

5.54 3.0 2.0 20.6( 5.0 +3% step in COS
o - | setpoint. Increased
oscillation from the
nonlinear model
* simulation in Fig.5.48.

5.55° | 3.0 | 2.0 | 20.6| 5.0 | +3% step in COS
SRR setpoint. Increased
oscillation from the
nonlinear model
simulation in Fig.5.49.

- 0.337(1-e" 9+ 188) 1
‘ 0
2.32s+1
G, = -0. -
k 0.199(1-¢-0:428) 0.161(1-e 17635)
L 80. 1s+1 , C 77.68+1

T (5.23) "
while for the Type IIvconirQl‘configuration, the time delay'

compensator is:



) o ' ‘ _ . 263

’Table)S 10+ A Two by Two Transfer Function Model of the
) Lake Dufault Mineral Grlndlng Circuit Without

) Time Delays _
, ! X
) . . —
2 . ,
! Manipulated ' Controlled (Output) Vari“{b ¥
(Input)
Variable , *
’ COs SPL
FOF -0.179 0,161
‘ 4.18s+1 , 77.6s+1
SWF 0.337 Of$§9
' * 2.325+1 7' 80.1s+1
- “o D _
0.337(1-¢ 0- 188, -
» ; 0
2.32s+1 §
G = _ Lt _
k 0.161(1-e 1°625) 7 0.199(1-¢"0-425)
L 77.68+1 » 8Q. 1s+1 i
' (5.24)

5.8 Time Delay Compensated Behavior

. The manipuiated énd controlled variable responses. ?f
the Lake Dufault grfnding circuit using the nonlinear model
as the aétual plant, under Type I control for Aa. 50% step‘
increase and decrease in the ore hardness (HRD)‘whén using
the time delay compensator given in equation (5.23) are.
presented fin, Figures 5.56 and 5.57. It is clear from the
‘responses shown in these figures that the performance of the
sfstem shows littlé improvement in theireSponse of the COS

controlled variable over the uncompensated sytem responses
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shown in Figures 5.37 and 5.38. In fact, the performanée of
loop 2 (SPL) has been degraded. This degradation in
performance from the original' Type I‘ configuration
simulations 1is likely due to the time delay sensitivity of
the linear model used in the time delay compensator as well
as the existance of model mismatch between the linear and
nonlinear grinding circui;‘models. It should be noted here
that although the response of the sump pulp leQel controlled
variable in Figures 5.56 and 5,57 appears to be extremely
large, the maximum deviatioﬁ*ffom the setpoint is less than
two-centimetres, which in a aével control system may Dbe
satisfactory.

The model mismatch is;dQAOnsiratgd by using the linear
model of the grinding circﬁﬁt insteaa of the nonlinear model
as the actual plant. This produces the result; illustrated
in Figures 5.58‘and 5.59. A comparison of these responses
with those given in Figures 5.56 and 5.57 clearly shows that
the largest difference in responses occurs for loop 1,
'indicating that this is the source of model mismatch. |

Control performance and the response of the manipulated
variables of the time delay compensated system obtained
using the nonlinear circuit for *3% ste§ changes inbthe
hydrdzyclone overflow size (COS)F is presented in Figures
5.60 and 5.61. If the circuit is modelled with the linear
model, the responses that resﬁlt are shown in Figures 5.62
and 5.63. The controller constants used for both the

nonlinear and linear model simulations were the same as

i
~w
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thqse used ;n the uncompensated Type 1 simulation. By
c6mpar1ng Flgures 5.60 and 5.61 to Flgures 5.35 and 5.36, it
f;an be seen_that there has been,a.marked41mprovement in the
setpoint tracking performance of loop 1 (COS) when using the.
Ogunnaike - and Ray (1979) time oeiay compensation .
tecnniqUe. The performance of loop 2, however, is degraded,
aibeit only slightly with the maximum deviation from the
setpoint less than two centimetres which is quite acceptable
for level control. It 'is interesting to note’ that the
‘ trends 1in the responsee shown  in_Fignres 5.62 and 5.63,
using the lﬁnear model although similar'ﬁo those in Figures .

5.60 and 5.61, obtalned using the nonllnear model, show a i
- slight improvement in the responses- for loop 2 if tneJi
oscillations due to the time: delay sensitivity of the llneaf

model are ignored. This d1f£erence.probably relates-ftoeieffh
slight model mismatch .between. the linear and nonlineer ;
grinding circuit models. - Pt

The benefits: of time delay compensation are even more

-

clearly demonstrated by the control performance‘ shown in
Flgures 5.64 and 5.65 obtained using the linear model for
the circuit with the controller galns adjusted to Koy = 15.0
and’ KCZ,“ 41.2. For the 50% step increase in ore hardness,
as can be seen from Figure _5.64,  there has:§been only a

marginal improvement  in the disturoance | rejection
' cipabilities of tge control system. On the other hand, the
improvement in the setpoint tracking traje¢tory for loop 1

is clearly evident when Figure 5. 65 1s 'comparedv to Fxgure
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- 5.62. '

The simulations pefformed for the Type I variable
pairing scheme using time delay coméensatioﬁ are summérized
in "Table 5.11 along ‘with a brief comment on'the.controi
performance in each case,

.The Type II configuratigg of the controdl system is even
more sensitive to the choice of linear model time delays
than.- the Type I scheme. For a 50% step increase in ore
hardness as the disturbance input withuthe nonlinear model
as the plant, 1t was necessary to reduce the loop 2‘

\

lcontroller gain to KCZ = 10.0 1in order to obtain ﬁhe
response shown in Figqure 5.66. This is likely due to the
additional interaction induced by the time delay compensator
and }he fact that the controllerfis in reality, ;ontrolling
the linear model of the g;inding circuit. Comparison of the
responses in Figure 5,66 with the response given in Figure-

| . : :
5.45/indicates that there is some degradation of overall

control system performance.
The results for a similar simulation wusing the linear
model for the circuit are shown in Figure 5w67. The

controller constants used in this simulation were the same

as/ those used 1in Figure 5.66. Using the original Type II
c/ntroller constants of KC1 = 3.0, Koo = 20.6, and T * 2.0,
jI = 5.0 from the uncompensated linear model simulation

/produces the responses shown in Figure 5.68. Although these

responses appear to .be similar in nature to that given in

/
/

/ Figure 5.66, an improvement in the control system
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Table 5.11: Summary of the Simulations for the Lake Dufault
Grinding Circuit using Time Delay Compensation
and the Type I Variable Pairing Scheme

Figure Controller Comment
Constants _
Kev | T11 | Re2 | 12
5.56 -10.0| 2.0 82.3| 1.38 +50% step in hardness.

Nonlinear circuit
model. No improvement.
in loop 1 performance
- when compared with
Fig. 5.37.

5.57 -10.0] 2.0 82.3] 1.38| -50% step in hardness.
: Nonlinear circuit
model. No improvement
in loop ! performance
when compared with

) Flg. 5.38.

5.58 |-10.0| 2.0 | 82.3| 1.38| +50% step in hardnessf ~
Dinear circuit model.
Loop 1 performange
indicates model

-mismatch.

5.59 |-10.0] 2.0 | 82.3| 1.38| -50% 'step in hardness.
Linear circuit model.
.Loop 1 performance

. : indicates model
mismatch.

5.60: -10.0] 2.0 82.3| 1.38| +3% step ia COS
' setpoint. Nonlinear
circuit model. Marked
improvement in loop 1
performance when '
compared with Fig.5.35.
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Table 5.11 continued.

5.61 |[-10.0| 2.0 | 82.3| 1.38] -3% step in COS \
‘ setpoint. Nonlinear

circuit model. Marked
improvement in loop 1
performance when
compared with Fig,5.36.

5.62 -10.0| 2.0 82.3| 1.38| +3% step in COS
setpoint. Linear
circuit model. Slight
improvement in loop 2
performance when

~<ompared with Fig.5.60.

5.63 -10.0| 2.0 82.3| 1.38] -3% step in COS

‘ setpoint. Linear
circuit model. Slight
improvement in loop 2
performance when
compared with Fig.5.61.

5.64 -15.0] 2.0 41,2 1.38| +50% step in hardness.
' Linear circuit model.
No improvement in
control performance,

5.65 -15.0( 2.0 41,2( 1.38| +3% step in COS

: setpoint. Linear
T circuit model. Great
improvement in loop 1
performance when
compared with Fig.5.62.

performance can‘be’seen if the resggnse of the uncompensatéd
system given in Figure 5.52 is considered.

The response of ﬁhe nonlinear and linear models to a
ﬁegative 50% step change in the ore hardness show similar
trends, as illustrated by Figures 5.69 and .5.70. As with
the positive hardness step, there is a degradation ‘in

f . P .
overall control system performance compared with ‘“the
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uncompensated response for the nonlinear model (cf., Figure
5.46), while there is an improvement in performance when
representing the circuit by the linear model (cf. Figure
5.53).

Simulation of the Type 1II control scheme using the
nonlinear and linear models for positive and negative 3%
step changes in the COS setpoint resulted in the responses
presented in Figures 5.71 through 5.75. As was the case for
the step changes in ore hardness, the loop 2 controller gain
for the nonlinear plant simulation required detuning to
cbtain stable responses. Improvements in the performance of
the control system over the uncompensated case is evident
for both the nonlinear and linear plant models, as was gound
from the Type I " results. The linear plant model
demonstrates the most improvement as would be expected
because of the absenée of any mismatch between the plant
model and the time delay compensator model.

The simulations performed for the Type II wvariable
pairing scheme using time delay compensation are summarized
in Table 5.12 along with a brief comment on the control

performance in each case.

5.9 Multivariable Control

The results presented in Section 5.6 1llustrate the
fact that multiloop control, in the presence of interaction,
leaves much to be desired. It should be clear that if the

interaction in either of the Type I or Type 1II control
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Table 5.12: Summary of the Simulations for the Lake Dufau;t
Grinding C1rcu1t using Time Delay Compensation
and the Type 1I Variable Pairing Scheme

Figure Controller Comment
Constants

Ker | "11 | Re2 | T2

5.66 3.0 |{“2.0 | 10.0|. 5.0 | +50% step in hardness.

: Nonlinear circuit
model. No improvement
control performance
when compared with
Fig. 5.45.

5.67 3.0 2.0 10.0| 5.0 | +50% step in hardness.
Linear circuit model.
Slight improvement in
control performance
when compared with
Fig. 5.66.

5.68 3.0 2.0 20.6| 5.0 +50% step in hardness.
Linear circuit model.
- Improvement in control
performance compared

with Fig. 5.52.

5.69 3.0 { 2.0 10.0f 5.0 -50% step in hardness.
‘ Nonlinear circuit
model. No improvement
control performance

. when compared with
"Fig. 5.46.

5.70 3.0 2.0 10.0} 5.0 -50% step in hardness.
Linear circuit model,

‘ Slight improvement in

J : per formance when
compared with Fig.5.69.
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L)

Table 5.12 continued.

5.71 3.0 2.0 10.0] 5.0 +3% step in COS

: setpoint. Nonlinear
circuit model.
Improvement in loop !
performance when
compared with Fig.5.48.

-

5.72 3.0 2.0 | 10.0| 5.0 | -3% step in COS
‘ " | setpoint. Nonlinear
circuit model.
: Improvement in loop |
ey performance when:
L compared with Fig.5.49,

5.73 3.0 2.0 10.0] 5.0 +3% step in COS
setpoint. Linear
circuit model. Slight

_improvement in control
performance when
compared with Fig.5.71,.

5.74 3.0 2.0 10.0| 5.0 -3% step in COS
setpoint. Linear ,
circuit model. Slight
improvement in control
performance when
compared with Fig.5.72,

5.75 3.0 2.0 20.6| 5.0 +3% step in COS

: : " ' setpoint. Linear
circuit model. Slight
_improvement in control
performance when ,
compared with Fig.5.73,

schemes can be’ eliminaéed, then better overall system

. N
performance could be achieved.



i 292

5.9.1 Interaction Analysis

The first step toward possible ihprovement in control
system performance is the use of interaction analysis, ’as.
described in 'Chapter 2 cf.‘Section 2.6.2) to examine the
choice of the pairing of manipulated and cohtroliéd
variables. Ther Type I variable pairing is postulgmed
initially so that the steady state process gain matrix (cf.

equation (2.59)) is:

-0.179 0.337
A = .
0.161 ~ 0,199

It should be noted that this matrix is derived directly from
the linear model discussed in Section 5.4. Inverting the

matrix in equatioh (5.25) and taking the transpose yields:

-2.214 1.791
B = _ (5.26)
'3.,750 1,992

The individual elements of the relative gain array (RGA) are
calculated from equations (5.25) and (5.26) wusing equation

(2.55), which results in:

| FOF SWF

Cos | 0.396 0.604
RGA= - (5.27)
'SPL | 0.604 0.396 &

It can be seen from the RGA that the postulated pairing

(Type 1) does not give the least amount of steady  state
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interaction. It is to be noted from the RGA that the
interaction with the Tvpe II pairing 1is still quite
strong. As well, the Type II pairing will put the slowest
dynamics and the longest time delays on the direct
transmission paths in both control loops. This may not be

desirable, and in fact, will 1lead to complications when

designing decoupling controllers with time delay elements. .1

5.9.2 Decoupler Design

Although the interaction analysis presented 1in the
previous section indicated that the optimal pairing resulted
in a Type II control sgheme, it is instructive to examine
the control p;;?g;;;;ig of both choices ¢f variable pairing
using a decoupling control strategy since both contrsol
schemes are used in industry. Using the transfef function
model representation of the Lake Dufault grinding circuit
(see section © 5.4), it 1is easy to design decouﬁling
controllers in the same manner as for the idealized system
discussed in Appéndix "E. Both static decoupling and
Zalkind's dynamic decoupier'will be discussed here 'because,
as mentioned jn Chapter 2 (cf. Section 2.6.3), Luyben (19703/
found no advantage to using an ideal decoupler.
Furthermore, the FORTRAN code for implementation of
Boksenbom and Hood's (1949) decoupler 1is wvery similar to
that used for the Zalkind approach.

The static decoupling controllers are calculated from

the steady state process gains of the transfer function
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model of the grinding circuit using equations (2.80) and

+(2.81). For the Type 1 scheme, the static decoupling

controller matrix is:
1.0 1.88 y
D = (5.28)
-0.809 1.0

and for the Type II scheme, the decoupler 1is:

1.0 0.531 .
D = (5.29)
-1.24 1.0 '

Block diagrams for these noninteracting controcl schemes are’
given in Figures 5.76 and 5.77.

Zalkind's dynamic decoupler for the Type [ control
scheme is shown in the block diagram in Figure 5.78. From

the linear model (cf. Table 5.5, Section 5.4) and equation

(2.80) and (2.81), the controller to decouple :loop 1 from
loop 2 is:
G*y,.1.88(4,1855+1)e 188 (5.30)
B 2.32s+1

and that to decouple loop 2 from loop 1 1is:

G*C21_-o.809(80.05+1)e‘°'525 (5.31)
- 77.65+1 ,

It can be seen that the resultant controllers are first

order lead/lag compensators combined with a time delay
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- FOF +
R G D ), G —C0S
1, Jcn 11 . (RN
Do Sa1 Cp
- HRD
P2 ~1G12 SL2 -
+ + +
R G D ~1G - SPL
7AERN c22 22 SWF 22,
Figure 5.76: Block Diagram Showing the ;pe I
Static Decoupling Control System
- SWF +
R G D, —ay G COSs
R c11 11 A 11 Bt
D2 =121 Sp _
. HRD
B D2 12 Sr2
+ + +
R G ‘ D 1 G SPL
2T 22 22 ror | 22,

Figure 5.77: Block Diagram Showing the Type I1I

Static Decoupling Control System
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F -
y "‘3"’5’3/\ FOF |
R, . Gey - 7 . - COS
+
.
Scrz -
be—HRD
*x
Ceai -
+ +
R G .
2 c - SpL
- 23 SWF

Figure 5.78: Block Diagram Showing the Type ! _
Noninteracting Control System Configuration

term. A cbmplete summary of the transfer functfons used to
establish these controllers is given in Table 5.13. The
Type I1 decoupling controllers are also given 1in this
table. The block diagram for dynamic decoupling of the Type
Il system is given in Figure 5.79.

It is obvious there is a problem with uboth decoupling
controllers, G*C12 and G*C21’ for the Type Il ccnfiguration
since the positive exponential terms are unrealizable
‘because this would require predictions into the future. In
the evaluation of decoupling action for the Type 11 system
these terms of the decouéling controllers are ignored.

v
Y

g -



297

R 3 N GC 11 ~—C0S
pe—HRLC

+
R2 —\ GCZZ SPL

Figure 5.79: Block Diagram Showing the Type 1I
Noninteracting Control System Configuration

5.10 Noninteracting Conérol Behavior

The interacting Type I a%d II control systems
investigated in Section 5.6 will now be decoupled through
the use of the noninteracting control strategies discussed
in Section 5.9.

-Before attempting to apply these schemes to the grinding
circuit, various aspects of aecoupling two by two systems
were examined using an arbitrary, simple linear model. A
discussion of this analysis can be found in Appendix E. The
actual grinding circﬁit model is not as easy to decouple as

the model used iqzihe appendix because the nonlinear model,

as the name implies, dses not have a linear response to all



5.13: Fifst Order Transfer Function Model

\ Table
Representation of the Lake Dufault Grinding
Circuit Including the Decoupling
Controllers
i}
Type I Type 11
G, -0.179 0.337¢ 0-18s
4,185+ 2.325+1 .
G, 0.337¢ 0185 ~0.179
2.32s+1 4.18s+1
G,, 0.161e 0-625 0.199e 0 'S
77.65+1 80.1s5+1
G22 O.199e_0'1s O.161e.0'62S
80.1s+1 77,65+
L, ~0.136e 208 -0.136e ©+0s
17 .65+ 17.6s+1
L, 0.0141¢ 8:0s .| 0.0141e78-0s
82.3s5+1 82.3s5+1
1.
G ez 1.88(4.18s+1)e *'85 | 0 531(2.325+1)e"" 88
2.32s+1 4,185s5+1
1.
G*oyy [20.809(80.1s+1)e 0.525) "1y 24(77.65+1)e*0"328
77 .65+ 80.1s+1

1.

Delay will be ignored as predictive in nature.

g
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input’s and poses special problems. .
" The manipu}ated and controlledwvariable responses of the
nonlinear'model using a Type I control scheme for 'a 50% step
increase’in the ore hardness are shown in Fiqure 5.80. This
‘behavior resulted'using'controller constantsr of KC1 -10.0y
.38 minutes uthe

22,0 minutés, =82.3, and” r

11 ' Re2 12=1-
appropriate statlc decoupling controllers given by equatlons
(5 28) and (5. 29) It can be seen that this control
performance using the same values as usar"for the Type I
servo control simulations  in Sectlon 5.6 shows a small
_1mprovement err the responses shown in Figure 5.37. With
dynamic decoupl1ng it is expected that there should be an
improvement in performance, however, using the decoupling
controllers given bp.equations (5.30) and (5.31) an unstable
response resulteo: for the same load disturbance. This
behavior was attributed to the lead time dominance of both
lead-lag units used "as the decoupling controllers. By
modlfylng the constants in the decoupllng contrullers, it 1s
v p0551b]e to stab1llze the control system Reduc1ng the lead
time constant,'1n both decouplers to 1 0 minutes, and again
simulating the' control system response to a 50% step
increase in ore haroness results in the response curves
shown in Figure 5.81. A comparison of the reSponses‘ with
\those obtained without decoupling cohtrollers shows that the
performance of the system is somewhat'aegraded. Attempts at

further tuning of the constants in the decoupling

controllers.were unsuccessful in improving the performance
. T ) . ‘
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of the control system.

Simulatioﬁ‘ of the performance of t%e noninteracting
control system for a setpoint change leads to the responses
shown in Figures 5.82 and 5.83 for a +3% step increase in
the COS setpoint ih loop 1. Cémparison of the controlled
variable }esponses>in Figuré 5782 to those obtained without.
decoupling action previously shown in Figure 5.35 indicates
that the performance has been advérsely affeeted by the
inclusion of‘the static decoupling cofitrollers. However,
using dfnamic decoupling controllers with\a lead time of 1.0
minu;e for the same setpoint change, produces much more

promising results, as evidenced by the reSponses in Figure

&

5.83. The response is aéceptably E@ick ~with very little
overshoot in 'the COS and the ¢ k{::;.actions required to
produce this response, although somewhat more oscillatory

than the -interacting case, should still be reasonable in .

pféctice. It should be noted that\ using the o;igi
decoupling controllers of equations (5.%0) and (5.3
‘resulted in an unstable responses as was the c;%é_ with the
ore hardness disturbaﬁce analysis discussed above. However,
unlike the regqulatory case, further tuning of the constants
in the decoupling controller in loop 1 along with a
reduction in the primary con;roller gain in loop 2, produces
some improvement as shown‘by the response in Figure 5.84.
Table 5.14 summqrizes the simulation results. for the
noninteracting  control analysis using the Type I variable

pairing scheme,
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Table 5.14: Summary of the Simulations for the Lake Dufault
Grinding Circuit using Decoupling Control with
the Type I Variable Pairing Scheme

Figure
Number

Decoupler
Type

Comments

5.80

Static

+50% step in hardness. Nonlinear
circuit model. No improvement in
control performance when compared
to Fig. 5.37.

5.81

Dynamic

+50% step in hardness. Nonlinear
circuit model. Decouplers detuned
to obtain a stable response.
Control performance degraded
slightly.

5.82

Static

+3% step in COS setpoint. Nonlinear

circuit model. Control performance
has been adversely affected based
on comparison to Fig. 5.35.

5.83

Dynamic

+3% step in COS setpoint. Nonlinear|

circuit model. Control performance
has been improved.

5.84

Dynamic

+3% step in COS setpoint., Nonlinear
circuit model. Primary controllers
tuned to give better control
performance when compared with

Fig 5.83.
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Simulation of the control behavior that results when
using the Type II control scheme leads to results that are
similar in nature‘to those obtained using the Type I control
scheme with static decoupling for both hardness and setpoint
disturbances. Figure ; 5.85% shows the results from a
simuiation for a 50% increase in ore hardmess using stati;
decouplers with the gains those of the dynamic découpling
controllers 'given 1in Table 5.13. The PI controller
constants used were Kc1=10.0, };1=2f0, KC2=41.2, and
riz-S.O. Comparing the responses in this figqure with those
in Figure 5.50 (Section 5.6), shows that there has been a
smallvimprovement in the responses of both the hydrocyclone
overflow size and the sump pulp level., However, use of
static decoupling -for‘lsetpoint tracking degrades the
performance of the control sysfem aé is evidenced by
comparing the responses ofv.the controlled variables in
Figure 5.86 with those in Figure 5.48,

Simulation of the Type 1II control sYstem using the
dynamic decouplers presented in Section 5.9.2 yields the
‘responses shown in Figures 5.87 and 5.88 for the regqulatory
and servo control modes, respectively. Unlﬁke the Type I
dynamic decoupleré, the constants of the decouplers did not -
require adjustment to produce a stable system reSponse. In
fact, improvements in the perfofmance of both control modes
are »noted wvhen these responses are compared with those
obtained without decoupling controllers (cf. Figures 5.48

and 5.50). The most improvement is evident for the setpoint
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tracking transient for loop 1, Hovev;r, it should be noted
that the required action of the manipulated variable to
achieve this response as shown in the bottom plot in the
figure is unrealistic. A control action limiter could be
used to avoid this problem.

Table 5.15 summarizes the simulation results for the
noninteracting control analysis using the Type II variable
pairing scheme.

The analysis presented 1in Appendix E indicates that
perfect decoupling of the linear model <can be achieved.
Simulations for decoupling the linear model confirmed this,

but will not be presented for the sake o%gi:evity.

S

e SR Fikg ]

5.11 Adaptive Controller Design ﬁs"

Considering the problems encountered /in Section 5.6
with attempting to use .Ehe same controller constants to
adequately handle both disturbance reje;tion and setpoint
tracking, adaptive control promises to provide a better
solution than manually changing the controller
constants. The multivariable self-tuning controller
described in Chapter 2 (cf. Section 2.7) will be wused in
this study.

The first step in designing this controller is to choose
the sampling times based on the dominant time constant .n
the system. As suggested by Langman (1987), 1f r is the

dominant (smallest) time constant then the sampling time

should be chosen such that it falls in the interval:
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-.Table 5.15: Summary of the Simulations for the Lake Dufault
Co , Grinding Circuit uging Decoupllnq Control with
*  the Type 11 Var1able Pairing Scheme

Q 1

Figure | Decoupler Comments
Number Type T
'3 ‘
5.85 Static +50% step in hardness, Nonlinear
. circuit model. Small imprcvement in|
v ' control performance when compared

to Fig. 5.50,.

5.86 | Static. +3% step. in COS setpoint. Nonlinear| .

1-circuit model. Control performance
has been degraded based on' :
comparison to Fig. 5.48.

P

5.87 Dynamic | +50% step - in hardness. Nonlinear

‘ circuit model. Decouplers did not
requlre detuning to obtain a stable
response. Control performance

‘ | improved.when compared to Fig.5.85.
. ) o . — 'W‘ v
5.88 " Dynamic +3% step in COS getpoint..Nonlinear

¢ : ~circuit model. Control performance
has been improved greatly. .

0.1r‘< T, < 0.2 Lo - . (5.32)
Beéause$‘thév dominant tihe _constant is independent of the‘
input-output varféble -pairiné' scheme, the -same sampling
.times can be’ used for: both the Type. I éhd Typé II éontrol

syétem configurations.: Using the Eransgerxfunction model of,y
the grinding,circdit (cf. Table 5.5) it can be seen th;t the
dominant time constant for Ehis.‘s§stem is 2.32 minutes.

Thus, the pféctical range'ﬁor £he sampling time is:

0.232 < T, < 0.464 -




A

It is convenient to use T4=0.3 minutes as it is° an ‘integer
‘multiple of the %htégration interva@,AO.1 minutes.

~ The pr&ceduré for determining the ;elf-tdning controller

"baramgtérSHis scussed in detail by Langman (1987), so will

‘not  be repeajzg%\here. Us{ng‘“the two by 'two tr nsfer

function model of the 'process, it “can be seen at the

o}derﬁ N, of each loop 1is three, regardless of which

inpuf-outbut variable pairingvscgehe is use a(i.é. Type I or
Type 11} because in all cases it is assumed that first order
plus timé' delay transfef functions adequately characterize
the process. Thelﬁime delays‘ of the direct tradSmission
transfer functions in terms of an integer‘multiﬁléoof ﬁﬁe
sampling time for the Type Ivconfiguration a:e;

k, = 0

R, = 1 _ " .

- s

while for the Type II configuration, the corresponding tim§

~

delays are:

=~
H
(98]

It _Shduid be nbted'ﬁhat the time delays_have been increased
in all cases to the nearest "integer value. This has the

effect of Qverestimaging the time'delay*in the self-tuning

controller  which’ Langman (1987) states as being

"best". Using these values alohg with the values for N
given above, it is possible to determine the numbers of

coefficients in the controller polynomials in the two by two

matriciés, G, F, and L. These values are summarized in

g
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Table 5.8. F and L are diagonal. matricies. The diagonal
elements of G have been subscriptéd ! while the off diagonal
terms have been subscripted 2, fzf‘notational convenience in
this table. It shouidﬂbe noted that the H polynomial matgix
has not been included bécaﬁSé it is related to the process
nqise which 1is not empioyed\ for the simulations in this
work. |

The ‘-actual valués‘ of each of the ,apove parameters 1is
estimated on-line using a recursive least sduares estimation
involving én.qpper diagonalization factorization.

The con}rolle; weighting parametef% are the only
remaining variables that require specificétion.; Langman
(1987) indicates that typically P and R are set to I, while
the form of the 'Q weighting polynomfal is left for the’
control engineer to choose. There are no set rules or
methods , for calculating the W coefficients  cf this
polyd}miai. ,ngever, L;%gmén (1987) suggésts' that for a
conﬁ;dller. structure ' similar to .ér~PI controller, a

g

”reasonaBle choice for the Q polynomial is:

1 -z 1 -2 )
Qz_ _13‘ _1 o (5.34)
Qg * q&; K1 + K22 - :
. . g ' M

where: o

K1 = (5.35)
andﬁ K i
~ ) t“‘/.iz\-.&ﬁ;,

K2 = Kc[Ts/(ZrI) - 1] (5.36)

Hence, the well tuned PI constants used in Section 5.6 can

&

* ) ' . : | AT
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1%

Table 5.16: Self-Tuning Controller Polynomial Coefficient
Numbers for Type I and Type II Configurations

Type 1 Type II
‘Loop 1 Loop 2 Loop 1 Loop 2
NG 3 4 4 6
Np 3 3 3 3
nL' 3 4 »] 6
Ngo. 3 4 4 6
Total 12 fS 15 21

be used .directly to determine the Q weighting polynomial

coefficients&fdr each loop. These constants are KC1
Qi ' s

»82.3, and Trq = 2.0, 7, = 1.38 for the Type I

'w‘:lng, and KC1 = -10.0, KCZ = 41,2, and ™I

quO'for the Type II variable pairing. The values

. )
= e

calcibated for the constants in the Q weighting polynomials

are. sumarized in Table 5.17.

5.12 Adaptive Control Behaviour
The methodology for using the self-tuning controller is
similar to that used by Langman (1987) in his distillation

column control studies. Specifically, the identification

routine is allowed to operate for a period of time \béfore
self-tuning control of the system is actuated. During this
i ' ' ;

"identification stage" discrete PI controllers are used to
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4

Table 5.17: Self-Tuning Controller Q Weightihghbolynomial
Parameters from the well tuned Cofftinuous PI

< Controller Constants
Paraheter Type I Type II;‘ )
Loop 1 Loop 2: Loop | Loop 2
K1 or g, | =10.75 |1 91.21 | 10.75 [ 42.44
. “\\ :
K2 or g, 9.25 -73.39 =-9.25 -39.96

force the system through setpoint transients to allow the
identification algorithm to converge on reasonable parameter
estimétes. The identification algorithm 1is allowed to
cperate from the start of the simulation. After a period of
about 35 minutes of simulatiqn time, the "selfrtuning'stage”
is started by actuating the self-tuning controller. This
controller is‘ then used while the System is subjected to
another series of setpoint transienggih Finally, tge system
is subjected to’a hardness load disturbance, comple;ing.the.
third stage of the simulation. This proceedure ailé@g the
performance of the self-tuning cohtroller to be evaluated
under'conéﬂtions similar to those that were investigated .in
Section 5.6.

The simulated response of the manipulated and controlled
‘variables of the Type I qéhtrol scheme with the circuit
repres;nted by the nonlinear model is 'presented 1in Figure
5.89 and thé estimated parameters in Figure 5.90. The
square wave setpoint pattern identification phéqg‘ used to

generate these results consisted of a 1.5% step increase in

rn
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. /‘ .
the COS at ten minutes, followed by a 3% step decrease i

L)

the COS at twenty minutes. The COS setpoint was returned to
its initial steady state value (81.048 %-100 mesh) at 30
minutes and the self-tuning controllgr was actuated at 35
minutes. At a simulation time 05/46 minutes the system Qas
again subjected to a 1.5% step increase in the COS setpoint
and at 50 minutes it was returned to the initial steady
state once again. A 50% step increase in the ore hardness
was introduced at 100 minutes. It should be noted that the
discrete nature of the PI controller used fof. tge‘ initial
tuning stage necessitated reducing the controller gdins to

5 and KCZ = 10 for loops one and two, respectively, in

Ker =
order to achieve satisfactory con¥rol. This also has the

effect of changing the Q weighting pglynomials to:

1 -z
Q1 = _1
~-5.375 + 4.6252
and: L
3 1 -z |
Q2 = _]‘
11.08 - 8.916z

for loops one and two respectively.-

It can be seen from Figure 5.89 that the setpoint

transient response when the system is under discrete PI

control corresponds reasonably well to that found for the
continuous. control case presented 1in Figures 5.35° and

5.36. It is evident by examining the COS response that the¥

-
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. . o . 0
self-tuning controller provides no improvement in control

g

performance, and in fact, a slight reduction 1is noted

compared to the response under PI control even though the
controller model parametérs appear to have converged as
evidenced by the adaptation patterns shown in Figure
5.90. The load disturbance rejection capabilities of the
self-tuning controller are also seen to be similar to the
results found using the continuoﬁs PI controller that has
been detuned for setpoint changes (cf. Figure 5.37).

The behavior of the self-tuning controller using the

.. Type I1 configuration is similar to that found using the

Type I scheme., The same , methodology for parameter
adaptation was used in‘this simulation utilizing the same
disturbance pattern as described above. 1

Figures 5$.91 and 5.92 present the contrblied and
manipulated variable response curves and the( parameter
estimates, respectively. It can be seen from Figure 5.91
that the discrete PI controllers are capable of producing
acceptable feséonses after reducihg the contreoller gains to
KC1 = 5 and KCZ = 5 for loops one and two respeetively,
which chanées the Q weighting polynomials to:

f -]

~

1

Q, = -
5.375 - 4.625z

v
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and:

Q, = -
2 5,15 - 4.85z7" "

for loops one and two respectively. Again, however, as was
the case with the Type YE configuration, the self-tuning
controller does not perform as well even though the
parameters have essentially converged before the self-tuning
controller is actuated as evidenced by Figure 5.92. This
performance suggests that furthef tuning of the parameters
of the Q weighting polynomial is required. This has be=

left for future consideration,



6. Digital Control Simulation Study

6.1 Introduction
The purpose of this chapter is to present the results
of a discrete versus continuous control system
analysis. The grinding circuit used in this study follows
that used by Adel et al. (1983) to allow comparison of the
" results. Z
The next section begins with a 'description of the
grinding circuit configuration used for this study. Section
6.3 outlines the transfer functions used to model this
circuit and Section 6.4 discusses some simulations using

continuous control te-hniques. These results are contrasted

to those found using discrete control.in Section 6.5.

6.2 Open Circuit Grinding Oparation Description

bThe éfindidg” ciréﬁit used for this work is~-shown
schematically in Figure 6.1, It differs from the circuit,
described in Chapter 5 in that the milLﬂgs operated 1in aﬁib‘
open circuit configuration. In other words, there is n6f *;'M
separation and recirculation of the oversize prodUctgigq;

regrinding. The feed slurry enters the mill throughw5§

Ve

.

chute, and is ground in a single pass through the mill,:

exiting as the product stream.
The control system for a typical open «circuit grinding
. . ) ,%-1&1?
operation is also shown in Figure 6.1. It consists of &

fRs
A

particle size analyzer to -measure the particle

325
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Feed Particle
Controller Size
Analyzer
~
r
Coarse Grinding Fl_, Fine
Feed Mill -J Product

Figure 6.1: Open Circuit Grinding Mill Schematic Diagram

distribution eof the product stream, a controller, and a
final control element (shown as a valve in the figure).

= | . ] i

ﬂ%@% Following the work of Adel et al. (1983),¥€he£§ontrolled
S .M%e N v M : :

" variaBle for this gircuit is the specific surface area of

E

»ghe ;ﬁéodéﬁﬁé,§tré;m. This 1is similar in nature to the
ﬁy»é%pdﬂ%t §i;e ;pecification used in Chapter 5 where the
T} fbbfﬁgrmanée of the grinding circuit was characterized in
terms of’ a mass percent passing a given screen size. The
manipuléted variable available to control the surface area
. output 1s thé fresh ore feed flow rate. In the Lake Dufault

simulations discussed in Chapter 5, the feed stream particle

size distribution was implicitly assumed not to change. 1In

oty
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- this case hoﬁeyer, the feed sfreaﬁ sgg;}&ﬁc surface area is
copsideréd\\as'a load d%stufbance inpuf to the system, along
with thé grindability of the ore. ®he-:grindability is a
'measure' of g@e hardness . of the ore in terms éf the power
required to incréése the surface area of the ore particles

>

through breakage.

6.3 Linear Model
A The grinding circuit model used in this study consists
of three tranéfer functions that relage _the feea stream
surfﬁée area, grihdabil;ty, ;nd flow rate to the product
:sﬁ;fapgiqreat As outlined by Adel et al: (1953), first "and
second d;der transfgr functions can be used with reasonable
suqcéss{' The process transfer function that links .the

product 'stneam' specifié area (PSA) to the fresh ore feed

.(FOFO flow rate is: - ‘< )
o PSA  -0.01 ‘
Gp(s) = = . (6.1)

FOF 1541

with time in hours. The transfer function relating‘ the

product surface area to the feed surface area (FSA) is:

. PSA 1
. GLT-(S) B ——— T o ' . (6.2) °
- FSA s+1 : .

/

The .second load transfef'fuhction ties the feed grindability
(GRD) input to the product surface area as follows:

v
)
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PSA  0.001 ‘
Gy ,(s) = - = : (6.3)
L2 GRD s2+2%+1

It should be noted that the parameters used in eq)i,‘#h"”

(6.1) to (6.3) correspond directly to those-used by AQEH L
al. (15%3) and the numerical values are easily derived from
data given by these authors. o “

The closed .loop bléck diagram pregented in Figure 6.2
summarizes the model used in this work. It should be  noted

that an analysis delay has been included in the form of a

time delay in thﬁffeedback loop to represent the particle
1 LAE .

FSA ‘ " GRD
) GL1(§) | GLz(s)-

, + FOF .
R G (84 -

~TdS |

Figure 6.2: Closed Loop Block Dlagram for the Open Circuit
Grinding Mill Simulation Study
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. size analyzer. Also,  the setpoint comparator wused - is
representitive. of the convention used througho%&bthis work,
which is opposite to that used by adel et al. (4@83).
Implementation of this block diagram for si;ﬁl;;ion on a
digital computer is easily accomplished usiﬁg the existing
routines in  the DYFLO2 (?ranké, 1982) subroutine
library. The érocess and load transfer functions ‘are
modelled using the routines TFNI ‘and TFNZ, whilé the
analysis time - delay makes use of the - TDL
routine. Proportional, proportional integral, and
proportional integral derivative continﬁous time controllers
are also available in.the DYFLO2 library. -
In order to apply discrete time control strategies“ to
this system, three "samplers" and a zero 6rder hold (ZOH)
are incorporated .in the original closed loop system as shown
in ‘Figure 6.3. An exgension to the DYFLO2 control
algorithms to include the routine, DISPID, whichﬂés capable

of simulating discrete time P, PI, or PID controllers

following the theory outlined in Chapter 2 (cf. Section 2.3)

enables this. block diagram -to be simul%ted ag.y

BN . W |
should be noted that alfhough’ a zero order hold routine was

- N

sell. It

also added *to the subroutine .library, it is inherently

13

in¢luded in the implemen:aﬁion of the discrete controller™
used in this work, and so need not explicitly be used. A
more detailed account of the extensions made to the DYFLO2

*

;libréry can -be found in Appendix D. CoN
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FSA : GRD
| . r__i,__
! | Gy ,ks)) - Gpo(s)

__AT—S*
ZOH

T j&
e Tds 70H sf\

Y

i

Figure .6,3: Closed Loop Block Diagram for the Open Circuit
. Grinding Mill Simulation Study with Digital
Control .

8 .
6.4 Continuous Control System Analysis

Toneﬁable comparison to the work by Adel et al.

(1983), the same steady state conditions and disturbancé

inputsvare used in ;his study. Tablé 6.1 summarizes the
steady staE; conditions provided by these authors,

To measure the performéncevof the control system, a time

averaged " integral of the absoluté value of the errér'(TIAE)

is calculated using:
N DR
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. KL
Table 6 1: Open Circuit Gr1nd1ng SlmulaC1on Equlllbrlum
Conditions
Variable Steady State Value
MlllGHoldup 10,000 kg
Mill Power Input 10 kW
Feed Rate 10,000 kg/hour
Feed Grnndability 10,000 m%/kWh
Feed Surface Area 1 75 mz/kg
Product Sprface Area " 175 mz/kg
/ FOF(1)|E(T)|dr
TIAE = —_ | | (6.4)
t :
[ FOF(r)dr
0 &
-
. where: .
E(t) = PSA(t) R er (6.5)

The open loop response (i.e. nd con£rol) of 'the grinding
circuit to a 22,5 m /kg step increase in the FSA combined
with a 3000 mz/kWh-step increase in the GRD is'pregented in
vFigureA 6.4 for cq@parisbn_to the results presented by Adel
‘et al, (1953). “The TIAE for this-simulat}on is 19.15 after
4 hours of simﬂiétidn time which compares closely to that
giveﬁ by these aﬁéﬁqrs. |

To analyze the effect of the particle size ‘analyzer time
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Open Circuit Grinding ~ Open Loop Response

SOAOT ' »
—_
&‘ 20.04
< «19,1
B TIAE
-
1 10.04
O

0.0 —Y—r

0 1 2 3 ‘ ?
Time (hours)

Figure 6.4: Open LoopP ResSponge of the Open
Circuit Grinding Operation to a sStep Disturbance

delay on Ehe stability of the control system, simulations
using varying  amounts of tiﬁe delay (Td) ‘were
performed. Simulations using only propartional control with
Ko = 400, and time déiaYS ranging from 0 to 0.6 hours
produces the responses shown in Figure 6.5. As can be
- observed, increaéing_thé,time"delay reéults in. increased
oscillation whieh ultimately results in an unstable_system
response when Td = 0.6 hourg, wWith only proportionAI
control there .is a steady state offset With TIAE values
ranging from 4,37 (Td = 0) to 8,29 (Ta = 0.6) for four hours
of. simulation time. sFigure 6.6 shows the control behavicr

that results using PI control (KC = 400, KI = 625) with

varying amounts of analyzer time delay. The TIAE for the no
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delay.case shows a large improvement 1in control system

per formance compared; with only’ propor,;:ional
control. However, as the time delay is increased to 0.4.
hours, no improvement 1is noted (TIAE = 6.62 with integral
'action versus TIAE = 4.42 for only proportional action)
because of the additiongl ins;apilgty introduced into th;
system by the integral action of -the (controller. In fact,
the  system becomes ﬁhétable for anélyzer time delays of 0.4
hours and longer for these PI controiier settings. Time
délays play a key role in the performance of contrdl systems
S0 th; controller constants must be " tuned to obtain
satisfactory behavior.

Aael et al. (1983) suggest using the Ziegler Nichols
quarter decéy ratio 4tuniﬁg fromula for calcuiating the
"beqt" controller constants for systems with time delays.
These formulae are summarizéd in Table 6.2 and were adapted
from those given by Ziegler -and Nichols (1942) for
consistency with the nomencalture used in this chapter.

Utilizing these formulae and the process transfer
function given by equation (6.1) with an ;nalyzer.time delay
of %,0 hour gives the controller constants summarized in
Table 6.3. Y

The control behavior that results using these three
diff@;ent controllers is  shown in Figure 6.7. The
distﬁrbances used to produce these results were a 22.5 mz/kg

. step incréa;e in the FSA combined with;? 3000 mz/kWh step

. . -increase 'in the GRD. It can be seen from this figure - that
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Table 6.2: Ziegler Nichols Quarter Decay Ratio Tuning

Formulae
Controller KC KI KD
P | t/(KTd) \ - -
P; O.9t/(KTd) KC/(3.33Td) -
PID 1.2t/(KTd) KC/(Z.OTd) KCTd/Z

the PID controller proauces‘the beét overall response, as
expécted. These responses result in TIAE performance indices
of {1.70 for proportional control and a TIAE value of 10.29
and 6.87 for PI and PID control, respectively. The addition
of derivative action provides additional stability which
allows both the proportional and integral gains to be
increased, accountidg for the performance improvement.

It is interesting to note that the rate amplitude used
in the PID controller has a large effect on tﬁé stability of
the system. The PID response in Figure 6.7 was obtained
using a PID ’controllér with a rate amplitude (a) of 0.33,
which is well beyond the 0.05‘to 0.10 range suégested - by
]Smith and Co}ripio (1985). Reduction of the rate amplitude
to d.l gives rise to the response shown in Figure 6.8 with
any further reduction resulting in unstable behavior for the
controller settings given in Table 6.3. The responses in
Figufes 6.7 and 6.8 clearly show that the response using the
larger rate amplitude is more desirable which is

substantiated by TIAE values of 6.87 and 7.01 for a ='0.3§

5
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Table §;3: Ziegler Nichols Controller Constants

ControL%er Ke K¢ Kp
P 100.0 ;— " -
PI 90.0 57.0 -
PID 120.0 60.0 60.0 P

and 0.1, respectively. Expiangtion of these- results may
come through numerical roﬁndoﬁg considerations and the fact
that first order 'Euler intéération was used for all
simulatigns preSgpted in this work. Alternatéﬁy, ‘the
derivative constantvcould have been reduced, with ‘Similar

results to be expected.

6.5 Discrete Control System Analysis

Discrete time control of a grinding circuit employing a
particle siie analyzer as the sampling:  device comes
naturally through the realization that this analysis is not
a continuous operation, as implied in the last
section. Since the particle size analyzer samples the
process output only at specific instances in time; a time .
delay arises from the fact that it takes some time for the
analyzer to perform its function. Néw product stream
composition information is known only at discrete intervals
of time which correspond to the sampling time plus the

‘anlyzer time delay. Thus it is not possible to take control
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action in the intervening time.
fsermann (1981) {states that if the sampling time is
small enough, the PID settings for the continuous time
controller may be wused 1in the discrete version of the
controller with reasonable success. Figure 6.9 shows the
simulated responses using .sampling times of 0.25 and 0.5
hours with a one hour analyzer delay for the system
subjécted to the same step input disturbance‘used for the
continuous time simulations discussed in the previousj
section. Included in this figure 1is the response of the

grinding circuit under continuous PID control. Comparing

the TIAE performance index in each case, it is found that

8

Open Circuit Grinding - Discrete PID Control
0.25 Hour Sampie Time TIAEZ=7.51]

30.0+
. 0.30 Hour Somple Time 11,¢.5.57
Continuous
—~ 20.04 =~ TIAE=6.87
2 N
-
g 0.0
A
-
£ oo
-10.0
4000
3000+
E 2000
& 10004
[
0
-1000

Time (hours)

Figure 6.9: Closed Loop Response of the
Open Circuit Grinding Qperation using DisCrete
~ PID Control with Various Sample Intervals
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continuous control provides marginall§ better performance
than the 0.25 hours sampling case (TIAE = 6.87 versus TIAE =
7.52). Performance degrades rapidly as the sampling time is
increased ty 0,5 hours resulting in a TIAE value of
8.57. It should be noted here that the timing of the
sampling with respect to both the collection of product
samples and calculation of appropriate control act{on is
important. The product sampler (cf., Figure 6.3) should
operate slightly before' the analyzer and controller output
samplers, whjch close simultaneously. The length of the

offset between sampler operation is proportional to the time

¢ -

required for the discrete controller to compute and output
the approprjate control actioh. This offset 1is small,
usually in the order of fractions of seconds, and will be
ignored  for purposes of this work. Incorrect sampler
operation cap lead to the response shown in Figure 6.10,
where the control action is further delayed by one sampling
interval. 1 is interestind to note that this situation
will also srise when the disturbance enters the sysﬁem at
time 0+ (shortly after a sample is taken) as opposed  to O-
(shortly before a %amplé is taken), ‘Figqure 6.11 illustrates
this point with the sampling/control périod represented by
vertical bars, while the arrows pointing upward indicate a
disturbance input to the system and the arrows pointing down
show when ¢ne ;ontroiler will sense the necessity for
control éction changes. Clearly, the system response shown

in Fiqure g, 10 demonstrates the worst case scenario where

¥
A,

Lra i

i

,"‘\
S
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i Open Circuit Grinding ~ Discrete PID Controt

* ' P
300~ U *
. 4 ‘» .
. : L Y Time TIAL=T .65 L
s 0.2% Hour Sample T ;
;"3" 1 t% 2004 B
o g
!
g

FOF(kg/b)

T ""_‘r—*"’r—"-’_m\
4 T

0 1 2 3 3 3
Time (hours)

~r T 1
8

~ -

Tigure 6.10: Closed Léop Response of the
Open Circuit Grmd”l‘g Operation using
Discrete pID Cont¥Ol "Hh Incorrect Sampler
Operation o ¥

r , ) . ‘)‘:,

\ < . oy

e

the disturbané &enﬁergl(?ﬁe system a short time after a
product sample Vis takfﬂ:, The controller ‘does noty take
COF‘U»’OlVIaCtiOF'1 vdntilp’qhe? Sampllng tlme after new product
information is avallable-[ The performance index, when using
a sampllng time of O 25 ‘hours ig 7,65 so it appears that the
performance of theﬂcontf01 SYStem has been degraded slightly
when 1in faCtAlt ;s'dpe“co.the time of the disturbance. The
remainder of this'wgrkviwili assume that the disturbance
always enters ;he's}srem at time Oi,

A pulse inpﬁt to the System with a frequenc& of 0.125%
hours, as shown\ in ‘Figure g 12, will pr?vide a more

realistic test of the’ Performance of the control
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a’ S (8

0+ ‘ ' 0- | o+

N -

N

Figure 6.11: Schematic Diagram anowlng the Dlsturbance Input
Relative to Sampler Operation

_1 .

Ny >

hd |
8

<system. The pulse consists of a serles of step changes in
the feed stream partrcle surface area and. grlndablllty w1th'
@bsolute magnltudes Jefv 22,5 mf /kg . aﬁd 30000 m /kWh,
"/V_.respe‘ctivel'y,‘ witl*; a ?otal d}.xratlcn of 100 hours.v ‘The ‘opén-
| loop response of the grlndrng crrcult to thxs pulse. 1nput is

showniq1n‘,Flgure 6. 13 and the TIAE for th1s srmulatlon 1s

14 09 after 100 hours.;‘v Both hee surface area, tlmé )
tra;ectorj and the perfo:mance 1ﬁdex agree well w1th results
presented by Adél et al (1983) ?i; *A> :;;**"

'fIt;*was” mentxoned earlier “that 1f the sample t1me wase

o ‘

ooy

: &
“small enough the zlegler Nzchols tunzng formulae prasenteds.

.in T&bie 6 2 can be used to determlne approprlate controilen

N4

sett1ngs for the discrete controllers. Howe&er Adel et al

i‘ . .. 3 .

- . ' BN v ,‘,‘ ‘ . . e .
. : AY - 0 .
> N - o : i B} .- A .
@ 3 M . . o - N ) .
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(1983) . suggests using a set  of modified t*ning fdrmulae
b ] :

"which.tske into account the effect of sample time. These

formulae, adaptea for consistency with the nomenclature used

in this work, are :summarized in Table 6.4.

Adel et Whl. (1983) state that' an automated particle size

analysis system can bé expected to have an analysis time
ot ™ .

delay of 0.125 hours. “Using this time delay, along with the

appropriate constants from equation (6.1), the controller

343

constants - for various . sampling times can be easily .

calculated.' The results of such calculations for sampling

7 .
times of, 0.25 and 4.0 hours are summarized in Table
6.5. The choice of these two sampling -times stems  from
"consideration’ of the Shannon'sampling theorem which states

that the sampllng frequency should be less than 4"%aﬂlf the

hlghest frequency component of the sampled ignal to enable

adequate reconstructlon of this s1gnal (Phllllps and’ Nagle,
1984). - In other words; _ _ )
1/T <2& - o | (6.6) |

‘where ‘fd is the domlnant frequency component of the sampled

S

signal. ‘In this case where the load input pulse train has a

frequency of 1/8 hour™ !

hours should be used.

-

' -
Fzgure 6.14 presents the response of the open circuit

, a sampling time no greater than ¢

(9

gr1nd1ng gperatlon .to the, pulse load 1nput u51ng only ‘

B
proportlohal control actlon for a sample tlme of 0 25 hours

- for a controller ga1n of 267.0 (cf Tableré.s). It is clear

sy
2
d
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,.//

ﬂ

Table 6.4: MOdlfled ziegler NlChOlS Digital Controller
- Tuning Formulae after Adel et al, (1983)

e

“Controller | - | Ke | K. ‘ Kp
P t ’ - -
R{T4+T » . !
0.9t K.| 0.27tT
PI L S. -

. , 2
K(Tg*T ) 2 | K(Tg+T,)

2t K o.strs 0.6t
PID _— 1 o

2
K(T +T ) 2 K(md+'5Ts), .KTd

from this figure, :hat although the control does provide . a

great '1mprovement over the open loop case, TIAE = 4,03

[

‘_1"(‘7

.versus TIAE = 14.09, a steady state pEiget occurs ¢for  each
polse distnrbance. Figure 6.15 shg che,system.response“
under PI  control using he /Eieg}Zé' Nichols controller
constants‘ given i;//T§§T//Mg/5} ith a 0.25 hour sempling L
rate. Although PI control attempts to remove the steaay‘.
state offset, the performance index is 4.39, which indicaces
’that the oxerall performance has been reduced. sllghtly over
., the P only case. Thls is mlsleadlng because the duratlon of’
‘the pulses ‘is generally to short for the PI controller to.
return the system to steady state before the next pulse
~enters the system. It should be ‘evident from thej step
response results presented in Sectlon 6.4, thét proport1onal
plus 1ntegral control would perform better than proportzonal‘

]
control if longer durat1on pulSes were used. In add1t1on,
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1.

Table 6.5: Modxfled Ziegler Nichols D1g1tal Controller

Constants
Controller Sample " | ﬁK* K K,
~ Time c I D
- (hours)
0.25 267.0 - -
P : - '
4.0 24.0 - -
0.25 | 186.0 | 108.0 - y
PI — ; .
4.0 9.9 | 260 | - &
. ,200.0 | 240.0 | 240.0
PID L ,
2.5 53,0 15.0 |
. F.?“L 1‘7’ l . - .

' . PR , Y
the PI controller increases the oscillatory behangr of the
. A . - 4 Y 14 ‘.

closed loop system and over é”ionger pe:ié@ of time thén‘

used -here, the removal of the steady state offset can be’

expected to_ovércome the loss incurred by this behavior. It
"'is interesting to note that simply tuning the PI controller

can impro@e the performance as illustrated by’ Figure

¢

6.16. The controller gain was increased to 250.0.to obtain

i

this response and-'thé TIAE for this simulation-'was .3.80

'after 100, hours. - . ‘ | N

t

Further preformance 1mprovements can be realized by the
!

.addltxon of a der1vat1ve mode to the controller., Figure

.‘ 6.17 presents the response of thé grihding circuit to the

pulse trazn u51ng a digital PIchontroller with a 0.25 hoﬁr<

A}
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|
|

sampling rate and the PID mcontroller consifnts in . Table
6.5;‘9The. performance index for this 51mulatlon was 2. 57,
which clearly 1nd1cates the 1mprovement over the P or PI

control cases d1scusseésoar11er.

To demonstrate the effect of using a sampling time-. that

Vom

isﬁoo long, r‘eSUlts of simulations using all three types of

controllers and a sampling rate of 4.0 hours are presented
3 : :
1n Figures 6.18 through: 6.20. The,xontroller constant

'jggﬁa&wﬁor~these'simulations are‘summarized in Table 6.5 and
f .

g%

- were . estlmated us1nq®§hei 1égler Nichols digital controller

‘x,
£

tun;gg Qormulaé“glven in Table 6.4. It is clear ﬁrom theser>

f1gures- that proportzonal only control (cf Flgure 6. 18ﬁ7“

! }
<« ‘f*'

s

»

Opon Circuit Gnndmg Pulse Input Response

FOF(kg/b)

- T Y T -
. 0 a0 20 0 40 50 60 10 ° 80 %0 100

m oo ."’ © Time (hours)

" Figqure 6. 18 Cloud Loop Response ot the
Open Circuit Grinding Operation using a
> Discrete P Controller with a Sample Time
o ‘of 4., 0 Hours for 8 Pulsc Disturbance

.o
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provides the best performance (although still quite poor),
while the addition of integral action (cf. F%gure §.19) and
then derivative ‘action (cf. Figqure 6.20) progressively
degrades the .control system performance. This behavior is
probably a a result of the fact that the sample interval
cor{esponds‘ to .the pulse duration of 4 hours! It is

expected that beﬂ‘er results could be obtained it a sample

time slightly shorter than 4 hours were to be used.

o



7. Conclusions and Recommendatiqns

7.1 Conclusions

The primary purpose of this work waé to ,dévelop a
grinding circuit simulation package and to demonstrate the
usefulness of such a package to a plant engineer for tasks
.such as operator training and control strategy performance
analysis. ' The software system,- MINSIM; proved to be a
~useful tool for achieving this goal. Based on the results
of this work, the folloying coﬁélusions can be stated:

1. The advantages,affordéd'by the unit operation approach

. P e o . .

to process control used in thef%%emical industry - can be
~ applied to the mineral précessing industry. This ,
’hpproach is vespecially useful for aiding in rhe

development of a dynamic simulator for studying ‘
N , ,

control system behavior because it allows&gach

individual piece of equipment to be modelled
separately. - ¢ |

2. The’ﬁ‘de}s required for the dynamic simulation qf a
mineral grinding circuit, including ball and rodlmillsf
sumps and pumps, and hydrocyclones, can be easily
derived using a‘phenomedological modelling apbroach.
.These models are reaéqnably simple to undérs;and and
can provide an accurate :epreseptatiqn of a circuit
if experimental data is available to establish

model parameters..

3. The DYFLO2 program structure is sz gonvenient approach

351 .

wJ
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for implemeﬁfing a gfinding circuit simulator because
several well documented utility subroutines exist and
it is based on the widely available computer language,
FORTRAN IV. Each unit operation in the grinding
circuit becomes a separate FORTRAN subroutine module
that can be linked to other unit operations through
CALLs to the appropriate subroutine. This enables many
flowsheets to be simulated because any combination and

number of unit operations to be linked in this manner.

The MINSIM software system embodies these features.
. \

To reduce computing costs, the implicit integration

subroutine provided in DYFLO2 was employed in the )

'development of the MINSIM system. Due to the highly

coupled nature of the.set of ordinary: differential
equations used to describe the behavior of grinding
mills, a more advanced, iterative inéegration scheme
for stiff systems suggested by Franks (1982) was |
investigated. This technique did not provide any .
ad;anﬁagekoéer the existing DYFLO2 st1ff integration
subroutine due to single precision computer
cogbutations.

The MINSIM software package was used sp de;elop an
;nteractivé grinding circuit simulator for the Lake
Buﬁault operation. This simulator made it possible to
invegtigate the behavior of the circuit with several
diffé}gntymultivariéble control schemes,»yhich
demonstrate\the usefulness of é'dypaﬁic‘g}iﬁéingf :

L e g e
- agr ST g
. - i Sew . ?’w‘m~ -

N
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:Hcifcuifcgimulator for both operator training and
Cbntréi‘system anélysis and design.

6. Using the sxmulator to model the open loop behavior of
the Lake Dufault grinding circuit, it was possible to
develop a 2x2‘transfer function model that was
representative of the nonlinear model behavior for
operation near the steady state oper;ting conditions.

, The transfer functibn parameters were established using
‘a graphical technique suggested by Smith and Corripio
(i985).2‘The modgl'genbisted of the transfer functions
that relate the contfolled variables, COS and SPL, to
the manipulated variables, FOF‘anﬁ SWF, and the
dlst%rbance variable, HRD. This model was originélly
develoéea.to redudetheJcomputation cost of the |
a .
simylator, but wasjlater used to design time delay
*%ﬁi compe&sation and noninteracﬁing control strategies.
(‘7. Coﬁventiona} proportional plus integral (PI) _
controllers were uﬁed with the classical Type 1/Type II
multiloop control échemes to contfol hydfocyclone
overflow §ize (cos) and sump pulp level (SPL) using
fresh 6re feed (FOF) rate and sump water feed (SWF)

“flow rate as the manipulated variables. Satisfactory

control performance for both ‘requlatory-and servo

\
control objectives was accomplighéd, but only“dfter -
Ai;éy manual tun1ng of the controllbr constants (due to
el 33 .
;”& should bedy o . o«

s
N

',r
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» *' .
were used in this study, and the reéhlts showed that

1 Y

the linear model provided'a reasonably good e B

*

.representation of the control system behavxor at a

%)
significantly reduced simulation cost. fy‘

;Thé Ogunaike and Ray multivariable time. delay

‘cdhpénsation scheme was easily implemented using the
2x2 transfer function todei of the grinding circuit.

This strategy, used in conjunction with the norlinear

circuilt mddel,twas not effective in rejecting ore

hardness disturbances with either the Type I or Type II

variable pairing scheme. Some improvement in control

performance was realized when the linear circuit model

‘ -

was substituted for the nonlinear circuit model. This

indicates that model mismatch exists between the

‘nonlinear and linear models.

The Oguhnaike,and Ray time delay‘compensation technique
had a large.effect on the setpoint tracking performancé
of the grinding c‘rcﬁat. Marked improvements in
control were nqoted for both the nonlinear“and linear ,
¢ircuit models using either the Type I or Type II

variable pairing scheme.

Simulation results £ofr botthype 1 and Type 11 system

using the nonlinear g¢ircuit model showed that use of

[N

y{)
static decoupiyn as not effective in improving the

requlatory or servo, control performance, "This is due

té,tﬁés nmeﬁdelay§ 1nqthe system.

2
LN . ; l

i

Use of a nonlnteracting controdl strategy utilizing

S a
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“dynamic decoupl1ng controllers was found to be more
effective than use of static decouplers.: Due to the

" lead time dom1nance of the dynamlc decouplzng

“controllers des1gned from the linear model for the Type

L

1 variable parlng scheme, ;un1ng was necessary to

12,

obtalhvsatlsfactory control performance. Although the

ore hardness dlsturbance rejection capabilities of the

qFtrol system were not 1mproved much, servo control of
the hyd:ocyclone overflow size speC1fgcatlon using the
modified dynamicxagcoupling contrbllers resulted in a
significant {mprovement in control pefférmance. JThe
dynamic decoupl;ng codtrdllers designed from the linear
model forkthe/Type IIvyariablej@ﬁiring scheme we;é used
djrectly after ignoring the predictiVe terms that
resulted from the time delays. AS wiéh the Type I
case, only the servo control performanée showed
improvement.
The'multivariéble self tumihg control system was shown
to provide marginally adeguate contrsl fqr both the

Type I and Type II vairable pairing schemes. The model

parameters converge very rapidly during the
identification phase while the system is under discrete
fixed PI control in both cases. The pcor perfofmanceb
of the self tunér wheqﬁépmpared to the other cqptrol
schemes has been attributed to the fact that the

controller constants used to calculate the Q weighting

polynomi;l'were detuned to obtain satisfactory
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dlscrete PI oontrol performance during tﬁe
identification stage. - S
The MINSIM software package was used to simulate the
open circuit grinding operat1on descr1bed by Adel et
al. (1983). Simulation of the circuit made 1t_p0551b1e
to demonstrete some add1t1onal features of the MINSIM
system including the appllcatlon of continuous versus
discrete P, PI, and PID controllers to;suc? arolrcu1t.
The effect of analyzer time delays on control
performance showed that increased !

enalyzer time delays destabilize the grinding
c1rcu1t durlng dlsturbances when under contlnuous
feedback control. PI controllers are more sensitive to
time delays than P only controllegs, however, PI
controllers'provide the advantagevof removing steady
state offset from the controlled variable. PID control

: 6
produces the best control system performance, using
; < -

”controllervsettings estimated using the Ziegler‘Nichols

quarter decay ratio tuﬁing formulae, as expected.

Utilizing discrete controllers produces similar trends

to those observed for the continuous controllers,

however,uthe sample interval affects the quality of the

,control perfromance.

S ;
Simulations u51ng controller constants estimated from

the Ziegler Nichols formulae modified to account for
the sample interval 1nd1cate that a proportional

controller marginally outperforms a proprotlonal plus
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4

integral controller for the train of four hour duration °

pulse disturbances. This is misleading because the

four hour nominal duration of the pulse disturbance

‘used in this study does not allow the PI controller

enough time to_completély‘remer the controlled
variable o%fset bea;re the ﬁeft disturbance enters the
syétem;“wsimpiy increasing the gainloflthe 81
controller results in an improvement in performance
when compared to the P only case.

Although the open circuit grinding simulator has been

- developed independently from the closed circuit

simulator, it would be poséible to combine "
the simulators by incorporating a further ‘
circuit as a second level exedutive option ;h
.-
the closed circuit simulator for convenience. Bhis was
not done in this work because it -maintains the
differentv iaentities of the two types of grinding

circuit operations. ’ -

Recommendations ’ ) -

On the basis of tb&s study, afeas of activity suggested
future work include the following:

The capabilities of the MINSIM software package should
be extended by the development of additional E
subféutinesz$p model other mineral pchessing

Fpérations such as crushers and floatation circuits for

|

L . ' : o

|
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RS 4
incbrporation into the subroutine 1ibrary,'S.M;N.LIB.
The variousvmethods for quellipg-changes in ore
hérdnéss'shouid'bé examined in detail. The .
multicomponént feed stream appears to be the most
promising technique to improve the accuraocy of the
modelling of this type of disturbaﬁce. It sbould'be
noted that this could prove to be a major undertéking.
Incorporation of\g plot option in the MINSIM package to
automatlcally create trend plots of the grlndlng

3

circuit controlled and manlpulated var1able responses,

"~ This would 51mplfy the task of plott1ng the 51mulat10n

results and would aid the user in assessing the control
perfo:mance. ‘
Implicit integration algorithms capable of#providing
accurate solutions usingvlargé time steps should be
investigated as a means of fﬁrther reducing the
computlng costs assoc1ated with the nonlinear grlndlng
‘circuit model Double prec151on computer calculations )
could provide the increase in accuracy ;equired tg
enable a siiable _increase in the integration time
skep;This should be ;a:eful;y looked at before
implemerttation because the entire MINSIM software
system must be\gpgradeé to be compatable with double
precisgon computations.
Development of a higher order transfer function;hodel

c

of the Lake Dufault grinding circuit to attempt to

reduce the model mismatch problems discovered in the
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time delay compensatfon simulabion-study. This W}ll

require a more soph1sticated t1me delay compensation

subroutine capablé of handling the higher order
dynamics of the transfer function model. In addition,
this higher order model could be used to design a
noninteracting control éystem to improve the regulatory
behavior of the grinding circuit.

Self-tuning control performance using different Q
weighting polynomials should be investigated.

The effects of process measurement noise on the.
performance of both the Lake Dufault grinding c1rou1t
and the open “circuit grlndlng 51mulators should be
1nvestlgated. ThlS will create a more realistic
environment for control system per formance evaluation.
Further analysis of the discrete controivpefformance of

the Lake Dufault grinding circﬁit should be undertaken

_to determine if any improvement in performance

characteristics would result over the continuous

control cases desoribed in this work.

Other control strategles involving the use of other
manipulated variables, such as mill and slurry pump
speeds, should be considered for the Lake Dufault
grinding c¢rcu1t.

The)unlversal nature of the MINSIM system should

further be demonstrated by simulating grinding circuits

currently under study by others such as the Duval

circuit described by Bascur, Freeh and Herbst (1985)
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and the East‘Dr,iefont'ein operation aiscussed by Hulbért ‘
(1983). This would aid in comparing the featu/es of %
the MINSIM system with other published minerlfcitcuit

. simulafors such as DYNAMILL (éajamani and Herbst,

1980) .
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8. Nomenclature

s

Technical Abbreviations L §
COS - hydrocyclone overflow size (%-100 mesh)
FHC - friction head contribution
FOF - fresh ore feed (tonnes/fhour)
. FSA - feed specific area (m®/kg)
GRD - grindability (m“/kwh)
HRD - ore hardness
P - proportional controller
PHC - preasure head contribution
PI - proportional plus integral controller
PID - proportional, integral, derivative controller
PSA - product specific area (m“/kg) :
RDH - resistance dynamic head
RGA - relative gain array
SHC - static head contribution
SPL - sump pulp level (m)
SWF - sump water feed (tonnes/hour)
TDH - total dynamic head :
TIAE - time averaged integral of the absolute erfor

.Variables

A

B

) OO

attributes of variable time delay at interface

‘or the open loop steady State gain matrix

response of output variable (%)

or the breakage function ‘

or the closed loop steady state gain matrix
feedback signal input to the controller comparator
mass flow rate of discharge stream (tonnes/h)

or the decoupling transfer function matrix

\\\\\\a\mass flow rate of feed stream (tonnes/h)

o ol

woz X O %

“

transfer function

"mass holdup (tonnes)

or measurment device transfer function
attributes of variable time delay input stream
or the identity matrix

arbitrary constant or

hﬂ - »
controller or process gain

sump level measured from sump discharge (m)
or the Laplace transform of a load input ™
magnitude of input variable step chamnge (tonnes/h or %)
or ore hardness multiplier . -
number of blocks' in variable time delay (unitless)
attributes of variable time delay output stream
pressure at hydrocyclone inlet (kPa)
or mass flow rate of product stream (tonnes/h)
or the process transfer function matrix

(12
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or the self-tuning controller process output weighting
polynomial : 3 ’
Q- volumetric flow ratemof pulp (m /h)
T or the 1oad transfer functlon vector
‘or the 'self-tuning controller Q weighting polynomial
R - Laplace transform of the setpoint
or the self-tuning controller setpoint weighting
polynomial
- total solids mass holdup of the sump (tonnes)
- time constant
- Laplace transform of3the controller output signal
volumetric holdup (m~) .
or measurable disturbances
- mass flow rate of pure water (tonnes/h)
- Laplace transform of an input signal

<MK E <C30n
i

to the underflow stream or
the Laplace transform of the process output signal
7 - lift height (m)
Ff - mass fraction in feed stream
Rf - mass fraction of water from hydrocyclone feed
recovered in underflow stream
b - discretized breakage function, indicate fraction of
particles broken from one size class that reports
to another
- concentration
- diameter.
exponential operator
- frequency of particles in feed stream
- time domain representation of 3 transfer function
or gravitational constant (m/s®)
size classification number
- gize classification number always larger than i
selection function, indicates the rate of particle
breakage (minutes ')
or discrete time interval
- mass frequency of particles in product stream
- setpoint or ratio
Laplace operator
- time (minutes)
- controller output signal ' .
- volumetr§c holdup of a block in the variable time
delay (m~) : '
x - particle diameter (u)
“or an input signal
y_q" process ‘output signal
- backshift operator

Mmoo Q0
i

-
1

F A=
i

<ecerwn'o
1

Greek

A - indicates a finite increment, measurable,” but small

- -mass fraction of classifier feed solids that rep@ﬁfﬁcgw%
A

I
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Laplace transform of the error signal

random noise

summation

rate amplitude of a continuous PID controller
hydrocyclone sharpness of separation modulus
partial differential operator

error s1gnal

interaction measure

mean residence time of pulp in mlll (minutes)
or time constant {minutes)
density+(tonnes/m”)

Superscripts

A XUl e

> #

Subscripts

MECOARTDODI3 HE U rMMOAOD DO

discrete measurable dlsturbance delay time

size class number

size class number

discrete delay time

breakage function dlstr1but1on modulus

or delay time

indicates 1ntermed1ate value or step

indicates decoupling controller or predlcted signal
indicates estimate

controller
derivative time
integral time

Laplace transform of load =\
actual

bias ' 7
corrected for bypass o
delay time

feed stream

for size class number

variable time delay index number
indicates time delay compensator

"load

maximum or measurement
last size class number (pan fraction)
hydrocyclone overflow stream

pulp or process

residual

solids or sample time

ultimate

water o
feedforward
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P

ij - from size class j to size class i

md - measurment device .
ol - open loop

sp - setpoint .

50 - equiprobable partition

Other

Bold print - indicates matrix
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Appendix A: Sub;outine Library Descriptions

A.1 DYFLO2.LIB (Extended)

A.1.1 PROGRAM BDATA
Purpose: To initialize the DYFLO2 COMMON BLOCKs.

NOTE:The BLOCK DATA program must be comp1led and used in the
run command.

A.1.2 SUBROUTINE CONTR1

Purpose: Proportional (P) only controller subroutine.

Use: CALL CONTR1 (VI,CO,ZR,RNG,SP,AXN,PB,0I)

Parameters:

V1 - INPUT SIGNAL

co - CONTROLLER OUTPUT . '
ZR - ZERO READING

FSRDG - FULL SCALE READING

SP - SETPOINT -

AXN - ACTION (DIRECT +1, REVERSE -1)

PB - PROPORTIONAL BAND

OI ' - BIAS '

NOTE: The bias (OI) must be initialized before the first
call to this routine. This can be’ calculated as follows:
Ol = STEADY STATE VALUE OF OUTPUT IN ¥ OF FULL SCALE

A.1.3 SUBROUTINE CONTR2

Purpose: Proportlonal plus 1ntegral (PI) controller
subroutine.

Use: CALL CONTR2(VI,CO, ZR,RNG,SP,AXN,PB, RPT,0I)

Parameters: )

VI - INPUT SIGNAL

co - CONTROLLER OQUTPUT

ZR - ZERO READING

FSRDG - FULL SCALE READING :
SP - SETPOINT

AZN - ACTION (DIRECT +1, REVERSE -1)

PB - PROPORTIONAL BAND —_
oI - INTEGRAL ACTION_

RPT - RESEP RATE, REPEATS PER TIME

NOTE: The integral action (OI) must be initialized before

377
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the first call to this routine. This can be calculated as

follows:
Ol = STEADY STATE OUTPUT VALUE IN % OF FULL SCALE

A.1.4 SUBROUTINE CONTR3

Purpose: Proportional plus integral plus derivative (PID)
controller subroutine.

Use: CALL CONTR3(VI,CO,ZR,RNG,SP,AXN,PB,RPT,RT,RA,OI,ODI)

Parameters:

vI - INPUT SIGNAL

CO - CONTROLLER OUTPUT

ZR - IERO READING

FSRDG - FULL SCALE READING

Sp - SETPOINT .

AXN - ACTION (DIRECT +1, REVERSE -1)
PB - PROPORTIONAL BAND

RPT - RESET RATE, REPEATS RER TIME
RT - RATE TIME -

RA~ - RATE AMPLITUDE

Ol - INTEGRAL ACTION

\

ODI QUTPUT OF DERIVATIVE ACTION

NOTE: Both the integral action (OI) and the derivative
action (ODI) must be initialized before the first call to

this routine. These two variables can be calculated as

follows: .
Ol = STEADY STATE OUTPUT VALUE IN ¥ OF FULL SCALE

oDl = 1./RA-1.

A.1.5 SUBROUTINE CON2X2

Purpose: Continuous 2x2 controller routine
Use: CALL CON2X2(CO1,COZ,CI1;CI2,MODE1,MODE2)

Parameters:

CI1 LOOP 1 CONTROLLER INPUT

CI2 - LOOP 2 CONTROLLER INPUT
MODE1 - LOOP 1| CONTROLLER MODE  1---> P
2---> PI
' 3---> PID
MODE2 ~- LOOP 2 CONTROLLER MODE  1---> P
. 2-=--> PI
3---> PID
CO1 - LOOP 1 CONTROLLER OUTPUT (0 - 100%)

co2 - LOOP 2 CONTROLLER OUTPUT (0 - 100%) f‘
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A.1.6 SUBROUTINE DER
Purpose: Numerical derivative subroutine.
Use: CALL DER(Y,X,DYDX,I)

Parameters:

Y - VARIABLE Y

X - VARIABLE X

DYDX - DERIVATIVE OF Y WITH RESPECT TO X
I - ROUTINE CALL INDEX

A.1.7 SUBROUTINE DISPID

Purpose: Discrete PID controller using the velocity
formulation with the derivative action only on the
input signal subroutine. .- .

Use: CALL DISPID(VI,CO,ZR,FSRDG,SP,AXN, KP,KI,f KD, TS, 6 MODE,

TIM,N,TO) {
Parameters:
At - process input signal
co - controller output signal, incremental
ZR - process input zero reading
FSRDG - process inpuyt full scale reading
SP - setpoint, incremental
AXN - comparator action +1---> direct action
‘ -1---> reverse action
KP - proportional gain
KI - integral gain
KD - derivative gain
TS ~ sample time
MODE - controller mode 1---> P
2-—-> P+I s
3---> P+I+D
TIM - simulation time
N - discrete PID controller number
TO - sample time offset

A.1.8 SUBROUTINE-DPID2

Purpose: Discrete PID Controller using the velocity

- formulation with the standarfl textbook structure
subroutine. '

Use: CALL DPID2(VI,CO,ZR,FSRDG,SP,AXN,KP,KI, KD,TS,6 MODE,
TIM,N)

Parameters:
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process input signal

VI -
co - controller output signal, incremental
ZR - process input zero reading
FSRDG - process input full scale reading
SP - getpoint, incremental
AXN - comparator action +1---> direct action
-1---> reverse action
KP - proportional gain
KI - integral gain
KD - derivative gain
TS - sample time
MODE - controller mode 1---> P _
2---> P+I
3---> P+I+D
TIM - simulation time
N - discrete PID controller number

A.1.9 SUBROUTIRE FFCALC
Purpose: Forcing function calculation subrpotine.

Use: CALL FFCALC(X,FFVECT)

¢

NOTE: This is a problem dependent subroutine. The forcing
function equations must be coded by the user.
Parameters:

X - INDEPENDENT VARIABLE VECTOR
FFVECT - FORCING FUNCTION VECTOR
A.1.10 SUBROUTINE GJR

Purpose: Solution of simultaneous algebraic equations using
' Gause-Jordan reduction.

Use: CALL GJR(A,N,TOL,KEY,X,DETER)

_Parameters:

A - 1S AUGMENTED MATRIX (N,N+1) ** EXAMPLE FOR N=2
E A(1,1)*X1+A(1,2)*x2=A(1,3)
: A(2,1)*X1+A(2,2)*X2=A(2,3)
TOL - SOLUTION TOLERANCE (=.1E-6) '
KEY - SOLUTION OBTAINED FLAG (=1 FOR SOLUTION)
X - SOLUTION VECTOR - !
DETER - ‘

OUTPUT DETERMINANT

A.1.11 SUBROUTINE INTCPD

Purpose: Coupled system ordinary differential equation
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integration subroutine for up to 30 ODE's,

Use: CALL INTCPD(N,CMAX,CMIN, X ,W)
Parameters:
N - NUMBER OF ORDINARY DIFFERENTIAL EQUATIONS IN SYSTEM

CMAX - MAXIMUM CHANGE IN INDEPENDENT VARIABLE AS A
FRACTION OF THE INDEPENDENT VARIABLE ESTIMATE

CMIN - MINIMUM CHANGE IN INDEPENDENT VARIABLE AS A
FRACTION OF THE INDEPENDENT VARIABLE ESTIMATE

X - VECTOR CONTAINING INDEPENDENT VARIABLES

W - RELAXATION FACTOR VECTOR

/

A.1.12 SUBROUTINE INTG

Purpose: Dependent variable general integration subroutine.
This routine is capable of performing first order
Euler integration, and second and fourth order
Runge-Kutta integration,

Use: CALL INTG(X,DX) }
Parameters:

X - DEPENDENT VARIABLE

DX - DERIVATIVE OF X

A.1.13 SUBROUTINE INTI

Purpose: Integration control subroutine. This routine
integrates the independent variable.

Use: CALL INTI(TD,DTD,IOD)
Parameters:

TD-INDEPENDENT VARIABLE NAME
DTD-INTEGRATION STEP SIZE
10D-INTEGRATION METHOD

I0OD=1 FIRST ORDER EULER

10D=2 SECOND ORDER RUNGE KUTTA

10D=3 FOURTH ORDER RUNGE KUTTA

A.1.14 SUBROUTINE INTSTF

Purpose: Implicit integration subroutine f{or equation 1in
the form of DX/DT=FF-DK#X

Use: CALL INTSTF(X,TK,FF)
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Paraﬁefers: ‘,g
RN ,,,3:35‘3-',‘
L X - nspamé

+ VARIABLE V4
TK ~ - PECIPROCAL TIME CONSTAVT

FF - FORCING FUNCTION

© A.1.15 SUBROUTINE INTST2 \

Purpose. Implicit integration subroutine for equatlon in
the form of DX/DT=FF-DK*Xx*%2 '

Use: CALL INTST2(X,DK,FF)

Parameters:
X - DEPENDENT VARIABLE |
DK - RECIPROCAL TIME CONSTANT

FF . - FORCING FUNCTION

A.1.16 SUBROUTINE I2BY2 -
. \

Purpose: An_interacting 2x2 first order transfer function
model routine )/ .

o {
Use: CALL I2BY2(TIM,RINT,N) \\
Parameters: _

TIM ~_-_/ERERENT SIMULATION TIME
RINT - INTEGRATION INTERVAL

TN - ROUTINE CALL NUMBER

’A.;.17.SUBROUTINE JFUNC |
Purpose: Function evaluation subroutine for routine NUMJAC.
Use: CALL JFUNC(X,XeLD,N;F)

Parameters: . ‘

X - INDEPENDENT VARIABLE VECTOR

XOLD - PREVIOUS INDEPENDENT VARIABLE<VECTOR
N - NUMBER OF ORDINARY DIFFERENTIAL EQUATIONS IN SYSTEM

F - FUNCTION VALUE VECTOR

o :
A.1.18 SUBROUTINE LLCDER

_ Purpose: Lead-lag compensator subroutine using the’
numerlcal derlvatlve 1mplementat10n
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_Use: CALL LLCDER(YOUT,XIN,TC1,TC2,TD,GAIN,TIM;NO,TNO,RINT)

Yy ,

Parameters:

YOUT - CUTPUT SIGNAL . , o
XIN - INPUT SIGNAL - g o R
TC1 - LEAD TIME CONSTANT '

TC2 - LAG TIME CONSTANT :

TD ~ - DEAD TIME : )
GAIN - COMPENSATOR GAIN ‘ : 8

TIM - SIMULATION TIME

NO - LEAD-LAG NUMBER - MAX. 10

" TNO - TIME DELAY NUMBER

TRINT -

INTEGRATION _INTERVAL

A.1.19 SUBROUTINE LLCOMP

Purpose: Lead-lag compensator subroutine avoiding the use
of the numerical derivative.

Reference: Smith & Corripio; Principles and Practice of
Automatic Process Control, JOHN WILEY & SONS,
1985, pp. 497-498.

Use: CALL LLCOMP(YOUT,XIN,TC1,TC2,TD,GAIN,NO) -
Parameteté:

B

YOUT -~ OUTPUT SIGNAL-

XIN - INPUT SIGNAL

TC1° - LEAD TIME CONSTANT

TC2 - LAG TIME CONSTANT ' '
TD - TIME DELAY o s
GAIN - COMPENSATOR GAIN ' i .

NO - LEAD-LAG NUMBER (MAX.“QF 25)

A.1.20 SUBROUTINE NUMJAC
" Purpose: Numerical Jacobilan matrix caléulétion subroutine.

Use: CALL NUMJAC(N,X,XOLD,F,JAC)

Parameters:

N - NUMBER OF EQUATIONS IN SYSTEM

X - INDEPENDENT VARIABLE VECTOR

XOLD - PREVIOQOUS TIME STEP INDEPENDENT VARIABLE VECTOR
F -~ FUNCTION VALUE VECTOR

JAC - JACOBIAN MATRIX
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A.1.21 SUBROUTINE PRNTF

Purpose. Print simulation at a specified frequency and test
for the end of the simulation run.

.Use: CALL PRNTF(PRI;FNR,NF,A,B,C,D,E,F,G,O,P;Q)

Parameters: —

PRI-PRINT INTERVAL = \R? ) )

FNR-TERMINATION TIME

NF-FINISH ‘INDEX (NF=.TRUE.,FINISHED)
A...G,0,P,Q-VARIABLES .

A.1.22 SUBROUTINE PTRAIN

Purpose: Square wave pulse train generation subroutine.

“Use: CALL PTRAIN(OUT,AMPL,P,PTIM,TIM,NO)

Parameters:

ouT output signal
AMPL amplitude of pulse wave
P - normalized pulse definition vector

PTIM - pulse period
TIM - current simulation time
NO - routine call index

'A.71.23 SUBROUTINE RATCON
Purpose: Ratio controller subroutine.
Use: CALL RATCON(COR,CIR,RATIO)

Parameters'

CIR - INPUT TO RATIO CONTRQLLER
RATIO - RATIO INPUT TO OUTPUT (CIR/COR)

COR - QUTPUT FROM RATIO CONTROLLER

A.1.24 SUBROUTIEE RELAX

Purpose: Smart relaxation factor calcuiation subroutine
Use: CALL RELAX(N,X,DX,CMAX,CMIN,W)

Parameters: ﬂ

N - NUMBER OF ORDINARY DIFFERENTIAL EQUATIONS IN SYSTEM
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X - INDEBENDENT VARIABLE VECTOR

DX - CHANGE IN INDEPENDENT VARIABLE VECTOR FROM N-R
ITERATION

CMAX - MAXIMUM CHANGE‘IN INDEPENDENT VARIABLE
CMIN — MINIMUM CHANGE IN INDEPENDENT VARIABLE
W - RELAXATION FACTOR

A.1.,25 SUBROUTINE i
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Purpose: Multivariable time delay compensation subroutine.

Reference: Ogunnaike and Ray, AIChE J. VOL 25, NO. 6
NOVEMBER 1979, P. 1043

Use: CALL TDC(OUT,IN,KPM,TAUM,NTLM,6M,N)

Parameters:

ouT - OUTPUT SIGNAL VECTOR - - -

IN - INPUT SIGNAL VECTOR

KPM - PROCESS MODEL STEADY STATE GAIN MATRIX

TAUM. - .PROCESS MODEL TIME CONSTANT MATRIX

NTLM - PROCESS MODEL NUMBER OF TIME LOCATIONS MATRIX

M - DIMENSION OF ABOVE VARIABLES EXACTLY AS IN
CALLING ROUTINE o

N - ORDER OF PROCESS MODEL, MAX. 25

A. 1.26 SUBROUTINE TDL
purpose: Fixed time delay subroutine.

Use: CALL TDL(YA,NTLC,Y,YL,NTL,JC)

bParameters:

YA  -WORK AREA ARRAY

NTLC -TIME DELAY LOCATION COUNTER .
Yy -INPUT SIGNAL B
YL  -OUTPUT DELAY SIGNAL

NTL- ~-NUMBER OF TIME LOCATIONS IN TIME DELA
(RATIO OF TIME DELAY TO INTEGRATION STEP 'SIZE)
Jc -SUBROUTINE CALL NUMBER

NOTE: NTLC must be initialized to 25%0 before
subroutine is called by the declaration:

~ INTEGER NTLC(25)/25%0/
A.1.27 SUBROUTINE TFN1

Purpose: First order transfer function spbrou(ine

this
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Use: CALL TFN1(OUT,XIN,TC,GAIN)

Parameters:

XIN - INPUT SIGNAL
ouT - OUTPUT SIGNAL
TC - TIME CONSTANT
GAIN - GAIN '

| A.1.28 SUBROUTINE TFN2

Purpose: Second order transfer function subroutine for the
§85$PXIN=GAIN/(OMEGA**2*(S**2)+2*ZETA*0MEGA*S+1)

Use: CALL TFN2(OUT,XIN,A1,A2,GAIN)

Parameters:

ouT - OUTPUT SIGNAL
XIN - INPUT SIGNAL
Al - OMEGA**2

A2 - 2*ZETAxOMEGA
GAIN - GAIN

A.1,29 SUBROUTINE TKCALC
Purpose: Reciprocal time constant ca}Culation subroutine.
Use: CALL TKCALC{X,TKVECT)

NOTE: This 1is a problem: dependent subroutine. The
reciprocal time constant eguations must be coded by the
user. o

Parémeteré:“

X - - INDEPENDENT VARIABLE VECTOR

TKVECT - INVERSE TIME CONSTANT VECTOR

A.1.30 SUBROUTINE ZOH

Purpose: Zero order hold subroutine

Use: CALL ZOH(YOUT,XIN,SAMT,TIM,NO)

Parameters:

YOUT - OUTPUT SIGNAL
XIN - INPUT SIGNAL
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"SAMT - SAMPLE TIME

TIM - SIMULATION TIME

NO - ZOH NUMBER - MAX. 10
" A.2 MIN.LIB

A.2.1 SUBROUTINE BLEND

Purpose: This subroutine will blend up to three input
streams.

Use: CALL BLEND(IN1,IN2,IN3,0UT)
Parameters:

IN1 = BLENDER INPUT STREAM NUMBER 1
IN2 = BLENDER INPUT STREAM NUMBER 2

. IN3 = BLENDER INPUT STREAM NUMBER 3

(NOTE: STREAM IS IGNORED IF THE PARAMETER
VALUE IS ZERO)

OUT = BLENDER OUTPUT STREAM NUMBER

A.2.2 SUBROUTINE CLASS

Purpose: This subroutine performs the calculations for a
i hydrocuclone classifier using the Lynch-Rao model.

Use: CALL CLASS{IN,OF,UF,NO)

Parameters:

IN = CYCLONE INPUT STREAM NUMBER

OF = CYCLONE OVERFLOW STREAM NUMBER
UF = CYCLONE UNDERFLOW STREAM NUMBER
NO = CYCLONE EQUIPMENT NUMBER

A.2.3 SUBROUTIRE CONVEY

Purpose: This subroutine simulates a fixed time delay in a
processing system.

Use: CALL CONV?Y(IN,OUT;NO,DELAY,DELTAT)

Parameters:

IN=INPUT FLOW STREAM NUMBER
OUT=0UTPUT FLOW STREAM NUMBER
NO=PLUG FLOW ELEMENT NUMBER
DELAY=TIME DELAY
DELTAT=INTEGRATION INTERVAL

A.2.4 SUBROUTINE MILL -



388

 Purpose: This subroutine performs the calculations to set
' up and solve the system of differential equations
used in modelling the grinding mills

Use: CALL MILL(IN,OUT,NO,PCFLAG)

Parameters: ‘ ' .

IN = MILL INPUT STREAM NUMBER
OUT= MILL OUTPUT STREAM NUMBER
' NO = MILL EQUIPMENT NUMBER
PCFLAG= PREDICTOR CORRECTOR INTEGRATION FLAG
(PCFLAGQTTRUE. IS ON)

A.2.5 SUBROUTINE MILOUT

Purpose: This subroutine prints out mill operating
parameters : -

Use: CALL MILOUT(NO)

Parameters:

NO = THE EQUIPMENT NUMBER OF THE GRINDING MILL

A.2.6 SUBROUTINE PIPE

Purpose: This subroutine simulates a variabel time delay ‘in
a processing system.

Use: CALL PIPE(IN,OUT,NO,HLDP,IPMAX)
Parameters: ‘ ' !

IN=INPUT FLOW STREAM NUMBER
OUT=OUTPUT FLOW STREAM NUMBER
NO=PLUG FLOW ELEMENT NUMBER
HLDP=HOLDUP VOLUME

IPMAX=NUMBER OF BLOCKS FOR THE DELAY

A.2.7 SUBROUTINE SMPPMP

Purpose: This subroutine simulates a sump and pump in an
industrial grinding circuit. It assumes that the
dynamic head vs flow can be approximated by a
quadratic. Furthermore, for this simulation,
thepump discharge line is taken to be 0.2 m (8")
I.D. Other explicit assumptions on piping
geometry have not yet been considered.

Use: CALL SMPPMP(IN,OUT,HNO,NO,CNO,DELTAT,PCFLAG)
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Parameters:

IN=SUMP INPUT STREAM NUMBER ‘
OUT=PUMP OUTPUT STREAM ;
HNO=SUMP HOLDUP NO. ;
NO=HOLDUP EQUIPMENT NUMBER
CNO=CYCLONE EQUIPMENT NO. FOR UNIT ATTACHED TO PUMP

* DI SCHARGE :
DELTAT=THE INTEGRATION INTERVAL
PCFLAG=PREDICTOR CORRECTOR INTEGRATION ON/OFF FLAG
(PCFLAG=.TRUE. IS ON)

~
Tt

" A.2.8 SUBROUTINE STROUT

r

Purpose: This subroutine prints the STREAM data structure
to the simulation output file. '

Use: CALL STROUT(TIME)
Parameters:

TIME= SIMULATION (OR REAL) TIME

A.2.9 SUBROUTINE VOLCNT

Purpose: This subroutine adjusts the pump box water flow
rate to maintain constant volumetric flow in the
cyclone feed stream (after Smith)

Use: CALL VOLCNT(IN1,IN2,CNT,SETPT)
' Parameters:

IN1=SUMP INPUT STREAM #!

IN2=SUMP INPUT STREAM #2

CNT=CONTROL STREAM (ADJUSTED TO MAINTAIN VOLUME )
SETPT=VOLUMETRIC FLOW RATE SETPOINT TO CYCLONE FEED SUMP

A.3 STC.LIB

A.3.1 SUBROUTINE CONTRL

Purpcset Self tuning controller subroutine. This routine
performs the calculations for a FULL BLOWN SELF
TUNING CONTROLLER (STC) and is based on that used

in the Dynamic Column Simulation Package (DCSP).

Reference: Langman, M.Sc. Thesis, Department of Chemical
Engineering, University of Alberta, 1986.
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Use: CALL CONTRL(Y,U,SP,PB,TI,DER,TS)
Parameters:
Y - CONTROLLER INPUT VECTOR
U -~ CONTROLLER OUTPUT VECTOR
SP - SETPOINT VECTOR
PB ~ PROPORTIONAL BAND VECTOR
T1 - INTEGRAL TIME VECTOR
DER — DERIVATIVE TIME VECTOR
TS - SAMPLE INTERVAL VECTOR -1
Outside Support Requirements
MIMOIN - initialization routine
MOIST1 - STC calculation routine
MOIST2 - STC calculation and output routine
ULIMIT - controller output limiting routine
IDENT1 - RLS parameter ID routine
IDENT2 - RSR parameter ID routine
IDENT3 - RUD parameter ID routine
IDENT4 - RLM parameter ID routine
PWRITE - covariance output routine
NOTE: The DYFLO users of this routine should be aware that
the convention on the controller ‘action switch
(variable ACT) is opposite that used in the DYFLO
routines. The routine, CNTR4I, will convert the
DYFLO convention so that it is compatable with this
routine,

A.3.2 SUBROUTINE MIMOIN

Purpose: MIMOIN sets up the self-tuner. 1In order to do

M
1

N

PAR
KDEL

ITYID

this it reads information from a variety of
sources. First it initializes most things to 0
except for CA (=1) and the counter IPIS, which is
sef~to 1. From the terminal it reads:

- do you want adaptive control on the top loop?
- when do you want adaptive control to start?

- when do you want identification to start?
IMOIN then reads, from the data file attached to
ogical unit 2:

- THE NUMBER OF EACH TYPE OF PARAMETER USED BY
THE CONTROL LAW (ie G, F, H AND L)
- RECEIVES THE INITIAL PARAMETER VALUES
- ASSUMED MODEL DELAYS - NOTE THAT THE ACTUAL
. DELAY ON THE INTERACTING CONTROL IS
KDEL(*,1)+KBEL(*,2)
AND THE DISTURBANCE DELAY IS
KDEL(=*,1)+KDEL(*,3)
- TYPE OF IDENTIF. (SEE THE 4 IDENT



SUBROUTINES)
ROW - "FORGETTING FACTORS" ,
PINT - INITIAL VALUE OF THE COVARIANCE MATRIX
' (& INITIALIZE THE "MATRIX")
ITYCNT - TYPE OF CONTROLLER (1=STC)
UBL - LOWER CONTROL LIMIT
UTL - UPPER CONTROL LIMIT
IRAMP - MAX. % CHANGE IN CONTROL PER STEP-
ACT -~ CONTROL ACTION (+VE OR -VE)
NP, NQ, NR - # OF P'S, # OF Q'S AND # OF R'S

Jse: CALL“MIMOIN(TS,IMODE,ICONT,ICON)

Parameters:

TS SAMPLE INTERVAL VECTOR

CONTROLLER MODE (1-P, 2-PI, 3-PID)

IMODE -

ICONT - CONTROL LOOP CONFIGURATION (1-LOOP 1 CLOSED,
2-LOOP 2 CLOSED,
3-BOTH CLOSED)

ICON - CONTROL SYSTEM CONFIGURATION FLAG FROM GRINDING

CIRCUIT SIMULATOR

A.3.3 SUBROUTINE MOISTI1

Purpose: Self turning controller calculation subroutine.
Use: CALL MOIST1(IS) |

Parameters:

IS - LOOP NUMBER

" A.3.4 SUBROUTINE MOIST2

Purpose: Self tuning controller calculation subroutine.
Use: CALL MOIST2(IS)

Parameters:
1S - LOOP NUMBER

A.3.5 SUBROUTINE ULIMIT

Purpose: This subroutine limits the control action per
control interval to a specified maximum.

Use: CALL ULIMIT(UN, UNT, UTL, UBL, IRAMP)
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Parameters:

UN ADJUSTED (LIMITED) CONTROLLER OUTPUT

UNT -~ UNBOUNDED CONTROLLER OUTPUT

UTL - MAXIMUM CONTROLLER OUTPUT

UBL - MINIMUM CONTROLLER OUTPUT

IRAMP - ABSOLUTE VALUE OF THE MAXIMUM CHANGE IN CONTROL

ACTION PER CONTROL INTERVAL

A.3.6 SUBROUTINE IDENTI1

Purpose: Recursive Least Squares (RLS) parameter estimation
subroutine. .

Use: CALL IDENT1(YNEW, N, IS, PERER)
Parameters:

NEW PARAMETER ESTIMATES

YNEW - ‘
N - NUMBER OF PARAMETER TO ESTIMATE
1S - LOOP NUMBER

PERER - PREDICTION ERROR

A.3.7 SUBROUTINE\IDENT2

Purpose: Recursive Least Squares with Square Root parameter
' » identification subroutine ¥

Use: CALL IDENT2(YNEW, N, IS, PERER)

Parameters:

YNEW - NEW PARAMETER ESTIMATES

N - NUMBER OF PARAMETER TO ESTIMATE
1S - LOOP NUMBER

PERER - PREDICTION ERROR

A.3.8 SUBROUTINE IDENT3

 Purpose: ‘Recursive Least Squares with Upper Diagonal
factorization parameter identification
subroutine.

Use: CALL IDENT3(YNEW, N, IS, PERER)
Parameters:
YNEW - NEW PARAMETER ESTIMATES

N - NUMBER OF PARAMETER TO ESTIMATE
IS - LOOP NUMBER -
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PERER - PREDICTION ERROR

A.3.9 SUBROUTINE IDENT®

wid l,'
,.1}“) o

Purpose: Recursive Learning parameter identification

subroutine.

Use: CALL IDENT4 (YNEW, N, IS, PERER)

Parameters: P

YNEW - NEW PARAMETER ESTIMATES

N - NUMBER OF PARAMETER TO ESTIMATE
IS - LOOP NUMBER :

PERER - PREDICTION ERROR

A.3.10 SUBROUTINE PWRITE:

Purpose: This subroutine prints the covariance matrix to

an output file.

Use: CALL PWRITE(ITYPE, N, IS, IWIO, IPRINT)

Parameters:

ITYPE
N '
IS
IWIO

I PRINT

IDENTIFICATION TYPE

NUMBER OF PARAMETERS

LOOP NUMBER

LOGI€AL UNIT NUMBER ASSOCIATED WITH OUTPUT FILE
PRINT FLAG -

A.3.11 SUBROUTINE CNTR4I

Purpose: Self tuning controller initialization subroutine.

Use: CALL CNTR4I (RINT,IDT,CO,2R,FSRDG,SP,AXN,PB,TI,DER,TS)

Parameters:

A
&

co

ZR
FSRDG
SP
AXN
PB -
T1 ¥
DER
TS

INTEGRATION INTERVAL

'INTEGER NUMBER OF INTEGRATION INTERVALS PER

CONTROL INTERVAL

CONTROLLER OUTPUT VECTOR

CONTROLLER ZERO SCALE READING VECTOR
CONTROLLER FULL SCALE READING VECTOR
SETPOINT VECTOR

CONTROLLER ACTION VECTOR

PROGORTIONAL BAND VECTOR

INTEGRAL TIME VECTOR

DERIVATIVE TIME VECTOR

SAMPLE INTERVAL —
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A.3.12 SUBROUTINE CONTR4

Purpose: Self tuning controller subroutine, converts the
routine CONTRL (STC) to the conventional DYFLO
from.

Use: CALL CONTR4(VI,CO,ZR,FSRDG,SP,AXN,PB,TI,DER,TS)
»

Parameters:

V1 - CONTROLLER INPUT VECTOR

co - CONTROLLER OUTPUT VECTOR

IR - CONTROLLER ZERO SCALE READING VECTOR
FSRDG - CONTROLLER FULL SCALE READING VECTOR
SP - SETPOINT VECTOR

AXN - CONTROLLER ACTION VECTOR -

PB - PROGORTIONAL BAND VECTOR ;

TI - INTEGRAL TIME VECTOR

DER - DERIVATIVE TIME VECTOR

TS - SAMPLE INTERVAL b

A.4 Labeled COMMON Block Description -
A.4.1 COMMON/AREAY/

Purpose: Carries self-tuning controller constants and
data, initialized in routine MIMOIN usually by
‘READing STC.D. Some other initialization is
done in the routine CNTR4T.

COMMON /AREA9/ IPIS{2), SAVE(2,12,30), ¥N(2), DNPR(2),
Uss(2), NP(2), PN(2,4), PD(2,4), PHI(2), ACLOSS(2),
ITYID(2), NSELF(2), N(2,5), KDEL(Z2,3), ITYCNT(2),

_YPRD(2), sCO(2), SCA(2), SCB(2), NQ(2), QD(2,4), QN(2,4),
UNT(2), UTL(2), UBL(2), IRAMP(2), UN(2), DS(2,64), NR(2),
RN(2,4), RD(2,4), WO(2), WN(2), DN(2), ACT(2)

Parameters:

IPIS - pointer (counter) for SAVE data structure
SAVE - data structure to hold self tuning data
¥N - controlled variables

DNPR - predicted disturbance

Uss - steady state controller output

NP - number of "P's" .

PN - P polynomial numerator (4 terms max. )

PD - P polynomial denominator (4 terms max.)
. PHI - auxillary output function (not used)

ACLOSS - accumulated loss (SP-YN)

ITYID - type of identification 1 ---> RLS

2 ---> RSR
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¢ " 3 ---> RUD

4 ---> RLM
NSELF - total number of parameters/loop
(i.e. HGI1+FF+HL+#H+#G2 terms)
N - number of G!, F, L, H, G2 parameters
KDEL -,assumed model delays

ITYCNT - type of controller (1=STC)

YPRD - predicted output

SCO - coefficient in solution to equations

SCA - coefficient in solution to equations

SCB - coefficient in solution to equations '

NQ - number of terms in the g-weighting polynomial
denominator

QD - q polynomial denominator (4 terms max)

ON - q polynomial numerator (4 terms max.)

UNT . - unbounded STC control output

UTL - upper control output limit (%)

UBL - lower control output limit (%)

IRAMP - max % change in control output per control
interval

UN - bounded control output

DS - auxilliary output function (not used ?)

NR - number of terms in the r-weighting polynomial
denominator

RN - r polynomial numerator (4 terms max.)

RD - r polynomial denominator (4 terms max.)

WO - setpoints for use in the self tuning algorithms
(%)

WN - setpoints * r polynomial

DN - disturbance input td self tunlng ID

ACT - controller action switch direct ---> -1,

reverse ---> 1,

- A.4.2 COMMON/AREA10/

Purpose: Carries self-tuning controller logic control
flags, inititialized in MIMOIN.

COMMON /AREA10/ IWIO, M, IMSELF(2), IMST(2), NSYS, IPRINT,
IDNPR(2), IPMAT, IMSTI(2)

Parameters:

IWIO logical unit number for printing
M - dummy to hold STC on/off flag

IMSELF - STC on/off flag (1=STC)
IMST - self tuning control start time (# control
intervals)
NSYS - number of gontrol loops in the system 4
" IPRINT. - print interval for STC data and statistics
IDNPR - type of disturbance measurement none --=>0 ,
estimated --->1-3

meastured ---> ¢
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IPMAT *- covariance matrix print interval :
IMSTI - identification start time (¥ control intevals)

A.4.3 COMMON/CID/

Purpose: Carries parameter identification data,
initialized in routine MIMOIN usually by
READing STC.D.

~ COMMON /CID/ x(2;30),PAR(2,30),P(2,465),G(2,30),Row(2,3)
IFP(2,3) .

Parameters:

- X - 1/0 (regressor) vector
PAR - parameter estimate vector
P - covariance matrix
G - kalman gain_ vector }
ROW - forgetting factor vector

IFP identificatoin on/off flag (0 for ID)

A.4.4 COMMON/CINT/ —

Purpo!gz Carries DYFLO control variables, initialized
,by .BLOCK ,DATA program object code in the filé
BDATA.2. . :

pQMMON/CINT/T,DT,JS,JN,DXA(SOO),XA(SOO),IO,JSQ,NCQNCO

: ™~
Parameters:
T - simulation time
DT - integration interval. _
JS - integration control variable N
JN - integration control variable
XA - intermediate integration results storage
DXA - intermediate integration results storage .
10 - integration order ‘
Js¢ - integration control variable
-NC - number of components '
NCO - index for component number

-

" 'A.4.5 COMMON/COMP1/
Purpose: Carries loop 1 decoupler constants,
" initializedrvinteractively by the user at ‘run
“time. '

COMMON/COMP1/KLL1,TLL11,TLL12, TDLL1
. .

Parameters: /
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KLL1

TLL 11

. TLL12
TDLL1

\

loop 1 lead lag compensator gain™.
lag time constant in Gc12 (minutes)
lead time constant in Gc12 (minutes)
time delay for Gc12 (minutes)

.

A.4.6 COMMON/COMP2/

Purpose: Carries loop 2 decoupler constants,

initialized interagtively by the user at run
time.

COMMON/COMPZ/KLLZ,TLL22,TLL21,TDLL2

Parameters:

KLL2

TLL21
TLL22
TDLL2

loop 2 lead lag compensator gain
lead time constant in Gc21 (minutes)
lag time constant in Gc21 (minutes)
time delay for Gc21 (minutes)

%

"A.4.7 COMMON/CO2BY2/

Purpose: Carries controller constants for two loop

" control system,
run time.

COMMON/CO2BY2/ZR1,ZR2,FSRDG !, FSRDG2,AXN1,AXN2,PB1,
+PB2,RPT1,RPT2,RT1,RT2,RA1,RA2,011,012,0DI1,0DI2

Parameters:

ZR1
ZR2
FSRDG1
FSRDG2
AXN1
AXN2
PB1
PB2
RPT1
RPT2
RT1
RT2
RA1
RA2
OI1
012
ODI 1
oDI2.

. loop
loop-

loop

loop

loop
loop
loop
loop
loop
loop
loop
loop
loop
loop
loop
loop
loop
loop

POIPENE R S RN SR N R R e

zero reading

zero reading

full scale reading

full scale reading

controller action

controller action '
proportional band (100/K
proportional band (100/KC.;

repeat rate (minutes**-1)

repeat rate (minutes*#*-1)

rate time (minutes)

rate time (minutes)

rate amplitude

rate amplitude

controller_integral action output
controller integral action output
controller derivative action output
controller derivative action output

A.4.8 COMMON/DSTBNC/

initialized interactively at

397
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Purpose: Carries disturbance data, initialized
interactively by the user at run time. s,

COMMON /DSTBNC/DSTEP,DTYPE,DISTT

Parameters: o

DSTEP - disturbance step magnitude (% or fraction)
DTYPE - disturbance type (1 - s.p. 1 1; 2 - s.p. 1 2;

, 3 - load) .
DISTT - hardness disturbance time (minutes)

A.4.9 COMMON/EXCHNG/ » -
Purpose: Carries nonlinear model data structures, -
initialized by READing the file MINSIM.D
i in the routine NLMOD. : :

COMMON/EXCHNG/STREAM(14,25),EQUIP(S,SO),HOLDUP(4,25),
1DATA(5,20),NSIZE,PLUG(9,20,25)

Parameters:

STREAM - see data structure notes
"EQUIP "' -see data structure notes
HOLDUP - see data structure notes
DATA - see data structure notes
NSIZE - number of size classes

PLUG - see data structure notes

NOTE: See DATA STRUCTURE NOTES for additional details
on these variables . o

A.4.10 COMMON/IN2BY2/

Purpose: Carries 2 by 2 model constants and initial
conditions, initialized by routine LDLMOD
and required by routine:I2BYZ2. s

5

COMMON/IN2BY2/KP, KL , TAU, TAUL /NTL ,NTLLJX , DY, DD

Parameters:

KL - linear model load t.f. gain vector
KP - linear model process t.f. gain matrix
TAU - linear model process t.f. time constant matrix
. (minutes) N
TAUL - linear model load t.f. time constant vector
- (minutes)
- NTL - integral number of integratigp .intervals in

linear model process t.f. titme delay matrix
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~ (i.e. time delays/RINT)
NTLL

- integral number of integration intervals in
linear model load t.f. time delay vector
(i.e. time delays/RINT)
DX - linear model process t.f. input vector
DY - linear model response vector incl. load
DD - linear model load t.f. input vector

A4 M COMMON/LDLIN/

Purpose: Carries linear model input output data,
initialized by routine LDLMOD{and changes
during run. .

COMMON/LDLIN/ FOF, SWF,CY0S, SSCYOS, SPL,SSSPL,HRD

Parameters:

FOF - linear model fresh ore ed rate (tonnes/h) _
SWF - linear model sump waterf\feed-rate (tonnes/h)
CYOS - linear model cyclone ov Eﬁi%ﬁtsize (%¥-100 mesh)
SSCYOS - steady state cyclone overflow size (%-100 mesh)
SPL - linear model sump pulp level (metres)

SSSPL - steady state sump pulp level (m)

HRD - linear model ore hardness (%)

A.4.12 COMMON/LOOP1/ R '

Purpose: Carries loop 1 controller constants and
setpoint disturbance data, initialized
interactively by the user at run time.

COMMON/LOOP1/KC1,TI1,TD1,SP1,CSP1,DIST1,TS1

Parameters:

XC1 - loop 1 proportional controller gain

TIN - loop 1 controller integral time (minutes)
TD1 - loop 1 controller derivative time (minutes)
SP1 - loop 1 setpoint (%-100 mesh)

‘csp1 - loop 1 setpoint step magnitude

DIST! - loop 1 setpoint disturbance time (minutes)
TS - loop 1 sample interval (minutes) ’

A.4.13 COMMON/LOOP2/

Purpose: Carries loop 2 controller constants and
setpoint disturbance data, initialized
j interactively by the user at run time.
A . :

COMMON /LOOP2/KC2,T12,TD2,SP2,CSP2,DIST2,TS2
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Paramters:

KC2 - loop 2 proportional controller gain

TI2 - loop 2 controller integral time (minutes)
TD2 - loop 2 controller derivative time (minutes)
SP2 - 1loop 2 setpoint (metres)

CSP2 - loop 2 setpoint step magnitude

DIST2 - loop 2 setpoint disturbance time (minutes)
TS2 - 2 sample interval (minutes)

loop

o

A.4.14 COMMON/SIM/

Purpose: Carries the simulation control variables,
initialized interactively by the user at run
time.

COMMON/SIM/SIMT,RINT,PT,TIM

o
Paraméters:

SIMT total simulation time (minutes)

RINT integration interval (minutes)

PT - results print out interval (minutes)
TIM simulation time counter (minutes)

A.4.15 COMMON/STC/

Purpose: Carries self-tuning controller data,
initialized by READing the file STC.D in
routine MIMOIN (from the STC® library) and by
the routine CNTR4I.

COMMON,/STC/IMODE, ITIM(2),ICONT,IDEL(2),DCG(2,2),D(2),
+SIAE(4) ,ER(2),ERR1(2),ERR2(2),KCNT(2) ,PK(2),01,02,
+MSELF1,MSELF2

Parameters:’

~'IMODE - controller mode 1 ---> P
2 -==> PI
- v : . 3 ---> PID
ITIM - integer sample time in terms of integration
time step size _
ICONT - open/closed loop flag 1 --=-> loop 1 closed
- 2 ---> loop 2 closed
= . 3 ---> both loops closed
IDEL - analysis delay (# of integration intervals)
DCG - static decoupling gain matrix

D - disturbance vector

SIAE - sum of the absolute errors

ER - current error signal

ERR1- =~ error signal one control interval previous
ERR2 - error signal two control intervals previous

g
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KCNT - sampling ¥ me counter

PK - controller proportional gain vector

U1 "~- loop 1 controller output

U2 - loop 2 controller output

MSELF1 - self tuning control on/off flag for loop 1
MSELF2 - self tuning control on/off flag for loop 2

A. 5 Data Structure Notes
(1)STREAM(IN IC): THIS ARRAY CARRIES THE ATTRIBUTES
OF THE FLOW STREAMS IN THE GRINDING CIRCIUT.

IN=THE STREAM IDENTIFICATION NUMBER

IC=THE ATTRIBUTE INDEX, WHERE;
1<=1C<=20 IS RESERVED FOR SIZE
- FREQUENCY INFORMATION
IC=21 THE SOLIDS MASS FLOWRATE
I1C=22 THE WATER MASS FLOWRATE
1C=23 THE SLURRY VOLUMETRIC FLOWRATE
IC=24" THE PERCENT SOLIDS IN THE SLURRY

(2)EQUIP(IN,IP): THIS ARRAY CARRIES THE PARAMATERS
. WHICH SPECIFY THE EQUIPMENT.

IN=THE EQUIPMENT NUMBER
(A) FOR GRINDING MILLS
IP=THE PARAMETER INDEX
1<=1p<=20 IS RESERVED FOR THE FIRST
COLUMN OF THE NORMALIZED BREAKAGE
MATRI X
21<=1P<=40 IS RESERVED FOR THE FIRST
ORDER SELECTION CONSTANTS

I1P=41 THE PULP VOLUMETRIC HOLDUP OF THE
MILL

(B) FOR CLASSIFIERS

~IP=J THE J 'TH COEFFICIENT IN THE CYCLONE
MODEL

(C) -FOR BLENDERS

NO SPECIFICATIONS NECESSARY g
(D) FOR SUMP-PUMP ¢
IP=1 CROSS SECTIONAL AREA OF SUMP

1P=2 SUMP HEIGHT
I1P=3 INTERNAL FLAG FOR SUMP OVERFLOW/
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EMPTY ' .
1P=4 COEFFICIENT FOR QUADRATIC RELATING
DYNAMIC HEAD TO FLOW '
IP=5 SAME AS 4
IP=6 SAME AS 4 N
(1.E TDH=AO + A1%Q + A2*Q¥%2)

(3)DATA(IN,ID): THIS ARRAY CARRIES AUXILLIARY
INFORMATION FOR GLOBAL PROGRAM USAGE.

IN=1 AND 1<=ID<=20 IS RESERVED FOR THE
CHARACTERISTIC SIZE INFORMATION

IN=2 AND ID=1 SOLIDS DENSITY
ID=2 WATER DENSITY

(4)PLUG(IN,IP,IC): THIS ARRAY CARRIES THE THE
ATTRIBUTES OF THE FLOWING MATERIAL WITHIN A
TIME DELAY UNIT (EG. A PIPELINE OR CONVEYOR)

v

IN=UNIT NUMBER M

IP=INTERNAL COUNTER FOR HANDLING
INPUT/OUTPUT

IC=SAME AS 'STREAM' (SEE (1) ABOVE)

(5)HOLDUP(IN,IC): THIS ARRAY CARRIES THE ATTRIBUTES

OF SYSTEM HOLDUPS (EG. SUMP)

&

IN=UNIT NUMBER

IC=1 THRU 20 SAME AS 'STREAM'
- IC=21 SOLIDS MASS HOLDUP
IC=22 WATER MASS HOLDUP
IC=23 VOLUME HOLDUP
IC=24 PERCENT SOLIDS IN SLURRY
1C=25 SPECIAL ATTRIBUTE EG. PULP
LEVEL iN SUMP



Appendix B: DYFLO2.LIB Subroutine Verification

B.1 Coupled ODE System Software, Subroutine INTCPD

The purpose of this éeztion is to document the software
that has been developed to integrate systems of highly
coupled ordinary differzntial equations (ODE's). The
software‘ is designed to supplement Frénks' DYFLOZ2
library. In fact, this new software requires th? support 6f
DYFLO2! Specifically, INTI, INTSTF, and GJR are.needed.

The basic alogorithm and supporting mathematics used
have been described elsewhere. Essentially, the procedure
uses an implicit integration technique in.conjunction_with a

Newton-Raphson iteration. An 7additional feature is the

3

inclusion of a “"smart" relaxation factor. This "smart"

algorithm allows one to speed the convergence of the Newton

o

- Raphson iteration by limiting the magnithde of change in

the dependent variable. This implies a knowle&Q; of the
J
system being solved. Thus, the major attraction of this

algorithm is when the same system is| being solved again and

# .
b1 B

again. The relaxation factor can b& "tuned” to give optimal
. /,,‘../' ]

‘performance.

\\\ " As ‘alluded to earlier, the software follows the format
{ used in the DYFLO2 library closely. It should be r ted that
a numerical Jacobian calculation routine is used. Although

this is not the best method for computing the Jacobian, this

routine enhances the generality of the software. The

403
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problem specific code is limited to the two routines used to
calculate the forcing function vector (FFCALC' and the
inverse time constant vector (TKCALC).

The reader is refered to the source codé listing
following for further details on implementation. Given the
comments internal to the listing and the previous discussion
of the integration algorithm, the software {s self
documenting. Included in the listing 1s a test driver
program for the example problem discussed next. The example
is 1intended to whelp clarify the use of this software in
problem solving.

Example

This example problem has been taken from Rainville and
Bedient (1974) as Ehey give an analytical solution. As
well, the analytical solution involves exponentials. This
type of nonlinearity is - well known to cause problems in
numerical solutions.

Consider the following set of two first order ordinary

differential equations:

dax _

at =y B ) (B.1)
dy . 0w 4 s
3% = -2x + 3y ‘(B.2)

The analytical solution to this system has the form:

x=c1et ‘ . ‘ (B.3)

y-c1et (B.4)

or:
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x=c1e2t o (B.5)
y=2c1e2t (B.6)
where c1 is an arbitrary constant.
Some valid initial conditions are:
‘x(t0)=1 (B.7)
y(tg)=2 (B.8)

Thus, using the second analytical solution, cl1=1., Equations

(8.5) and (B.6) can be rewritten as:

2t -
e

x= (B.9)

2t (B.10)

y=2e
To "solve the sysﬁem numerically using the DYFLO2

software, equations (B.1) and (B.2) must first be written in

the standard form. That is: \
F1=FF1 - TK1 *X1~ ' (B.11)
F2=FF2 - TK2 *X2 | 1 | (B.12)
where: |
X1=x; X2=y | (B.13)
FFl=y; FF2=-2x , | o = (B.14)
TK1=0; TK2=-3 \ - o (B.15)

In terms of the symbols 4n the user written subroutines for
the, fcping function and the .inverse time constant
calculations, equations (B.14) and (B.15) become:

L 4

FFVECT(1) -2(2) (B.16)

FFVECT (2)=-2.*X(1) | — (B.17)
and:
TKVECT(1)=0 : (B.18)

TKVECT(2)=-3 | ‘ , (B.19)
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These last 2 pairs or “equ;tions are coded into the
subroutines FFCALC and TKCALC, respectively, as they are
given here.

It remains only to code the executive program to carry
out the desired calculations as is standard when using
DYFLO2. A driver for this problem is given in the source
code listing 1in Figure B.1. Th; analytical solution given
by equations (B.9) and (B.10) has been included 1in the
program for coﬁbarison with the numerical soluticn as
well. Note the siqplicity of the driver.'

The numerical and analytical solutions wusing an
integration step of 0.1 time units are contrasted in Figure
B.2. Note that the numerical solution for both dependent
variables is always larger than the analytical
solution. This ‘type of behavior is noted by Franks as
well., Figure B.3 is a similar plot wusing an integration
step of . 0.05 time units. Again, the numerical solution is
larger than the analytical solution. The salient feature of

this plot however, is the improvement in accuracy over that

indicated by Figure B.2. Obviously, this is expected as a
smaller integration step was used to produce Figure B.3.
Attempts -to use time steps larger than 0.1 units lead to
disasterous results. The linear syétem of equations from
the Newton-Raphsén iteration became singular and so the
Gauss-Jordan Reduction routine (GJR) failed. This is
thought to be dﬁe to/%ound off errors within the computer.

As DYFLO2 is written using single precision floating point
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C********************************************************ﬁ***

Cx COUPLE SYSTEM SOFTWARE TEST DRIVER *
C* *
C* DYFLO2 SIMULATION 85/08/01 *

C*******************************************************m****
COMMON/CINT/T,DT,JS,JN,DXA(500) ,XA(500),10,JS4
REAL X(30),XACT(2),W(30),CMAX(30) ,CMIN(30)
LOGICAL NF
C
C  INITIALIZATION
o
TIM=O.
N=2
X(1)=1,
X(2)=2.
RINT=.1
SIMT=3. ‘ .
10=1 -
. IN=0
J5~0
JS4=0
NF=.FALSE.
PT=0. 1 :
CMAX (1) =.1 -
CHMAX(2)=.1
CMIN(1)=0.0000"
CMIN(2)=0.00001
Sow()=1.,
W(2)=1.

DERIVATIVE SECTION

ANALYTICAL SOLUTION

SO0 00n0

10 XACT(1)=EXP(2.*TIN)
-
XACT (2)=2+*EXP (2. *TIM)

o
C TEST FOR PRINT AND FINISH
C

CALL PRNTF (PT,SIMT,NF,TIN,0.,X(1),X(2),0.,XACT () #A7T(2),

+0.,W(1),Ww(2)) ' -

IF{NF) GOTO 20
C
o INTEGRATION SECTION
o

CALL INTI(TIM,RINT,IO)

CALL INTCPD(N,CMAX,CMIN,X,W)

GOTO 10
(o
C  TERMINATION SECTION
c

20 STOP
END

Figure B.l: Coupled System DYFLOZ2 Executive Program
Source Code Listing
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»

ar1thmet1c, so were the ﬁew 1ntegrat10n ‘routines discussed
here. A more Tobust software system would result if double

preci51on were -used. Noticable 1mprovement however, 1is

doubtful due to the nature of the 1ntegrat10n scheme. A

‘better piace to start is a more advanced 1m§11c1t'
integration élgorithm. .
'B 2 Gauss- ~-Jordan Reductlon Subroutine GJR '

AS .prev1ouse use of the subroutlne GJR (GauSS'ﬁorda
reductipn)ahas not been documented. at the quyer51ty o:
Alberta,.testing‘was“deemed necessary before'using it id the
coupled ODE ;outine, INTCPb. |

The followingh simgﬁe 2x2 system of equations was used’

for the test: - ' : oo

[}

26, + 3%y = 12 | ' © (B.20)

5x, * 6x2.= 27 g T'. . - (B.21)
The solution‘is quickly found "by‘hand". Subtracting twice

the first eqguation’ form the second ‘yields 1mmed1ately

L Xy = 3 ' (B 22)

Substituting thls value back into the first equatlon glves
et

X2 = 2 ‘ (B 23)

It remains to check this analyt1cal solution with the one

obtalned numerlcally by GJR. Note. that although it has not

been formally stated, the Gauss- Jordan solution proceduzi

was . used ih the above solution. A further expLana;ﬁV
the technique can be found ‘in any introductory numerical

analysis text. -
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To use GJR, the system of equations must be written in
matrix form as follows:
. Ax = b | (B.24)

Converting equations (B.20) and (B.21) to this notation

v

gives: o
F o3 :
A = - (B.25)
- 5 6 .
X ] ' ;
X = , (B.26)
L x2 .
12 ]
b = » (B.27)
27 ] ,

Furthermore, A must be augmented with b to conform to the

input structure required by GJR. Thus:

: 2 3| 12 | :
A' = | b . (B.28)
5 6

27
’Figure B.4 gives a source code listing of a test program

that solves the example system discuéSed here. ~ The solution
produced by this program 1is Gag%diiﬁ Figure B.5. If the
number of decimal places used 1in the»-solution output is
considered, it 1is <clear thgt the numerical soluﬁion is
accurate.. o ’

It should be noted that one additional feature of GJR is
that it computes the deterﬁinant of A. To check the
éorrectness of_this calculation, the analytical determinant

, ; .

of equation (B.25) is:

-

2(6) = 3(5) - -3 ‘ . ‘ (B.29)



1 Cc  DYFLO2 SUBROUTINE{JJR TEST DRIVER PROGRAM
2. REAL A(30,30),X(30) .

3 A1, 1)=2.

4 A(1,2)=3.

5 A(1,3)=12.

6 A(2,1)=5.

7 a(2,2)=6.

8 A(2,3)=27.

9 N=2
10 \ TOL*=1.E-06
1 KEY=0 4 .
12 CALL GJR(A,N,TOL,KEY,X,DETER)
13 WRITE(6,1) DETER ;
14 . 1 FORMAT(/,'  DETERMINANT = ',F12.6)
15 "+ WRITE(6,2) X(1),X(2)
16 2. FORMAT (2F12.6)
17 STOP

18 END

Figure B.4: Subroutine GJR Test Executive Prog

- N (@]

—_

2 DETERMINANT = -2.999994
3 - 3.000006 1».999996""",‘

.
% . .
-

FigurQ'B.S: Sample 0utpubzf;o

v -
)
£

[l

Aéain, the numerical determinant in Figure B.5

412

ram Listkng

, Subroutine GJR Tést Program

&

is accurate.

: <§3§
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B.3 Zero Order Hold Subroutine ZOH

The Laplace transform of a zero order hold is defined

(B.30)

where T is the sample interval.. The inverse Laplace

transform of equation (B.30) ﬁs:‘%ﬁ?3;

R AN

dy(v) | x(t) -

4 x(t-TS)u(‘t—Ts) (B.31)

.

With this information, it is a simpIé matter €o develop
a DYFLOQ compatable subroutine to perform the dutles of a

~hold. The FORTRAN. source code for this routine

in
nd in Appendix D along with a brief explanation of

involved. - A short DYFLO2 test executive program
‘éﬁwin Figure B.6 and sample output is given in ,Figure

B.7. The input function to the 2OH is a sine wave with

1 c
2 . Cc ZFRO ORDER HOLD TEST DRIVER
3 o
4 Cc INPUT IS A CONTINUOUS SINE WAVE
5 Cc  SAMPLE INTERVAL IS 5 "DO LOOP" ITERATIONS
6 : TIM=0.
7 A=0.
8 Cc=2.%3.14159265/100.
9 WRITE(6,2) o ,
10 2 FoRnAT(//,4x,'TIME',ex,'INPUT',73,'OUTPUT'./)
11 DO 10 I=1,100
12 . A=A#C
13 B=SIN(A)
14 v CALL ZOH(OUT,B,5.,TIM,1)
15 WRITE(6,1) TIM,B,OUT
16 1 FORMAT(3F12.6)
17 10 TIM=TIM+1,
18 STOP
19 END

‘igure B.6: Subrmutine ZOH Text Executive Program Listing
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Tigure B.7:

S

TIME

0.0
~1.000000
2.000000
3.000000
4.00000Q

5.000000

6.000000
. 7.080000
“8.000000

9, 000000
10.000000
11.000000
12.000000
13.000000
14.000000
15.000000
16.000000
17.000000
18. 000000
19. 000000

20.000000 -

21.000000
22.000000
%23.000000
24.000000
25.000000
26.000000
27.000000
28.000000
29.000000
30.000000
31..000000
32.000000
33.000000
34.00000Q0
35.000000
36.000000
37.000000
38, 000000
39.000000
40.000000
41.000000
42.000000
43.000000
44.000000
45.000000
46.000000
47.000000
48.000000
49.000000
50.000000

INPUT

0.062790
0.125333
0.187381
0.248690
0.309017
0.368124
0.425779
0.481753
0.535826
0.587785
0.637424
0.684547
0.728968
0.770513

. 0.809017

0.844328
0.876306
0.904826
0.929775

0.951055

0.968582
0.982286
0.992114
0.998026

1.000000 |
0.998027

0.992116
0.982289

0.968586 -

0,951061
0.929782

0.904834¢ °

0.876315
0.844337
0.809028
0.770526
. 0.728982
0.684562
0.637441
0.587804
0.535847
0.481775
0.425802
0.368149
0.309043
0.248717
0.187410
0.125363
0.062822
0.000032
-0,062757

. (;'“
[

OUTPUT

0.062790
0.062790
0.062790
0.062790
0.062790
0.368124
0.368124
0.368124
0.368124
0.368124
0.637424
0.637424
0.637424
0.637424
0.637424
0.844328
0.844328
0.844328
0.844328
0.844328
0.968582
0.968582
0.968582
0.968582

.0.968582

.'0.998027

0.998027
0.998027
0.998027
0.998027
0.925782
0.929782
0.929782
0.929782
0.929782
0.770526
0.770526
0.770526
0.770526
0.7705286
0.535847
0.535847
0.535847
0.535847
0.535847
0.248717
0.248717
0.248717
0.248717
0.248717
-0.062757

-1
A
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Sample Output from Subroutine ZOH Test Progran
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)
unity magnitude and a period of 100 time units. The sample

interval is 5 time units.
B.4 Fixed Time‘Delay Subroutine TDL

To model fixed . time delays on a digikal computer, data
must simplyfbe stored for a givén period of simplation time
before being output. A complete'discussioﬁ on the theory
behind time delay modelling has been given in Chapter 3 and
will not be repeated here. :

A DYFﬁOZ (FORTRAN IV)' implementation of a subroutine
that uses the above time delay modelling technigue is shown
in Figure éis. Brief parameter descripfions are given iﬁ
the source code with a more detailed descgigtion presented
in Table B.1. All variables internal to the routine are
described in Table B.2.

The routine is designed to function with ,all DYFLO2
integration routines. By passihg the variables YA (work
area or circular bﬁffer matrix) and NTLC (time ' delay
location counter) through the parameter list, the time delay
routine has been made local to the calling program. The
‘dimension of NTLC indicates the number of buffers and thus
the number of distinct time delays available for wuse 1in a
given program. This dimension is the same as the first
dimension of the work area matrix, YA. The second dimenéion
of YA sets the maximum value that NTL (number of time
locationSVOr ratio of the time delay to the integration time
step size) can take. The actual value of NTL determines how

many of the locations are used to simulate a pérticular time
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2200 C Akkkkkdkkx TDL *hkkkkkkhhk

2201 c .

2202 C TIME DELAY SUBROUTINE O
2203 c

2204 C PARAMETERS: YA -WORK AREA ARRAY

2205 c NTLC -TIME DELAY LOCATION COUNTER

2206 c Y -INPUT SIGNAL

2207 c YL ~OUTPUT DELAY SIGNAL

2208 C NTL -NUMBER OF TIME LOCATIONS IN TIME DELAY
2209 c (RATIO OF TIME DELAY TO INTEGRATION STEP SIZE)
2210 c Jc -SUBROUTINE CALL NUMBER

2211 o4 i

2212 C***NOTE: NTLC MUST BE INITIALIZED TO 25+%0 BEFORE THIS
2213 o SUBROUTINE IS CALLED BY THE DECLARATION:
2214 c INTEGER NTLC(25) /25%0/

2215 c l

2216 ' SUBROUTINE TDL (YA,NTLC,Y,YL,NTL,JC)

2217 COMMON/CINT/ T,DT,JS,JN, DXA(SOO) XA(SOO) 10,JS4,NC,NCON
2218 DIMENSION YA(ZS.SOO) NTLC(25)

2219 JINTL=NTL '

2220 IF(I0 .EQ. 4) JINTL=JNTL+!

2221 IF (NTLC@C) .LE. 0) GO TO 3 ~»

2222 Go 10 (5,6,6,8),1I0

2223 6 GO TO (5,7),38

2224 3 DO 4 K = 1,INTL

2225 4 YA(JC,K) = Y

2226 5 NTLC(JC) = NTLC(JC)+1

2227 IF (NTLC(JC) .GT. JINTL) NTLC(JC)=1

2228 7 NCJ=NTLC (JC)

2229 YL, = YA (JC,NCT)

2230 IF (JS .EQ. 2) YA(JC,NCJ)=Y

2231 ' 10 RETURN

2232 8 GO TO (9,10,5,11),354

2233 9 NCJ=NTLC (JC)

2234 NC1=NCJ+1

2235 IF (NCt1 .GT. JNTL) NC1 = 1

2236 YL = (YA(JC,NCJI)+YA(JC, NC1)) /2.

2237 RETURN

2238 11 NCJI=NTLC{(JC)-1

2239 IF(NCJ.EQ.0Q) NCJI=JNTL

2240 YA (JC,NCJ) =Y 2

2241 RETURN

2242 END

“igure B.8:

DYFLOZ2 Fixed Time Delay Sut:

p

i ne TDL Listing
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(3

Table B.1: Parameter Description for the DYFLO2 Routine TDL

YA

NTLC

YL -

NTL -

Jc -

Notes:

» - subroutine work area; the circular buffers are
stored as rows in this mgtrix. The variable JC
(subroutine call number) is used to index the
particular buffer (row) to be used and the
variable NTLC is used to index the particular cell
(column) element to be output next.

W

- time delay location counter; this vector carries
the index of the particular cell (column) in the
circular buffer that is to be output from the
current subroutine call. The variable JC
(subroutine call number) is used to index the
particular buffer that is to be used as this
counter is specific to each buffer,

- input sigﬁal; variable that is to be delayed by
2.

NTL integration time step

delayed output signal; this is the variable Y
delayed by NTL integration time steps.

number of time locations (in the time delay); an
integer number that corresponds to the total
number of integration time steps in the time
delay. This variable is calculated as the ratio
of the time delay to the integration time step
size. : o

subroutine call number; indexes the appropriate
circular buffer to be used. Both YA and NTLC use
this index. -
1. NTLC must be initialized to 25 * 0 in the
calling routine by the declaration:
INTEGER NTLC/25%0/

2. This routine can be used up to 25 times (i.e.
the maximum JC ‘value is 25) in a single calling
routine. 1In other words, this routine is local
to the calling program.

3. The second dimension on the variable YA implies

that NTL can at most be eqgual to 500.

c{}»
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Table B.2: Internal Variable Description for the DYFLO2

I0

JNCL

JS

JS4

NCJ

NC1

Routine TDL

- integration order; located in the COMMON/CINT/
and used in this routine for logic control.

- dummy number of time locations in the dime delay;
this variable is used to prevent interaction of

this routine with the value stored in NTL (as
passed from the calling program) when fourth order
integration is used.

=~gecond order integration control flag; this flag

is set by the DYFLO2 routine INTI and is used in
this routine to indicate when a "legitimate"” input
variable is available for storing into YA. That
is, because two passes through the INTEGRATIOM.,
SECTION of the DYFLO2 program are required to
complete the second order integration procedure,

- only the second values computed for the dependent

variables are valid.

fourth order integration control flag; this flag
is set by the DYFLO2 routine INTI and is used in
this routine to indicate when a "legitimate™ input
variable is available for storing into YA. It is
similar in function to JS, except that four passes
through the INTEGRATION SECTION of. the DYFLOZ
program are required to complete a single
integration ste .

time delay location counter dummy index to ease
coding. ' '

time delay loaction counter plus 1; this variable
is used to index the next buffer cell when ‘the
fourth order integration procedure is used and is
needed for the calculation of the output variable
for the two intermediate passes. That is, the
output variable for these two passes is the
average of the two legitimate values at either end
of the current time step. N
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delay. The subroutine logic is summarized in Table B.3.
This subroutine may be placed in either the derivative
or integration sections of the DYFLO?2 executive
program. Normally, if the time delay is associated with a
dynamic element it should appear in the integrgtion section
with the dynamic model as this will help to maintain program
readability. The example that follows will clarify this

'
\

feature. -

TDL Example /r

Problem Statement:

A simple plant, modeiled’by two first - order plus time
delay (FOPTD) tranéfer functions, 1is shown in the block
diagram in Figure B.9. Simulate this process in terms of
deviation variables for 10 minutes using DYFLO2. Excite the

system with a unit step in the input variable after one

- -3s
Process le 2s 2e __ Process

Input ) 4s+] 8s+1 ~ Output

Figure B.9: Block Diagram Representation of a Simple Process
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Table B.3: Summary of TDL (DYFLO2) Logic

Line Numbers Comments
1 to 15 comments, internal documentation
16 SUBROUTINE definition line with the

parameter list

17 Integartion control COMMON definition,
included here because the integration
? control flags, JS and JS4, and the
integration order flag are required
by this routine

18 DIMENSION statement

19 Sets dummy number of time locations
20 IF fourth order integration is being used,

add one extra cell to the buffer

21 IF statement for initialization of time
delay buffer

22 GO TO appropriate location in subroutine
for the specified integration order

23 Second order integration control, GO TO
the appropriate location in subroutine
based on the integration pass as indicated
by the value of the flag, JS

24 to 25 DO loop for buffer initialization, the
first call to this routine loads each cell
of the buffer with the initial value of
the input signal.
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26

Increments the time delay location counter
(rotates the buffer) to index current
output cell. The subscript, JC, on NTLC
references the particular buffer. This
line is the entry point for first order
integration, the first pass of second
order integration, and the third pass of

fourth order integration.

27

IF NTLC is past the end of the buffer,

reset to the first cell.

N

28

Sets dummy counter for coding ease.

This

line is the entry point for the second

(legitimate) pass for second order
integration.

29

Get the (delayed) output signal from the
buffer matrix, buffer cell now "empty".

30

Puts the new input signal into the cel.
emptied by line 29. The variable, JS, a5
the value 2 when a legitimate integration
pass i1s performed (i.e. every pass for
first order integration, but only every

second pass with second order

integration. JS is not used with fourth

order integration).

31

RETURN to calling routine if first or

second order integration being used.

Entry point for second (dummy) pass of

fourth order integration.

32

Fourth order integration control, GO TO
the appropriate location in the subroutine
based on the integration pass as indicated

by the value of the flag, JS4.

33

Sets dummy counter for ease of coding.
This line is the entry point for the first

pass for fourth order integration.
a dummy pass.

It is
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34

Sets a second dummy counter to index the
output cell temporarily for use in the
average output calculation (line 36).

35

Resets the dummy counter from line 34 1if b
necessary.

36

Averages the output signal at the

start and finish of the integration
interval for use with the #wo dummy passes
(JS4 = 1 and 2).

37

RETURN from first pass of fourth order
integration.

38

Sets dummy counter for ease of coding.
This line is the entry point for the
fourth pass of fourth order integration.

39

Checks to make sure dummy counter set in
line 38 is in correct range. Resets if
necessary.

40

Pucs the new iriput sigral into the
appropriate cell in the buffer.

41

RETURN from foufth pass of fourth orderﬂ -
integration. R

42

END oi subroutine code.

PR
-,

.
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minute of steady state operation. Perform the simulation
using each of the three integration techniques (first,
second, and fourth order) in turn. Examinaesthe behavior of

the time delay routine in each case.
Solution:

The original block diagram must first be decomposed into
seperdte operations that DYFLO?2 is capable of
handling. This results fn the block diagram shown in Figure
B.10. The routine TFN1 can be used to simulate the two
first order transfer functions. The time delays are
modelled using TDL and are rascaded with the appropriate
transfer function routine,

Figure B.,11 is the source code listing éf the program
used for the simulations. A suitable irtegration interval

is 0.1 minutes. Lines 8 through 43 initialize both the

. ki

.- SNy
:

L

output

8s+1

X2 2 X3 e—zs‘
1
I

Figure B.10: Block Diagram Decomposed For DYFLOZ
‘ Simulation
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TDL SUBROUTINE TEST PROGRAK

COKMON/CINT/ T.nT.as,sN.dﬁk(soo).xa(soo).xo.JS4.Nc,ucou
REAL YA(25,500),K1,K2, INPUT ‘

«  INTEGER NTLC(25)/25%0/ .
LOGICAL NF

_ INITIALIZATION SECTION

*kn SYSTEM wxa*
10%1 '
JS=0."%
JN=0
JS4=0
SINT=10. .

DISTIM=1.
TIN=O. - N o
RINT=.! )
PT=RINT v ‘
NF=,FALSE. . . .
C %% PROCESS MODEL ##% ' i '
Ki=1, '
K2=2. _
Tim§, “
T2=8.
TD1=2.
TD2=3.
 NTL1=INT (TD1/RINT)
NTL2=INT (TD2/RINT)

C #wx INITIAL MODEL CONDITIONS #*x

INPUT=0.
X1=0.. “
X2=0.
X3=0.
. OUTPUT=O.
C #%* OUTPUT HEADINGS #x+
WRITE(6,1) IO
! FORMAT(///,5X,'TIME DELAY ROUTINE TEST',//,S5X,

+ * INTEGRATION ORDER = ',I3)

WRITE(6, 2) ‘
2 PORMAT(/,4X,'TIME',19X,'INPUT',9X, 'X1', 10X, 'X2' 10X, X3",
+ 8X, 'OUTPUT',/) b ) ,

DERIVATIVE SECTION

10 IF(TIM .GE. DISTIM) INPUT=1.
DX=X2
xx% TEST FOR PRINT AND FINISH *»%

0

IF(NF) GOTO 20 -

INTEGRATION SECTION

a

CALL INTI(TIM,RINT,I0)
G- #*%% PLANT MODEL CALCULATIONS *xx .
c CALL TFN1(X1,INPUT,T1,K1) J
X1=INPUT : p
CALL TDL (YA,NTLC,X1,X2,NTL1,1)
CALL. INTG(X2,DX)

¢ EALL TFN1(X3,42,T2,K2)
X3=X2 i \
CALL TDL (YA,NTLC,X3,0UTPUT,NTL2,2) .
. GOTO "10
e -
€ TERMINATION SECTION
c : ‘
20 sTOP -
END

.

!

'

%% MAIN SIMULATION LOOP *** o S

CALL PRNTP(PT,SIMT,NF,TIN,0.,INPUT,X1,X2,X3,0UTPUT,0.,0.,0.)

Subroutine TDL Test Executive Program L.3:.nd

424
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’éystem,;and model variables. The derivative section of the

program (lines 44 through 51) handles the diSb

calculations and tests for ppinting and
termination. The plant'model appears in the intégration
seetion (lines 52 through' 61) because TFN1 iSAa«dynamié
model and contains a call to INTG (or INTSTF). It should be
noted that the calls to TDL are made in this section because
the delays are part of thé plant model. Lines 62 through 66
are the termigation section of the program: |
Results éf»simulation tests wusing first, second, and
fourth order integration technigues are presented in Tables
B.4, B.5, and.B;6,-respectiyely.‘ The dummy stéte variablés
X1, X2, and X3 are included in thesenprintouts so‘that the
behavior of»each individual call to TDL can be examined. In
general, thec routine produces the éxpected results. The
‘timelfrom when,the disturbance enters the system to Yhen it
affec£§ X2 and X3 is two minutes and in turn there is no
effect of Xs¢on the output signal until after the 3 minute

delay.
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Table B.4: Sample Output for the Fixed Time Delay.

TIME DELAY ROUTINE TRST

INYEORATION ONDNR o

o

Simulation using First Order Inte§raffion:

TiM8 L LA X1 X2 X3 ouTPuT

0.0 oo o0 0.0 0.0 0.0, 0.0 0.0 0.0
1.00008-0! © O o.¢ 0.0 0.0 0.0 0.0 o0 oo
2.0000 0.0 c.0 0.0 0.0 0.0 0.0 oo 0.0
3.00008 0.0 0.0 0.0 0.0 °.0 o.@ o 0.0
4 oocool 0.0 0.0 0.0 0.0 oo 0.0 o.0 0.0
5.0000 0.0 0.0 0.0 0.0 o.0 0.0 o.0 oo
s .co008 0.0 0.0 0.0 0.0 0.0 0.0 oo .0.0
7.00008L 0.0 Q.0 0.0 0.0 0.0 0.0 o0 6.0
. 0000 ©.0 0.0 0.0 0.0 0.0 c.0 o0 0.0
¢ .00008-01 0.0 0.0 0.0 0.0 0.0 0.0 , c.0 0.0
1.00008¢00 O.0 0.0 0.0 0.0 °.0 0.0 oo 0.0
1.10008¢00 0.0 1.0000H00 0.0 0.0 0.0 0.0 o0 0.0
1.20008¢00 0.0 1.000QR+00 _1.00008+00 0.0 0.0 0.0 © o & 0.0
1.3000K¢00 0.0 1.00008000 1.00008¢00 0.0 0.0 0.0 o0 q o o
1,40000¢00 0.0 1.00008900 ).00008+00 ©0.0 0.0 .0 0.0 o o
1.80008400 0.0 1.00008+00 1.00008%00 0.0 0.0 - 0 © oo _— 0.9
1.80008¢00 0.0 1.00008+00 1.0000R%00 0.0 0.0 0.0 c.0 oo
1.70008¢00 0 O 1.00008+00 1.00008+00. 0.0 0.0 0.0 ° o o o
1.80008¢06 0.0 1.00008+00 1.00008¢00 0 0O o.0. o © 0.0 0.0
i.90008¢00 0.0 1.00008+00 1.00008%00 0.0 0.0 - oo o o
3.0000R400 0.0 ' 00008400 1.00008¢00 0.0 0.0 0.0 0.0 [}
2.10008%00 0.0 1.0000K+00 1.00008¢00 0.0 o.a 0.0 0.0 o o
2.20008¢00 0.0 1.00000400 1.00008¢00 © O 0.0 0.0 o0 o o
7.30008¢00 ©.0 1.06000+00 1.0000800 0.0 .0 o o o0 ‘o o
2.40008¢400 0.0 1.0000H400 1.00000+¢00 0.0 0.0 0.0 0.0 o o
2.50008¢00 0.0 1.00008+00 1.00008¢00 0.0 o.0 o 0 o.0 o o
2.50000900 © O 1.00000400 1.00008¢00 0.0 0.0, 0.0 oo 5 o0
2.70008¢00 0.0 1.00008¢00 1.00008+00 0.0 0.0 0.0 0.0 d o.0
1.30008¢00 0.0 1.00008+00 - 1.0000K*00 0.0 0.0 0.0 o0 oo
21.90008¢00 0.0 1.00008¢00 1.00008+00 0.0 0.0 o.0 ' 0.0 0.0
31.00008400 0.0 1.00000+00 1.0000R%00 0.0 0.0 0.0 0.0 o o
3.10008¢00 0.0 1.00008¢00 .].00008e00 0.0 0.0 . 0.0 0.0 o o
3.20008+00 0.0 I 0000E+00 1.0000R*00 1.00008¢00 1|.00008¢00C ©.0 oo o o
3.30008¢00 0.0 1.00008400 1.0000£400 1.10008¢00 1.1000E+00 0.0 oo 0.0
3.40008400 0.0 1.00000400 1.0000800 _1.11008+00 1.11008+00 0.0 0.0 0.0
3.80008400 0.0 1.00008400 1.00008+00 1.1110F+00 1.11108400 ©.0 oo o o
3780008400 0.0 1.00008+00 1.00008¢00 1.1111§+00 1.1111g+00 ©.0 0.0 o o
3.70008400 0.0 Wy 0000R400 |.0000R¢00 1.11118400. 1.11118¢00 0. O oo oo
3.80008400 0.0 1.00000400 1.0000E®00 1.11112¢00 1.11110400 0.0 0.0 o o
3.90008%0¢ 0 © 1.00008400 1.0000f+00 1.11118+00 1.11118¢00 0.0 0.0 o o
4.00008¢00 0.0 1.00008400 1|.00008¢00 1.11118¢00 1.1111ge00 0.0 ) o o
4_10008+00 0 O 1.00000+400 1.0000E+00 1.11118400 1.1711¢e00 0.0 o0 o o
a%ooore00 o o 1.0000E+00 1.0C00E*00 t.1111€¢00 1.11110e00 0.0 0.0 o o
4.30008¢00 0.0 1.00008¢00 1.0008E+00 1.1111Re00 1. 11118¢00 0.0 to0.0 o o
4.40000¢00 0.0 1.00008%00 1.00008*00 - 1.11110¢00 1.11110¢00 0.0 0.0 o0
4.80008e¢00 0.0 1. 0000E+00C 1.00008+00 1.1111€400 1.11118400 0.0 c.0 oo
4.30008¢00 0.0 1.00008400 1_00008¢00 1.131118+00 1.11118%00 0.0 0.0 oo
4.70008¢00 0.0 1.00000400 1.00008400 1.1} 1.1111¢+00 0.0 0.0 c o
4.80008400 0.0 1.00008+00 1.9000Re00 1.11 1.11112400 0.0 oo o o
4.90008¢00 0.0 £ 00008400 1.00008+00 1.11 1..11118%00 0 © e o o.0
$.00008¢00 0.0 1 0OOOR®0O 1.0000E*00 1.11118+00 1.11112400 0.0 oo o.0
$.10008¢00 0.0 1 0000E+00 1.0000E+00 1.11118e00 1.1111g+00 0.0 [N ‘0.0
20008400 0.0 |.00008400 | .0000R*00 1. 11118+00 1 11118+00 ©. O oo o o
$.30008+00 0.0 | 000OE+O00 1|.0000N*00 - 1.11114¢00 1.11118+00 0.0 0.0 o o
$.40000¢00 0.0 1.00008+00 1. .0000N*00 .1.11112400 1.11110¢00 0.0 0.0 0 o
o00Re00 0.0 3 | 0OOOR+00 1.0000E400 1.1111E+00° 1.1111g+00, 0 O o9 o o
$.60000000 0.0 )| 0OOOR+00 1 _0000E*00 1.11118400 1 1111€+06 0.0 0.0 .0
$.70008400 0.0 1 0000R¢00 1.0000*00 1.11 t.1t11ge00 0.0 oo oo
1000800 0.0 1.00008+00 1.0000M¢00 1.11 1.11118¢00 0.0 oo o 0
$.9000R¢00 0.0 1.00008+400 1.00008+00 . 1% 1.11.118400 ©.0 o o o!
$.00008%00 0.0 1. 00008400 1.0000R+00 "N 1V 1.11112+00 ©.0 o .o NN
10008400 0.0 1.00000400 , 1.00008400 1.1} 1.1111g+00 ©.0 i oo 0.0
9.20008¢00 - 0. O 1.00008¢00 1.0000&*80 1.1 1.11114400 '1.00008¢0 0.0 6.0
§.30008¢00 0.0 1.0000K¢00 | . 0000H®00 1.1 1.1111E+00 1.10008+00 0.0 "o ©
§.40008¢00 O © 1,00008¢00 1.00008%00 1.1 T 11112400 1.11008+00 0 0 . o o
8.80008¢00 0.0 1.00008¢0Q | 0000E*00 1.1 1.11112¢00 1.11108+00 ©.0 o o
s . 5000800 O. B 1.00008+00 1.0000E400 1.11 1.1111E400 1.11118+60 0.0 o o0
8.70008¢00 0.0 1.0000E¢00 1.0000K*00 1.11%} 1.1111g+00 1.1111€¢00 © 0 0.0
o0 1.00008+00 1.00008%00 1.11% 1.11118+00 1.11118409 0 © o0
0.0 1.00008400 1.00008%00 1.1t 1.11118400 1.1115€+00° © 0 o o

7.00008¢00 0.0 1.00008+00 | 0000E+00 1.11 1.1111E%00 1 1111E+00 0.0 000,
¥.10000400 0.0 1.6000K+00 1.00008¢00 1.11% 1.11112+400 1.11118¢00 ©0 © o o
7.20008400 0.0 1.00008¢00  1.0000R+00 1.3} 1.11112400 1 1111Ee00 0.0 o o.
7.30008%00 0.0 1.00008¢00 |.00008%00 1.11 1.1111¢¢00 1.11112400 O O 0.0
7.40008+00 O.0 1.0000H+400 1.00008%00 1. 11 1.11118¢00 - 1. 117118400 0.0 °o.0
7 $000R*60 © O 1.0000R+00 1.00008%00 .11 1.11112+400 1.1111E400 0 © 0.0
7.40008¢00 0.0 1.0000E900 1.00008¢00 1.11 111118400 1.1111Xe00 O O ' 0.0
7.70008¢00 O .0 1.00008+00 1.00008%00 1.1} ‘1.11110e00 1.1111€400 0.0 o o
7.80008%00 0.0 1.0000K*00 1.00008400 1.1%1 1.11112+00 1.1111E+00 0.0 o o
7,90008400 0.0 1.00008400 1.0000%00 1. 11 1.11112400 1.11114¢00 0.0 0.0
.0000R¢00 O 0 1.00008+00 1.0000€400 1.1t 1.1111¢e00 t.11118+00 ©.0 0.0
¢.10008400 0.0 I 0OOON+00 1.00000¢00 1.1t 1.11110¢00 1 1111%%00 0.0 o o
8.20008+00 ©.0 1.00000400 1.00008%00 1.1 1.11118+00 1 .1111E+00 0O 9 oo
.30008+400 0.0 1.00008+00 1.0000E+00 t 11 1.1111800 1.11118%00 ©.0 0.0
4.40000+00 0.0 1 0000E+00 1.00008+00 t.11 1.11118400: 1 11118¢00 0O. O o o
3.30008¢00 0.0 1 0000E+00 1.0000M+00 1.1 111118400 _1.1111E+00 ©.0 o o
.40008400 0.0 1 0000E+00 1.0000H+00 1.11 1.1111€+00 1 t111Ee00 0.0 o o
8 70008¢00 0.0 1.00008¢00 1 .00008+00 t. 11 1 1111€400 1.11112%00 © © o o
§.80008¢00 0.0 1 0000E+00 1.0000R¢00 1. V1 1.11112400 1 11112400 0.0 o o

0.0 1.00008+00 1.0000H%00 1.1} 1.11112¢00 1.1111E400 ©0 O 0.0 ?

» 00008400 0.0 1.00008+00 1 0000Ee00 V.71 1.11118¢00 1.1111E¢00 ©0 O o o
5. 10000400 0.0 1.00008¢00 1.00008+00 1.11 1.13112400 1.1111E+00 0©.0 o o
9.20008+00 0.0 1.00008¢00 1.000GR*00 1. 11} $.1111£+400 ~1.11118e00 0O © o ©
$.300068%00 0.0 1.0000¢00 1.00008¢00 1.1 f.11112400 1.1111E+00 0.0 o o
5.40008900 0.0 1100000400 1.00008400 1.11 1.11112400 1.11110¢00 ©.0 0.0
4000800 0.0 1.00008400 1.00008¢00 1.11 1.11114¢00 1.11118¢00 0 © o0
$.00000¢00 0.0 1.00008¢00 1.0000R%00 .11 1.11110¢00 1.1111Ee00 0.0 o0
9.70008¢00 0 O 1.00008¢00 1.00008¢00 1 11 1 1111200 1.1111R¢00 Q.0 0.0
0.0 1.00000¢00 1 00888+00 1 11 1.11112+00 ).11118%00 0.0 °o.0
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Table B.6: Sample Output for the Fixed Time Delay
Simulation using Fourth Order Integration
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INTREGRATION ORDER = 4

Time Y LIRS X1 x2 x3 ouTPuUT

oo . o&or 0.0 0.0 0.0 0.0 0.0 0.0 0.0

1.00000-01 0.9 0.0 0.0 0.0 0.0 0.0 0.0 o0

1.00008-01 O QO 0.0 0.0 0.0 o.0 0.0 oo a o

3.00008-01 0.0, 0.0 0.0 0.0 0.0 0.0 0.0 0.0

.00008-0t ©.0.° 0.0 0.0 0.0 o.'o 0.0 0.0 oo

.00008-01 ©.0' 0.0 0.0 0.0 0.0 0.0 o o 0.0

9.00000-01 ©.0 o.0 0.0 0.0 0.0 °.0 .0 0.0

7.00008-01 "0.0 .0.0 0.0 0.0 0.0 0.0 o0 0.0

s.00008-01 ©.0 0.0 0.0 0.0 0.0 c.0 0.0 0.0

».00008-0t 0.0 v 0.0 0.0 0.0 0.0 0.0 0.0 6.0

1.00008900 0.0 o.0 0.0 0.0 o.0 oo o.0 o o

1 10008400 0.0 & 1.00008400 1.00008¢00:. 0.0 e.0 0.0 0.0 o.0

1.20008+00 0.0 1.00000¢00 1.00008400 0.0 .0 0.0 0.0 0.0

1.30008¢00 © O 1.0000E¢00 1.00008400 0.0 0.0 0.0 0.0 0.0

1.40008400 00 1.00008¢00 1.00008400 0.0 0.0 0.0 0.0 0.0

1.50008+00 0.0 1.00008400 1.00008¢00 0.0 0.0 0.0 0.0 0.0

t.60008¢00 ©.0 1.0000R+00 1 .0000R¢00 0.0 o.0 0.0 oo o o

1.70000¢00 ©.0 1.00008¢60 1.00008+00. 0.0 0.0 0.0 e o0 0.0

t 80000¢00 0.0 1.00008¢00 1.00008400 0.0 0.0 0.0 0.0 -

1.00008¢00 ©.0 1.0000E+00 1.0000E+¢00 0.0 0.0 0.0 - 0.0 )

2.00000400 ©0.0 1.00008400 1.0000H¢00 0.0 0.0 0.0 0.0 o o

2.10008¢00 ©O.0 1.00008+00 1.00008400 0.0 0.0 o o 0.0 0.0

2.20008%00 ©.0 1.000008400 1! .0000Ke00 0.0 0.0 0.0 \ 0.0 oo

_2.30000¢00 0.0 " 1.00008400 1.00008¢00 0.0 0.0 0.0 0.0 o o

2 4000R¢00 ©.0 1 .00008¢00 1.0000He¢00 0.0 0.0 0.0 0.0 0.0

2 soo0Re00 ©O.0 1 .00008+00 1.00008¢00 0.0 0.0 ©.0 0.0 0.0

2 80008900 0.0 1.00008+00 1.00008900 0.0 0.0 0.0 0.0 oo

2.70000¢00 0.0 ‘1 .0000R+00 . T{9000&+00 0.0 0.0 oo 0.0 o0

1.80000¢00 0.0 '1.00000+400 ‘vzégoolooo_ 0.0 0.0 o 0 ] oo

2. 9000800 ©.0 S “epooteco 0.0 0.0 o.0 0.0 o o

3.00000¢00 ©.0 '™ p-goooRe0o 0.0 0.0 0.0 0.0 o o

3 10008+00 ©.0 1. ‘00002400 '§.43376-01 §.43317¢-01 0.0 °0.Q o o

31.30008¢00 ©.0 11.00008¢0 1.00008+00 1.0888E+0C 1.0968+400 0.0 0.0 o0

3.30008¢00 ©.0 "1 . 000ORAPO 1.00008400 1.10708e00C 1.10704¢00 0.0 0.0 o o

'3 40008ed0 O.0 1.0000¢%00 1.10710¢00 1.1071g+00 0.0 0.0 0.0

1.80008400 0.0 1.00008+00 d 1.10710¢00 1.10712¢00 0.0 0.0 oo

3.40008¢00 0.0 | . 0000R+0O0 1.0000E+00 1.10718¢00 1.1071gs00 0.0 o o o o

0.0 1.00008¢00 1.00008+00 1.1071§e00 1. 10714400 0.0 0.0 o0

e.0 1.00008+00 1.00008400 1.1071Ke00 1. 10710400 ©O.0 0.0 0.0

3. e000R¢00 O.0 | 0000R®0O0 1.00008400 1.10718¢00 | 1071E+00 0.0 0.0 )

4 00008%00 0.0 | 0000N+00 1.0000H¢00 1.10718¢00 1.10718400 0.0 0.0 o.o0

‘. °.0 1 0000E*00 1.0000E*00 1.10710¢00 1.10718¢00 0.0 oo 0.0

4.3200 o.0 1.9000L+00 1.00000+00 1.1071K+00 1.10714¢00 O© O oo oo

.. 0.0 1.00008¢00 1.00008K 1.10710+00 1{.1071ge00 0.0 0.0 oo

.. 0.0 1 .0000Re00 | 1.10718+00 1.1071E¢00 0.0 o0 o o

[} °.0 1.0000E+00 1.0000K+00 1.10718+00 1.10714e*00 0.0 o o oo

[ 0.0 i 0000E+00 1.00008¢00 1.10710¢00" 1.10718+00 0.0 oo 0.0

. °.0 | 000OR+00 1.0000R400 1.1071H¢00 1.10718400 0.0 0.0 0.0

) 0.0 1.00D0OK+00 1.00008¢00 1.1071H+00 1.10718400 0.0 oo oo

[} e.0 1. 00008400 1.0000H+00 1.1071H+00 1,10716400 0.0 0.0 o o

4 0.0 1. 0pOOE+00 1.00000400 1.10T714¢0C 1,10718400 0.0 0.0 o.a
5. 0.0 1.06008+00 1.00008400 1.1071H+00 1.10710400 0.0 oo 0.0 -

. o0 {.00D0E+00 1.00008+400 1.10718¢400 1.10718¢00 0.0 0.0 o0

[ °.0 | 000ORe00 1.0000R+0H 1.10718¢00 1.1071k¢00 0.0 0.0 )

[ o.0 1 0000N+00 1.00000+00 1.10718¢00 1.1071E»00 0.0 0.0 oo

[ 0.0 1.00008400 1.00008400 1.1071E*00 1. 1071E¢00 0.0 0.0 0.0

] 0.0 1.00000400 1.00008400 1.10718+060 1.10718¢00 0.0 0.0 oo

[} 0.0 1 .0000N+00 1.0000840Q 1.10718+00 1.1071R¢00 0.0 0.0 0.0

] 0.0 1.00000+00 1.0000R#09 1.10710000 " 1.1071R¢00 0.0 0.0 0.0

.. °.0 1.00008+00 1.00008400 1,10718¢00 1.10718¢00 0.0 . 0.0 .0

[ 0.0 1.0000R+00 1.000 1.1071E¢00 1.10718400 0.0° 0.0 oo

.. .0 | . 0000N+00 1.00008400 1.310T1H*00 1.10718+00 §.4337¢-01 0.0 0.0

. 0.0 1,.00008+00 1.0000K+00 1.10718400 1.1071K+00 1.09888+00 0 O o o

T e.200 ole ' 0000E+00 1.0BOOE+00 1.10718+00 1.1071400 1.10708¢00 0.0 c.0

6.30008¢00 0.0 1. 00000600 1.00008400 1.1071He00 1,10718¢00 1 10718e00 0.0 0.0

0 | . 0000H+00 1.0000E+00 1.10716+00 1.10718¢00 1.1071k+00 0 © 0.0

0.0 1 . 0000N+00 1 .0000E%00 1.1071E+Q0 1.1071H¢00 1.10718e00 0.0 o o
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9.0 | GOOO0E+00 1.00008+00 1.1071UeC0 1.1071H+00 1 10718400 0.0 oo
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Appendix C: A Review of some Numerical Techniques with

Consideration to DYFLO/DYFLO2

One of the most important tasks involved in any simulation
of a dynamic system is that of obtaining a solution to the
set of ordinary differential equations (ODE's) that describe
the physical situation. As the term "simuyation" implies
the use of a digital computer to carry out computations, the
discussion ' may be immediétely restricted to numerical
techniques.

The purpose of this appendig is to provide a summary of
the‘tigpry behind the techniques Franks (1972, 1982) has
used to develop the DYFLO and DYFLO2 -library routines for
solving ODE's. The underlying objeééive is to present the
material in more rigorous mathematical terms than Franks has
in his documentation. Readers who are familiar with simple
numerical ODE solution techniques may skip to the section on
coupled systems ‘if desired. However, it may be found
advantageo;s to skim the earlier sections to pick up on the
notation tc ease the understanding of the conversion to that
of Franks.

Before proceedihg further, it should be noted that the
phrase, "set of 'ODE's", has been used in a broad sense
meaning "one to many ODE's" throughout this appendix. No
loss will be incurred if the matrix equations are

interperated as if they were scalar.
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C.1 Explicit (Forward) Euler
Consider the typical set of n first order ODE's given by

the following matr1x equatxon-

&

dult) o g(u(e)) (c.1)

with ‘the initial con@itions:

u, = ulty o (C.2)

It should be ted here that is is assumed that a solution

exists. Rewriting e&ﬁat (C.1) wusing a forward Taylor
series expansion gives: \\

ult) = u(to) . (t-g')f(u(t )) +

(tt) (tt)3

Y £'(u(t ))+—————3——f"(u(t ))+... (C.})

S;bstituting the definition: .

At = t -t (C.4)
into equation (c. 3), and then truncating the infinite series
after the linear terms ylelds the approximate saﬂutlon.'

u(t) = u(e ) + AtE(ult)) j tc.s)
whichbis the algorithm for the explicit Euler ODé solution
technidue. A better understagding of 'this integration
technique can be gained by considering Figure C.1 Qherg it

3 -
can be seen that the solutlon is prOJectnd forward in time

in a linear fashion accordlng t%’;he slope of, the function”

at the current t1me. Obv1ous;y, a larger time step (At)

reduces the confldence in- the accnracy of the SOlUthﬂ.

w0 T “\,}7‘ 7 - ’
\ E . ’ 931( - QQ e s‘f’;‘
o N . . =

- < . . R e 7 P
' : PR . . 4 Poe el B
o | E ST

. . L - ST A

. » ” W
..” :

U=



431
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*igure C.l: Mechanics of the E%plicit Euler Solution
Technique o .
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It is convenient to change the notation used in equation

(C.5). By letting:

u(t) = ut* (C.6)
“\J' ) k
u(t ) = u (c.7)
0 ,
and then:
£(ult ) = £° | | (c.8)
equation (C.5) becomes:
AR uk ateX : (c.9)

This change of notation forces the algorithm to advance
itself through time in a recursive - fashion. In fact, the
superscript, k, counts the number of At's added to toe This
notational style is appropriate for implementation on a-
digital computer and Figuré C.2 gives a graphical
interpretation of equation (C.9). The solution is advanced
along the trajectory tangent that passes through the current
solution position. | ’

It should be noted that equation (C.9) may be made to
give the exact solution if an error term were toO be
iﬁcluded. However, the local error is proportional to At2
and so, if the time step 1is chosen small enouéh, the error
can be ‘neglectedh for most practical purposes. Usually,
solution stability Qictétes the maximum step size that may

be used in a given situation.

C.2 Implicit (Backward) Euler : ' %@u

Tbe development of this method follows from bﬁé'

;92 Wy i'

discussion given for the explicit Euler method. Startf%g'

_ / W
with the same set of ODE's (equations (C.1) and (£.2)),

¥
3
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%y ~

Tangent to o
Trajectory

Figure C.2: Graphical Integration of the Recursive
- Form of the Explicit Euler ODE Solution
- Technique :
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equation (C.1) can be expanded using a backward Taylor
series: |
u(to)=u<t)—(t—to)£(u(t))-... { (C.10)
Substituting equation (C.4) 1into (C.10) and truncating as
before yieldsbthe approximation: -
-u(to)au(t)-Atf(u(t)) ‘ (C.11)
The implicit Euler algorithm follows from rearranging

equation (C.11)

u(t)mu(to)+Atf(u(t)) (C.12)
Incorporating equations (C.6) through (C.8) into equation

(C.12) gives the recursive formula:

o Taukrar g (c.13)

. ) . : k+1 .
This formula, however, is gquite useless because u is

k+1

required to compute £ ! Figure C.3 attempts to interpret

this equation graphically. It is obvious that u, is needed

-~

before Uss and uq is needed before Uy, and so on. There are
several alternate formulations available that avoid this

problem. The one most widely used involves the

k+1

approximation of f with a truncated Taylor series:

fk+1=fk+(uk+1-uk)Jk (C.14)
where:
Jk=£k'=dfk/duk (C.15)

S

Equations (C.15) is known as the Jacobian matrix. For those
readers unfamiliar with the matrix calculus operations in

equation (C.15), the Jacobian for a set of n ODE's is:
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—

.jure C.3: Graphical Integration of the Recursive
Form of the.-Implicit Euler ODE Solution
Technique
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i df1 df1 df1 . df1
du1 duz du3 dun
dfz :
du1 ’
daf

g = | =3 (C.16)

du1 ’
dfn N ™ dfn

| du, du, |

Substituting equation (C.14) into (C.13) gives:

uk+1=uk+At(fk+uk+1—uk)Jk )l

(C.17)
and solving for uk+1 gives the following form of the
implicit Euler algorithm:

uf* lauRer1-atak 1 Taee® (C.18)

All terms in equation (C.18) are known or may be calculated
at time step k, allowina the solution to be advanced through
time. The obvious drawback is the fact that the inverse of
a matrix is required each integration time step. This 1is
trivial in the case of a single ODE because the Jacobian
matrix is simply a scalar. The advantage of this type of
scheme is that the time step éiée (Afy'is not limited. 1In
other words, the solution is stable even for At approaching
infinity and so, can bg advanced quickly. It should be
noted that the integration time.stép size 1s, 1in practice,
limited _by the "goodness" of the solution

desired. Information is lost as At is increased.
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C.3 Systems of Coupled ODE's o ﬂk
Coupling in a set of ODE's is usually due to the physics
f,@§w§hé si;uétion under considerat}bn. A second form «af
céﬁpling, known as algorithmic coupling also sometimes
exists. As this type of couﬁﬁing is beyond the scope of
ﬁhis work, no further discussion will be given.

The solution technigues discussed to this point have
assumed that the  system 1is only mildly coupled. 1If the
system happensrto'be.more strfongly coupled or "stiff", both
the explicit and implicit methods have shortcomings.

The explicit Egleg;procedure willkrequire an extremely
small inregration,*,fimgtv step to remain numerically
stable. Nq;hihg cqn\'bé d#%e about this. Moving to a more
advanced explicit sg}u{ioh\gechnique, such as a Runge-Kutta
methoé, “ﬁéy ailgwﬁﬁﬁhe use of a larger time step, but an

upper bound,.still,'gkists. Clearly, computing costs are

expected to be»high when using any expiicit method to solve

KA
- [y

a Stiff syst;m: AR
Imp_hci’t o : |
Préblgms wftﬁ}tﬁé implicit‘p:d;édure are noted with the
matrix invefsi?hif?he more highly coupled the system of
ODE's the ﬁofe: ill—ﬁonditigned (singulér) the matrix
inversion<;béédhés. .Forﬁhnatély, moving to a more advanced
implicit algofithﬁ usﬁally avoids this problém.

Rearranging = egquation (C.13) into, a new nonlinear

function as follows:
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| | - |
£* (u k+1) uk+1 wk-aegktt Yo ' (C.19)

vKugtibn (C 19) 1is. the residual error associated with a

"quess" for u¥.1. Obv1ously, it is desirable that £*(uk+1)

. . ‘ "
ayproach zero.‘ This - has ;educed the pfoblem to that of

solving & nonllnear system df algebra{i“/ﬁguations at each
integration time  step, } avoiding ~a matrix inversion
' - .~ Ve : . .

-

operation. x T

Several technigues for solving nonlinear systems of

- s . ¥

equations exist. Most are recp;sive in nature,J and - the
A - | N N
Newton-Raphson method is considered to be the most "bullet

proof™. That is;‘it'usuallz‘wo;ks‘best.

Newton Raphson Iterat1on

Tbe Newton Raphson 1terat10n is- again derived from. a

fﬁruncated Taylor series expans1on. In this case, the‘TaYlor

series  is used ‘ﬁ>‘(line§rize the © nonlinear function;,

wf*(ﬁ¥+1l)’as jollowéc . _
).£f(uk*1(m*1))sf*(uk+1‘m))+nua(m)

| " o * (C.20)
) . . - . '_ a | | -» | " ) . . Qa /\
- where? » L ST R T :
. . , ‘. '>. N " ) 3 ‘ ‘- . . Y - o .
nu= k+1(m+1) kv1(m) S LT (C'21)

The bracketed ,superscrlpt m,a'jsﬁ“dse&' to, 1nd1cate the‘

. ) LY
'Newton~Raphsoq 1teratxon counter. The recur51ve algorlthm “
‘results\ from xn51st1ng that the left h?nd side. of equatlon

,1\

+ (C.20). be identlcallyfzero. That, is, with frgafnangement

%(C.20) becomes: .. o ";: . : N
J(m)--ff(uk+2(f)) R (O & D I
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Solving this equation for Du, and then substitutine into

equation (C.21) gives the updateé value of uk+1(m)

. ugf1(m+1.)=uk+1(m)+Du . , (c.24)

As with nonlinear systems, there are many techniques
v availab%e for solving . 1linear systems of
equations. Gauss-Jordan reduction 1is a simple, well known

“method and usually proves to be adequate. Details of this ,

procedure are . not given here as they may be found in anY{;;
introductory numerical methogs_text beok. . \
It should bet = clear now that the crux of the

Ngyfon~Raph§éq method is tQ,«iterate on equations (C.22)[

(c.23), . and “‘(c 24)  until gkt 1ime )y k+1(m)" b until

k+1 (m))

£ (u i suff1c1ently close to zero.

Numerlcal Jacoblan Evaluatlon

Althouqh it is usua&lyq ea51est Fnd best to uSe an -

»

a(xalytlc version: 8f the #atﬁblanﬁ?lmrﬁ%OSSIble, anré qulte '
often necessary,'to calcgl&te'(dts\ value‘ numerlcally, The
numeri?el' techqique~ ingb;ves estiﬁating the Jacobian from
- différendef&uoéients.‘ Tha£ is, .for column j 0f_tﬁe qecobién
i . : . : . e S ‘

/emétfixy use: e |

v ', 'k_ “-

" atfu(t)) f(uﬂ: +u PE@e)

- - : ' §=1, vwn,.n . (C.25) .
du; © ' D'U-.- N
i~ . b o , ¢
where°‘ ' | 4 _ . e
- = 0 0 . Du » O 0 0’ e- o~ K 4. 4'- | (C026)
'_;These two equatlons améunt\ to .perturbing the;‘dependent"
_ a .

variable and::obseryinglfhe response. »The'approximatienvin

-
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equation (C.25) becomes truth as DuJ approaches zero. The

pj’ is usually chosen such that Duj_ ~

1% ofr_uj itself. It should be noted that a lower limit must

- perturbation vector, u

be pleeed on Duj to prevent "divide by zero" if Uj = 0.
Relaxation e
If the system is especially stiff, a further

modification to the Newton-Raphson technique may be required

.. in order to converge on a solution to equation (C.24). Tbis .

involves the inclusion of a weighting factor as follows:

€k+1(m+1)=ukf1v(m)+wDu ) . - | '(C.27)
where: N _
w=[w1r Wor W3r eeey wn];AOSwiSZ g (C.2§)

w is normally termed a relaxation fector vector. Tts
purpose is to speed (wi > 1) or slow (w, < 1) t?e solution
convergence to improve the numerical stabilit&. In general,
the choice of the various Wi will depend_on the wparticular
ystem\gglng solved and a constant relaxatlon vector usually

‘prov1des satlsfactory results. However, w need not remain

cons tant throughout the solutlon and more advanced methods

8

'ex1sts for "controlling" w. As ‘this is beyond the scope of -

\

:thls work, no further discussion will be‘giQen; -

Lt is pertlnent to put forth some words of cautiop to
the %eader at  this p01nt. Formost,'ls the fact that the
fuhction £ muSt"be; dlfferentlable- watch Qut - for
.aisconginuities: 'Tﬁis' becomes espec1ally 1mportant 1fwthe
Jacobian is being evaluated numerlcally. Also, the Ja¢0b1fn
" matrix must - be non-singular (i.e. det J # 0) if a sqlutioﬁ
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-

is to exist. Relaxation is not a "fix - -all"
technique. There are sets of equations that are too- stiff
even for ' this to work. Moving to "extended precision”

computations may help. Finally, if the solution -wvector,

+ . . ’ .
uk 1, is not unique, the answer 'obtained depends on the

initial guess for uk*t

C.4 Translation of .Theory into DYFLO/DYFLO2
Before the preceeding theory can be translated into the

terminology- Franks (1972, 1982) has used in his

documentatién, an alternate form for representing a - set of

ODE's must be considerqd. ' For most . .engineering -
bkl ey |

miad be * nonline
%#&\* will be nonlinear and

applicétiods, the ODE's of con

first order. .By strict mathematigal definition, the general

. B® .
form of such equatlons-%g;//

— /
dul(t )/ 2

Cult)— + b(t)ult) = c(t) (C.29)
dt . ) i

‘Rearranging this equation gives:

du(t) c(t) blt) , |
= - u(t) | S (€.30)
dat - alt)  alt) - |

This last equation is the form on which DYFLO and DYFLO2

<

have been based. That is, the "forcingkfunétion" is:

il
c(t) *

FF = ‘
alt)

and the reciprocal time constant is: o ‘ S
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b(t) ‘
DK = : | ’ (C.32)

a(t)

.~

§
so equation (C.28) may be written as:

du(t)

= FF - DKxu(t) - . ‘ (C.33)
It should be noted that a(t), b(t), and c(t) are quite often
functions of u(t) which implies that FF and DK are functions

of u(t) as well.’ As well, FF and DK are v ctors in the

‘multi-eqy ’n case."Tﬁis is not clear in the documentation
t
prov1ded by Eranks. S »yg,

" AN

The rlght hasn side of equgglon (C 33) has _been refered

to as f(u(t)) in the prev1ous dlscu551on. In*qther words:
- vf;' ¥

PR
f(u(t)) = FF - DK#u(t) *~ ; s e (c. 34)
In view of equations (C.6) through (c.8), 'equation (Cd34

can be rewritten as follows:

LA S T U (€.35)

N

Backshifting the time superscript and substituting equation»

(C.35) into equafion (c.9) gibes the recursive formula:

LA FFkAt - (1-DK Kag)suk N : (c.36)

- This equation corresponds dlrectly to,equation I-5 in Franks

L

documentation (1982) if it is real1zed that "n" is used as
the t1me step codﬁter and Dt is actually At. The DYFLO
routine,. INTG, is based on equatlon (C.36). ”

In a similar. fashlon,éequatlon (c. 35) can be substituted
- D E

\f

¢into .the recursive formula _for the 1mp11c1t Euler method

(equation (C.13)):



443

B I T A LU #(C.37)
Solving (€.37) for u®! yields:
oK 2wk saerr®t )/ (reatpr® ) (C.38)

: e o :
which corresponds to Franks' (1982) equation I-9. This is

the formula on which the DYFLO2 routine INTSTF is based. It

\

quickly becomes obvious that.theaz are some problems with

equation (C.38). Advance knowledge of both prEY! k+

. ) , v . . ‘ Ju :.‘\‘ N ;ﬂ ‘»“ " ‘
is required, and can not be calculated if they are ﬁpw,u3,m§é§'

of u(t), aS'mentioned eérl%gr. Frénks suggests tha :1 :7‘

and DK are mqstl‘ﬁplnvarlable FFk.and DKk-may‘f'W;u

which should prove - be adf{  for a 51ngle

ODE. However, if FF and/or DK'ar;@?i ﬁ;;idly time varying

or a set of eguations is involved, ‘-red1ctor ‘corrector

solutﬁq "chdhre is outlined g;;:ﬁranks. The 1mp11c1t
formula is used with data available at time step k to
"predict” the solution at.k+f. The éredictéd data is the
used “in the implicit fo;mula. again to "9 %ect" ,the
.msolutlon. What Franks has failed to hehﬁigﬁ is the fact *
that by using the implicit formula in aégredlctor role, one
is really using °"the explicit formula and time :ET*
”11m1tat10ns h;ﬁﬁwbeeﬁgfelntroduced 1€7the process; A better é\/
apprpach{vwhach av01ds this problem, is given in the section
onfhighly coupled - systems (Franks, 1982). The; procedﬁre
oﬁtiineda is the same as that‘pfgsented earller 1n thlS work'
,forsi:iffwsystemsl.—.  _'§§_ '7 ol |
Subséiéuting equation (C;3S)Ainto eqhation (C.lé) (the-

residual error function) gives:

P
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£* (05 Ty auk* Toukoae (PEKT ToDR¥ T Teuk ) (€.39)

Multiplying phis. equation out, and then rearranging it

¢

gives: ,
e* () eu® T (1+atorK ) —ukeaerER ) (C.40)

,

Equatioﬁ (C.40) usés a rigoro vector notation and
céfresponds to equation (V-5) iQ Ftanks (1982). Equation

(v-6) as given. by Franks (1982) cd:responds‘to‘equatidnw
(c.23) fdr the case of Fhree ODE's and ther Newton-Raphson“
iteratiOQ.‘eQUation is not numbered, but'is§§?§htical tofthei
on?vgiQZ%w?n this work (cf. equation (C;24))$ﬁ ‘ j
| Relax;tion in the Newton-Raphson iteratiogj"isf only
briefly discussed bfﬁF:anks. He calls-gae”relaxatioh factor
vector an attenuatjotbfac;tor and equati%n (v-7) in_his'%k
coffesponds to equation (Cu27).‘ An important ppintwthat has
been left out of thesdocumentation ig tﬁat is is ggnéraily

accepted that the relaxation factor must be bouhded (i.e. 0.

£

S w $ 2) for numerical stability. -

. The final point to .be noted is -that Franks indicates’
that - the Jacobian "is required in an‘%plytic form. As was.

. show earlier in this work, the Jacobian matrix can /—/k{&,/.
v . st e
. ,///.f

reliably estimated numerically. - ' /;//4ﬁ
o ‘ T T e
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C:5U~Recuréive Integration Slgorithm Summary
' The complete reﬁﬁ?sivé integration algorithm suggested

by Franks;(19825 is given in detail‘below:

- 1

. X+ 1 .
i. Make an initial guess for the solutlon, uk J% !

* The 1mp11c1t formula at tlme step k 1’5 used in a

A © predictor sense to automate this guessing

-
”procedure

ﬁ%wi‘!kkiii;; Compute the resxdual error function from equation
1 (@iﬁ%)“H“i§ o &s suff1c1ently clos; to. zero,
7o go to.step 6
iii.'Calculate the Jacobian métri}‘ﬁiélequatéon%
(C.22). Note, thi%lésgdohgwusing the most "up, to
| date" value of u}’wwavéilabke;'
iv. Solve t:ig;;;zéﬁ of eqdations in (€.23) for Du. .

Relax t " rement if necessary before updating

- a”vdk+¥ in equation (C.24).

v. Repeat steps 2 through 4.

) vi. Proceed to the next time step cal ulatjon. (i.e.
5 e Sorea * ‘ i
b m C o kskrl —> k+1).

o "

.

T



Chak

Appendix D: New DYFLOZ.LIB‘fubroutine Details

D.1 SUBROUTINE CON2X2

Purpbéé: Continuous 2x2 controller subroutine.

Use: CALL CON2X2(C01,C02,CI1,CI2,MODE1,MODE2)

’ L ’ e : : ’
Parameters: See §urce code listing in Figure D.1.

Additional Input Data Required from Labelled COMMON:

COMMON/LOOP 1/ >

SP1

loop 'f'#elpoint, same units as controller

wkwagmw.Jqutput.inpu&g&igpa;,'CI1.

L ”‘{ ‘);:)\ '
COMMON /LOOP2/

SP2

e

R

1oo§¢@%setpoint same units as controller
outpf ,;ghput signal, CI2.

COMMON/CO2BY2/, ¢ .

ZR1
ZR2

.

lppph 1 zero input scale.
loeP§2 zerc input scale.

'FSRDG1T - loop 1 full input scale.

FSRDG2 ¢ ' loop 2 full input scale. “
AXNt = % loop 1 controller action switch
AXN2® .+ 'loop 2 controller action switch
PB1:, ', ¥§qop ! proportional band.

sz . ;’;{»

RPT2
RT1

RT2
RA1
RA2
Ol
012
ODI ]

oDI2

L aud

A0 2
"1og§§%ﬁrepéat rate (= 0 ig$

-

‘loop ‘2 ‘gepeat rate. (= 0 i
1loog,,! rate time (derivative time constant).

‘gropontional band. )
).
).,

MODE2

(= 0'if MODE1-= 1 or 2) -
loop 2 rate time (derivative time constant).
(= 0 if MODE1 = 1 or 2) : :
lodp 1'réte amplitude (= 0 if MODE!

{ 1 or, 2).
loop 2 rate amplitude (= 0 if MODE!

1 or 2).

W

.loop 1 integral action or controller bias,

injtialize to steady state controller output.
loop 2 integral action or controller bias,
initialize to steady state controller output.

'loop 1 derivative action output, initialize to.

1./RA1 - 1, if MODE! = 3. |
loop 2 derivative action output, initialize to
1./RA2 - 1, if MODE2 = 3,

Brief Description:

The subroutine, CON2X2, provides a convenient method of

§46
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B

implimenting a continuous 2x2 control scheme. Proportional,
proportional‘ plus integral, and proportional, integral,
derivative controller modes can be used with either control
loop by setting the flags, MODE!1 and MODE2, to 1, 2, or 3
(see FiQure D.1). The subroutine calls the appropriate
DYFLO2 con@‘ollgr‘subroutihe (CONTR1, CONTR2, or CONTR3) to
perform the controller calculétions for the particq}ar\
’loop. Figure D.1 shows a source code listing of the
§ubroutine and Figure D.2 presents a program flow chart

which will clarify the logic Qsed.

D.2 SUBROUTI}g DISPID

Purpose: Discrete PID controljer using the velocity
formulation with derivative action only on the
input signal. . p
' ‘ ) J
Use: CALL DISPID(VI1,CO,ZR,FSRDG,SP,AXN,KP,KI, KD, TS, MODE
TIM,N,TO) o « |

Parameters: See source code listing in Figure D.3.

Additional-Input Data Required from Labelled COMMON: Lo

None.

» Brief DeSCriptioﬁ:

The subroutine, DIS?ID, providés discrete centrol for up
té 25 loops, on & single loop basis. Proportional,
proportional plus integral, and proportional, integral _ ,

‘ 2

derivative controller modes can be used by setting the MODE

-

a?fiag appropriately. The &tructure of the controller 18

given in Figufe 2.8 and the éalculations.perfo;med by this

subroutine ‘are based on equation (2.22). The program _flow

chart in  Figure D.§ will clarify the logic used in this
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212 C *********.“YCONZXZ ******************w*t*************ﬁ********
213 o
214 C CONTINUOUS 2 BY 2 CONTROLLER ROUTINE
215 o ' y
216 Cmm e e e TS
217 c
218 C  VARIABLE DESCRIPTION
219 c
220 C  INPUT
221 c CcIn - LOOP 1 CONTROLLER INPUT
222 c CI2 - LOOP 2 CONTROLLER INPUT
223 C MODE! - LOOP 1 CONTROLLER MODE 1--=> P
224 c : 2--=> PI
225 C 3---> PID
226 C MODE2 - LOOP 2 CONTROLLER MODE  1-—-> P
227 C 2--~> PI
228 o 3---> PID
229 c
230 C  OUTPUT ,
231 c Co1 - LOOP 1 CONTROLLER OUTPUT (0 - 100%)
232 C ©o2,. - LOOP 2 CONTROLLER OUTPUT (0 - 100%)
233 o e -
234 C_.._....."...; ________ i e e o e e e e e e e e o e e e i o e e e e
235 c o 4 ) :
236 .. SUBROUTINE CON2X2(CO1,C02,CI1,CI2,MODE!,MODE2) f
237 .. REAL KC1,KC2
238 COMNON/LOOP1/ KC1,TI1,TD1,SP1,CSP1,DIST!,TS!
239 COMMON/LOOP2/ KC2,TI2,TD2,SP2,CSP2,DIST2,TS2
240 cguxon/cozarz/ ZR1,2ZR2,FSRDG1,FSRDG2, AXN 1, AXN ,
241 + RPT1,RPT2,RT1,RT2,RA!,RA2,011,012,0DI1,0DI2
242 C © ’{? . 9
243 C  LOOP t CONTROLLER CALCULATIONS i '
244 c ' v ‘ _
245 GoTo (10,20, 3Q) , MODE 1
246 10 CALL CONTR1(CIi,COt1,ZR1,FSRDG1,SP1,AXN1,PB1,0I1)
247" é GOTO 40 '
248 . 20 CALL CONTR2(CI1,COt1,ZR1,FSRDG1,SP1,AXN1,P® ,RPT1,0I1)
249 GOTO 40
250 30 CALL CONTR3(CI1,CO1,ZR1,FSRDG1,SP1,AXN1,PB1,RPT1,RT1,RAI,
251 + oI, 0911)
252 C , .
253 C LOOP 2 CONTROLLER CALCULATIONS ’ /
254 o ,
1255 40 goTo(50,60,70) ,MODE2
256 50 CALL CONTR!(CI2,C02,ZR2,FSRDG2,SP2,AXN2,PB2,012)
257 . GOTO 80
258 60 CALL CONTR2(CI2,C02,ZR2, Fsaﬁﬁi'spz AXN2,PB2,RPT2,012)
259 GOTO 80
260" . 70 CALL CONTR3(CI2,C02,ZR2,FSRDG2,SP2,AXN2, paz RPT2,RT2,RAZ,
261 - + 0I2,0n12)
262 80 RETURN
263 ! END
Tigqure D.l: Subrout:irde CONixe FORTRAN Y Source Codeo 1
- L1sung 8 '

/" s e
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No N

‘/PT’\~ 0>
"\\. 1 ¥
§
Yes
: !
CALL CALL |! CALL
CONTR1 CONTR2|' CONTR3

No

RETURN

kY
H

X

“Fiqure D.2: Subroutine CON2X2 Proqraf' “low Chart

»
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* i 452 + C  DISCRETE PID CONTROLLER ROUTINE
. o483 ' ¢ .
<484 C  WOTE: VELOCITY FORN DERIVATIVE ON OUTPUT STRUCTURE
: 499 (e o e e T e S S
. L1 ) < .
o L 487 C . PARANETERS
(}.1 ] (<
\:: ., €Vl .‘ ~ procsss input signal
LY [ [22] ~ controller output signal, incremencal
481 o R ~ Process Lnput rearo\read:
' 482 [of FSRDU - process Lnput full eCaie (ealing
463 (S 1 ~ SetpOint, incrementa
464 c Ay ~. COMPALAtor action > direct action
465 [+ : iNverse action
466 C Kp - propoftional gain
467 C 9 - integral gain
468 c KD - derivative gain
469 o) 8 - sample time
! 470 c MODE - controller mods t===» P
4711 (o 2=-=> P+l
472 [ Jv==> Pel+D
o 413 c ' ot - simulation time
4 478 < ] - discrets PID controller number
41 ¢ T ~ sample time offeet
476 c ,
v 417 C  INTERNAL
478 c
479 C STIN - simulation time for next sample
480 c NS ... - sample counter
4@y C  TEST - tak® nev sample flag
482 C SPAN ~ input variable span
483 < Vi - duemy input variable
484 c PC <« proportional control output
48% c Ic - integral control output '
486 c ER - current sample error
» A87 c ERM ! - 1 sample previous error
488 (o4 PCIN - input signal in percent
489 c PCINN! - ' sample Pravious LNnput signal in percenc
- %‘ 490 < PCINN2 ~ 2 samples previous iNput signal :n percent
491 c !
492 [ S ARt
493 c L v .
494 SUWMI‘ DISPID(VI,CO.ZR.FSRDG.SP.AXN.KP,KI.KD.TS.HODE.TXH,N.Z‘O)
. 498 LOGICAL” IFLAG(25) /2% . TRUE./ ’
h 436 REAL PCIN(2%),PCINN1(25), PCXXIZ(ZS) ER(25), ER.‘U(‘S)..».KP.KZ.KD
457 REAL ERN2(25)
498 INTBGER.: ¥8(28) /25%0/
L 499 DATA ER72800. /,ERN1/25#0. 4, PCINN1/25%0. / ,PCINK2/25%0. /. b
’ $00 + PCIN/2%#0,/,ERN2/25#»0./
501 .. STIN=NS(X)*TS+TO
502 © O TESTSTIN-STIN
503 2 IP(ABS(TRST) .LT. SE-5) TEST=0.C
504 IF(TEST) 40.5.5
508 % SPAN~ABS (PSRDG-ZR)
506 VIN=VI
507 IF (Y1 .GT. PSRDG) VIN=PSRDG
508 17(Vl ,LT. ZR) VIN=ZR
509 1P (IFLAG(N) ) PCINM2(N)=VIN/SPAN®(-'.)=AXN
510 IF (IFLAG(N)) PCINN) (N)=VIN/SPAN®(-1.) «AXN
S 17 (IFLAG(N)) PCIN(N)=VIN/SPAN® (-1 ) «AXN *
92 1c~0. ’
513 pC=0,
$14 90TC (20,20, 10) . XODE .
] 5's "0 PCINNZ(¥)=PCINRI(N) © .
- . S16 PCINM! (M) =PCIN(N)
. 517 PCIN(N) =VIR/SPAN® (= 1.} «AXN .
DC=KD& (~PCIN(N) 2, *PCINN1 (N} -PCINRI (K} - 7S 4
1P(ABS(DC) .LT. .J0') OX=C.O : \
VIN=DCeVIN . \\
ERXY (M) =ER(N) !
ER(N)= (SP-VIN)/SPAN® (- 03, ) sAXN 1\, - :
IP(RODE .2Q. ') GOTO 39 ‘ N . ;
ICoKIeTSa (ER(N) *ERRVIN)) /T ‘
PCeKPe (IR (M) -ERX ' (N)) :
CO=COsPCeIC v
ir{co’ . gk, 100.) CO=1G0, o
(r(co Fix, 3.) CO=0.. e e s
u(i)-gs(l)n , P . S :
Jdrag(n =, FaLse, ot R
40 RETURR - s LI
l,,u PR " '
B f
" . " . . ’ )
Figure p.,3J: Subroutlne DISPID FORTRAN I, Source Code
o Lxstan S :
Py ¥ . . "



CALL
DISPID
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: } é
STIM = NS*TS+TD :
NoO ! .
initialize
i error sidgnals
No RETURN
NS=NS+1
X T )
calculate
derivative .
actiqgn calculate
controller
~output
update| 4 | )
error
Mo caclulate

R X u")'.-
N n='E’"3“

w

calculatel|
} integral

action

~ proportionalf
. action

i ’

. I % ,
®igure D.4: Sdbroufine DISPIH Program Flow Chart
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subroutine. o -

D.3 SUBROUTINE DPID2

Purpése: Discrete PID controller using the velocity
formulation with the standard textbook structure.

Use: CALL DPID2(VI,CO,ZR,FSRDG,SP,AXN,KP,KI ,KD,TS,MODE,
S TIM,N) e

Parameters: See source code listing in Figure D.S5.
Additional Input Date Required from Labelled COMMON:

None. _

- Brief Description: 3

AN

The subroutine, DPID2, provides discrete control for up

to 25 loops, on a éingle”loop basis. The program logic is

similar to DISPID (cf. Figure D.4). The structure of the

controller is given in Figure 2.7 -and the calculations,

performed by this subroutine are based on equation (2.21).

- D.4 SUBROUTINE [2BY2

Purpose: An interacting 2x2 first order transfer function
model. ' ‘ :

Use: CALL I2BY2(TIM,RINT,N) : g
Parameters: See source code listing 1in FigureuD.G.‘

Additional Input Data Required from Labelled COMMON: AN

COMMON/IN2BY2/- . : “
KP - process transfer function gain-matrix (2x2)
KL - load transfer function gain vector (2)
TAU * process time constant matrix (2x2)
‘TAUL -~ load time constant vegtor (2)
NTL '~ process time delay as an integer number of
. integration time intervals (2x2)
NTLL - load time delay as an integer number of
R integration_ time intervals (2x2)
DX - process deviation input vector (2)
DY - process deviation output vector (2)

DD " - disturbance deviation input vector (2)

&r
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‘Riqute D.5:

./

N ' ' - 453
L eameswsew SPile [ R S S
C . . B}
¢ DISCRETE PID CONTROLLER ROUTINE
o)
C "TEXTBOOK" STRUCTURE . N : s
C-- e iniint bttt - .
PARAMETERS ~
Vi - process input signal .
<o - controller output signal, incremental
- - process input zero reading.
FSRDG -~ process input full mca.u roadinq .
SP '~ setpoint, mc"nntn
AXX - comparator action’ ¢i==—-> direct action
=1-=-> 1nverse action
KP - proportional gain . .
1 - integral qain .
KD - derivative gain
TS - sample tine L
MODE - controller mods  t--=> P
2-==> p+I
3--=>ps1I+D
TIN - simulation time

discrete PID concrolle: nuxnbcr

»

INTERNAL . ) ’ ’ ]

STIN - simulation time for next sample

NS - mp).o counter

TEST - tu" new sample flag

SPAN - Input variable span

vIN - dummy input variable

PC - proporticnal COntrol output

1c _ — integral control output

DC - derivative CONtrol output

ER ~ current sample error -

ERX! - 1 sample previous error
CPCIN - - input signal in percent

PCINM! - 1 sample previous 1nput signal in percent
PCINN2 - 2 samples previous input signal in percent

A0N0ONOA000O0N00Na00NOO0NNaaOnNaNaONNaONa0a0a06Oo0oa0n
=
s

susnounuz%mz(vz.m.m.rsm.sp.m.xp,xz.m.rs.nons.:zn.x)
REAL PCIN(25),PCINN1 (25),PCINM2(25) ,ER(25) ,ERN1(25),IC,KP,KI . KD
.. REAL ERM2(25)
INTEGER ¥ (25)/2540/ .
DATA ER/25%0./ ,ERM1/25%0./ ,PCINK1/25%0./ PCINN2/25%0./,
+ PCIN/25%0./ ,ERM2/25%0./
1P{TIN .LE. 0.) GOTO §
STIM=NS (N) #TS ~
TEST=TIN-STIN
IF (TE3T) 40,5,5
5 SPAN=ABS (FSRDG-ZR)
VAN=VI
IP(V1 .GT. PSRDG) VIN<FSRDG
IF(VI .LT. ZR) VIN=ZR/
-DC=0. /
c=0. . /
PC=0. /
PCINNZ (R)=PCINNY (u)/
PCINNI (N)=PCIN(N}
PCIN(N)=VIN/SPAN®(-100.) ~AXN
ERM2 (M) «ERN1 (N)
ERM 1 (N) =ER(N)
ER(N)=(SP-VIN)}/SPAR= (-100. )-m
'GOTO (30,20, 10) , MODE
10 DC=KD* (ER (M) -2. #ERM 1 (N) +ERN2 (N))-/TS
20 IC=KI*TS#*(ER(N) «ERM1(N))/2. e
30 PC=KP# (ER(N)-ERN1(N)) I
CO=CO+PC+IC+DC
IF(CO0 .GE. 100.) CO=100.
IF(cO .LT. 0.) CO=0.
NS (N)=NS (X) +)
40 RETURN
END

Subroutine DPID2 FORTRAN IV Source Code
Listing,

1
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v

Brief bescription Sy

" The. subroutine, 12BY2, provides a convenient method for
modelling‘a 2x2 interacting précess with first order 'plus
time delay tfénsfer;functiohs. 'Th§:5ubroutine aCchplishes
this with six calls to the;DYFLozvsubrqutines TFN1 and TDL.
in the .appropriate order. ‘Figure D.6 shows a source code
‘listing of the subroutinhe and Figuré D.7 presen:é‘al'prog;ém

flow chart which will clarify the logic used.

D%5 SUBROUTINE LLconé

Purpose: Lead-lag compensation avoiding the use of the
numerical derivative.

Use: CALL LLéQMP(YOUT,XIN,'fC1,TCZ,TD,G_AIN,NO)\
Pérameters: See source code listing in Figure D.8.
Additional'lnput Data Required frdﬁ\Labelled COMMON:'
COMMON/CINT/ | | N .w,//

DT - integration time .interval,

Brief Description:

The subroutine, LLCOMP, provides up- to 25 <ead lag
“units, 1including time delay and gain elementé, fof use in
control simulation programs. The algorithm wused in }this
implementatioﬁ follows equations (2.38) through (2.40) where:
the nume:ical derivative calculations a?e avoided. ' This
.subrbutine makes use of the DYFLO2 routines INTG, INTSTF,

and TDL and the program flow chart in Figure D.9 will

clarify the logic used in this subroutine.
Vi

- D.6 subnovtINE LLCDER

\

!

. |
T 1 N
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snnne 12BY2 AP RA AN IR SR TR AR AR TIR AR RAARRARAR AR AR RS

INTERACTING TWO BY TWO FIRST ORDER TRANSFER PUNCTION *
MODEL ROUTINE -

PARANETERS

3TIN - CURRENT SIKULATION TINE
RINT - INTEGRATION INTERVAL '~

. N - ROUTINE CALL WUMBER

~ PROCESS GAIN XATRIX

-~ LOAD GAIN VECTOR

TAU - PROCESS TINE CONSTANT NATRIX

TAUL -~ LOAD TINE CONSTANT VECTOR

- NTLL - LOAD TINE DELAY I¥ NUNBER OF INTEGRATION INTERVALS
NTLC - TINE DELAY LOCATION CQUNTER "
DX - INPUT VECTOR (DEVIATION VARIABLES)

DY - OUTPUT VECTOR (DEVIATION: VARIABLES)

DD - LOAD VECTOR (DEVIATION VARIABLES)

A

-~ TINE DELAY WORK ARER -
IFLAG- INITIAL CALL FLAG

c
[+
c
c
C
c
c
c
o4
c
c
[+
[«
c
C
c
c
[of
c
c
c
c
c
C
C
c

SUBROUTINE I2BY2(TIN,RINT,N)
COMNOX/CINT/T,DT.JS,JN,DXA(500) ,XA(500) , I0,JS4,NC, NCON

NTL - PROCESS TIXE DELAY IN NUNBER OF INTEGRATION INTERVALS

REAL KP(2,2),KL(2),TAU(2,2),TAUL(2),DX(2),DY(2),0D(2),YA(25,500)

. REAL L1,L2
INTEGER NTL(2,2) ,NTLL(2) ,NTLC(25)/25%0/
LOGICAL IFLAG(25)/25«.FALSE./
. COMMON/ IN2BY2/KP, KL, TAU, TAUL,NTL ,NTLL, DX, DY, DD

c '
¢ TEST POR FIRST CALL v g
c ' ’ v
IF (1FLAG(N)) GOTO 0 i
S SR
Y12=0.
Y21=0. ‘
122=0.
L1=o.
L2=0. ‘
IFLAG(N)=.TRUE.
c
o4 G ¢
c

0 CALL-rrlu(!!v.nx(\),TAu(n.t).Ké<1.|))
TDL (YA, KTLC, Y4 1,071 KTL(t, 1), ")
IF(NTL(1,1) LEQ. 0) DYV i=Y11

c
c G12 \

[of
CALL TP¥1(112,DX(2),TAU(1,2) ,KP(1,2))
- CALL TDL(YA,NTLC,Y12,DY12,NTL(1,2),2)
IF(NTL(1,2) .EQ. 0) DY12=Y12
[of . -
c G ’ ,
c
CALL TPN1(Y21,DX(1),TAU(2,1) ,KP(2,1))
CALL TDL(YA,NTLC,Y21,DY21,NTL(2,1),3)
IF(NTL(2,1) .EQ. 0) DY2t=Y2)
c N
c 622
.CALL TFN1(122,DX(2),TAU(2,2) ,KkP(2,2))
CALL TDL(YA,NTLC,Y22',DY22,NTL(2,2),4)
TF(NTL(2,2) .BQ. 0) DY22+=Y22
c ‘ .
£ gLt
c
CALL Trw(L1,DD (1), TAUL (1) ,KL(1)) ;
CALL TDL{IA,NTLC,L',DL!,NTLL(}),5)
IF(NTLL(1) .EQ. 0) DLi=L}
.. C
c QL2
c .
CALL TFN1(L2,DD(2),TAUL(2),KL(2))
CALL TDL(YA,NTLC,L2,DL2,NTLL(2),6)
IF(NTLL(2) .EQ. 0) DL2%L2
c -
C  CALCULATE FINAL OUTPUT ¢
c ) .

DY (1) =DY11+DY12+DL! . :
IF(ABS(DT(1)) .LT. '.E-10) DY(1)=0.
DY (2)=DY224DY214DL2

1P (ABS(DY(2)) .LT. 1.E-'0) DY(2)=0.
RETUGN -

END

Figqure D.6: Subroutine I2BY2 FORTRQN.IV-Source‘Code

Listing
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. CALL ‘ | o
I2BY2 | \

initialize
output

CALL| = ‘ repeat for
G
TFNl“ Glz’ 217

CALL
TDL
calculate |

deviation
output

] _ ' 4

RETURN

Figure D.7: Subroutine I2BY2 Program Flow Chart -
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c
c
c
c
c
[+
c
c
c--
c
c
c
c
c
c
o4
c
c
c
c
c
c
c
[
o
(o4
[of
c
c
c
c
c
c
c
c
Cc
c

) GOTO 40
30 YOUT=Y(NO)*GAIN

Subroutine LLCOMP FORTRAN IV

A\

anwan LILCONP ARANARRR T AARNANIN AR AN AN R A NAANARAAN AN AR RN SN

LEAD-LAG CONPENSATOR ROUTINE :

REFERENCE: SNITH & CORRIPIO; PRJNCIPLES AND PRACTICE OF
AUTONATIC PROCESS L., JOHN WILEY & SONS,
1985, pp. 497-49 -

]

" PARANETERS

YOUT - OUTPUT SIGNAL

XIN - INPUT SIGNAL

TC1 - LEAD TINE CONSTANT

TC2 - LAG TINE CONSTANT

™ - TIME DELAY

GAIN - COMPENSATOR GAIN .

NO ~ LEAD~LAG NUMBER (MAX. OF 25)
INTERNAL

ICF - INITIAL CONDITION SET FLAG

Y - UNDELAYED OUTPUT SIGNAL (STATE)

1 - INTERNEDIATE OUTPUT SIGNAL (STATE)
DY' - DERIVATIVE OF INTERNEDIATE OUTPUT SIGNAL
bX - DERIVATIVE OF INPUT SIGNAL

FF ~ PORCING FUNCTION

X - RECIPROCM. OF THE TIME CONSTANT
NTL - NUMBER OF INTEGRATION INTERVALS IN DELAY
NTLC -~ TINE DELAY LOCATION COUNTER

A - TINE DELAY WORK AREA
oT - INTEGRATION INTERVAL

Y - DUMMY INPUT FOR TINE DELAY INITIALIZATION

SUBROUTINE LLCOXP (YOUT,XIN,TC1,TC2,TD,GAIN, NO)
 COMNON/CINT/T,DT,JS,JN,DXA (S00) ,XA(500), 10,J54,NC, NCON
REAL YA(25,500),Y(28),Y1(25)/25+0./
LOGICAL ICF(25)/25#.FALSE./
INTEGER NTLC(2%)/25%0/
1r(IC7(N0)) GOTO S
17(TD .LE. 0.) GOTO 4
1Y=YOUT
¥T1L~INT(TD/DT)
CALL TODL(YA,XTLC,YY,YOUT, NTL,NOC)
4 ICT(MO)=.TRUE.
Y1 (NO)=YOUT
S Y(NO)=Y1(NO)+TC1#XIN/TC2
IF(DT .GT. TC) .OR. DT .GT. TC2) GOTO :0
DY 1= (XIN-Y(NO)) /TC2
CALL INTG(Y1(NO),DY1)
GoTO 20
10 FF=XIN/TC2
TX=1./TC2
CALL INTSTF(Y)(NO) ,TK.FF)
20 IFP(TD .LE. 0.) GOTO .
NTL=INT (TD/DT)
CALL TDL (YA,NTLC, Y(NO),YOUT,NTL,NO)
YOUT=YOUT#GAIN °

40 RETURN ; ) \
END :

\

Listing

Source Code

457
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Figure D.9 Subroutine LLCOMP Program Flow Chart
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-

Purpose: Lead-lag compensation using the numerical
derivatlve 1mplemenﬁatlon.

Uge: CALL LLCDER(YOUT,XIN,TC1,TC2,TD,GAIN,NO,TNO,RINT)
Parameters: See source tode listing in Figure D.10.

Additional Input Data Required from Labelled COMMON:

.
-

None.

Brief Description:
The subroutine, LLCDER, provides&~h@k;§£; 25 lead lag

unlts, including time delay and ga1n elements for use

" control simulation programs. The algorithm used for thlS.dk
implementation involves the derivative of the 1input signal
and is given in equation (2.32). The program logic is

”*%imilar to that used in LLCOMP, with thé.exception that the
'*ﬂDYFLOZ routine DER ’is used to numerically calculate the

derlvatlve ment1oned above.

D.7 SUBROUTINE PTRAIN

‘Purpose- Generate a square wave pﬁlse train.

Use: CALL- PTRAIN(OUT P,PTIM,TIM, NO)

Parameters: See source code listing in Figure D.11.
Additional Inﬁut Data Required from Labelléd COMMON-: ,

- None.

Brief bescription;

'Tﬁe subroutine, PTRAIN provides‘a convenient method for
defihing a pulse train input for use in 51mulat1ng control
strategy behav1or. The normallzed pulse deflnltlonv vector,

P, consists of a comblnatlon of flft -1's, 0's,. and +1's,
- y -

¥
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*KkAAX  LLCDER  RARRRAAXKNARAARARRARRARRAA AR AR AR AR AR AR

LEAD-LAG COMPENSATOR ROUTINE

YO

SUBROUTINE LLCDER(XOUT,XIN,TC1,TCZ.TD.GAIN,TIﬁ,NO,TNO.RINT)

UT - OUTPUT SIGNAL

XIN - INPUT SIGNAL

TC1 = LEAD TIME CONSTANT

TC2 ~ LAG TIME CONSTANT

Py - DEAD TIME

GAIN - COMPENSATOR GAIN

TIM ~ SIMULATION TIME

NO - LEAD-LAG NUMBER - MAX. 10
TN@ - TIME DELAY NUMBER

RINT -~ INTEGRATION INTERVAL

INTERNAL
Y -~ UNDELAYED OUTPUT SIGNAL ’
DY’ ~ DERIVATIVE OF OUTPUT SIGNAL
DX ~ DERIVATIVE OF INPUT SIGNAL

FF -~ FORCING FUNCTION

TK - ~ INVERSE TIME CONSTANT

NTL ~ NUMBER OF INTEGRATION INTERVALS IN DELAY

10

20

COMMON/CINT/T,DT,JS,JN,DXA (500) ,XA(500),10,JS4, NC,NCON

INTEGER TNO

REAL YA(25,500),Y(25)

IF(TIM .LE. 0.) Y(NO)=YOUT

CALL DER(XIN,TIM,DX,NO)

IF(DT .GT. TC1 .OR. DT .GT. TC2) GOTO 10
DY= (GAIN* (DX*TC1+XIN)-Y (NO))/TC2
CALL INTG(Y(NO),DY)

GOTO 20

FF=GAIN* (DX*TC1+XIN) /TC2
TK=1./TC2

CALL INTSTF (Y (NO),TK,FF)

IF(TD .LE. 0.) GOTO 30
NTL=INT(TD/RINT)

CALL TDL (YA, Y(NO),YOUT,NTL, TNO)

.GOTO 40 -

30
40

YOUT=Y (NO)
RETURN
END

7igure b,10: Subroutine¥LLCDER FORTRAN IV Source Code

Listing
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C wkknmhhkh PTRAIN ARrrkAARkRAKRAKKRRKKAKKKKR KA KRR AR A KKK AR K KN K

oo Ne NN N NN NN NI NI NI NI NN NN e e Ne!

SQUARE WAVE PULSE TRAIN GENERATION ROUTINE

et o o i v e P o e e P Lol S i PR T ol T VR o M e S S o 4t A i . S St o i T e S i o St e . . i . Yt i SO e Vo S A A . B

PARAMETERS

ouT - output signal

AMPL

p

PTIM
TIM

amplitude of pulse wave ‘

- normalized pulse definition vector
pulse period

current simulation time

1

NO - - routine call index

INTERNAL

N

- sample interval counter

PTIMN - simulation time for next sample
TEST. . ~ change’'pulse signal flag

10
20

SUBROUTINE PTRAIN(OUT,AMPL,P,PTIM,TIM,NO)
REAL P(50)

INTEGER N(25)/25%0/
IF(TIM .LE. 0.) GOTO 20
PTIMN=N (NO) *PTIM ‘
TEST=TIM-PTIMN

IF (TEST) 10,20,20
RETURN

N (NO) =N (NO) +1.
OUT=P (N (NO) ) *AMPL
RETURN

END

Listing

Subroutine PTRAIN FORTRZN IV.Source Code

%,
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ordered to produce the desired pulse ﬁrain shape. The
amplitude of fhe pulse is the absolute value of the desired
magnitude, while the éeriod, PTIM, if a constant in units
consistent with the total simulation time, TIM. Up to 25
different pulse trains may bé used in a given simulation
program. The program flow chart presented in Figure D.12
will clarify the logic used in this SUbroutin;.

D.8 SUBROUTINE RATCON

Purpose: Ratﬁon controiler.

Use: CALL RATCON(COR,CIR,RATIO)

Parameters: See source codevlist}ng in Figqure D.13.

CALL
PTRAIN
irst No calculate
call} - time for
nextrpulse
Yes -
No
pulse?
Yes
calculate
pulse output
signal &
]
RETURN =
. .

Figure D.12: Subroutine PTRAIN Program Flow Chart
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ARARAARAY RATCON AARARAAARRKRAKRAANRRAANRARRRAARRARRN KA A A RRA KRR

RATIO CONTROLLER ROUTINE

" o - o " e i o g Y S o s oD SV . e e . o o i o W B 8 S S P Ml o ik . S g i i i £ S o L o o ot TR e o B A

VARIABLE DESCRIPTION

INPUT
CIR - INPUT TO RATIO CONTROLLER
RATIO - RATIO INPUT TO OUTPUT (CIR/COR)

OUTPUT
COR - QUTPUT FROM RATIO CONTROLLER

o e = e . — ——— " - —— " " T " o o i Yo A T . A i " o i T o o o et o o S ot

SUBROUTINE RATCON(COR,CIR,RATIO) .
COR=CIR/RATIO

RETURN

END

Figure D.13: Subroutine RATCON FORTRAN IV Source Code

Listing

»
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Additional Input Data Required from Labelled COMMON:

None.

Brief Description:

The subroutine, RATCON, provides a ratio controller for
use in DYFLOZ2 simulation programs. The output of the
subroutine is simply the input signal divided by the ratio
factor. The program flow chart in Figure D.14 will clarify
the subroutine logic.

D.9 SUBROUTINE TDC
Purpose: Multivariable time delay compensation.

Use: CALL TDC(OUT,IN,KPM,TAUM,NTLM, M, N)

CALL
RATCON

calculate
output
V| signal

RETURN

-

Figure D.l4: Subroutine RATCON Program Flow Chart

%
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, S |

Parameters: See source code listing in Figure D.15.

Additional Input Data Required from Labelled COMMON:
| None. o |
o A @

Brief Description: : o

The subroutine, TDC, provides a multivariable time delay
compensation oontroller (Ogunnaike aaa Ray, 1979) for use’in.
DYFLO2 controIvstrauegy simulations.“Uo to 25 time oelay
oompensators Cah be useo in a given éimulation program. The
.algoritg; is based on equation (2.92) and the ’oontroller
structure is giren id Figure 2.21. The process is modelled
using f1rst order plus time delay transfer functlons and the
number of input and oatput varlable pairs {i.e. order of the
multivariable model) handledﬂpy the subroutlne is limited
oniy' by available oomputer memory. The process model must
be sqoarev(i.e. 1x1, 2x2, 3x3, etc.).end a model must be .-
supplied for each. block. For blocks where a Itrenérer
fupction does .not exist, a mddel withyo gain, 0 time delay
and -1 for —the time constant must be specified to avoid
computational problems. “The prograﬁﬁ flow ohért given in
Figure D.16 will clarifj the logio,and implementation of the

time delay compensation controller. N

Pty

-

D.10'SUBROUTINE ZOH

- Purpose: Zero order hold.

Use: CALL ZOH(YOUT,XIN,SAMT,TIM,NO)
Parameters: See source code llstlng in Figure D.17.

Add%ilonal Input Data Requ1red from Labelled COMMON:
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axwRkAw AR TOC ARRAREAAR
TIME DELAY COMPENSATOR SUBROUTINE

REF. :OGUNNAIKE AND RAY, AIChE O. VOL 15, XO. 6
NOVEXBER . 1379, P. 1043

PARAMETERS
B .
our ~ QUTPUT SIGNAL VECTOR
iN = INPUT SIGNAL VECTOR
KPX - PROCESS MODEL STEADY STATE GAIN MATRIX
TAUN -~ PROCESS MODEL TIME CONSTANT MATRIX |
NTLM - PROCESS MODEL NUMBER OF TIME LOCATIONS MATRIX
X ~ DIMENSION OF ABOVE VARIABLES EXACTLY AS IN
CAILING ROUTIRE
N - ORDER OF PROCESS NODEL, MAX. 25

INTERNAL VARIABLES

uDK - UNDELAYED MODEL OUTPUT .
YA - TIME DELAY ROUTINE WORK AREA

NTLC - TIME DELAY LOCATION COUNTER

o - DO LOOP COUNTER Yy
JC - TIKE DELAY ROUTINE CALL NUMBER

J - DO LOOP COUNTER

DIN - DUKNY INPUT SIGNAL

DTAU - DUMMY PROCESS NODEL TIME CONSTANT ¢

DKP - DUMMY PROCESS XODEL GAIN '

uDMD —- DUKNY UNDELAYED MODEL OUTPUT -

NTLD - DUMMY NUMBER OF TIME LOCATIONS

OMD - DUMMY DELAYED NODEL OUTPUT

SUBROUTINE TDC(OUT, IN,KPN, TAUX, NTLX X N)
RERL KPM(M,M),TAUN(M,X) ,OUT(M) , IN(M) .
REAL UDM(25,25)/625#0./,YA(25, 500) ;
INTEGER NTLM(X,X)
INTEGER NTLC(25)/25%07 /
Jc=0 - /
DO 30 I=1,N_ Y/
ouUT(I)=0. .-
DO 30 J=1,K/
JC=JC+ /
DIN=IN(J) ’
 DTAU=TAUN(I,J) /
DKP=KPM(1,J) ‘ /
IP(NTLC(JC) .EQ. 0) UDN(I,J)=0. /
CALL TFN1(UDM(I,J),DIN,DTAU,DKP) ;
IF(NTLX(I,J) .LE. 0) GOTO 10 "
YDMD=YDK (1,5) /
NTLD=NTLH(I,J)+! /
CALL TDL(YA,NTLC,UDMD,DND,NTLC,JC) /
GOTO 20 ‘

10 DMD=UDMD  _

20 OUT(I)=OUT(I)+UDND-DND -

30 CONTINUE
RETURN
END

Figurﬁ D.15: Subroutine TDC E‘ORTRAN- Iv Sgurce Code

Listing 4 £
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CALL
TDC

“initialize | next output

output signal
update model next
time delay T.F.
counter RETURN
No Yes
Yes _model

No ——<gomplete?
initialize
model

Yes

AButput

No omplete°'
No update
output
signal | . .
G
CALL : , - ——
TDL - S

o A

Figure D.16: Subroutine TDC Program Flow Chart
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Figure D.17: Subroutine ZOH FORTRAN IV Source Code
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Xhkkkkkdxkk ZOH *****f***********************:k****************

ZERO ORDER HOLD ROUTINE

SUBROUTINE- ZOH (YOUT,XIN,SAMT,TIM,NO)

p e
XI

TI
. NO

<

IN
YH
ST

TE
N

20

30

TH

SANMT

PARAMETERS

}

- OUTPUT/SIGNAL . |
INPUT ‘SIGNAL ~
SAMPLE TIME
SIMULATION TIME ,
ZOH NUMBER — MAX. 10

uT
N

M

t

TERNAL |
OLD - HOLDS CURRENT OUTPUT SIGNAL
IM SIMULATION TIME FOR NEXT SAMPLE
ST - TAKE NEW SAMPLE FLAG
- SAMPLE INTERVAL COUNTER

REAL YHOLD(10)
INTEGER N(10)/10%0/
IF(TIM .LE. 0.) GOTO 20
STIM=N (NO) *SAMT
TEST=TIM-STIM

IF (TEST) 10,20,20
YOUT=YHOLD (NO)

GOTO 30

YOUT=XIN
YHOLD (NO) =YOUT

N (NO) =N (NO) +1
RETURN

END.

SUBROUTINE NORNM

IS SUBROUTINE IS USED WITH INTIMP

RETURN
END

Listing '
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None.
Brief:Description:

The subroutine, ZOH, provides a tefhnique for simulating
the function of a zero order hold for use with sampled data
systems. ~ Up t§ 10 zero order holds may bé.psed in a giveh
simulation program. The program fléw chart in Fiqure D.18
wili cl;rify the logic us§d.

D.11 SUBROUTINE INTCPD

Purpose: Coupled ordinary differential equation integration
' subroutine. :

Use: CALL INTCPD(N,CMAX,CMIN,X,W)
Parameters: See source code listing in Figure D.19.

Additional. nput Data Required from Labelled COMMON:.

COMMON/CINT/ .
: 10 - integration order

Brief Description:

The subroutine, INTCPD, provides a convenient method for
solving a system of up to 30 highly coupled ordinary
diffﬁrential eguations. Numerical Jacobian calculations are
made and a relaxation factor can be used as well. Figufe
D.19 shows a source code iisting' of the subroutine and
figure D.20 presehts a program flow chart which will clarify

the logic used. ' 2 ' K

D.12 SUBROUTINE NUMJQgr
Purpose: Numerical Jacobian matrix caiéulation subroutine.
Use: CALL NUMJAC(N,X,XOLD,F,JAC)

Parameters: See sourée code listing in Figure D.21.
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7204

No
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irs
ime?2

Yes -

~ output to

set new

calculate
time for néxt
output change

samplez

input value

™~

set hold to
new output
value

update sample
counter

A

=D,

No

set output
to hold
value

RETURN

.

Figure D.18: Subroutine ZOH Program Flow Chart
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-

. 1040 CRAdhANEant INTCPD AR ANNANARAARARAAN R R AR ANAAA AN R AN AT RS
104) c
1042 C COUPLED SYSTENM ODE INTEGRATION ROUTINE
1043 [ ,
1044 ¢ T roR UP TO 30 ODE'S
1045 c
1046 SUBROUTINE INTCPD (N,CHAX,CRIN,X.W) .
1047 C
1048 c mmmmemmmmeee o
1049 c
1050 C  PARANETERS
1051 [ . ' .
1052 ¢ N - NUNBER OF ORDINARY DIFFERENTIAL EQUATIONS IN SYSTEM
1083 C  CNAX ~ NAXINUN CHANGE IN INDEPENDENT VARIABLE AS A
1084 < FRACTION. OF THE IMDEPENDENT VARIABLE ESTIMATE
1088 - C CMIN - MININUN CHANGE IN INDEPENDENT VARIABLE AS A - ‘
1086 c FRACTION OF THE INDEPEWDENT VARIABLE ESTIMATE
1087 C X ~ VECTOR CONTAIMING INDEPENDENT VARIABLES
1058 c : -
1089 Qo mmm s e e e mmem S sSmo s s s
1060 c
1061 CONNON/CINT/*?,DT,JS,JN,DXA(500) ; XA(500),10,JS4, NC, NCON .
1062 REAL TKVECT (30),FFVECT (30),X(30) ,A(30,30),JAC(30,30),0%(30) \Qk
1063 REAL F{(30),¥(30),CMAX(30),CNIN(30),XOLD(30)
1064 LOGICAL IFLAG '
1065 TOL1=0.00001 . .
1066 - TOL2+0.00001 .
1067 C  CALCULATE INVERBE TIME CONSTANT VECTOR

1068 CALL TKCALC(X,TKVECT)
1069 C  CALCULATE FORCING FUNCTION VECTOR ~
1070 CALL PFCALC(X,FFVECT)
1071 ¢ "PREDICTOR STEP" .
1072 DO 10 I=1,¥
1073 C  SAVE PREVIOUS TINE STEP X VECTOR
1074 XoLD (1) =x(1)
1078 C  INTEGRATE EACH BEQUATION IN SET
1076 . 10 CALL INTSTZ(X(I),TKVECT(I),FFVECT(1))
1077 '1C0UNT=0. ;
1078 18 CALL JrUMC(X,XOLD,¥,F) /
1079 IPLAG=, TRUE.;
1080 ) DO 20 I=1,¥
1081 c  IP EVERY FUNCTION IS SUPFICIENTLY CLOSE TO ZERO QUIT
1082 C OTHERWISE PERFORM N-R ITERATION -
1083 - 20 IP(r(1) .GT. TOL1) IFLAG=.FALSE.

: 1084 IF(IFLAQG) GOTO 50 :

1085 C  CONPUTE JACOBIAN XATRIX POR N-R ITERATION
1086 CALL NUMJAC(M,X,XOLD,F,JAC)
1087 C Sfr UP AUGMENTED "A" MATRIX FOR SUBROUTINE GJR
1088 DO 30 I=1,N v
1089 AL 1) e=2 (1)
1090 DO 30 Je1,¥ |
1091 30 A(1,0)=JAC(L,3)
1092 ; KET=0 '
1093 C  NEWTON - RAPRSON ITERATION
1094 CALL GJR(A,N,T0L2,KEY,DX,DETER)
1095 , C CHECK FOR SINJULAR SYSTEM AND PRINT WARNING®
1096 17 (ABS (DETER) .LT. TOL2) WRITE(6,!) DETER
1097 | FORMAT(//, 'WARNING!1! JACOBIAN SINGULAR IN ROUTINE INTCPD'.
1098 +/," DETERNINANT 1S '.F'2.6,/)
1099 C  RELAX SOLUTION VECTOR
1100 CALL RELAX(M,X,DX,CMAX, HIN, )

, 110t DO 40 I=1,M
1102 40 X(Z)=X(1)+¥(I)*DX(I)
1103 ICOUNT=ICOUNT*1 - )

1104 C  MAXINUN NUMBER OF N-R ITERATIONS ALLOWED
1108 1?(ICOUNT .GE. 100) GOTO 45
1106 GOTO 18
1107 4% WRITE(6,2) ICOUNT .
1108 2 FORNAT(//,'WARNING!!l M-R ITERATION IN ROUTINE INTCPD DIC ',
1109 +*NOT CONVERGE IN ',15,' ITERATIONS.'./)
1110 50 RETURN

AR EXD

Figure D.19: Subroutine .INTCPD FORTRAN’IV'Source'Code
Lo Listing . < -



CALL
INTCPD

calculate
reciprocal time
constant

!

calculate
forcing function

CALL
INTSTF

CALL
JEFUNC

onverged

No

CALL |
NUMJAC

-

set up
Newton-Raphson
iteration

CALL
GJR

CALL

Yes
l

RETURN

RELAX

Figure D.20: Subroutine INTCPD Program Flow Chart
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Akkkkkkkkx NUMJAC ***************************************f***

_NUMERICAL JACOBIAN CALCULATION ROUTINE

SUBROUTINE NUMJAC(N,X,XOLD,F,JAC)

PARAMETERS

N - NUMBER OF EQUATIONS IN SYSTEM

X ‘- INDEPENDENT VARIABLE VECTOR

XOLD - PREVIOUS TIME STEP INDEPENDENT VARIABLE VECTOR
F - FUNCTION VALUE VECTOR

JAC —~ JACOBIAN MATRIX

o e o e o e . 4 o P . S e o S . i S S S S M e S e S e S = o T i U it T S L 8 o e e

REAL X(30),F(30),JAC(3C,30) ,XNEW(30),XP (30) ,FNEW(30)
REAL XOLD(30)
PER=0.01
DO 10 J=1,N
PERTURB SOLUTION VECTOR AND
ASSURE NON-ZERO ELEMENTS
XP (J) =PER*X (J)
10 IF(XP(J) .LT. 0.000001) XP(J)=0.000001
COMPUTE EACH COLUMN OF JACOBIAN MATRIX
Do 30 J=1,N
Do 20 I=1,N
XNEW (1) =X (1)
20 IF(I .EQ. J) XNEW(I)=X(I)+xP(I)
. CALL JFUNC (XNEW, XOLD, N, FNEW)

- DO 30 I=1,N

30 JAC(I,J) =(FNEW(I)-F(1))/XP(J)
RETURN
END

Figure D.21: Subroutine NUMJAC FORTRAN IV Source Code

Listing
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Additional Input Data Required from Labelled COMMON:
None.

Brief Description:
The subroutine, NUMJAC, provides an easy method of

computingf the Jacobian matrix for a system{iof ”cqupled

ordinary differential equations Figure' D.211 gives  the

source code llst1ng of the subroutzne and Flgur?%D.ZZ is“a

1

D.13 SUBROUTINE JFUNC

Purpose: Function evaluation subroutin
conjunction with NUMJAC

Use: CALL JFUNC(X,XOLD,N,F) ‘ ¢

CALL
NUMJAC

perturb
.solution
vector

|
compute

new function
values

)

compute
elements of
Jacobian matrix

/

RETURN

Figure D,22: Subroutine NUMJAC Program Flow Chart
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parameters: See source code listing in Figure D.23.

~Additional Input Data Regwuired from Labelled COMMON:
None.

Brief.Description:

The subroutine, JFUNC, provides a convenient method of
evaluating the  Jacobian functions for a set of
ODE's. Figure D.23 presents a source code listing of tghe

subroutine and Figure D.24 gives a program flqw chart.

D.14 SUBROUTINE RELAX

Purpose?‘Smart relaxation factor subroutine.

Use: CALL RELAX(N,X,DX,CMAX,CMIN,W)

Parameters: See source code listing in Figure D.25.

Additional Input Data Required from Labelled COMMON:
None.

Brief Description:
The subroutine, RELAX, provides a §imple methéd to
control and adapt the relaxation factor vector based on the
- rate of change in the independent variable. It is capable
of either speeding up or slowing down the solution
'convergence. Figure D.25 shows a source code listing of the

subroutine and Figure D.26 presents a program flow chart

which will clarify the logic used.
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FUNCTION EVALUATION ROUTINE

SUBROUTINE JFUNC (X,XOLD,N,F)

PARAMETERS

X - INDEPENDENT VARIABLE VECTOR

XOLD - PREVIOUS INDEPENDENT VARIABLE VECTOR

N - NUMBER OF ORDINARY DIFFERENTIAL EQUATIONS IN SYSTEM
F - FUNCTION VALUE VECTOR

COMMON/CINT/T,DT,JS,JN,DXA(500) ,XA(500),10,JS4,NC,NCON
REAL X (30) ,F(30),X0OLD(30),TKVECT(30) ,FFVECT(30)
COMPUTE MOST. RECENT INVERSE TIME CONSTANT VECTCR
CALL TKCALC(X,TKVECT)
COMPUTE MOST RECENT FORCING FUNCTION VECTOR
CALL FFCALC(X,FFVECT)
EVALUATE FUNCTION VALUES
DO 10 I=1,N
10 F(I)=X(I)*(1.+TKVECT (I)*DT) - (FFVECT (1) *DT+XOLD(I))
RETURN .
END

Figure D.23: Subroutine JFUNC FORTRAN IV Source Code

Listing

CALL
JFUNC

l

CALL
TKCALC

|

CALL
FFCALC

evaluate
functions

4

RETURN

Figure D.24: Subroutine JFUNC Program Flow Chart
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SMART RELAXATION FACTOR CALCULATION ROUTINE

nn0o0Oaa

SUBROUTINE RELAX(N,X,DX,CMAX,CMIN,W)

PARAMETERS

N - NUMBER OF ORDINARY DIFFERENTIAL EQUATIONS IN SYSTEM

X - INDEBENDENT VARIABLE VECTOR

DX - CHANGE IN INDEPENDENT VARIABLE VECTOR FROM N-R ITERATION
CMAX - MAXIMUM CHANGE IN INDEPENDENT VARIABLE

CMIN - MINIMUM CHANGE IN INDEPENDENT VARIABLE

W - RELAXATION FACTOR

e e e et e o e e i S o e e 200 T e T . T i S Tt T T o o S e e T e T T T S e

OO0 a0ao00aan

REAL X(30),DX(30),CMAX(30) ,CMIN(30),W(30)
DO 60 I=1,N
Cc  AVOID DIVIDE BY ZERO IN CHANGE CALCULATION
1IF(ABS (X(I)) .LT. 0.00001) GOTO 50
¢ CALCULATE INDEPENDENT VARIABLE CHANGE
CHANGE=ABS (DX (I)/X (1)) 4
2 UNDER RELAX 4
IF (CHANGE .GT. CMAX(I)) GOTO 10
C OVER RELAX
IF(CHANGE .L7T. CMIN(I)) GOT~ 30
C NO RELAXATION
GOTO 50
C CALCULATE UNDER RELAXATION FACTOR
10 AA=(ABS (DX (I))-CMAX(I)) /CMAX (1)
IF(AA .GT. 0.99) GOTO 20
W(I)=1.0-AA
GOTO 60
C MINIMUM RELAXATION FACTOR
20 W(I)=0.01
GOTO 60
C CALCULATE OVER RELAXATION FACTOR
30 BB=(CMIN(I)-ABS(DX(I)))/CMIN(I)
IF(BB .GT. 0.99) GOTO 40
w(I)=1,0+BB
GOTO 60

" ¢ MAXINMUM RELAXATION FACTOR

40 W(I)=1.99
GOTO 60

50 W(I)=1.0 \

60 CONTINUE ' .
RETURN
END

2igure D.25: Subroutine RELAX FORTRAN IV Source Code

Listing



478

CALL
RELAX

[

calculate
change in
independent
variable

under N Yes calculate
relax? . under relaxation
factor
Yes calculate
over relaxation
factor
3

reiaxation
factor=1.0 RETURN

Figure D.26: Subroutine RELAX Program Flow Chart



' ‘ Appendix E: Lead/Lag Decoupling Analysis

.

E.1 Lead/Lag\Compensator - Subroutine LLCOMP

1 The.FORTRAN\implementation'of the compensator described
in éection 2.5 is given in Figure D.8. The code in this
figure i; easily understood when combined with - tﬁe
di;cussion in section 2.6.4. The subroutine perf;rms all
the calcﬁlations for a first order lead/lag unit plus a time
delay and may be used up to 25 times in a given
simulation. This routine is written to be compatible with
;DYFLO2 and is placed in the control‘subré;tine group. .

, To ver{fy thaﬁ_the routine functions chrectly, some
open loop simulations were performed and the computed
results compared yith values.calculated from the anqutical
‘solution. The. response of both a lead time dominant

~J .
compensator and ‘a .lag time dominant compensator were

}examined.. The forcing fuﬁction used 1in both cases was a
'step increase in the input vafiable:

- The énaiytical solution for a step input to a }ead/lag
compengator. @s easily established.l For the lead/lag

compensator ekpressed by the transfer function:

¥(s)_(rys*1IKp,

G(s)=
~X(s) T.5+1

2

for a step input:

479 o
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K
X(s)=—
S ’ kt 2!

5 (E.2)

it follows that. 5ubstitutin§v for X(s) in eqguation (E.1)

using equation (E.2) gives:
WY

KLLKS(T15+1)

Y(s)= , (E.3)
. \é(-rz‘s-éﬂ) ' ' ‘ '

15

O

Inversion of equation (E.3) from the Laplace domain to the
time domain yields:
_ -t/-r2
y(t)=K K _[r -7,e ¢ +1]

(E.4)
T o ’

2
Equation (E.4) is the general analytical solution for -a
lead/lag compensator subjected to a Stif forcing function
used in verification of the simulated res {Es..

The ;eét compensators used were:

Lead Time Dominant

G p(8)=0,5(40.05+1) - (E.5)
(5.0s+1) , . . :
Lag Time Dominant , ‘
GLG(S)=O.5(5.05+1) (E.6)
(40.0s+1)

These two ‘equations correspond to loop 1 of the idealized
decoupling  exercise deécribed in section E.2. For
simplicity, the step change magnitude was chosen to be unity
(i.e. KS=1).

The analytical and numerical solutions  for both

compensators are given in Figures E.1 and E.2,
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Figure E.l:/ﬁead Time Dominant Lead-Lag Compensator
" gResponse to a Step Input
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rgspectively. The numerical results weré obtained using an
integration interval 6f 1.0 ,time unit. Although there is an
excellent correspondence between these solutions for both
compensators, even closer agreement of the numerical results
wit > analytical solution can be obtained wusing smaller
integration intervéls.

| A time delay can be added to the compensator‘ by simply
cascading it with a delay term. As shown in line 61 in
Figufe D.8, this is implemented via the DYFLO2 routine
"PDL". Figure E.3 presents the response of the compensator
in‘ed;égion (E.6) for a 2:time .unit delay for the same unit

step change 1in input. It can be seen from this figure that

0.50

0.43 A

-

Disturbance

040- at Tme =20

0.35 1

0.30

0.2514.

Response

0.20 -

. . K‘U} 8
0.15 4 ‘,:,J)
0.10

0.05 -

0.00 ™ y

Time i

'Figure E.3: Lag Time Dominant .Lead-Lag Cohpensator-
with a Two Unit Delay

i
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the numerical response given in Figure E.2 has been delayed,“
in time by two units. The source code of the driver program
used for thése simulations is given in Figure E. 4.
E.2 Decoupling (Noninterac£ing) Control
E.2.1 Introduction

To examine the behaviour of decoupling controllers in
various situations, several simulétibns under somewhat
idealized conditions were performed. The 2x2 plant transfer

function matrix used for these simulations was:
’ .

Cr 28—15 ,,Te:3s - o
55+ 1 40s+1
G (s) = (E.7)
P 1e—2s 2e_1s o
| 30s+1 - 20s+1

and the load transfer function vector was:

1
: 10s+1 _
Gl(s) = ' , (E.8)
1 ‘
. 15s+1

Each of the elements in equations (E.7) and (E.8) correspond
to the appfopriate block in Figure 2.12. It should be noted
that the direct ‘transmission transfer function associated
with Y, has a relatively small time constant when compared
to the interacting (cross) transfer functions for either
‘output variable. Although ﬁhe direct transmission transfer

function associated with Y, has "a larger time constant than

the first, it is still smaller than either interaction time
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&

constant. Also, the time delay elements of each transfer
function were chosen to ensure controller realizability when
Zalkind's (1967) design procedure is used.

Simulations using. both static and dynamic decoupliﬁg
techniques on the plant model in equations (E.7) and (E.8)
were performed in addition to studying the behavior of the
original undecoupled system. The only dynamic decoupling
method investigated was that of 2zalkind because not only is
it similar to Boksenbom and Hood's (1949) when implemented,
but also, the ideal. decoupling controller describedvby
Luyben (1970) only increases the decoupler comPlexity
without éroviding‘any additiaonal benefit.' |

Several other simulations were performed wusing vérious
different forms of the process model in equations (E.7) and
(E.8). Each variation will be discussed in conjunction with
the appropriate case.

E.2.2 Interaction Analysis

Before proceeding to the controller or decogpler design,
it is useful to analyze the interactions of the plant. For
this system, the Relative 'Gain Maérix (RGM) can be found
analytically. Assuming a unit step input change 1in both
’ inputs (independently of course), the open loop gains can be
.computed from the ‘limit as s approaches zero of each element
of eguation (E.7). The delay terms are iénored as

well. Equation (2.59) then gives:

2 :
A= (Eog)
1 21 ..~



487,

The transposed inverse of the above equation is:

0.667 -0.333 :
B= (E.10)
-0.333 0.667

The RGM, from eguation (2.54), is: :
Uy Y2
| y,[ 1.333 0,333
RGM= (E.11)
y,|-0.333 1.333

It is not by chance that the pairing is u, with Y, and u,
with y2!
E.2.3 Controller Design |

Proportional plué integral '(PI) controiiers were
arbitrarily used in the main loops (GC11 and Gézz) for all
simulations. Tuning the controllers can be accomplished by™
performing' open lodp step response simulétions as outlined
in section 5.5. However, because t;; exact process transfer
functions are known in this case, the controller constants
can be determined based on the diagonal elements of eqguation
(E.7) and equations (5.21) and (5.22). Although this method
will not give the "best" constants because of the presence
of off-diagonal transfer functions in the process transfer
function\matrix model, the estimates will be adequate for
this investigation. The two sets of PI controller coﬁStants

used in all simulations discussed in this appendix wunless

- otherwise noted were: -
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_ Kp1 = 2,29
Ty = 2.35

and:
sz = 9,04
Tyo = 3.02

E.2.4 Multi-loop PI control of the Original Sysfem

Figure E.5 sths the undecoupled system response to a 5%
step increase in the setpoint in loop 1. It <can be seen
from this figure thaﬁ this disturbance has created an upset
in loop 2! This response can be improved by "decoupling”
the plant. . |
E.2.5 St;tic Decoupling of £he Original System

As a starting point, étatic decoupling of the original
process was attempted, This is the simplest appro;ch and
easily implemented. Using the steady Stiif process gain
matrix (equation E.9), it follows that the static decoupling

controller is:

" 0.667 -0.333
D= | (E.12)
~0.333  0.667

Each element in the above equatiéh cérresponds to thé
appropriate block in the block diagram shown in Figure 2.15.
| The decoupled system response to a 5% step in the loop 1
setpoint is shown in Figure E.6. As expected, the overall
system response has been improved. N
E.2.6 Dynamic Decoupling of the Original System 1

It is intuitively obvious that dynamic decoupﬁéﬁ% h&’s

the potential for offering greater improvements .in control
o
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system performance given the penalty of a more complex
decoupler. From equations’(2.80) and (2.81), the decoupling
controllers for the process model given in equation (E.7),

are found to be first order lead/lag compensators followed

by a delay term of the form:

»
c*c12=-o.5(5.05+1)e'25 (E.13)
(40.0s+1)
and:
G* _ =-0.5(20.0s+1)e 'S (E.14)

C21 —730.08+ 1)

For the sake of demonstration, no delays are included
for the first dynamic decoupling simulation. Perfect
decoupling as - observed by ialkind is thus
expected. Inserting ghese decouplers 1into the system as
shown in Figure 2,18 improves the performance
tremendously! THe decoupled system response to the 5% step
in the loop 1 seépoint is shown in Figure E.7. The response
of the coupled system without time delays is given in Figure
E.8 for comparison with Figure E.7. It can be seen that the
interaction with loop 2 been completely eliminated.

More realictically, the delay terms in the process model
should be 1included. Figure E.9 presents the simulation
response of the ériginal model with the decoupling
controllers wusing the same disturbance. The overall system
stability and decoupling performance ' has deteriorated
somewhat from the resp&nse in Figure E.?i However, when

Figure E.9 1is compared with the original undecoupled
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A

respénse given in Figure E.S5, the benefits associated with
decoupling become clear. It should be notea that this
difference in behavior was expected due to the deStabilizing
effect process time delays have on control systems. From
these results, it is' felt that additional performance
improvements could be realized if time delay compensation
‘were incorporated . into the control system. This is the
subject of Appendix F;

For completeness, Figure E.10 presents the response of
the decoupled system (including time delays) to a 10% load
increase. Both loops handle the disturbance with a
reasonable amount of success.

E.2.7 Decouﬁled Multi-loop PI Control with Unrealizable
Decoupling Predictions -

Next, an unrealizable découpling controller situation
was considered. The}brocess model used was the same as
equation‘ E.7 except the delay terms in the second row were
interchanged. ObQiously, this reéﬁlts in a’ decoﬁpler for

loop 2 that is predictive in nature. That is, the decoupler

given in eguation (E.14) becomes: ¢
G*ep,=20.5(20.0s+1)e"'%, (E.15)
,r} (30-’ +1) ’ h
a Ry .

The exponential term in this equation requires prediction
one time unit into the future which is not possible so the
prediction term on the decoupler is simply dropped. Figure

E.11 shows the  response for  this form of

S

y’,' o :

@

2
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dec Per. Clearly, the behavior of the control system has
bege degradedf -

Another option in situations like this would be to only
pértially decouple. That is, the effect of changés in loop
1 could be eliminated from loop 2 by using G*C12 and the
second decoupling controller (G*C21) not used so changes in
loop 2 wouid-affect loop 1 as a load disturbance. This
would effectively introduce a zero in the uppef off-diagonal
element of the closed loop transfer function matrix.

E.2.8 Decoupled Multi-loop PI Control with a Lead Time
Dominant Decoupler

To complete this analysis of decoupling behavior, unlike
 for the previcus exampies which used a process modél that
reéulted in lag time dominant decouplers, a lead time
dominant decouéler was considered. - Using to equation (E.7),
a new plant transfer function matrix was constcucted by
interchanggpg the>denominators of the terms 1in the second

row to yield the new piant model:

- -1s -3s5 |

2e le
Ss+1 40s+1
G_(s) = : (E.16)
P 1e_%s Ze—1S
| 20s+1 30s+1
*

Clearly, G c12 ~is unchanged from that given by equation
(E.13). Howevér, the dynamics of the off-diagonal transfer
function in row two are somewhat faster (i.e. has a smaller

time constant) than the diagonal transfer function resulting
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in the decoupler:

--0.5(30s+1)e” 'S - (E.17)

c21 20s+1

which replaces that given in equation (E.14).

Two different simulations using the‘ plant transfer
function matrix in equation (E.16) were. performed using the
same PI control as before with the controller congtants
calculated as discussed earlier in this section to arrive at

the controller constants:

Kp1 = 2.29

Tiy = 2.35
and:

sz = 13.5

712 = 3.11

The closed-loop respongé, for a 5% step increase in the loop

1 setpoint, given in Figure E.12 is for the original plant
before decoupling while Figure E.13 shows the response when
decoupling is used. It can be seen from these figures that
an offset in the loop 1 r;spoﬁse of 0.5% éxists after 100

minutes of simulation * time, indicating poor system

performance. This poor performance is due to the fact that

the controller tuning constants had to be changed to K., =

K = 2 and T11.% Tr2 © 100, before a stable response could

C2
be obtained in either system.
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Appendix F: Time Delay Compensation Analysis

.

F.1 Time Delay Compensator - Subroutine TDC

The FORTRAN implementation of the compensator described
in section 2.6.2 is given in Figure D.15. The code in this
figure, when'reviewed in conjunction with the discussion in
section 2.6.2, is easily understood. The subroutine
performs all the calculations for the G, block in Figure
2.21 f§r a process whose model consists of up to 25 first
order pius time delay transfer functions. This routine 1is
written £o 'be compatible with DYFLO2 and is placed in the
control subfoutine group. |

To verify that the routine functions correctly, an open
loop simulatioﬁ was performed for the block diagram given in
‘Figure F.1. A step increase in.the loop 1 input variable
"was used to excite the system.

The 2x2 process transfer function matrix used for this

simulation was:

" 2e” 'S 1e”38 ]
- B Ss+1 ZEEIT
‘ Spte) - 1725 2e7'S e
| 30s+1  20s+1

This proéess was treated as a "black box" for the purposes
of simulating the actual -plant and was also used 1n the
design of the timg delay compensator. The same plant was
used in Appendix E for the decoupling analysis (cf. equation

- 502



g | | 503

N N o
4z v J Y

e

SI

T 911
|
S
| k21
1 »
N PN
| k12
{ |
' 9k 22|
|
e

LK -~ -

Figure F.l: Block Diagram for Time Delay Compensation
Subroutine Verification



504

E.7).

The results of this simulation are presented in Figures
F.2 and F.3. The solid l{ne in. both fiqures 1is the output
of the time delay compensation routine plus the black box
plant output while the dashed line is just the black box
plant outout. It can be seen that the combined output from
the time delay compensator and the actual plant is simply
the undelayed plant response, as expected. The DYFLO2
executive program used for this simu&ation is given 1in
Figure F.4.
F.2 Time Delay Compensation
F.2.1 Introduction

To examine the behavior of the time delay compensator 1in
various situations, several simulations under somewhat
idealized conditions were performed. W Again, the process
model used for these simulations is that given as -egquation
(F.1). Using this transfer function matrix allows for
comparison.of the results obtained in this appendix with
thoso obtained for the decoupling analysis discussed 1in
Appendix E. Also, the interaction ana sis and controller
tuning constant calculated estimates were discussed in
Appendix E (sections E.2.2 and E.2.3 respectively), and so,
need not be considered in this section. ,

Several different simulations were performed using
various forms of the process model in equation (F.1). Each

variation will be discussed 1in conjunction with the

appropriate case study.



505

3.0

’

254 Disturbance
at Time = 2

Undelayed Prediction

30 40 50

Time

N
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»
F.2.2 Integral of the Square of the Error Calculation
Technique
‘ In order to obtain a more guantitative measufe of the
control system performance, an integral of the square of thé
error (ISE) calculation was included in every simulation in
this appendix. The choice of this particular performance
index from the many available was arbitrary.
This index 1is based on the difference between desired

and actual outputs. This error is‘ squared and then

integrated over time as follows:

t 2 :
ISE = [/ e(t)“dt (F.2) -
.0 -

where the error is defined by the eguation:

e(t) = y_ () - y(t) ‘ ‘ (F.3)

sp ! {

Squaring the error has the effect of weighting large errors
mpch more heavily than small errors and "also prevents
negative and posit;;e errors from cancelling each other.

One disadVantagé ;hat immediately becomes apparent 1is
~ that the sensitivity of this index is lost when process time
‘délayé aré present. This can be exemplified by considering
the hypothetical system response for a unit step’incréase in
setpoint shown in Figure F.5. The process has a time deléy
assoéiated with it and the best possible response that can
be expected 1is shown "in the ingure by the = dashed

line. Clearly, the error represented by ctthe shaded block

“between the setpoint curve and the best response curve is
\ .

{h



509

‘."" ' — —Best Possible Process Response

Actual Process Response

Setpoint—\\ 7

©wmw.30T WO O®D

- Time Delay

Time

Figure F.5: Demonstration of the Decrease in ISE

Sensitivity When Process Time Delays
Are’ Present ’

¥
. ' re :
very large and has a _tendency to bias the ISE performance

index. ;}{Th\is problem "gan be alleviated by using the best
PEFI 4'&::.;“” J: V. . .
pdss@@le response . in the error calculation instead of the
S &vﬁf}, » ' .
setpoint value as- follows:

e(t) = ypoqp(t) - yvlt) . - (F.4)
This eliminates the large unavoidable ‘error from the ISE

calculation and improves the sensiggzlty of the index thus
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allowing for more subtle differences in control system

performance to be detected. Equation (F.4) was used with

equation (F.2) for all the ISE calculations in this

appendix.
F.2.3 Multi-loop PI Control of the Original System

This first case is a repeat of the first caséiconside%ed
in section i}g.?ﬁbyfj and is pfesented for
convenience. ‘%r&ﬁﬁﬁ{?@%}i plus in;egral (PI) controllers
with_cdnstaﬁts as calculaged in Appendix E were uséd in the

main loops for al) simulations. Unless otherwise noted, the

‘controller constants used for all simulations discussed in

‘this section were:

,Kp1 = 2:29 | 7%@%%,
K 9.04 B . ‘ T

p2
and:
TI1 = 2.35 n 3
-T12 = 3.02 . s

Figure F.6 shows the response of the origihal,

uncompensated, system for a 5% step increase in the setpoint

in loop 1. As a baseline measure of the control system

performance, the integfal of the square of the error (ISE)
was calculated to be 41.8 and 5.97 for loop 1 and loop 2

respectively.

| F.2.4 Time Delay Compensated Multi-loop PI Control of the

Original System
Incorporating the Ogunnaike and Ray (1979) time delay

compensator; as shown in the block diagram;in Figure 2.22,
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improves the system performance immensely as can be seen
from the responses in Fiqure F.7. The system response for
‘this case resulted in ISE values of 0.377 .for loop 1 and
0.0241 for loop 2. Compafi;on of these responses with those
in Figure F.6 or the performance measures, cleafly shows the
benefits of time delay compensation.
F.2.5 Multi-loop PI Control with Faster Off-Diagonal
Dynamics in the Process Model

A "stiffer" test of the benefits of time délay.
cémpensation occurs when an off (row) diagonal transfer
function in the process transfer function matrix has a
shorter time delay than the associated diagonal transfer
function. This situation !corresponds to Ebe unrealizable
decoupling contro;ler case éiscussed in section E.2.7. The
process model used for both the "black box" plant model and
the compensator design was the same as given in equation
(F.1), except the delay terms in the second row were
interchanged.

The response of this system for a 5% step increase in
the setpoint in loop 1 without time delay compensation 1is
presented in Figure F.8. The ISE wvalues for these

responses were 33.4 and 3.08 for loop 1 and loop 2

respectively. It should be noted however, that the

‘\
hS)

11

controller constants had to be detuned,(Kc1, Kc] = 2; T

T, = 100) before a stable response could be obtained.
F.2.6 Time Delay Compensated Multi-loop PI Control with

Faster Off-Diagonal Dynamics in the Process Model
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10.0 .
Response fo a 5% Step in Loop 1 Setpoint
4 )
8.0 ‘ Disturbance
. at Time =2
¥ o
T
l, X
4.0 ¢
L4 I
2.0 2
. ) ‘\\i
0.0 - k — /
A ]
7N N g
-2.0 M T ' 1 T T T T T L T A
1.0 '
2.0 4
10.0 -
8.0+
1D ] con
6.0+ L a4 N
1 cox2
4.0- \
2.0 -
g 0.0
F
-2.0 - )
~4.0-
—8.0- Pt Control
—a0. KeE229 TIE2.35
) Kc2=9.04 Ti2=3.015
-10.0 — T 1T T [ S S SRR A SR S SR ARMEN SUEND RSES SN ]
0 L] 0 -] " 23 30 3 . 40 45 .30
Time

Figure F.7: Multiloop PI Control of the Time Delay
Compensated Process
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Based 6n the results from sections F.2.3 and F.2.4y it
is obvious that the situation described above can be
improved on by using time delay compensation in the control
system. Figure F.9 shows the response of the compensated
system using the same disturbance with the Qriginal
controller constants. In this case, the ISE for loop 1 was
0.371 while for looplz the ISE was 0.0341 which represents
an improvement in the performance of about 99% for both
loops! It should be noted that for use of decoupling there
was no improvement in the performance of loop 1, but the
effect Sf the disturbance in loop 2 was almost completely
eliminated (ISE loop 1 = . 35.0; ISE loop 2 =

"9y,

2.3x10 However, . for this _latter case, the PI

controllers had to be défaned, as was the <case for the
completely uncompensated case (Figure F.8)-t0 obtain stable
system behavior.
F.2.7 Time Delay Compensated, Deéoupled Multi-loop PI
Control

Presumably it would be ~advantageous to combine time
delay compensation and decoupling so that the benefits of
both can be obtained within a given control system. A block
diagram for a two by two interacting sys\gm is shown in
Figure F.10. For convenience, the decoupling controller is
shown as four blocks in  this diagram to maintain 1its
generality  for all decoupling techniques. Although

Ogunnaike and Ray considered only static decoupling in their

original work, it is felt that dynamic ‘decoupling has

i
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several advantages based on the results for these‘éwo
techniques presented in Appendix E. This discussion will
deal only with dynamic découpling for this reason. It 1s
interesting to note that, because of the nature of Ogunnaike
and Ray's time delay compensation method, the controllers
(GC11 and GC22) are ideally operating on an undelayed model
of the process. This leads one to thirk that the deco&pling
controllers should be designed for the undelayed model as
well. However, a closer examination of the block diagram in
Figqure F.10 shows that this 1is not correct because the
decoupling controllers ~ are operating on the actual
brocess. The decoupling  technique used in this
investigétion follows the approach suan=sted by Zalkind.
(1967).. Thus, the decoupler blocks - e two direct
and D

transmission paths (D 22) in rigure F.10 becomg.

1"

1. Using equation F.! and equations (2.80) and (2.81), { M"

follows that the decoupling controllers are:

* . -2s
D = G = -0.5(5s%*1)e (F.5)
| 12 C12 0T
and:
* -1s »
D = G = -0.5(20s+1)e (F.6)
21 c21 TS |
]
Figures F.11 and F.12 show the results of a simulation

using the above decoupling controllers in conjunction with
time delay compensation as the traces labelled Y1-and Y2,
for loops 1t and 2, respectively. Included on these two
figures are the responses obtained from simulations using

only time delay compensation (cf. Figure F.7) and only
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1 Response fo a 5% Step in Loop 1 Setpoint
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decoupling (cf! ?igure E.8).. The‘facf'tha; the ~time de{éy
compensateé--and time delay compgnsated with decoupling
responses ip Figure F.11 overlay each étﬁer indicates that
noiyimprovéﬁent at all is realized in loop . Figure F.12
shéﬁs“that the combiﬁation of the two compensation
techniques Iactuaily causes a * deterioration in the
performance of loop 2 over either of the individually
decoupled or time delay compgnsatéd cases. Similar beﬁévior
was observed by Ogunnaile and. Ray (1979) “using a steady
state decoupling technique. |
The explanation for this behavior follows fgoﬁ’ a
mathematical © analysis of the block dtegram in Figure
F.10. An alternate representation othhis block aiagram is
shown in ‘Figure F.13'and proves to be more‘convenfent for
the analysis. Ignoring the measurable distucrbances, .the.
closed loop transfer function, in matrix notation, is:
DG* _r | . (F.T)

y=(1+6G DG*CJ“G

. P p .
: o ‘
which is similar to equation 2.95 except for the presence of
3}
the decoupling matrix, D. Following the discussion in’
section 2.6, the closed loop transfer function can be

.written as:

: * Lqq-1
y GPD[I+GCG p+Gpo[D 111 gcr u (F.8)
Comparing this equaticn with equation (2.100), it can be
seen that, because of the term containing Gp, the

characteristic polynomial still contains time delays. This

-

is ‘tfﬁe regardless of the form of decoupling used. Clearly

this defeats ohe of the main purposes of time delay

v,
B
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Figure F.13: Multivariable’ Block Diagram Representatlon
for Decoupling and Time Delay Compensation
Transfer Function Andlysis

L]
3

compensation which is to remove delays from ¢ the
characteristic equation. Furthermcre, it can be shown

(after'a great deal of algebra) that egquation (F.B)‘is still
*

. 4 p '
inclusion of the time. delay compensator defeats the

éodpled through the undelayéd process model, G SO

decoupling action. The fact that the two compensation

technlques essentlally f1ght each other is again born out by
the ISE measure.. The performance measure indicates that the
behavior of loop 2 hgf dégradedf'slightly; ISE = 0.0290

versus 0. 0241 for the time délay compensatlon only case and
£

ISE = 0.0 for the. decoupling ,only caseu~/0nly a ,marg;nal
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AP
1mprovement in the performante of loop 1 was noted over the

time delay compensation case, IEE = 0.344, versus 0.377 for
use of only time delay compensation., This suggests that
Ogunnaike.and Ray‘s time delay compensation technique should
not be employed in‘conjunction with decouwpdtng in the design
of a control system. |

A possible exception to this recommendation may arise
when the process model is such that a predlctlve decoupler
results (see, sectlons E.2.7 and F.2.4). As mentioned
eaflier, substantial improvements were gained when either
time delay compensation or deco%pling techniques ‘were
'employed :in this situation. Figure F.14 gives tne response
df the systems when both decoqpling and time  delay
compensation were used. Although improvements over the
response%in‘Figure F.9 are not - readily apparent, the ISE
*‘performance measure 'nas decreased slightly in both loops

(ISE loop 1 = 0.349 versus 0.371 for only time ‘delay’

compensatlon and ISE loop 2'= 0. 0287 versus.O 0341). It

. ‘:_r 0

should be noted that the PI conttollers did not need to be
detuned to obtain a stable system response as was the case
for nse of only decoupling. v =Y
F.2.8 Time Delay Compensated, Decoupled Multi-lcop PI
Control - An Alternate Approach
An alternate approach for the design of a control system
incorporating both time delay compensation and decoupllmg

controllers is to decouple the plant and then use SISO Smith

predicto:s in each seperate loop.' This scheme is shown 1in
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.

the block diagram form in Figure F.15. In this case the
individual Smith predictors are designed for " the
diagonalized process transfer function matrix model that

“results from decoupling as shown in the dotted box ‘labeled

Gfp in the figure. Using Zzalkind's noninteracting
controller design technique, the decoupler is:
+  -G,,/G | ‘
- [ 12 H} o (v.9)

~G31/622 1

and{sq, the appropriate process model for use in the time
S : -
delay ‘compensator design is:

£y -

G' =

((G11622'G12G21’/322 0 }' (F.10)
\_ P )

-0 ‘(622G11“G21512)/G11

—

0

As cafn be seen, this approach involves combination &f the

¢

driginal process transfer functions so the resulting time
delay compensatdr is much more‘qomplex than thaf designed
using Ogunnaike and‘Ray{s method. Additionél analysis 1is
beyond ;the scope”of this work -and the reader should consult

the thesis of Vermeer (1986).
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Appendix G: Sample Terminal Sessions

e Dufault Grinding Circuit Simulator Sample Se551on

#SO GMCD:MINSIM.2.EXE A%

_fmINSINZ » : - .
"-MIN.OUT' does not exist. '

"-8TC.OUT" does not exist:

"-STC.PAR!' does not exist,.

"-STC.PAR2" does ngt exist.

"-STC.SET" does not exist.

Ve :

CLOSED CIRCUIT GRINDING SIMULATOR
COPYRIGHT
UNIVERSITY OF ALBERTA
DEPARTMENT OF CHEMICAL ENGINEERING
WRITTEN BY: G.B. MCDOUGALL

INTERACTIVE VERSION 2.7
86/03/25

Do you require instructions? (Y/N)

This program is menu driven and requires the user to respond
with various answers. There is a DEMONSTRATION option
available that will provide first time users with an
overview of the functions of the simulator. More experxenced
users can exercise more control over the operation of the
simulator through the USER SPECIFIED option where specific ) -
simulation controls and grinding circuit constants can be
interactively chosen. The required. response format i1s indicated
in the example that accompanies the Lnﬁ‘t prompt. When
choosing an item from a menu enter an INTEGER number and
press return/enter., Other numeric input Lsorequlred in a
REAL variable format or unpredictable results may occur.

Yes/No responses default éh appropriate value dependlnq on
the specific situation.

Continue? (Y/N)

Y

» ' The user should be aware of the following items

Wwith respect to the cost of the simulation:

', Sinulation time i3 the most critical cost var:able:
the longer the simulation the higher the cost!

2. Integration interval is the next most critical cost factor '’
and {nteracts with the simulation time; in general, the
smal;or'§ ntegration interval, the higher the cost!

3. The print HW¥rval also plays a key role in determining
simulatibn cost because data printing is expensive; the
spaller-the print interval, the higher the .cost!

4. In all case§ the LINEAR MODEL is less costly and the DEHO
sxmulator)‘luays uses .this model. ‘ .
: Concxﬁﬂo’ (/w7 L e
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SIMULATION TYPE

t - Demonstration
2 - User Specified T a

2
SIMULATION CIRCUIT
! - Lake Dufault Circuit: Open Loop
2 - Lake Dufault Circuit: Type Il Control
3 - Lake Dufault Circuit: Type II Control
¢ 4 - Lake Dufault Circuit: TI (Multi - loop)
5 - Lake Dufault Circuit: TII {(Multi - loop)
6 - Lake Dufault Circuit: TI with TDC
7 -~ Lake Dufault Circuit: TII with TDC
8 - Lake Dufault Circuit: TI with STC
9 - Lake Dufault Circuit: TII with STC
CHOQOSE A SIMULATICN CIRCUIT BY NUMBER
2
MODEL TYPE
____________ hY
' - Nonlinear Model
2 - Linear Model
CHOOSE A MODEL TYPE BY NUMBER
1
ENTER INTEGR’TION INTERVAL?
ENTER SIMULATION TIME?
20.

ENTER. PRINT INTERVAL?

ENTER LOOP ! TONTROLLER CONSTANTS
(GAIN, INTEGRAL TIME, SETPCINT - e.g. 10.,2.05,81.048)
10.,2.,81.048

ENTER LOOP 2 CONTROLLER CONSTAKRTS e
(GAIN, INTEGRAL TIME,-SETPOINT - e.g, 82.1,'.385,.95573) '
82.3,1.385,.95573 —



50.

CLOSED LOOP DISTURBANCE TYPE

| - Loop ! Setpoint Step
2 - Loop 2 Setpoint Step
3 - Ore Hardness Step

CHOOSE A DISTURBANCE BY NUMBER

ENTER MAGNITUDE OF DISTURBANCE IN kA

ENTER TIME OF DISTURBANCE?

SUMMARY OF SIMULATION PARAMETERS

DYNAMIC SIMULATION OF A GRINDING CIRCUIT

TYPE 1 CONTROL
Lake Dufault Circuit

Nonlinear Model

TOTAL SIMULATION TIME = 20.00 MINUTES
INTEGRATION INTERVAL = 0.10 MINUTES

LOOP 1 CONTROLLER CONSTANTS
GAIN = 10.000
. INTEGRAL TIME = 2.000
SETPOINT =~ 81.0480
SETPOINT STEP CHANGE = 0.0 AT TIME

LOOP 2 CONTROLLER CONSTANTS
GAIN = 82.300
INTEGRAL TIME = 1.385
SETPOINT = 0.9557
SETPOINT STEP CHANGE = 0.0 AT TIME

ORE HARDNESS DISTURBANCE INFORMATION

DISTURBANCE MAGNITUDE = 50.0000
AT TIME = 2.000 (ROD MILL)
TINE = 8.000 (BALL MILL)

1S THE ABOVE INFORMATION CORRECT? (Y/N)

WORKING ...

. SIMULATION COMPLETED

hy
b33

Results are in temporary file "-MIN.OQUT"
#SCOPY -MIN.OUT s

>

529
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G.2 Lake Dufault Grinding Circuit Simulator Sample Output

iy

*

TYyrE | CONTAOYL
) Lane Qultault Circutt

MoanliMear Modw!

TOTAL SIMULATION TIME « 210 0O MImuTES
INTEGRATION llvllv’* . 0 10 minuTES

LOOP 1 COMTAGLLEN CONSTANTS

\ GAIN » 10 000 &
INTRGAAL TimMg o i 1T 000

SEYPOINT s &5 0480

.SRTPOIMT STEP CHANGE = o o AT time o0

LOOP I COMTROLLER CONSTANTS
GAIN » a1 300
INTRGRAL TIME o [ 11
SATPOINY » O PE8Y .
SEYPOIMT STUP CHANGE « Q O AT Time o0

ORE HARDNESS OISTURGANCSE I[NPDEMATION H
OISTURBANCE MATHITUOR; ' $0 ccoo .
AT TIWg « 2 000 -|¢1{
¢

' Timg = & oo00 oML
\ .

= ROD MILL SPECIFICATIONS FOLLOW

PULP MOLDUP YOLUME iMool e

LOwER FIngY OROER FIRST COLUMN
- BOUND sSELRCTION OF SARAXACE
an silE COMSTANT MATRIX

¢

LOWER : FIRST QAOER PIRST COLUMN
e0uUND . “SELECTION OF SREAKACE
om 3118 COMSTANT MATRIX
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ATAGAM ATTR{PUTEE AT Timg % 0
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G.3 Open Circuit Grinding Simulator Sample Session

#5C GMCDIMINSIM, 5. EXE
#SET MACROS=ON
#MINSINI

#1SET ECHC=OFF

OPEN-TIRCUIT GRINDING SIMULATOR
After Adel, Ulsoy and Sastry,
& Theoretical Anaiys:s and Control ﬁtudy of gpen CTircurt Sranding
int. J. Min. Prgc. ', v, 1983
COPYRIGHT
University of AlDerta
Department of Chemical ngineering
writeten by: G.B. MCUougall

. INTERACTIVE VERSION 3.0

Continue? (Y/N)

ENTER INTEGRATIDON INTERVAL?

ENTER TOTAL SIMULATION TIME?

(8]

ENTER PRINT INTERVAL?

on

CONTROL SYSTEMX

' - Open Loop
2 - Continuous
. 3 - Ciscrete

Choose a Control System By Number

CONTROLLER MODE

1 - P-only
2 = p+I
3 - P+I+D

Choose a Contrcller .by Number
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CNTER PROPORTIONAL GAIN
90C.
»
ENTER INTEGRAL GAIN
27
- \
Zisturbance
' - Graindability/Surface Area Step
2 - Grindapirlity/Surface Area Pulse Train
Choose a System Disturbance By Nunmber
Time for Disturbancg to Enter System?
C.

Enter Analysis Delay?

...Done

Output in ~MIN.OUT

#5C -MIN.OUT
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G.4 Open Circg}it Grinding Simulator Sample Output
e .

I8

OPEN-CIRCUIT GRINDING SIMULATOR
After Adel, Ulsoy and Sastry,
4 Theoretical Analysis and Control Study of Open Circuit Grinds'ng
Int. J. Min. Proc. 10, ', 1983
COPYRIGHT
Unaversaity of Alberta
Department of Chemical Engineering
Written by: G.B. McDougall

s ’ INTERARCTIVE VERSION 3.1

A-thal Simulation Time = 10.00 hours
:“Integratlon Interval = 0.100 hours

5.

' continuous Control
Preportional Integral Mode
Proportional Gain = 90.000
Integral Gain = 27.000 v’

“Disturbance Information
Feed Grindability/Surface Area Step Change
Entering System at Time = - 0.0 hours

>

Analysis Deiay = 1.000 hours
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