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Abstract

Arsenic, with its demonstrated cancerous and noncancerous effects, poses a 

tremendous health risk to human populations worldwide. In Bangladesh alone, 35 million 

people are currently exposed to high concentrations (greater than 50 pg/L) o f inorganic 

arsenic (iAs) in drinking water. Although arsenic is an established human carcinogen, its 

mechanistic mode of carcinogenicity is far from clear. Arsenic may act in a co- 

mutagenic/co-carcinogenic mechanism. Amongst the proposed hypotheses regarding 

arsenic carcinogenicity, inhibition of DNA repair processes has been suggested as one 

predominant mechanism. However, the underlying mechanism responsible for DNA 

repair inhibition remains elusive. The objective of this thesis was to determine how 

arsenic modulates the formation and repair of DNA adducts induced by benzo(a)pyrene 

diol epoxide (BPDE) in human cells.

A capillary electrophoresis-laser induced fluorescence (CE-LIF) based 

immunoassay was developed to measure BPDE-DNA adducts in human cells. The effects 

on the formation and repair of BPDE-DNA adducts by iAs and its metabolites were 

examined. In repair-deficient xeroderma pigmentosum group A (XPA) fibroblasts, 

arsenic pretreatment led to enhanced formation of BPDE-DNA adducts with trivalent 

arsenic compounds being more potent than pentavalent arsenic compounds. Most likely, 

arsenic exerted its enhancement by increasing cellular uptake of BPDE rather than by 

modulation of chromatin accessibility or by BPDE inactivation via the glutathione (GSH) 

conjugation system.

In confluent repair-proficient normal human fibroblasts, the presence of arsenic 

inhibited the repair of BPDE-DNA adducts with trivalent arsenic compounds being more
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potent than pentavalent arsenic compounds. As the most potent inhibitor and a key 

metabolite of iAs, monomethylarsonous acid (MMA(III)) abrogated p53 accumulation 

induced by BPDE. More importantly, a striking temporal correlation between p53 

expression and DNA repair capacity was observed. No similar correlations were found 

for repair proteins such as XPA, XPC and p62-TFIIH. p21 expression was modulated in a 

p53-dependent manner, implying that p53 was still functional and retained its wild-type 

conformation. Cell cycle analysis did not indicate that MMA(III) overrode the BPDE- 

induced Gl/S arrest. Considering the well-demonstrated role o f p53 in global genomic 

nucleotide excision repair (GG-NER), our results suggested that arsenic inhibited DNA 

repair by attenuating the expression of p53.
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Chapter One
General Introduction

1*1 Human Health Effects of Arsenic

Arsenic, a metalloid, is a worldwide health concern due to both its cancerous and 

its noncancerous effects. Increased risk of skin, lung, bladder, and other internal cancers 

has been associated with chronic exposure to high arsenic concentrations (several 

hundred pg/L) in drinking water (1-9). Occupational and medicinal exposure to arsenic 

has also been reported to increase the likelihood of developing various cancers (10-16). 

Aside from the carcinogenic effects, several studies have demonstrated that chronic 

ingestion of arsenic may have adverse effects on reproductive, neurological, 

cardiovascular, respiratory, hepatic, and hematological systems (1, 2, 17-26). In addition, 

manifestation of arsenic-related skin lesions and diabetes has also been reported.

1.2 Arsenic Occurrence and Exposure

Arsenic is a natural occurring element in the earth’s crust. When disturbed by 

mining activity, volcanic eruption or other natural processes, arsenic may be released into 

the environment. Burning of fossil fuels, ore smelting, and agricultural use of arsenic- 

containing compounds also introduce arsenic into the environment. High levels of arsenic 

in groundwater have been reported in areas rich in geological deposits of arsenic such as 

Taiwan, Argentina, Chile, Mexico, Thailand, China, Bangladesh, India, Finland, 

Romania, Hungary, and western sections of the United States (27). Drinking water 

industrially contaminated by arsenic is found in Japan, Australia, Greece, and Ghana.
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In the general population, exposure to arsenic occurs primarily by ingestion of 

contaminated water and food. Inorganic arsenic (iAs) is the major form found in water. 

Concentrations are generally higher in groundwater than in surface water. Organic 

arsenic compounds, such as monomethylarsonic acid (MMA(V)) and dimethylarsinic 

acid (DMA(V)), which are usually biotransformation products, constitute a small 

percentage of the total arsenic in water (28). Food is a significant source of arsenic. In 

most food, iAs typically accounts for 65-75% of the total arsenic (28); however, organic 

arsenic compounds represent the majority o f arsenic in food of marine origin. 

Arsenobetaine is the compound most commonly present in seafood. Its toxicity is low in 

humans and is rapidly excreted in urine. In seaweed and mussels, arsenic is 

predominantly present as arsenosugars, which are mainly metabolized to DMA(V) and 

can persist in the human body for a longer period of time than arsenobetaine (29).

1.3 Metabolism and Disposition of Arsenic

iAs, including arsenite (iAs(III)) and arsenate (iAs(Vj), is readily absorbed from 

the gastrointestinal tract. Once inside cells, iAs undergoes biomethylation, which is 

considered to be the major metabolic pathway for iAs (30). Glutathione (GSH) and other 

thiols (e.g., reduced lipoic acid) may act as reducing agents in the methylation process. 

After reduction by GSH or cysteine to its trivalent oxidation state, arsenic obtains methyl 

groups from S-adenosylmethionine (SAM) to become methylated (31). SAM is generally 

believed to be the main source of methyl groups for the methylation of arsenic and acts as 

a substrate for various methyltransferases involved in each methylation step. The 

generally accepted pathway for arsenic biomethylation is shown in Figure 1.1. Arsenic
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methylating activity is localized mainly in the cytosol of hepatocytes. The capacity to 

methylate arsenic in other tissues is relatively low.

+2e +CH3 +2e +CH3

A svO(OH)3 _____*  A sm(OH)3  ► CH3AsvO(OH)2  ► CH3A slll(OH)2  ►

iAs (V) iAs(lll) MMA(V) MMA(III)

+2e +CH3 +2e

(CH3)2ASvO(OH)2  ^  (CH3)2As '"OH _____^  (CH3)3AsvO _____^  (CHjJjAs

DMA(V) DMA(III) TMAO TMA

Figure 1.1. Biomethylation of arsenic involving alternate reduction of pentavalent 

arsenic to trivalent arsenic followed by oxidative addition of a methyl group

Humans methylate iAs to MMA(V), monomethylarsonous acid (MMA(IH)), 

DMA(V), and dimethylarsinous acid (DMA(III)), and excrete these arsenic species in 

urine. In humans, the urinary content of metabolites of iAs generally consists of 10-30% 

iAs, 10-20% MMA(V), and 55-75% DMA(V). Further methylation of DMA(V) to 

trimethylarsine oxide (TMAO) and trimethylarsine (TMA) is not seen in humans but 

frequently occurs in microorganisms exposed to iAs(III). Differences in the methylation 

of iAs between animal species and among population groups have been observed. Most 

experimental animals methylate arsenic more efficiently and completely than humans and 

excrete less MMA(V) in urine (1). Some mammals (e.g., chimpanzee, marmoset monkey, 

and guinea pig) do not excrete MMA(V) but excrete mainly DMA(V) (1). Rats can 

methylate arsenic further to trimethylarsenicals (TMAO and TMA). TMAO has also been 

detected in trace percentages in urine from mice, hamsters, and humans following

3
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exposure to DMA(V) (32). Pentavalent methylated metabolites such as MMA(V) and 

DMA(V) are readily excreted in urine. More efficient methylation means faster overall 

excretion of arsenic. However, trivalent arsenic species such as iAs(HI), MMA(III), and 

DMA(III) are likely retained in tissues and result in increased toxicity.

1.4 Toxicity and Carcinogenicity of Arsenic

The pentavalent methylated arsenic species have a higher rate of excretion and 

lower affinity for tissue sulfhydryl groups than iAs(III). This led to the conventional 

belief that methylation is a detoxification process. This belief was held for many years 

because MMA(V) and DMA(V), the primary excreted metabolites of iAs, are less acutely 

toxic than iAs(III) or iAs(V). However, it is now known that MMA(III) is more toxic 

than iAs(III) in vitro and in vivo (33), and DMA(IH) is at least as cytotoxic as iAs(III) in 

most cell types (34). Taking into account the highly toxic metabolites MMA(III) and 

DMA(III), methylation is no longer considered a detoxification process. Pentavalent 

arsenic species are significantly less cytotoxic than their trivalent analogs (34). There is 

no apparent correlation between the susceptibility of cells to arsenic toxicity and their 

capacity to methylate iAs (34).

The exact mechanism of arsenic toxicity is not known, but several hypotheses 

have been proposed. At the biochemical level, iAs(V) may replace phosphate in many 

biochemical reactions because they have similar structures and properties. Depletion of 

adenosine-5-triphosphate (ATP) by iAs(V) has been observed in cultured cells. In the 

trivalent state, inorganic and methylated arsenic may react with critical thiols in proteins 

and inhibit their activity. Inhibition of pyruvate dehydrogenase, NADPH-dependent
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oxidoreductase, thioredoxin reductase, glutathione reductase (GR), and glutathione 

peroxidase (GPx) has been observed in different cell and cell-free systems.

Although there is sufficient epidemiological evidence to classify arsenic as a 

human carcinogen, its carcinogenic effects have not been conclusively demonstrated in 

laboratory animals (35). Arsenic compounds are therefore considered by the International 

Agency for Research on Cancer (IARC) as the only compounds for which there is 

sufficient evidence for human carcinogenicity but inadequate evidence for animal 

carcinogenicity (36). Lack of a good animal model has greatly hindered mechanistic 

studies of arsenic carcinogenesis and ultimately compromises the reliability of risk 

estimation in the current arsenic cancer risk assessment framework based on 

epidemiological studies of Taiwanese populations. An acceptable level of arsenic in 

drinking water remains under debate. The Maximum Contaminant Level (MCL) of 

arsenic in drinking water set by the U.S. Environmental Protection Agency is 10 pg/L 

(37). The Canadian interim guideline level is 25 pg/L, and this is under revision to a 

lower level.

So far, a variety of hypotheses regarding the carcinogenic modes of action of iAs 

have been proposed, involving both genetic and epigenetic mechanisms. They include 

genotoxicity, altered DNA methylation, altered DNA repair, oxidative stress, altered cell 

proliferation, co-carcinogenesis, and tumor promotion (38). However, no single 

hypothesis could explain all the adverse effects caused by arsenic. It may be naive to 

think of just one causative mode of action responsible for arsenic carcinogenicity (39).

Although no one single mechanism could be responsible for arsenic 

carcinogenicity, it is generally believed that direct DNA damage and the subsequent gene

5
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mutation is not a major pathway of arsenic carcinogenesis. Arsenic causes chromosome 

abnormalities such as micronuclei and sister chromatid exchanges only at high (toxic) 

concentrations (40). Unlike classical carcinogens, arsenic fails to induce point mutations 

in bacterial or mammalian cells (41). By contrast, considerable evidence has pointed to 

arsenic promoting mutagenesis / carcinogenesis, both in in vivo bioassays and in in vitro 

cell culture systems. At non-toxic concentrations, co-mutagenic effects of arsenic with X- 

rays, ultraviolet (UV) radiation, or alkylating agents have repeatedly been observed (40). 

In line with this, most of the animal experiments provided negative results and some even 

reported a decrease in tumor induction by arsenic alone (42). Based on current evidence, 

it seems reasonable to consider that arsenic acts as a co-carcinogen.

Co-mutagenicity / co-carcinogenicity of arsenic might well explain the non- 

responsiveness in terms of tumor development in laboratory animals challenged with 

iAs(III) alone and the relative ease with which tumors were initiated when arsenic 

compounds were co-administered with a potent carcinogen (an initiator). This co- 

carcinogenic mechanism might also shed light on human studies. Multiple exposures to 

more than one carcinogen are a better representation of the environmental conditions for 

humans than controlled exposure to a single carcinogen under laboratory conditions. Co­

exposure to cigarette smoking and arsenic has been shown to be linked to elevated rates 

of lung cancer. The interaction between smoking and arsenic ingestion has been revealed 

in several epidemiological studies. However, this interaction reportedly ranges from 

being synergistic (43-46) or positive (47), to having no effect (48-50). Poor study designs 

and complicated exposure scenarios in epidemiological studies are likely responsible for
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these inconsistencies. Evidence from in vitro cell culture studies may resolve this 

uncertainty.

The effect of arsenic on the mutagenicity of other carcinogens remains largely 

unknown since iAs neither affects DNA directly nor forms adducts with DNA (51). DNA 

adduct formation (covalent DNA modifications by exogenous or endogenous reactive 

chemical agents) has been shown to be necessary for tumorigenesis (52, 53) and the 

steady state adduct levels are often linearly related to tumorigenic response (54). 

Therefore, the objective of this investigation was to determine how arsenic modulates the 

formation and repair of steady state DNA adducts in human cells.

1.5 Scope of Thesis

This thesis has been divided into five chapters. Chapter 1 presents general 

background information on arsenic, including its health effects, occurrence, exposure, 

metabolism, disposition, toxicity, and carcinogenicity. The rationale for the study 

hypotheses is based on arsenic co-carcinogenesis and the overall objective is to explore 

the effects of arsenic exposure on the formation and repair of DNA adducts generated by 

classical carcinogens. Chapter 2 briefly reviews current methodologies for the detection 

of DNA adducts. Strengths and limitations associated with each method are highlighted. 

Experimentally, a capillary electrophoresis laser induced fluorescence (CE-LEF) based 

immunoassay, a highly sensitive method developed in our group, was optimized and 

applied to detect the DNA adducts induced by benzo(a)pyrene diol epoxide (BPDE) and 

alterations in damage levels caused by additional exposure to arsenic. BPDE is the 

ultimate mutagen of benzo(a)pyrene (BaP), a common environmental carcinogen 

produced from incomplete combustion of organic materials, such as from cigarette smoke

7
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(55,56). Chapter 3 examines the effects of arsenic on the formation of BPDE-DNA 

adducts. By employing a repair-deficient cell line, the effects of arsenic on the formation 

of DNA adducts were differentiated from the effects on DNA repair. Changes in the 

BPDE-DNA adduct levels brought about by arsenic pretreatment could therefore be 

attributed to arsenic effects on the damage formation step only. Uptake of BPDE into 

cells and chromatin accessibility to BPDE were assessed after arsenic treatment. BPDE is 

readily bound to cellular GSH to form an inactive conjugate. This conjugation is 

catalyzed by glutathione S- transferase (GST) (57,58). Both cellular GSH levels and GST 

activity after arsenic treatment were measured. Chapter 4 examines the effects of arsenic 

on the repair of BPDE-DNA adducts. Confluent repair-proficient cells were used for this 

purpose. Following BPDE treatment, changes in remaining BPDE-DNA adduct levels in 

the presence of arsenic species were detected, which were attributed to arsenic effects on 

DNA repair. The underlying reasons for repair inhibition by arsenic were further explored 

by studying the arsenic effects on the expressions of some repair-related proteins. 

Chapter 5 summarizes the conclusions generated from this study, discusses the 

implications of this research, and suggests future research directions.
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Chapter Two
Method Development for the Detection of 

Benzo(a)pyrene Diol Epoxide-DNA Adducts

2.1 Introduction

Until the early 1980s, use of radiolabelled carcinogens was the major method to 

determine DNA adduct formation (1-4). This technique provides the most straightforward 

evidence for the binding of chemical carcinogens to DNA. After exposure to either 3H or 

14C-labelled test substances, DNA is isolated from the cells or tissues under investigation, 

and the amount of radioactivity associated with the DNA is determined by liquid 

scintillation counting. It is essential that the label be located in a position that is resistant 

to loss during metabolism or formation of adducts to avoid false negatives. Indirect DNA 

damage caused by oxygen radicals or lipid peroxidation induced by a treatment cannot be 

detected by this method. On the other hand, the presence of radioactivity in purified DNA 

does not necessarily mean that DNA adducts are formed because in some cases 

substantial metabolic incorporation of the radiolabel into normal nucleotides can occur 

(5-7). To distinguish between metabolic incorporation and adduct formation, DNA has to 

be hydrolyzed to nucleotides or purine/pyrimidine bases, which are chromatographically 

separated, provided that sufficient radioactivity is available. However, 3H-labelled 

polycyclic aromatic hydrocarbons (PAH) present an additional problem for hydrolysis 

and chromatography of DNA because substantial radioactivity of unknown identity is lost 

(4). Moreover, in experiments performed with a 3H label, the loss or incorporation of the 

label through the hydrogen exchange process is possible, resulting in misleading results 

(8 ). In order to be able to measure 1 adduct per 106 or 107 nucleotides, the scintillation
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counting (radioisotope decay) assay requires sufficiently high specific activity, or, where 

possible, needs to be performed on large DNA samples that can provide significant 

numbers of decay events.

In the late 1970s, accelerator mass spectrometry (AMS) was used to detect 

radioactivity. AMS is a nuclear physics technique used to measure isotope ratios with 

high selectivity, sensitivity, and precision (9,10). It involves the selection of ions on the 

basis of charge-changing, momentum, charge, energy, and energy loss before each ion is 

uniquely identified and counted by the detector. Measurement of DNA adducts with I4C- 

labelled carcinogens involves the isolation of carbon from purified DNA by oxidizing the 

sample directly to CO2, N2, and H2O. The CO2 is separated cryogenically and reduced to 

filamentous graphite before introduction into the ion source. 14C is measured as the 

isotope ratio 14C/13C and converted to quantities by analysis of the total carbon content of 

the sample analyzed. AMS is used primarily to detect 14C, but can be used for other 

isotopes with a half-life of 1 0  years or longer (1 1 , 1 2 ), which is not possible with 

conventional decay counting methods. AMS measurements are independent of the decay 

rate since AMS measures directly the number of isotope nuclei. Because there is between 

1% and 10% of 14C in the sample relative to 0.01% for decay counting of radiocarbon, 

AMS offers a 105-fold to 106-fold improvement relative to decay counting for 14C 

measurement (11). For 3H, AMS offers approximately a 103-fold improvement in 

sensitivity (11). DNA adduct analysis by AMS can be done with lower specific activities 

and smaller quantities of isotope than is practical with decay counting. Currently, AMS is 

the most sensitive quantitative method for DNA adduct measurement and can achieve the 

exceptional sensitivity of 1 adduct /1012 nucleotides (13). However, AMS provides no
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information on the chemical form of the isotope and thus has the potential to provide 

false positives when genomic DNA isolates are measured. Confirmatory studies are often 

necessary to show that isotopes in the DNA are actually due to DNA adducts. 

Additionally, current AMS instrumentation is very expensive and only a few researchers 

have direct access to the equipment for DNA adduct analysis.

Due to the costs associated with the preparation of radiolabelled material and the 

hazards associated with its use, an array of techniques involving the use of non­

radiolabelled carcinogens have been emerging for DNA adduct analysis. Among others,
'j-y

P-postlabelling stands out as the most Commonly used assay for DNA adducts (14-17). 

In this method, addueted DNA is enzymatically digested to 3 -monophosphates of normal 

and addueted nucleotides, and the latter are then enriched and labelled at the 5 -end with 

32P using polynucleotide kinase and [7 -32P] adenosine-5'-triphosphate (ATP). The 32P- 

labelled addueted nucleotides are separated from 32P-labelled normal nucleotides by thin- 

layer chromatography, detected by exposure to X-ray film or scanning by electronic 

autoradiography, and quantified by measuring 32P incorporation. This method allows the 

detection of adducts from different chemicals with diverse structures. It requires only a 

small quantity of DNA (2-10 fig) and can detect 1 adduct / 109 nucleotides. Because it 

does not provide structural information for DNA adducts, 32P-postlabelling is prone to 

producing false positives and artifacts. Furthermore, the 32P-postlabelling assay may 

underestimate adduct levels because of incomplete DNA digestion, inefficiency of adduct 

labelling, and/or loss of adducts during enrichment and separation (8 , 11). The labelling 

efficiency is often unknown and uncontrolled. Results from different laboratories are 

usually not comparable (18). Endogenous DNA adducts, called I-compounds (present at
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levels as high as about 1 adduct per 107 DNA nucleotides), may co-migrate with adducts 

derived from aromatic carcinogens; intensification of I-compounds by the treatment may 

also occur. Both make adduct scoring subjective and interpretation of results difficult (8 ). 

Therefore, the quantitative data from 32P-postlabelling should be interpreted with caution.

Techniques that rely on knowledge of the structure and properties of particular 

DNA adducts to be detected include high performance liquid chromatography (HPLC), 

capillary electrophoresis (CE), capillary electrochromatography with electrochemical 

detection (19-21), fluorescence and phosphorescence spectroscopy (22-26), mass 

spectrometry (MS) (27-30), gas chromatography-mass spectrometry (GC-MS) (31-33), 

immunoassays and immunohistochemistry using adduct-specific anti-sera (34-39). 

Enzymatic digestion of addueted DNA is often needed before chromatographic 

separation. MS is probably the only universal technique for analysis of any particular 

DNA adduct, whereas electrochemical detection, fluorescence detection, and other 

spectroscopic detections either require fluorescence postlabelling or are restricted to 

certain classes o f DNA adducts. In gas chromatographic techniques there is also a need 

to derivatize the carcinogen moiety from DNA adducts after hydrolysis prior to GC 

analysis. Suitable internal standards are needed to evaluate the efficiency of the 

hydrolysis or derivatization procedures for accurate quantification.

Since their inception in the mid-1970s, immunoassays have been in increasing 

use. With either monoclonal or polyclonal antibodies, immunoassays can be used for the 

analysis of a wide range of DNA adducts. Generally speaking, immunoassays are reliable 

and have good relative specificity because the antibodies employed to recognize adducts 

in the samples are elicited specifically against the adducts under investigation. In
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addition, immunoassays are inexpensive and relatively easy to perform. However, this 

method requires immunization of animals with an immunogen and it is necessary to 

characterize the antibody and to minimize cross-reaction (1 1 ).

Methods for DNA adduct measurement that utilize repair enzymes have also been 

reported. One of the most sensitive is the alkyltransferase assay in which a bacterial 

alkyltransferase enzyme is used to measure 0 6-alkylguanine-type adducts in DNA in 

competition with an end-labelled oligonucleotide containing a single residue of O6- 

methylguanine (40). Unrepaired oligonucleotide probes are immunoprecipitated prior to 

radiocounting. Assays with similar competitive formats include the detection of 8 - 

oxodeoxyguanosine using a bacterial repair enzyme, formamidopyrimidine glycosylase 

(Fpg)/exonuclease III, and the detection of bulky DNA lesions by use of the UvrABC 

excinuclease protein complex (41). However, use of these assays has been restricted by 

the availability of purified enzymes. Construction of substrates is critical for the 

purification of the enzymes (42). Alternatively, adducts can be enzymatically or 

chemically converted into DNA strand breaks and measured by the single cell gel 

electrophoresis (comet) assay.

An ingenious method that can detect adducts at specific nucleotides in particular 

genes such as p53 or hypoxanthine phosphoribosyltransferase (HPRT) was developed by 

Pfeifer et al. (43); it combines the use of the UvrABC excinuclease complex with 

ligation-mediated polymerase chain reaction (LMPCR). Gel electrophoresis, 

electroblotting, and hybridization follow after enzymatic digestion of addueted DNA and 

PCR amplification. The success of this technique depends in large part on the specificity
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and efficiency of the cleavage reaction. Commonly used techniques for DNA adduct 

measurement are summarized in Table 2.1.

Table 2.1. Characteristics of different techniques for the analysis of DNA adducts 

(adapted from [12], [18], [44])

Method Sensitivity DNA needed Cost Comments
Q

_______________ adducts/ 1 0  nts £tg______________

Accelerated mass 0.0026 500 High
spectrometry

32P-postlabelling 0.1 2-10 Medium

Fluorescence 0.5-7 >100 Low

Electrochemical 1-100 >100 Low
detection

Mass spectrometry 0.3-40 >100 High

Immunoassay 1-4 >100 Low
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2.2 Immunoassay Using Capillary Electrophoresis-Laser Induced 

Fluorescence Detection

After analyzing and weighing the strengths and limitations associated with the 

various techniques mentioned above, our group developed an immunoassay aimed at 

creating a “generic” method for DNA adduct measurement, as long as antibodies against 

the DNA adducts are available. This assay uses a monoclonal antibody against modified 

bases of interest in intact DNA. It requires minimal sample manipulation and no 

enzymatic digestion of DNA and is technically less involved. Unlike conventional 

immunoassays, especially the enzyme-linked immunosorbent assay (ELISA), this assay 

does not use microtiter wells, obviating the non-specific binding o f antibodies to the solid 

phase substrate coated on the wells. Rather, the immunoreaction takes place in solution. 

A fluorescently-labelled secondary antibody fragment is used as a detection probe for 

highly sensitive laser induced fluorescence (LIF) detection.

In this immunoassay, an excess of both secondary (Ab*) and primary (Ab) 

antibodies over the antigens (Ag) is required. Operationally, the primary antibody is 

titrated to give maximal response without creating an unnecessarily high background and 

wasting reagents while the secondary antibody should be sufficiently saturating to detect 

all the bound primary antibody, but not so excessive as to create high background. The 

immunoreaction is shown below (Equation 2.1) and is schematically represented in 

Figure 2.1.

Ag + Ab +Ab*= Ag-Ab-Ab*+Ab-Ab*+Ab*(excess) (Equation 2.1)
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Fluorescently-labelled secondary antibody-bound species are separated by CE and 

monitored using laser induced fluorescence (LIF) emitted by the fluorescently-tagged 

species. The general principle of capillary zone electrophoresis (CZE) is introduced in the 

Appendix. Capillary electrophoresis separation of the above mixture (Figure 2.1 and 

Equation 2.1) results in two detectable peaks. The first eluting peak was attributed to the 

mixture of the binary complex Ab-Ab* and excess Ab*, and the second peak to the 

ternary complex Ag-Ab-Ab*. The latter peak may split into multiple peaks under certain 

conditions. Coupling of CE with LIF detection with its renowned sensitivity is applicable 

to single molecule detection (45). An added bonus to the capillary electrophoresis-laser 

induced fluorescence (CE-LIF) based immunoassay is that any non-covalent association 

of a chemical carcinogen and its metabolites with DNA or contamination with proteins 

and RNA bound to chemicals can be removed during CE separation.

By means of this CE-LIF based immunoassay, thymine glycol was detected at the 

zeptomole (10' 21 mol) level and used to study inducible DNA repair in response to a 

priming dose of 25 rad prior to a 2 Gy (1 Gy=100 rad) exposure (46), a clinically relevant 

dose for radiotherapy. This immunoassay was also employed to measure DNA adducts 

induced by benzo(a)pyrene diol epoxide (BPDE) in lung adenocarcinoma A549 cells (47- 

49). The CE-LIF based immunoassay requires only 0.5-2 pg of DNA compared to 200- 

500 pg of DNA in conventional immunoassays (44).

To validate this CE-LIF based immunoassay for the detection of BPDE-DNA 

adducts in other cell lines, and especially to optimize the experimental conditions to 

achieve our goal, a series of experiments was carried out, which included optimizing the 

immunoreaction conditions such as the pH and ionic strength of the incubation buffer,
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Figure 2.1. Immunoreaction between addueted DNA (Ag) and primary (Ab) and 

secondary (Ab*) antibodies
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incubation time, and temperature and optimizing the electrophoretic conditions such as 

the pH and ionic strength of the running buffer, injection time and voltage, and separation 

voltage.

2.3 Experimental

2.3.1 Materials

Racemic anti-BPDE was supplied by the NCI Chemical Carcinogen Repository 

(Midwest Research Institute, Kansas City, MO). To avoid hydrolysis of the epoxide, a 

stock of BPDE was always prepared fresh by dissolving BPDE in anhydrous 

tetrahydrofuran (THF) (>99.9% purity, Sigma-Aldrich, St. Louis, MO) immediately 

before use. Methylarsine oxide (CH3AsmO), kindly provided by Dr. WR Cullen 

(University of British Columbia, Vancouver, BC), was used as the precursor to 

monomethylarsonous acid (MMA(III)). A stock solution was prepared by dissolving the 

precursor in deionized water to a final concentration of 10 mM. To prevent oxidation of 

the trivalent methylated arsenic species, the stock solution was prepared shortly before 

the experiment.

2.3.2 Cells and cell cultures

GM04312C cells (SV40 transformed XP complementation group A (XPA) 

GM02345 fibroblasts) were obtained from NIGMS Human Genetics Cell Repository 

(Camden, NJ). GM02345 harbors a G-to-C transversion at the 3-prime splice acceptor 

and results in missplicing of XPA. GM04312C cells were cultivated in Dulbecco’s 

modified Eagle’s medium/nutrient mixture F-12 (1:1 ratio) (Gibco BRL, Rockville, MD) 

supplemented with 10% fetal bovine serum. The cells were seeded in 100-mm dishes at a 

density o f 1*106 cells per dish and maintained at 37 °C in humidified air containing 5%
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CO2. At 80%-90% confluence, the cells were incubated with BPDE for 30 min or 

pretreated with arsenic for 24 h before addition of BPDE, if  required. The cells were 

washed with phosphate-buffered saline (PBS) after each drug treatment.

2.3.3 DNA isolation

Cells were lysed in DNAzol® reagent (Invitrogen Life Technologies) and 

genomic DNA was precipitated with ice-cold 99.9% ethanol and washed twice with cold 

70% ethanol. The DNA pellet was then air-dried and resuspended in deionized water and 

the solution was placed in an incubator at 37 °C overnight to facilitate the redissolution of 

DNA. DNA concentrations were measured at 260 nm using a SmartSpec™ 3000 

spectrometer (Bio-Rad Laboratories, Cambridge, MA). The final concentration of DNA 

was brought to 250 pg/ml in water before analysis.

2.3.4 Instrumentation

A laboratory-built CE-LIF system was used (50). A schematic is shown in Figure 

2.2. Electrophoresis was driven by a high-voltage power supply (CZE 1000R, Spellman 

High Voltage Electronics, Plainview, NY). The parameters, including the sample 

injection time and voltage, separation voltage, and run time, were controlled by 

Lab VIEW (National Instruments, Austin, TX) program on a Power Macintosh 7600/120 

computer via a PCI-MIO-16XH-18 input/output board and an interface box (I-V 

converter). The capillaries used for these experiments were made of uncoated fused silica 

(Polymicro Technologies, Phoenix, AZ), with 20 pm i.d., 150 pm o.d., 25 cm total 

length, and 19 cm effective length. The injection end of the capillary was placed in a 

sample solution or running buffer, along with an electrode connected from the power
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supply at a positive polarity. The other end of the capillary was inserted through a 

grounded holder and into a waste vial.

Mirror

/
Detection

Capillary Electrode

Focusing
Objective

He-Ne
Laser

543.5 nm

High voltage 
power supply

Microscope 
Objective

Microscope body

Pinhole

F ter 580 DF40

□
Figure 2.2. Schematic of the home-built capillary electrophoresis laser-induced 

fluorescence (CE-LIF) instrument
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The LIF detector was built on an optical table using both commercial equipment 

and custom-made accessories. A green helium-neon laser (Melles Griot, Irvine, CA) with 

a 5 mW maximum output and an excitation wavelength o f543.5 nm was focused onto the 

capillary through a 6.3x, Numerical Aperture (NA) 0.2 microscope objective (Melles 

Griot), and fluorescence was collected at 90° from the excitation source via a 60x, NA 0.7 

microscope objective (LWD-M Plan, Universe Kogaku, Oyster Bay, NY). The collected 

light was spectrally filtered with a 580DF40 band-pass filter and detected by an R1477 

photomultiplier tube (PMT) (Hamamatsu Photonics, Japan). The PMT signal was 

transferred to the interface box and digitized by the input/output board. Data was 

collected at a sampling rate of 10 Hz through an RC filter.

An auxiliary microscope (1 0 x, NA 0.25 ) was equipped for the alignment of the 

optics. This microscope was used to visualize the position of the laser beam with respect 

to both the sample flow through the capillary and the collection optics, and was 

illuminated by a light source positioned behind the pinhole. Alignment was achieved by 

initially fixing the position of the optical collection assembly, then adjusting the capillary 

and laser-focusing objectives using X-Y-Z translation stages. The angle of the 

fluorescence-collecting objective and the position of the collection assembly were also 

adjustable for optimization of alignment.

2.3.5 Detection of BPDE-DNA adducts

Typically, 1 pg of DNA was heat-denatured at 100 °C for 5 min followed by 

cooling on ice for 3 min. DNA denaturation is required because the antibodies often do 

not recognize the lesion in duplex DNA. There are other DNA denaturing methods such 

as mild alkaline treatment (30 mM NaOH) and 90% (v/v) neutral formamide treatment
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(approximately pH 8 ). However, they either dissociate the DNA-protein complex or are 

impractical for the denaturation of alkali-labile BPDE-DNA adducts (48, 51). Although 

heat treatment might generate DNA breaks, antibody binding is quasi-independent of 

molecular weight (52). Heat-denatured DNA was incubated with a mouse anti-BPDE 

antibody (clone 8E11, isotype IgGi (Trevigen Inc., Gaithersburg, MD), and a 

fluorescently-labelled goat anti-mouse antibody. The primary antibody 8E11 was raised 

against BPDE-modified guanosine coupled to bovine serum albumin. The goat anti­

mouse antibody was received as a Zenon™ Alexa Fluor® 546 mouse IgGi labelling kit 

(Molecular Probes, Eugene, OR). This secondary antibody was a Fab fragment directed 

against the Fc portion of an intact IgG primary antibody. It was labelled with a 

fluorophore Alexa Fluor® 546 whose optimum excitation wavelength was 553 nm, which 

was close to the He-Ne laser wavelength of 543.5 nm being used. Unlike other dyes of 

similar excitation wavelengths, the Alexa Fluor 546 dye has strong absorption with an 

extinction coefficient greater than 80,000 cnT’M ' 1 and a long fluorescence lifetime (4 ns), 

both contributing to high sensitivity. A 3:1 molar ratio of the Zenon labelling kit 

component A to the anti-BPDE antibody was employed as recommended by the 

manufacturer. To the mixture of the DNA sample and the antibodies, an incubation buffer 

was added to bring the total sample volume to 20 pL. The incubation buffer contained 10 

mM Tris and 80 mM glycine, and its pH was adjusted to pH 7.8 with acetic acid. After 

overnight incubation on ice in the dark, samples were electrokinetically injected into the 

capillary using an injection voltage of 10 kV for 10 s. The separation was carried out at 

room temperature with a separation voltage of 20 kV. The running buffer was a Tris- 

glycine mixture containing 30 mM Tris and 170 mM glycine at pH 8.3. Between runs, the
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capillary was rinsed for 5 min with 0.02 M NaOH and 5 min electrophoretically with the 

running buffer.

To correct for changes in electro-osmotic flow (EOF), sampling variation, and 

possible adsorption to the capillary wall surface, a relative peak area (the peak area ratio 

of the second peak to the first peak) was used to measure BPDE-DNA adduct levels. 

Sampling variation is more of a problem in the electrokinetic injection mode than in the 

hydrodynamic injection mode. There is a practical justification for this correction: 

repeated injections of one sample produce consistent results after this correction although 

the absolute fluorescence intensity for each peak may change considerably in some cases. 

Therefore, when a peak area is mentioned below, it always refers to the relative peak 

area.
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2.4 Results and Discussion

2.4.1 pH of the incubation buffer

A previous CE study showed that the binding between an antibody and DNA is 

pH-dependent (53). Although interactions between antibodies and DNA are favorably 

expedited in a buffer at pH close to neutrality and of low-to-moderate ionic strength, non­

specific interactions, which mainly result from hydrophobic interactions between amino 

acid residues on the protein and the negatively charged DNA backbone, also increase. 

This increase is reflected in the background signal from control DNA in Figure 2.3. To 

reflect the true binding activity of the antibody to damaged sites, those apparent non­

specific interactions need to be eliminated.

Incubation buffers of different pH values, as indicated in Figure 2.3, were 

prepared from 50 mM Tris and 400 mM glycine and adjusted with acetic acid or 

ammonium hydroxide to a desired pH value. After appropriate dilutions, all the 

incubation buffers possessed the same conductivity. The pH of the running buffer was 

kept constant at 8.5. In each panel, the lower trace shows the electropherogram for 

control DNA (undosed) and the upper trace for DNA extracted from cells treated with 1 

fiM BPDE for 30 min. The DNA samples were incubated with antibodies at 4 °C 

overnight (approximately 16 h) and then injected at 10 kV for 10 s and electrophoresed at 

20 kV. As shown in Figure 2.4, the peak area ratio is highest around pH 7.8. Therefore, 

pH 7.8 was chosen for subsequent DNA analyses.
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Figure 2.3. Electropherograms showing the effects of the pH of the incubation 

buffer on DNA analysis. The vertical axis (not shown) is fluorescence intensity. The 

horizontal axis is the migration time in minutes. The upper traces were from the 

analysis of DNA extracted from cells treated with 1 pM BPDE for 30 min. The lower 

traces were from the analysis of DNA extracted from the control cells.
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Figure 2.4. Relationship between the peak area ratio of treated DNA to control DNA 

and the pH of the incubation buffer. Error bars indicate the standard deviation 

from three determinations.
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2.4.2 Ionic strength of the incubation buffer

When the concentration of an incubation buffer increases, the electric field 

strength in the sample zone decreases. This decrease would result in a decrease in the 

electrophoretic force. However, the overall EOF remains almost the same, dictated by the 

composition and ionic strength of the running buffer. In this CZE format, the 

electrophoretic force and the EOF are in opposite directions while in magnitude the EOF 

is greater than the electrophoretic force. Therefore, the ternary complex moved faster 

when the concentration of the incubation buffer increased. The electropherograms are 

shown in Figure 2.5 and the relationship between the migration time of the ternary 

complex and the ionic strength of the incubation buffer is depicted in Figure 2.6. When 

separation started to occur, the incubation equilibrium was broken because different 

components of the incubation mixture had different mobilities. Theoretically, the shorter 

the time a complex resides in a capillary, the less it dissociates into its respective 

components and the higher signal it registers in terms of peak height or peak area. We 

observed that the same logic applies to non-specific complexes. Therefore, the 

concentration of the incubation buffer was optimized at the condition at which the peak 

height ratio of treated DNA to control DNA was the largest. Incubation buffers of 

different ionic strength were prepared from the same concentrated pool with appropriate 

dilutions. A lx  incubation buffer was composed of 12.5 mM Tris and 100 mM glycine. 

The DNA samples were incubated with antibodies at 4 °C overnight (approximately 16 h) 

and then injected at 10 kV for 10 s and electrophoresed at 20 kV. At higher incubation 

buffer concentrations, poor resolution made it difficult to accurately measure peak areas. 

Thus, peak height was used as a parameter for optimization.
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Figure 2.5. Electropherograms showing the effects of the ionic strength of the 

incubation buffer on DNA analysis, lxincubation buffer contained 12.5 mM Tris 

and 100 mM glycine. The vertical axis (not shown) is fluorescence intensity. The 

horizontal axis is the migration time in minutes. The upper traces were from the 

analysis of DNA extracted from cells treated with 1 pM BPDE for 30 min. The lower 

traces were from the analysis of DNA extracted from the control cells.
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The relationship between the peak height of the ternary complex and the ionic 

strength of the incubation buffer is shown in Figure 2.7a and Figure 2.7b. Interestingly, 

as we can see from Figure 2.7a, when the incubation buffer concentrations varied from 

1 x to 2X, the peak height for control DNA decreased while the peak height for treated 

DNA increased. Because in this high concentration range the peak resolution was lost, we 

cannot infer that this phenomenon was reflective of the actual binding activity for both 

specific complexation and non-specific complexation. Normally, when the incubation 

buffer has a much greater conductivity than the running buffer, destacking will occur. 

Destacking means the decompression of an analyte zone, which leads to peak broadening. 

As shown in Figure 2.5, the tailing from the first peak might have distorted the second 

peak, which surely affected peak height quantification.

It was observed that although the 0.8X incubation buffer gave the smallest peak 

height in the 0.5 x and l x concentration range for both treated DNA and control DNA, as 

shown in Figure 2.7a, it resulted in the largest peak height ratio of treated DNA to 

control DNA, as shown in Figure 2.7b. In other words, use o f 0.8X incubation buffer 

could differentiate treated DNA and control DNA to the greatest extent. Thus, 0 .8 X 

concentrated incubation buffer was chosen for subsequent experiments. The acceptable 

resolution resulting from this condition also made possible an accurate peak area 

measurement with a view towards accurate quantification of adduct levels.
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Figure 2.6. Relationship between the ionic strength of the incubation buffer and the 

migration time of the ternary complex. When the second peak split, migration times 

of individual peaks averaged out. Error bars indicate the standard deviation from 

three determinations.
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Figure 2.7a. Relationship between the ionic strength of the incubation buffer and the 

peak height of the ternary complex. When the second peak split, the highest peak 

(relative to baseline) was used to determine the peak height. Error bars indicate the 

standard deviation from three determinations.
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Figure 2.7b. The peak height ratio of treated DNA to control DNA is dependent on 

the ionic strength of the incubation buffer. Error bars indicate the standard 

deviation from three determinations.
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2.4.3 pH of the running buffer

When the pH of a running buffer increases, the capillary surface charge becomes 

more negative, resulting in a greater EOF. Therefore, the ternary complex (second peak) 

moved faster when the pH of the running buffer increased, as shown in Figure 2.8. 

Running buffers of different pH values, as indicated, were prepared from 75 mM Tris and 

425 mM glycine and adjusted with acetic acid or ammonium hydroxide to a desired pH 

value. After appropriate dilutions, all the running buffers possessed the same conductivity 

while the pH of the incubation buffer was kept constant at 7.8. In each panel, the lower 

trace shows the electropherogram for control DNA (undosed) and the upper trace for 

DNA from cells treated with 1 /xM BPDE for 30 min. The DNA samples were incubated 

with antibodies at 4 °C overnight (approximately 16 h) and then injected at 10 kV for 10 s 

and electrophoresed at 20 kV. The relationship between the pH of the running buffer and 

the migration time of the ternary complex is shown in Figure 2.9. At high pH values 

(9.0), the resolution deteriorated as expected. At a lower pH range (7.0-7.8), both peaks 

broadened or split, indicating that adsorption of proteins to the capillary wall surface took 

place.

Figure 2.10a shows the relationship between the peak height of the ternary 

complex and the pH of the running buffer. Figure 2.10b shows the relationship between 

the peak height ratio of treated DNA to control DNA and the pH of the running buffer. 

For the same reason mentioned above, the peak height was considered for optimization. 

The running buffer at pH 8.3 gave the highest ratios (Figure 2.10b). Therefore, pH 8.3 

was chosen for subsequent experiments.
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Figure 2.8. Electropherograms showing the effects of the pH of the running buffer 

on DNA analysis. The vertical axis (not shown) is fluorescence intensity. The 

horizontal axis is the migration time in minutes. The upper traces were from the 

analysis of DNA extracted from cells treated with 1 pM BPDE for 30 min. The lower 

traces were from the analysis of DNA extracted from the control cells.

40

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1.0 -

£  0.9 -

0 .8 -

5 0 .7 -
05

E 0 .6 -

0 .5 -

8.5 9.07.5 8.0
pH of running buffer

Figure 2.9. Relationship between the pH of the running buffer and the migration 

time of the ternary complex. When the second peak split, the migration times of 

individual peaks averaged out. Error bars indicate the standard deviation from 

three determinations.
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2.4.4 Ionic strength of the running buffer

Running buffers of different ionic strength were prepared from the same 

concentrated pool with appropriate dilutions. The 0.8x concentrated running buffer gave 

a current of 1.5 pA. In each panel (Figure 2.11), the lower trace shows the 

electropherogram for control DNA and the upper trace for DNA from cells treated with 1 

liM BPDE for 30 min. The DNA samples were incubated with antibodies at 4 °C 

overnight (approximately 16 h) and then injected at 10 kV for 10 s and electrophoresed at 

20 kV. As shown in Figure 2.11, when the concentration of the running buffer increased, 

the migration time of the ternary complex increased as predicted, because the EOF 

decreases with increasing ionic strength of the running buffer. Figure 2.12 shows the 

relationship between the ionic strength of the running buffer and the migration time of the 

ternary complex. The relationship seems to be linear in the concentration range under 

investigation, suggesting that the surface charge of the ternary complex did not change 

significantly. This implied that the ternary complex was stable in this concentration range 

(0.5*-2x).

Figure 2.13a shows the relationship between peak height and the ionic strength of 

the incubation buffer. When the concentration of the running buffer increased over 0 .8 x, 

the peak heights for both treated DNA and control DNA decreased. This decrease could 

be the combined effects of two factors: the first one is a greater dissociation of the 

complex during separation when the separation time was prolonged. In a previous study 

of the interaction of a fluorescently-labelled BPDE-90mer with an anti-BPDE antibody 

(47), there was a corresponding decrease in the amount of complex (the ratio of bound to 

unbound DNA adducts) detected as the ionic strength of the running buffer increased. 

The other factor is a possible separation of the complex mixtures themselves from each
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other when they had different conformations or different compositions. This refers to the 

complexes resulting from the binding of DNA molecules with the antibody at different 

molar ratios or the binding of the antibody with DNA molecules o f different lengths. In 

binding stoichiometric studies of a fluorescently-labelled BPDE-16mer with an anti- 

BPDE antibody (54), two bound complexes of different compositions were separated 

from each other. Which complex predominates is dependent on the relative concentration 

of the antibody to the antigen. When the concentration of the antibody increased, the 

predominance was shifted from AbAg2 (1:2 complex) to AbAg (1:1 complex). Even at a 

very high antibody concentration, the 1:2 complex was still observed. In addition, the 

molecular weights of genomic DNA molecules are unlikely to be uniform. After binding 

to antibodies, their difference in molecular weight may be observed in CZE, resulting in 

peak broadening and a reduced peak height.

When 0.5x concentrated running buffer was used, both peaks were distorted, 

probably because of destacking effects or strong adsorption of antibodies to the capillary 

wall. The 0.8* concentrated running buffer was the best choice because it gave the 

highest peak height ratio, as shown in Figure 2.13b. Without much dissociation or 

adsorption occurring, this concentration gave a nominally single peak for the complex. 

Repeated injections also showed great reproducibility both in migration time and in peak 

shape.
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Figure 2.11. Electropherograms showing the effects of the ionic strength of the 

running buffer on DNA analysis. The vertical axis (not shown) is fluorescence 

intensity. The horizontal axis is the migration time in minutes. The upper traces 

were from the analysis of DNA extracted from cells treated with 1 pM BPDE for 30 

min. The lower traces were from the analysis of DNA extracted from the control 

cells.
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Figure 2.12. Relationship between the ionic strength of the running buffer and the 

migration time of the ternary complex. When the second peak split, migration times 

of individual peaks averaged out. Error bars indicate the standard deviation from 

three determinations.
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Figure 2.13a. Relationship between the ionic strength of the running buffer and the 

peak height of the ternary complex. When the second peak split, the highest peak 

was used to determine the peak height. Error bars indicate the standard deviation 

from three determinations.
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Figure 2.13b. The peak height ratio of treated DNA to control DNA is dependent on 

the ionic strength of the incubation buffer. Error bars indicate the standard 

deviation from three determinations.
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2.4.5 Injection time

When the injection time was as short as 5 s, the complex peak was split as shown 

in Figure 2.14. This splitting probably occurred because a shorter injection time led to a 

narrower sample zone, which ended up with relatively more time and latitude for 

separation in a given length of capillary. The splitting indicated better resolution. The 

resolution deteriorated when the injection time was set at 15 s. Therefore, an intermediate 

injection time of 1 0  s was chosen as the standard injection time.

t = 1 0 s

0.0 0.2 0.4 0.6 0.8 1.0

t = 5 s

0.0 0.2 0.4 0.6 0.8 1.0

t =  15 s

0.0 0.2 0.4 Q6 0.8 1.0

Figure 2.14. Electropherograms showing the effects of injection time on DNA 

analysis. The DNA samples were injected at 10 kV and electrophoresed at 20 kV. 

The vertical axis (not shown) is fluorescence intensity. The horizontal axis is the 

migration time in minutes. The upper traces were from the analysis of DNA 

extracted from treated cells. The lower traces were from the analysis of DNA 

extracted from control cells.

48

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.4.6 Injection voltage

When the injection voltage was set lower, the complex peak was split as shown in

Figure 2.15. The splitting indicated better separation, as a result of the effect similar to 

when shorter injection times were applied. However, an injection voltage as high as 15 

kV degraded the resolution. Thus, an intermediate injection voltage of 10 kV was chosen 

as the standard injection voltage for subsequent experiments.

1 0  kV

Q6 Q8 1.0Q0 02 Q4

5 kV

Q8 1002 04 Q600

15 kV

0800 02 04 Q6 1.0

Figure 2.15. Electropherograms showing the effects of injection voltage on DNA 

analysis. The DNA samples were injected for 10 s and electrophoresed at 20 kV. The 

vertical axis (not shown) is fluorescence intensity. The horizontal axis is the 

migration time in minutes. The upper traces were from the analysis of DNA 

extracted from treated cells. The lower traces were from the analysis of DNA 

extracted from control cells.
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2.4.7 Separation voltage

The separation voltage can change the separation time dramatically, as shown in 

Figure 2.16. The higher the separation voltage, the shorter the time needed for 

separation. However, when the separation voltage was set at as high as 25 kV, 

reproducibility was not as acceptable as when the separation voltage was set at 20 kV. 

Therefore, in subsequent experiments, the separation voltage was set at 20 kV. Under 

such conditions, the complex registered as a nominally single peak. The peak shape was 

less likely to change and high reproducibility was easily obtained.

15kV

0.0 02 0.4 06 08 1.0 12  1.4

10kV

0.0 0.5 1.0 1.5 20

20kV

QO 02 04 0806 1.0

25 kV

0600 02 04 08 1.0

Figure 2.16. Electropherograms showing the effects of separation voltage on DNA 

analysis. The DNA samples were injected at 10 kV for 10 s. The vertical axis (not 

shown) is fluorescence intensity. The horizontal axis is the migration time in 

minutes. The upper traces were from the analysis of DNA extracted from treated 

cells. The lower traces were from the analysis of DNA extracted from control cells.
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2.4.8 Incubation time and temperature

To detect small changes in adduct levels, we had to first improve the sensitivity of 

the method for adduct detection. The purpose of all the optimizations described above 

was to increase the signals from the true positive samples over those of the controls. In 

most cases, cross-reactivity decreases over the time of incubation, and in theory is 

minimal at equilibrium (55). However, equilibrium is hard to define, especially when 

antibody activity is considered. The activity of antibodies could be lost over time, 

resulting in the dissociation of immunocomplexes or the generation of “new” non­

specific interactions.

Because our goal is to see how arsenic treatment affects BPDE-DNA adduct 

levels, three types of DNA samples were used to perform the optimization: control DNA 

without any treatment, DNA extracted from cells treated with BPDE only, and DNA 

extracted from cells treated sequentially with arsenic and BPDE. The peak area ratios 

between these DNA samples are shown in Figure 2.17. The reasons underlying the 

observed changes over time and/or with different temperature could be complex 

formation, subsequent stability, and antibody activity. When incubation was carried out at 

4 °C for 16 h, the peak area ratio of DNA from arsenic treated cells to DNA from dummy 

treated cells was the largest, after correcting for the control DNA. Therefore, in 

subsequent experiments DNA samples were incubated with antibodies at 4 °C for 16 h.
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Figure 2.17. Effects of incubation time and temperature: the peak area ratio of DNA 

samples extracted from cells treated with 0.5 pM BPDE for 30 min to control DNA 

(open circle); the peak area ratio of DNA samples extracted from cells pretreated 

with 5 f iM MMA(III) to DNA samples extracted from cells without pretreatment 

(inverted filled triangle); the peak area ratio of DNA samples extracted from cells 

pretreated with 5 pM MMA(III) to DNA samples extracted from cells without 

pretreatment, after correcting for control DNA by subtraction (filled square). Error 

bars indicate the standard deviation from three determinations.
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2.4.9 Dose-response relationship

Before moving on to the targeted project, a dose-response relationship was 

established using one of the cell lines to be studied (Figure 2.18). The establishment of a 

dose-response relationship helps determine a convenient dose to be used in later 

experiments.

After correcting for the control, the relative fluorescence intensity representing the 

peak area ratio of the ternary antibody complex of BPDE-DNA to the unbound antibody 

was plotted against BPDE concentration. As shown in Figure 2.19, the fluorescence 

intensity increased as the BPDE concentration increased. The dose-response curve 

seemed to be linear, from 0 fiM up to 1-2 [iM. Beyond that concentration, the slope of the 

curve decreased substantially.

.-*? 0.8 -

10 pM
tS 0.6 -

5 pM

1 pM

0.5 pM§5 0.2 —

OpM
«= 0.0

0.0 0.2 0.4 0.6 0.8 1.0
migration time (min)

Figure 2.18. Electropherograms showing analyses of DNA extracted from 

GM04312C cells treated with various concentrations of BPDE for 30 min.

53

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4 0 .4 -

2 0 .3 -

£  0 .2 -

q o.1 -

■S O.o
0 2 4 6 108

BPDE concentration [pM]

Figure 2.19. Relationship between relative fluorescence intensity (after being 

corrected for control) and BPDE concentration. Error bars indicate the standard 

deviation from three experiments.

When the logarithm of fluorescence intensity was plotted against the logarithm of 

BPDE concentration, the relationship was linear over the whole concentration range 

under investigation, as shown in Figure 2.20. The correlation coefficient was 0.9987. 

This suggested that fluorescence signals could be used as surrogates for adduct levels. 

With appropriate standards, this relative measurement can be converted into absolute 

quantitation. A similar log-log relationship between fluorescence intensity and BPDE 

concentrations was also observed with DNA samples isolated from human lymphoblasts 

incubated with BPDE at concentrations up to 1000 fiM by Vahakangas et al. (56).
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Figure 2.20. Log-log plot of fluorescence intensity versus BPDE concentration

2.4.10 Choice of primary antibody

Two commercially available antibodies, 8E11 and 5D11 (Trevigen Inc.), and one 

antibody, BPl, which was generously provided by Dr. AA Wani of Ohio State 

University, were tested for appropriateness in this CE-based immunoassay in dose- 

response experiments. Secondary antibodies for labelling were selected according to the 

isotypes and clonal nature of the respective primary antibodies: Zenon™ Alexa Fluor® 

546 Mouse IgGi for 8E11, Zenon™ Alexa Fluor® 546 Mouse IgG2a for 5D11, and 

Zenon™Alexa FluOr® 546 Rabbit IgG for BP1. BP1 was reconstituted in 100 fi\ of PBS 

as recommended by the provider and its concentration was determined by absorbance at 

280 nm using 0.8 mg IgG protein/ml as the conversion factor. The final concentrations of 

the three antibodies were kept the same with a 1:3 molar ratio against their respective 

labelling components.
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Figure 2.21. Histograms showing dose-response relationships with different primary 

antibodies

Because 5D11 and BP1 were produced using BPDE-modified DNA as antigens, 

the non-specific interaction between them and unmodified DNA was expected to be high. 

Surprisingly, among the three antibodies tested, the polyclonal antibody BP1 gave the 

weakest responses while the monoclonal antibody 5D11 constantly gave the strongest 

responses. Usually, when used in immunoassays, a polyclonal antibody is expected to be 

more sensitive than a monoclonal antibody at the expense of cross-reaction. However, 

this rule probably applies only to classical immunoassays like ELISA in which adsorption 

of analytes to solid phase substrates is needed, which may pose a steric hindrance for the 

antibody to access targeted sites.

A linear dose-response relationship was only observed with 8E11 as shown in 

Figure 2.21; therefore, 8E11 was chosen as the primary antibody and used for later 

experiments.
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2.5 Conclusions

The capillary electrophoresis based immunoassay developed in our group was 

readily applied to the detection of BPDE-DNA adducts. To study effects of arsenic on the 

formation and repair of BPDE-DNA adducts, the experimental conditions were further 

optimized and tailored to meet our goal. A dose-response relationship was established for 

one of the cell lines to be used in later experiments. The relative quantitation is easy to 

obtain and it is feasible to utilize this method to determine the changes in BPDE-DNA 

adduct levels in cells affected by arsenic, without resorting to expensive instrumentation 

and tedious procedures of sample manipulation.
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Chapter Three 

Effects of Arsenic on the Formation of 
Benzo(a)pyrene Diol Epoxide-DNA Adducts

3.1 Introduction

There are several possibilities that could account for the enhancing effect of 

arsenic on mutagenicity induced by other carcinogens. Arsenic may modulate the 

efficiency of carcinogen-adduct formation, the repair efficiency o f carcinogen adducts, or 

the fidelity of translesion synthesis. Considering that adduct formation is the preceding 

event to DNA repair and one of the earliest events in the initiation phase of cancer (1-3), 

the effects of arsenic on the formation of carcinogen-DNA adducts warrant investigation.

Benzo(a)pyrene (BaP) is a classical potent carcinogen implicated in the 

association between smoking and lung cancer development (4). Once inside cells, BaP is 

metabolized via a three-step process (5,6). Initially, BaP is metabolized largely by 

cytochrome P-450 1A1 (CYP1A1) to BaP-7,8 -oxide, which in turn undergoes hydration 

to BaP-7,8 -diol by epoxide hydrolase and can be further oxidized by either the P-450 

monooxygenase system and/or a peroxidase, such as cyclooxygenase-2 (COX-2, also 

known as prostaglandin H synthase) (7) or myeloperoxidase (8 ) to benzo(a)pyrene diol

epoxide (BPDE). BPDE may covalently bind to DNA, producing a major adduct at the

2 2 
N position of deoxyguanosine (BPDE-N -dG). The major pathway leading to the

generation of BPDE-N2-dG is shown in Figure 3.1. Formation of BPDE-N2-dG is

considered to be the critical event in carcinogenesis initiated by BaP (9). If this adduct is

left unrepaired, a mutation can occur in DNA. On the other hand, detoxification of BPDE
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can be effected by conjugation to reduced glutathione (GSH), a process that is catalysed 

by glutathione S-transferase (GST). Conjugated metabolites are more soluble in water 

than BaP so they are more readily excreted.

BaP

CYP450S

BaP-7,8-oxide

epoxide

hydrolase H<#'v

BaP-7,8-diol

CYP450S and/or

peroxidases hc

HO.
DNA

BPDE-N2-dG

Figure 3.1. Major established pathway of metabolic activation of BaP, leading to the 

formation of BPDE-N2-dG (adapted from [10]).

Maier et al. (11) showed that exposure of mouse hepatoma Hepa-1 cells to low 

concentrations of arsenite (iAs(III)) increased BaP-induced BPDE-DNA adduct levels by 

as much as 18-fold while iAs(III) treatment did not alter the adduct removal kinetics. An 

in vivo study from the same research group reported that iAs(III) co-treatment increased 

the average BPDE-DNA adduct levels in both mouse lungs and skin, with the increase 

(~2-fold) in the lungs being statistically significant (P=0.038) (12). In another in vivo 

study using mice, no more stable BPDE-DNA adducts were observed in the group 

exposed to iAs(IH) plus BaP than in the group exposed to BaP alone (13). However, in a 

study with Sprague-Dawley rats, iAs(III) was shown to decrease BaP-induced BPDE-
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DNA adduct formation (14). The 32P-postlabelling assay was the method of choice in 

these four studies. Recently, five arsenic species —  iAs(HT), monomethylarsonous acid 

(MMA(IH)), dimethylarsinous acid (DMA(III)), monomethylarsonic acid (MMA(V)), 

and dimethylarsinic acid (DMA(V)) — have been examined by Schwerdtle et al. 

regarding their effect on the formation and repair of BPDE-DNA adducts in A549 human 

lung cancer cells (15). Using a high performance liquid chromatography 

(HPLC)/fluorescence assay, they observed that only iAs(III) and MMA(III) increased the 

BPDE-DNA adduct formation in the concentration range under investigation: 0-75 pM 

for iAs(III), 0-7.5 pM for MMA(III) and DMA(III), and 0-500 pM for MMA(V) and 

DMA(V).

However, all these studies suffered from two main limitations. Firstly, these 

studies used either animal models (mouse and rat) or human tumor cells (Hepa-l, c37, 

and CX4 in one study and A549 in another). Extrapolation to normal human cells with a 

view to elucidating the carcinogenic mechanism of arsenic as a human carcinogen is 

largely uncertain. Secondly, repair-proficient cells were used. Therefore, the effect of 

arsenic on adduct repair could not be differentiated from its effect on adduct formation, 

especially with the treatment protocols used. In other words, the apparent formation 

enhancement might simply result from repair inhibition within the co-incubation period.

To confirm whether or not arsenic has an effect on the formation of BPDE-DNA 

adducts, a repair-deficient human cell line was chosen in our study so that changes in 

adduct levels could be unambiguously attributed to the effect of arsenic on adduct 

formation. Nucleotide excision repair (NER) is responsible for removing bulky lesions 

such as BPDE-DNA adducts from the genome. The xeroderma pigmentosum
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complementation group A (XPA) protein is an early participant in the NER process. It is 

the only factor whose disruption completely eliminates NER (16). In addition, the XPA 

protein has no other known function in DNA metabolism. According to Lindahl and 

Wood, it seems to present the most suitable and specific target for disrupting NER by 

inhibition of its function (16). No heterogeneity in terms of repair capacity within the 

XPA complementation group has been shown (17). Therefore, SV40-transformed XPA 

fibroblasts (GM04312C) were used in our study. Abrogation of the p53 function by SV40 

transformation could further diminish DNA repair (18).

Recent studies showed that although either BaP or iAs(III) alone increased the 

catalytic activity and expression of CYP1A1, iAs(III) inhibited the induction of CYP1A1 

activity when co-administered with BaP (19-21). This inhibition was observed in some 

previous studies (22-24). Inhibition of CYP1A1 and the subsequent bioactivation of BaP 

was thought to be responsible for the observation that a combined administration of BaP 

and iAs(III) led to a reduction in adduct formation when compared with the BaP-treated 

group (14). However, one study showed that iAs(III) did not alter BaP-inducible 

CYP1A1 activity when it was added 30 min before BaP exposure (11); another study 

showed that a 6 -h pretreatment with iAs(III) did not itself induce CYP1A1 or affect the 

BaP-mediated induction of CYP1A1, but resulted in a significant decrease in the 

expression level of COX-2 in CL3 human lung adenocarcinoma cells (25). 

Downregulation of COX-2 expression was also observed in human acute myeloid 

leukemia HL-60 cells treated with arsenic trioxide (AS2O3) (26). In addition, the 

metabolism of BaP is a multiple-pathway process and is far more complex than what is 

shown in Figure 3.1. To control for these uncertainties, the reactive metabolite BPDE
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was used to generate BPDE-DNA adducts in this study. Thus, problems associated with 

the metabolic pathways, such as, for example, the Phase I bioactivation of BaP, were 

avoided. The time for incubation with BPDE was limited to only 30 min to further reduce 

any possibility of DNA repair.

3 .2  E xperim ental

3.2.1 Materials

Racemic anti-BPDE and [3H]-anti-BPDE were supplied by the NCI Chemical 

Carcinogen Repository (Midwest Research Institute, Kansas City, MO). To avoid 

hydrolysis of the epoxide, a stock solution of BPDE was always prepared fresh by 

dissolving BPDE in anhydrous tetrahydrofuran (THF) (>99.9% purity, Sigma-Aldrich, 

St. Louis, MO) immediately before use. iAs(III) (99.4% purity) was obtained as an 

arsenic atomic absorption standard solution from Aldrich (Milwaukee, WI) and used as a 

stock solution with a concentration of 13.3 mM. Sodium arsenate (iAs(V), 99.4% purity) 

and DMA(V) (98% purity) were obtained from Sigma (St. Louis, MO). MMA(V) was 

purchased from Chem Service (West Chester, PA) and its purity was determined to be 

approximately 85% using an Elan 6100 DRCplus inductively coupled argon plasma mass 

spectrometer (PE Sciex, Concord, ON). Methylarsine oxide (CH3AsinO) and 

dimethyliodoarsine ((CH3)2AsinI) were kindly provided by Dr. WR Cullen (University of 

British Columbia, Vancouver, BC) and were used as the precursors to MMA(III) and 

DMA(III), respectively. Stock solutions of iAs(V), MMA(V), and DMA(V) were 

prepared in deionized water at concentrations of 1 M, and stock solutions of MMA(III) 

and DMA(III) were prepared by dissolving the precursors in deionized water to a final 

concentration of 10 mM. When preparing the stock solution of DMA(III), 3 volumes of

69

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



dimethylsulfoxide (DMSO) were used to dissolve (CH3)2AsmI before adding deionized 

water. To prevent oxidation of the trivalent methylated arsenic species, their stock 

solutions were prepared shortly before use.

3.2.2 Cells and cell cultures

GM04312C cells (SV40-transformed XPA fibroblasts GM02345) and GM00038B 

cells were obtained from the NIGMS Human Genetics Cell Repository (Camden, NJ). 

GM02345 harbors a G-to-C transversion at the 3-prime splice acceptor site of intron 3 of 

the XPA gene, which abolishes the canonical 3-prime splice site and results in 

missplicing of XPA. The GM04312C cells were cultivated in Dulbecco’s modified 

Eagle’s medium/nutrient mixture F-12 (DMEM/F12) (1:1 ratio) (Gibco BRL, Rockville, 

MD) supplemented with 10% fetal bovine serum. The cells were seeded in 100-mm 

dishes at a density o f 1 ><1 0 6 cells per dish and maintained at 37 °C in humidified 

incubators containing 5% CO2. The cells were grown to about 80-90% confluence for 

treatments.

3.2.3 Treatment of cells

The cells were pretreated with various arsenic species at the indicated 

concentrations for the respective experiments in complete growth medium for 24 h. The 

cells were washed twice with phosphate-buffered saline (PBS) before the addition of 

BPDE in serum-free medium at a final concentration of 0.5 fiM. The concentrations of 

organic solvents used to dissolve BPDE and (CH3)2AsmI did not exceed 0.001%, to avoid 

the direct influence of DMSO or THF on the cells. After a 30-min incubation, BPDE was 

removed and the cells were washed with PBS three times before their DNA was extracted 

for measurement of the BPDE-DNA adducts.
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3.2.4 DNA isolation

The cells were lysed in DNAzol® reagent (Invitrogen Life Technologies) and the

genomic DNA was precipitated with ice-cold 99.9% ethanol and washed twice with cold 

70% ethanol. The DNA pellet was air-dried and resuspended in deionized water and the 

solution was placed in an incubator at 37 °C overnight to facilitate the redissolution of 

DNA. DNA concentrations were measured at 260 nm using a SmartSpec™ 3000 

spectrometer (Bio-Rad Laboratories, Cambridge, MA).

3.2.5 Detection of BPDE-DNA adducts

A capillary electrophoresis laser induced fluorescence (CE-LIF) based 

immunoassay, as described in Chapter 2, was used in this study to detect BPDE-DNA 

adducts. Typically, an aliquot of DNA was heat-denatured at 100 °C for 5 min followed 

by cooling on ice for 3 min. Denatured DNA was incubated with a mouse anti-BPDE 

antibody (Clone 8E11, isotype IgGi, Trevigen Inc., Gaithersburg, MD) and a 

fluorescently-labelled goat anti-mouse antibody. The goat anti-mouse antibody was 

received as a Zenon™ Alexa Fluor® 546 mouse IgGi labelling kit (Molecular Probes, 

Eugene, OR). To the mixture of the DNA sample and the antibodies, an incubation buffer 

was added to bring the total sample volume to 20 pL. The incubation buffer contained 10 

mM Tris and 80 mM glycine, and its pH was adjusted to pH 7.8 with acetic acid. After 

overnight incubation on ice in the dark, samples were electrokinetically injected into the 

capillary using an injection voltage of 10 kV for 10 s. The separation was carried out at 

room temperature with a separation voltage of 20 kV. The running buffer was a Tris- 

glycine mixture containing 30 mM Tris and 170 mM glycine, at pH 8.3. Between runs,
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the capillary was rinsed for 5 min electrophoretically with 0.02 M NaOH and 5 min with 

the running buffer.

3.2.6 Cell number and colony formation assay

To determine the cytotoxic responses of GM04312C cells to different arsenic 

species, 80-90% confluent GM04312C cells were treated for 24 h with the test arsenic 

compounds. The cells were trypsinized and counted using a Z2 Coulter® Particle Count 

and Size Analyzer (Beckman Coulter™, Coulter Electronics Inc., Hialeah, FL).

For the colony formation assay, exponentially growing GM04312C cells were 

trypsinized and resuspended in DMEM/F12 medium. The cells were seeded into 60-mm 

dishes at densities from 1 0 0  to 1 0 5 cells per dish, and allowed to attach overnight so that 

no visible cell detachment was observed during treatment. The cells were treated with 

arsenic species at various concentrations for 24 h. After treatment, the cells were washed 

three times with ice-cold PBS and restored in fresh growth medium for colony formation. 

After 2-3 weeks, the colonies were stained with 0.25% methylene blue and counted, and 

the cloning capability was calculated based on the plating efficiency of untreated control 

cells.

3.2.7 Cellular GSH content

The cellular GSH content was determined using a Bioxytech GSH-400 

colourimetric assay kit (Oxis International, Portland, OR). Cells (106-107) were 

trypsinized, centrifuged, and washed with PBS. They were then resuspended in 100 /nl of 

ice-cold metaphosphoric acid. After 4 cycles of freeze-thaw, the solution was centrifuged 

at 10,000* g at 4 °C for 10 min. The clear supernatant was collected at 4 °C for the 

subsequent assay. Reagent R1 and NaOH from the assay kit were added to the
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supernatant. After incubation at 25 °C for 10 min in the dark, the absorbance of the 

solution was measured at 400 nm. GSH concentrations in the solution were calculated 

from the absorbance and a pre-stored calibration curve of a GSH standard. The cellular 

GSH content is expressed as nmol of GSH per million cells.

3.2.8 GST activity assay

Cellular GST activity was measured by a GST Colorimetric Activity Assay Kit 

(Biovision, Cedarlarte Laboratory Ltd, ON) using l-chloro-2,4-dinitrobenzene (CDNB) 

as the substrate. Briefly, the cells were trypsinized, centrifuged, and homogenized in 100 

pi of GST Sample Buffer. After centrifugation at 10,000x g at 4 °C for 10 min, the 

supernatant was collected for the subsequent assay. GSH and CDNB in GST Assay 

Buffer were added to the supernatant and mixed. The absorbance Was read at 340 nm 

using a SPECTRA MAX® 190 microplate spectrophotometer controlled by SOFTmax® 

PRO 4.0 (Molecular Devices Corporation, Sunnyvale, CA). Absorbance readings were 

repeatedly taken for a minimum of 5 time intervals, to obtain enzyme kinetic information. 

GST activity was expressed as nmoles of CDNB reduced per min per million cells.

3.2.9 Chromatin accessibility

A denaturation sensitivity assay was used to examine chromatin accessibility, as 

described by Rubbi et al. (27), with some modifications. Cells were cultured in 

DMEM/F12 (1:1 ratio) (Gibco BRL, Rockville, MD) supplemented with 10% fetal 

bovine serum on coverslips placed in 35 mm dishes. After reaching 80-90% confluence, 

the cells were incubated with arsenic compounds at various concentrations. After a 24-h 

incubation, the cells were washed and fixed with 2% paraformaldehyde for 30 min, and 

then incubated with 50 pg/ml RNase A (Sigma) in PBS at room temperature for 1 h. The
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cells were then denatured for 30 s with 0.1 M HC1. The denaturation was stopped with 20 

pg/ml acridine orange (AO) (Molecular Probes, Eugene, OR) in 0.1 M phosphate/citrate 

buffer (pH 2.6), and the coverslips were mounted with the addition of 1,4-diazobicyclo- 

[2,2,2]-octane (DABCO, Sigma D2522) and Mowiol 488 (Calbiochem 475904). A Zeiss 

LSM510 laser scanning confocal microscope (Carl Zeiss, Jena, Germany) with an F-Fluar 

40x, NA 1.3 objective lens was used to obtain fluorescence images. The cell samples 

were scanned using a 488 nm argon ion laser for excitation (0.75% transmission); both 

green (dsDNA) and red (ssDNA) fluorescence signals were detected through the 

505/50BP and 650LP filters, respectively. The fraction of dsDNA was calculated as 

FasDNA=G/(G+R) and displayed numerically.

3.2.10 Effects of arsenic on the cellular uptake of BPDE

GM04312C cells grown in 6 -well plates were treated at 80-90% confluence with 

arsenic compounds for 24 h. After being washed twice with PBS, the cells were 

incubated with 0.5 fiM [3H]-anti-BPDE (2030 mCi/mmol) (Chemsyn Science 

Laboratories, Lenexa, KS) for 30 min. After washing with PBS three times, the cells were 

lysed in 0.2 M NaOH prior to radioactivity measurement. Cells in parallel wells were 

trypsinized and counted. The radioactivity o f each sample was determined with an 

LS5801 Liquid Scintillation Counter (Beckman Coulter) and expressed as cpm/lx 106 

cells.
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3.3 R esu lts and D iscussion

3.3.1 Repair capability of the XPA cell line used

To justify the use of GM04312C cells as NER-deficient cells for studying the 

effect of arsenic on the formation of BPDE-DNA adducts, a repair experiment with 

GM04312C cells was carried out. The repair kinetics in this cell line are shown in Figure 

3.2. Cells that were 80-90% confluent were used to avoid post-treatment replication. The 

differences in BPDE-DNA adduct levels between different repair times up to 24 h were 

not statistically significant (P>0.05). These results confirmed that GM04312C cells lack 

the ability to repair BPDE-DNA adducts.
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Figure 3.2. Repair of BPDE-DNA adducts in human fibroblasts (GM04312C). 80- 

90% confluent cells were treated with 1 pM BPDE for 30 min, and then allowed to 

repair in complete medium for 0 h, 2 h, 4 h, 8 h, or 24 h. Error bars indicate the 

standard deviation of four determinations from two experiments.
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3.3.2 Effects of arsenic compounds on the formation of BPDE-DNA adducts

Each of the six arsenic compounds under investigation was shown to be capable 

of enhancing the formation of BPDE-DNA adducts (Figures 3.3-3.8). Much lower 

concentrations of the trivalent arsenic species (iAs(III), MMA(III), and DMA(III)) than 

of the pentavalent arsenic species (iAs(V), MMA(V), and DMA(V)) were needed to 

enhance the formation of BPDE-DNA adducts. iAs(III) increased adduct formation by 

39% at 10 pM and by 87% at 100 pM (Figure 3.3) while MMA(III) increased adduct 

formation by 100% at 5 pM (Figure 3.4). Similarly, Schwerdtle et al. (15) observed that 

iAs(III) started to enhance adduct formation at 25 pM and achieved 40% more adducts at 

75 pM while MMA(III) started the enhancement at 2.5 pM and yield 60% more adducts 

at 5 pM. Notably, in their study, DMA(III) did not show any enhancement over a 

concentration range up to 7.5 pM. By contrast, in our study, DMA(IH) increased adduct 

formation by 21% at 5 pM (Figure 3.5). The difference in the magnitude of enhancement 

might be due to different treatment protocols or different cell lines used. In their study, 

exponentially growing A549 cells were pre-incubated with arsenic for 16 h, and then co­

incubated with 50 nM BPDE and arsenic for 2 h. It is noteworthy that DMA(III) is easily 

oxidized (28); therefore, DMA(III) freshly synthesized by the provider was used in our 

study.

The pentavalent iAs(V) enhanced adduct formation only when its concentration 

reached 250 pM (Figure 3.6). At high concentrations (2000 pM), MMA(V) and 

DMA(V) increased the formation of BPDE-DNA adducts (Figures 3.7-3.8), but over a 

concentration range of up to 500 pM, MMA(V) and DMA(V) had no effect on adduct 

formation. These results were consistent with those of Schwerdtle et al. (15), although 

that group did not test MMA(V) or DMA(V) at higher concentrations.
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Figure 3.3a. Electropherograms obtained from DNA extracted from XPA cells 

pretreated for 24 h with different concentrations of iAs(III) as indicated, and then 

incubated with 0.5 pM BPDE for 30 min. The ratio of peak areas between the two 

peaks indicates the level of DNA adducts.
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Figure 3.3b. Histograms representing the relative adduct levels after pretreatment 

with different iAs(HI) concentrations. Adduct levels obtained from BPDE 

incubation alone were used as controls. ***P<0.01 using one-way Student’s test. 

Error bars indicate the standard deviation from three experiments.
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Figure 3.4a. Electropherograms obtained from DNA extracted from XPA cells 

pretreated for 24 h with different concentrations of MMA(III) as indicated, and 

then incubated with 0.5 pM BPDE for 30 min. The ratio of peak areas between the 

two peaks indicates the level of DNA adducts.
***

MMA(III) [pM]

Figure 3.4b. Histograms representing the relative adduct levels after pretreatment 

with different MMA(HI) concentrations. Adduct levels obtained from BPDE 

incubation alone were used as controls. ***P<0.01 using one-way Student’s test. 

Error bars indicate the standard deviation from three experiments.
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Figure 3.5a. Electropherograms obtained from DNA extracted from XPA cells 

pretreated for 24 h with different concentrations of DMA(III) as indicated, and then 

incubated with 0.5 pM BPDE for 30 min. The ratio of peak areas between the two 

peaks indicates the level of DNA adducts.
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Figure 3.5b. Histograms representing the relative adduct levels after pretreatment 

with different DMA(III) concentrations. Adduct levels obtained from BPDE 

incubation alone were used as controls. **P<0.05, ***P<0.01 using one-way 

Student’s test. Error bars indicate the standard deviation from three experiments.
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Figure 3.6a. Electropherograms obtained from DNA extracted from XPA cells 

pretreated for 24 h with different concentrations of iAs(V) as indicated, and then 

incubated with 0.5 pM BPDE for 30 min. The ratio of peak areas between the two 

peaks indicates the level of DNA adducts.
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Figure 3.6b. Histograms representing the relative adduct levels after pretreatment 

with different iAs(V) concentrations. Adduct levels obtained from BPDE incubation 

alone were used as controls. **P<0.05 using one-way Student’s test. Error bars 

indicate the standard deviation from three experiments.
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Figure 3.7a. Electropherograms obtained from DNA extracted from XPA cells 

pretreated for 24 h with different concentrations of MMA(V) as indicated, and then 

incubated with 0.5 pM BPDE for 30 min. The ratio of peak areas between the two 

peaks indicates the level of DNA adducts.
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Figure 3.7b. Histograms representing the relative adduct levels after pretreatment 

with different MMA(V) concentrations. Adduct levels obtained from BPDE 

incubation alone were used as controls. ***P<0.01 using one-way Student’s test. 

Error bars indicate the standard deviation from three experiments.
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Figure 3.8a. Electropherograms obtained from DNA extracted from XPA cells 

pretreated for 24 h with different concentrations of DMA(V) as indicated, and then 

incubated with 0.5 pM BPDE for 30 min. The ratio of peak areas between the two 

peaks indicates the level of DNA adducts.
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Figure 3.8b. Histograms representing the relative adduct levels after pretreatment 

with different DMA(V) concentrations. Adduct levels obtained from BPDE 

incubation alone were used as controls. **P<0.05 using one-way Student’s test. 

Error bars indicate the standard deviation from three experiments.
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3.3.3 Cytotoxicity of arsenic compounds

The colony formation assay is a conventional method used to assess the 

cytotoxicity of drugs on target cells. As seen in Figure 3.9, the trivalent methylated 

metabolites, MMA(HI) and DMA(III), exerted higher cytotoxicity than iAs(III) on 

GM04312C cells, and much more so than did the pentavalent arsenic compounds. After 

treatment with 1 pM MMA(III) or 5 pM DMA(III) for 24 h, colony formation was 

reduced to 2-4% of the control. At higher concentrations of MMA(III) or DMA(III) or at 

100 pM iAs(IIl), no colonies were observed. These results suggested that the trivalent 

arsenic species were very toxic to these cells. However, the results from the colony 

formation assay should be used with caution in relation to our adduct formation 

experiments. Firstly, differences between colony formation and survival have been 

acknowledged (29). The colony formation assay measures the ability of cells to clone 

after treatment, not the survival of cells after treatment. There may be many cells that do 

survive but that lose the ability to clone. Secondly, the cells in our colony formation assay 

were treated at a relatively low density while the cells in our adduct formation 

experiments were treated at a higher density. Differences in cell density can have a 

significant effect on cell behaviors. Thirdly, in the colony formation assay, cells were 

only allowed to attach overnight after seeding while the cells in the adduct formation 

experiments were allowed to grow and reach 80-90% confluence. Cells may attach with 

different tenacity onto the dishes and therefore have different resistance to physical 

disturbance during PBS washes after remaining attached for different time periods. In 

addition, we had enough cells to conveniently extract cellular DNA after arsenic 

treatment and BPDE incubation, which indicated that a considerable number of cells had 

survived.
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To obtain more relevant cell survival data, cell counts for cells with the same 

handling and at the same confluence as the cells in the adduct formation experiments 

were performed and are shown in Figure 3.10. The difference between colony formation 

and survival was clear from the cell counting. After treatment with 100 pM iAs(III), 10 

pM MMA(III), or 25 pM DMA(III) for 24 h, we did not observe any colonies formed 

(Figure 3.9). However, the same treatment spared 40%, 10%, or 15% of the control cells 

from cell killing, respectively (Figure 3.10). At 250 pM, iAs(V) reduced colony 

formation to 5% of the control while approximately 55% of the control cells survived 

(Figures 3.9 and 3.10). Results from the colony formation assay and cell counting were 

similar for both MMA(V) and DMA(V), implying that the pentavalent methylated arsenic 

species exerted their cytotoxicity in an immediate and acute manner without considerable 

impact on colony formation ability. Schwerdtle et al. (15) also observed the same 

phenomenon. In their study, except for MMA(V) and DMA(V), cells were shown to be 

more sensitive when assessed by means of a colony formation assay than when direct cell 

counting was employed. At 7.5 pM, MMA(III) and DMA(III) reduced the colony 

formation ability o f A549 cells to 2% and 6 % of the control, respectively. By contrast, at 

the same concentration, MMA(III) and DMA(III) retained the cell numbers at 45-55% of 

the control.

As expected, the GM04312C cells used in our study are more sensitive than the 

A549 cells in the colony formation assay, because the latter have a constitutive repair 

function. After recovery in complete growth medium for weeks, repair-proficient cells 

may divide and form clones. However, Hu et al. (30) have recently shown that there were 

no statistically significant differences (P>0.05) in the colony formation ability after NiCl2
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Figure 3.9. Effects of iAs(III), MMA(III), DMA(III), iAs(V), MMA(V) and DMA(V) 

on the colony formation ability of GM04312C cells. An appropriate number of cells 

were seeded in each designated dish and allowed to attach overnight After a 24-h 

treatment with various arsenic compounds at the indicated concentrations, cells 

were restored in fresh growth medium for colony formation. Error bars indicate the 

standard error of four determinations from two experiments.
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Figure 3.10. Effects of iAs(III), MMA(III), DMA(IH), iAs(V), MMA(V) and 

DMA(V) on the cell numbers of GM04312C cells. 80-90% confluent cells were 

treated with various arsenic compounds for 24 h and then trypsinized and counted. 

Error bars indicate the standard error of four determinations from two 

experiments.
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treatment between NER-proficient (GM00637) and NER-deficient (XP12BE) SV40 

transformed human fibroblasts. It should be pointed out that in the studies of Hu et al. and 

Schwerdtle et al., a different treatment protocol than ours was used for the colony 

formation assay: exponentially growing cells were treated with arsenic, trypsinized, 

counted, and then reseeded for colony formation. Generally, IC50 values for clonal 

survival after re-plating following treatment in subconfluent monolayer cultures can be 

1 0 -fold higher than for direct exposure in a clonal culture (31).

3.3.4 Time-dependence of enhancement of BPDE-DNA adduct formation

The results in Figures 3.3-3.8 show that the enhancement of BPDE-DNA adduct 

formation by arsenic compounds is dose-dependent. To determine if  this enhancement is 

time-dependent, we pretreated cells with iAs(III) or MMA(III) for different time periods: 

30 min, 6  h, or 24 h. We observed that both iAs(III) and MMA(III) increased adduct 

formation in a time-dependent manner, as shown in Figures 3.11 and 3.12. When the 

pretreatment time increased, the enhancement by 100 fiM iAs(HI) or 5 fiM MMA(III) 

increased. After a 6 -h or 24-h treatment with 5 pM MMA(III), the formation of BPDE- 

DNA adducts was significantly enhanced. Only after 24 h of treatment did 10 /xM iAs(III) 

enhance the adduct formation significantly.
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Figure 3.11. The effect of iAs(III) on the enhancement of BPDE-DNA adduct 

formation is time-dependent. *P<0.05 using one-way Student’s test. Error bars 

indicate the standard deviation from three experiments.

□  control 
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Figure 3.12. The effect of MMA(III) on the enhancement of BPDE-DNA adduct 

formation is time-dependent. *P<0.05 using one-way Student’s test. Error bars 

indicate the standard deviation from three experiments.
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3.3.5 Effects of arsenic on GSH-mediated inactivation of BPDE

GSH, a sulfhydryl tripeptide, is the single most abundant reducing agent within 

cells. It is synthesized from its three constituent amino acids by the combined activities of 

y-glutamylcysteine synthetase (7 -GCS) and glutathione synthetase. GSH can also be 

generated by glutathione reductase (GR) from its oxidized form (GSSG). GSH and 

glutathione-related enzymes comprise a system that maintains an intracellular reducing 

environment and acts as a primary defense against excessive generation of reactive 

oxygen species (ROS). In ROS detoxification reactions, reduced GSH either directly 

scavenges oxygen radicals or acts as a substrate for glutathione peroxidase (GPx) and 

GST.

Arsenic has been shown to alter cellular redox status and to modify the expression 

of various stress-related genes through production of ROS, modulation of GSH, or 

binding to cysteine residues in proteins. Resistance to arsenic in mammalian cells is 

correlated with high levels of intracellular GSH and high GST activity (32-34). Depletion 

of GSH has been shown to block arsenic methylation (35) and result in increased 

cytotoxicity and clastogenicity of arsenic (36). GST-catalyzed GSH conjugation of BPDE 

is believed to be the most important enzymatic pathway to inactivate BPDE (37-39). 

Therefore, it is reasonable to suggest that arsenic may modulate BPDE-DNA adduct 

levels via its effects on GSH levels and GST activity.

GST is a family of isoenzymes, which can be grouped into seven classes, alpha, 

Mu, Pi, theta, sigma, zeta, and omega, on the basis of their structural and catalytic 

properties. Although studies have shown that the GST isoenzymes of different classes 

differ in their catalytic efficiency in the GSH conjugation of BPDE, the cytosolic GST
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activity is due to multiple isoenzymes. Thus, the total GST activity was measured in our 

experiments.

Four arsenic compounds were examined for their effects on cellular GSH levels: 

iAs(m), DMA(HI), MMA(V), and DMA(V), as shown in Figure 3.13. After a 30-min 

treatment with 50 pM iAs(III), the GSH levels in GM04312C cells increased slightly 

from 6.2 nmol/106 cells to 8 .6  nmol/106 cells (not statistically significant, P>0.05). 

Further treatment with 50 pM iAs(IH) for 6  h or 24 h resulted in a statistically significant 

increase in the GSH levels (versus the time-matched controls). After a 24-h treatment, 10 

pM iAs(III) also increased the GSH levels. Treatment with 5 pM or 10 pM DMA(III) for 

24 h led to a significant increase in the GSH levels. Although 2000 pM DMA(V) did not 

increase the GSH levels at any of the time points under investigation, 2000 pM MMA(V) 

increased the GSH levels when the treatment time was extended to 6  h or 24 h. After a 

24-h treatment, MMA(V) appreared to increase the GSH levels in a concentration- 

dependent manner.

The results of our experiments (Figure 3.13) clearly indicated that arsenic 

compounds modulated GSH levels in a time-dependent manner, although each compound 

behaved distinctly. Similar observations have been made by Ochi (40) using Chinese 

hamster V79 cells. After 18 h of incubation, the GSH levels increased in proportion to 

iAs(HI) concentrations up to 7.5 pM and then plummeted at 20 pM iAs(III). When 

treated with 5 pM iAs(III), the GSH levels peaked after 8  h of exposure and kept 

declining when exposure times were prolonged up to 24 h. However, DMA(V) caused a 

time-dependent increase in the GSH levels up to 24 h at a concentration of 1 mM and 

caused a concentration-dependent increase up to 2 mM over a 24-h incubation. In the rat
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Figure 3.13. Effects of arsenic compounds on cellular reduced GSH levels. 

GM04312C cells that were 80-90% confluent were treated with arsenic compounds 

for the times indicated. Cells were homogenized for GSH detection. Error bars 

indicate the standard deviation from three experiments.
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liver epithelial cell line TRL1215, this concentration-dependent increase o f the GSH 

levels by DMA(V) treatment was also observed (41). When treated with 10 mM 

DMA(V), the GSH levels decreased slightly up to 12 h and then increased dramatically 

up to 48 h. Treatment o f primary rat hepatocytes with 50 pM iAs(IH) for 30 min caused a 

decrease in the GSH levels from 27.1 nmol/106cells to 22 nmol/106 cells (42). After a 30- 

min treatment, 5 pM and 10 pM MMA(III) decreased the GSH levels even more 

dramatically (42).

Ochi (40) reported no increase in the GSH levels by MMA(V) at any incubation 

time. By contrast, MMA(V) and DMA(V) were shown to decrease GSH in an in vivo 

study (43). Cellular GSH levels, therefore, may be significantly raised (44-49) or lowered 

(43, 50) depending on the arsenic speciation, the dose, the time after exposure, and the 

cell type.

Clearly, there is no correlation between cellular GSH levels and BPDE-DNA 

adduct levels after arsenic treatment. The arsenic compounds we have examined caused 

concentration-dependent increases in BPDE-DNA adducts (Figure 3.3-3.8). These 

increases are likely to be time-dependent as well, as manifested by iAs(III) and 

MMA(III). This lack of correlation is in agreement with the observation by Maier et al. 

(11). However, they treated cells with iAs(III) for 30 min before addition of BaP and 

determined the GSH levels after 1.5 h of iAs(III) and BaP co-treatment. They either 

depleted GSH with L-buthionine-S,R-sulfoximine (BSO) or replenished GSH with 

glutathione ethylester to modulate cellular GSH levels. The changes in the cellular GSH 

status led to noticeable effects on the yields of the BaP-induced BPDE-DNA adducts. 

However, those changes could not be achieved by arsenic treatment alone because of the
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mM levels o f cellular GSH. Their results did not suggest that iAs(IH) increases BPDE- 

DNA adducts through direct competition with BaP metabolites for the cellular GSH pool.

The same four arsenic compounds were examined with regard to their effects on 

total GST activity. The results are shown in Figure 3.14. A 30-min treatment with each 

arsenic compound did not change GST activity. Treatment with 2000 pM MMA(V) for 6  

h led to a statistically significant decrease in GST activity. After a 24-h treatment with 

DMA(III) (5 pM or 10 pM), MMA(V) (2000 pM), or DMA(V) (500 pM or 2000 pM) 

GST activity was increased.

So far, only a few studies have reported acute effects of arsenic on GST activity in 

cultured cells and all of them showed that iAs(III) increased GST activity (45, 48, 51, 

52). In TRL1215 cells, MMA(V) significantly enhanced GST activity at concentrations 

over 2.5 mM. MMA(V) at a concentration of 5 mM increased GST activity in a time- 

dependent manner up to 48 h (47). In the same cell line, increased GST activity was 

observed after treatment with 2.5 mM DMA(V) for 24 h (41). This increase was 

suppressed at higher concentrations of DMA(V) (5 mM and 10 mM). Treatment with 2.5 

mM DMA(V) resulted in a time-dependent increase in GST activity up to 24 h. Again, 

the effects of arsenic on GST activity might be tissue or cell-specific. iAs(III) caused an 

increase in GST activity in the guinea pig kidney but not the liver or lung (53). GST 

activity was also shown to increase slightly in keratinocytes (HaCaT and AG06), but not 

in fibroblasts (WI38) or breast tumor (PMC42) cells (46).

Obviously, no correlation could be established between GST activity and BPDE- 

DNA adduct levels after arsenic treatment. Both cellular GSH levels and GST activity
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Figure 3.14. Effects of arsenic compounds on the activity of GST. GM04312C cells 

that were 80-90% confluent were treated for the indicated times with arsenic 

compounds. Cells were homogenized for the GST activity assay. Error bars indicate 

the standard deviation from three experiments.
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failed to correlate with BPDE-DNA adduct levels after arsenic treatment. However, the 

possibility that inactivation of BPDE detoxification via direct disruption of GST- 

catalyzed GSH conjugation is a contributing factor of the enhancement o f BPDE-DNA 

adduct formation by arsenic cannot be ruled out. CDNB is a general GST substrate and 

GST-CDNB activity is used to represent the integrated activity of various cytosolic GST 

isoforms. A convenient method adopted in our study, the CDNB colorimetric assay has 

been widely used to measure GST activity. Unfortunately, studies have shown that GST- 

CDNB activity may not reflect GST-BPDE activity (54-56).

Although at non-physiologically relevant millimolar concentrations arsenic has 

been shown to inhibit the activities of purified enzymes GR, GST, and GPx (42, 57, 58), 

in most cultured cell studies arsenic has been shown to upregulate the activity of y-GCS 

(40,45,46, 59), GST (45-47,49, 51, 52) and GR (46) but inhibit the activity of GPx (45). 

The rate of cystine uptake has also been shown to have increased after arsenic treatment 

(40, 46). All of these effects by arsenic promote the protective functions of GSH. Even 

so, if arsenic blocks the activities of GSH-conjugate transporters, the formation of BPDE- 

DNA adducts is likely to be facilitated because the intracellular accumulation of BPD-SG 

has been shown to be associated with increased formation of BPDE-DNA adducts in cells 

lacking a GSH-conjugate transporter multidrug resistance protein 2 (MRP2) (60). 

However, the evidence to date indicates that arsenic induces expression of MRP2 and 

other multidrug resistance transporters (61, 62).

3.3.6 Effects of arsenic on chromatin accessibility

Chromatin relaxation carries an increased risk of certain types of DNA damage. 

Evidence has shown that compact chromatin is protective against DNA double strand
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breaks and oxidative DNA damage. This protection is reduced after chromatin 

decondensation (63). Ultraviolet (UV)-induced global chromatin relaxation rendered 

DNA more susceptible to a number of DNA-damaging agents (64). Therefore, it is 

necessary to test whether arsenic affects chromatin accessibility, thereby enhancing DNA 

damage by BPDE.

A confocal microscopic technique was successfully employed to examine 

chromatin relaxation (27). After removal of RNA and partial denaturation of DNA by 

HC1, acridine orange (AO) was used to stain non-denatured, dsDNA sections and 

denatured ssDNA sections, resulting in green and red fluorescence, respectively. In 

general, DNA sensitivity to denaturation in cells is closely associated with the degree of 

chromatin condensation (65). Therefore, green fluorescence is associated with relaxed 

chromatin and red fluorescence with condensed chromatin. An important advantage of 

this method is its ability to detect extended and condensed chromatin in situ, without the 

need to extract DNA from cells. This avoids the alteration of chromatin morphology 

associated with manipulations such as isolation of nuclei and solubilization of chromatin 

(66).

UVC irradiation at 4 J/m2 reportedly led to chromatin relaxation in human normal 

diploid fibroblast GM00038B cells (27). To demonstrate our mastery of this new 

technique, we irradiated GM00038B and GM04312C cells with 4 J/m2 UVC and 

performed the same procedure as described in the original paper, with the exception that 

we used 20 /xg/ml rather than 100 /xg/ml AO to stain fixed cells. The reason we chose a 

lower concentration of AO solution is that we found that 20 /xg/ml AO gave more 

reproducible results and uniformity from one sampling area to another on the coverslips.
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In addition, AO itself at higher concentrations has the ability to denature DNA (67, 68), 

thus confounding the DNA stability changes incurred by the agents under investigation.

As demonstrated in Figure 3.15, after 4 J/m2 UVC irradiation, the GM00038B 

cells showed chromatin relaxation. By contrast, no significant chromatin relaxation was 

observed in GM04312C cells. This observation agrees with Rubbi and Milner’s results 

(27). They showed that UV-induced chromatin relaxation requires p53. The functionality 

of p53 is probably abrogated in GM04312C cells although SV40 immortalization may 

not completely eliminate p53 activity (69, 70).

Our results, shown in Figure 3.16, showed that although two pentavalent arsenic 

compounds (MMA(V) and DMA(V)) at very high concentrations (500-2000 pM) relaxed 

the chromatin structure to some extent, none of the three trivalent arsenic compounds 

(iAs(III), MMA(III), DMA(III)) at much lower concentrations (1-50 pM) relaxed the 

chromatin structure at all. High concentrations of the trivalent arsenic species were not 

included in this experiment because of their high cytotoxicity. In fact, a considerable 

number o f cells treated with 50 pM iAs(III) or 10 pM DMA(III) appeared to be at the 

early apoptotic stage when observed under a microscope. Cells treated as such had more 

condensed chromatin than the controls. Unfortunately, using this technique alone we 

cannot evaluate separately the contributions from early apoptotic cells and from normal 

cells towards the observed chromatin structural changes.

Different structural changes triggered by different arsenic compounds may reveal 

that each arsenic species is distinctive in terms of its influence on chromatin structure. 

Chromatin relaxation may act as a contributing factor to enhance BPDE-DNA adduct 

formation by the pentavalent arsenic compounds MMA(V) and DMA(V).
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Figure 3.15. DNA denaturation sensitivity of GM00038B and GM04312C cells with 

or without UVC irradiation. Cells were irradiated with UVC at 4 J/m2 and 

incubated for 1 h in culture medium and then subjected to the HC1/AO assay.
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Figure 3.16. DNA denaturation sensitivity measured by the HC1/AO assay on 80- 

90% confluent GM04312C cells after treatment with various arsenic compounds for 

24 h.
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However, there was no clear-cut difference between cells treated with 500 /iM MMA(V) 

or DMA(V) and with 2000 /iM MMA(V) or DMA(V). Even for each specific arsenic 

species, a dose-response relationship could not be established because it is impossible to 

establish the exact relationship between DNA packing density and the proportion of 

red/green fluorescence of AO using this denaturation sensitivity assay (66).

Although arsenic pretreatment altered the chromatin structure at certain 

concentrations, it did not lead to a change in BPDE-DNA adduct formation at those 

concentrations. This means that BPDE forms DNA adducts regardless of chromatin 

accessibility. In line with this, no differences in the BPDE-DNA adduct levels were 

shown across different cell-cycle phases (71), although it is known that changes in 

chromatin structure are associated with different cell-cycle phases. Similarly, the BPDE- 

DNA adduct levels in quiescent cells were close to the levels in rapidly proliferating cells 

(72). More interestingly, histone hyperacetylation by butyrate treatment did not influence 

the initial levels of BPDE-DNA adducts, nor did it change the rate o f removal o f BPDE- 

DNA adducts from chromatin in either normal human fibroblasts or XP fibroblasts (73). 

The authors concluded that the subtle changes in chromatin brought about by histone 

acetylation had no influence on these processes. However, if  changes in chromatin 

structure are sufficient, then changes in the levels of DNA modification would be 

observed. For instance, the inhibition of poly(ADP-ribosyl)ation by 3-aminobenzamide 

(3-AB) pretreatment has been shown to decrease BPDE-DNA adducts in both normal and 

XPA lymphoblastoid cells (74). Poly(ADP-ribosyl)ation of any chromatin protein might 

loosen the interaction between that protein and DNA and thus render more nucleotide 

residues accessible to carcinogens (75). However, at the concentration ranges examined,
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arsenic failed to induce significant chromatin relaxation; rather, trivalent arsenic species 

led to chromatin condensation. Therefore, chromatin relaxation is not the main factor 

leading to the enhancement of BPDE-DNA adduct levels by arsenic pretreatment.

3.3.7 Effects of arsenic on the cellular uptake of BPDE

The attempt to correlate cellular GSH levels, GST activity, BPD-SG levels, or 

even chromatin accessibility with BPDE-DNA adduct levels is driven and justified by the 

assumption that cellular bioavailability of BPDE remained unchanged after arsenic 

treatment. However, arsenic might have enhanced the formation of BPDE-DNA adducts 

simply by increasing the stability of BPDE in aqueous medium or the uptake of BPDE by 

cells. In our treatment protocols, the cells were washed following arsenic treatment and 

then incubated with BPDE for 30 min, so the effect of arsenic on BPDE stability in 

aqueous medium is not a significant concern. However, the uptake of BPDE could most 

likely be affected by arsenic pretreatment. In addition, other known but less important 

mechanisms of BPDE inactivation, either spontaneous hydrolysis to tetrols and keto-diols 

or hydration by epoxide hydrolase (76-78), as well as covalent binding of BPDE to DNA 

could be affected by arsenic. To investigate these possibilities, radiolabelled BPDE was 

used to examine the cellular uptake of BPDE with and without arsenic treatment.

Figure 3.17 shows the effects of various arsenic compounds on the cellular 

uptake of BPDE. Cells exposed to [3H]-BPDE only had radioactivitiy of 55000 cpm/106 

cells (assuming a counting efficiency of 100%, this corresponded to approximately 12.3 

pmol of BPDE in lx  106 cells). When the uptake efficiency of the control cells was 

normalized to 1, the relative uptake efficiencies after arsenic pretreatment were: 10 pM 

iAs(III),2.2; 1 pM MMA(III), 1.0; 5 pM DMA(III), 12.8; 250 pM iAs(V), 31.2;
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40-

Figure 3.17. Effects of the pretreatment with various arsenic species on the cellular 

uptake of BPDE. GM04312 cells Were pretreated with arsenic compounds at 

concentrations as indicated, and then incubated with 0.5 pM [3H]-BPDE for 30 min. 

After lysis, radioactivity was measured and normalized against the control. Error 

bars indicate the standard deviation of four determinations from two experiments.
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2000 pM MMA(V), 2.0; 2000 pM DMA(V), 3.0. At their respective concentrations, 

these arsenic compounds were shown to enhance the formation of BPDE-DNA adducts, 

except for 1 pM MMA(III), which we did not observe to have any enhancing effects on 

the adduct formation (Figure 3.4). In the study by Schwerdtle et al. (15), treatment with 

10 pM iAs(D3) or 5 pM DMA(III) did not lead to any enhancement of the formation of 

BPDE-DNA adducts. However, the enhancing effect on the formation of BPDE-DNA 

adducts by either 10 pM iAs(III) or 5 pM DMA(EH) observed in our study can be 

accounted for by their promoting effect on the cellular uptake of BPDE. Therefore, our 

results suggested that arsenic enhanced the formation of BPDE-DNA adducts by 

increasing the cellular uptake of BPDE.

Currently, the data on the effects of arsenic on the uptake of other chemicals in 

human cells is limited. Ochi observed that micromolar concentrations of iAs(III) or 

millimolar concentrations of DMA(V) increased the uptake of cystine in Chinese hamster 

V79 cells (40). It was suggested that the cystine transport system was induced by iAs(III) 

or DMA(V) treatment. Similarly, micromolar concentrations of iAs(III) were shown to 

increase cystine uptake in AG06 keratinocytes (46). Low doses of iAs(III) (less than 1 

pM) were also shown to increase neutral red dye uptake in the same cell line (45). 

However, in 3T3-L1 adipocytes, iAs(III), MMA(IH), and DMA(III) each inhibited 

glucose uptake by interfering with a glucose transporter (79). As far as BPDE is 

concerned, no transporters have been reported for its cellular uptake. It is very likely that 

BPDE enters cells by passive diffusion, just like other polycyclic aromatic hydrocarbons 

(PAH). However, the efflux of BPDE is an adenosine-5'-triphosphate (ATP)-dependent 

transport process (80), which may be affected by arsenic pretreatment. Arsenic
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compounds, especially iAs(V), are known to be effective energy depletors. This is a 

possible reason why 250 pM iAs(V) greatly increased BPDE accumulation in the cells. 

Trivalent arsenic compounds may also affect the efflux system by inhibiting the activity 

of transport-related enzymes.

As shown in Figure 3.18 and Figure 3.19, the increase in the uptake of BPDE by 

iAs(III) or MMA(III) treatment is concentration-dependent. At 10 pM iAs(III) the uptake 

of BPDE increased by 1.2-fold while at 50 pM iAs(III) the uptake increased by 8.6-fold. 

When the concentration of MMA(III) increased from 1 pM to 2.5 pM, we observed a 

1.7-fold increase in the cellular uptake of BPDE. However, the increased uptake of BPDE 

did not translate into enhanced formation of BPDE-DNA adducts by the same order of 

magnitude (Figures 3.3-3.8). After entry into the cells, BPDE may be sequestered or 

inactivated by unknown pathways, which may be affected by arsenic. Further analysis of 

the subcellular distribution of [3H]-BPDE may help to resolve this question.

Taken together, the results suggested that arsenic increased the cellular uptake of 

BPDE, which is a major, if  not the determining factor, leading to the observed 

enhancement o f BPDE-DNA adduct formation.
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Figure 3.18. iAs(lll) increased the cellular uptake of BPDE in a concentration- 

dependent manner. Error bars indicate the standard deviation of four 

determinations from two experiments.
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Figure 3.19. MMA(III) increased the cellular uptake of BPDE in a concentration- 

dependent manner. Error bars indicate the standard deviation of four 

determinations from two experiments.
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3.4 Conclusions

By use of an SV40-transformed XPA cell line, we distinguished the effects of 

arsenic on the formation of BPDE-DNA adducts from its possible effects on the repair of 

BPDE-DNA adducts. We further demonstrated that all six arsenic species have the 

capability of enhancing the formation of BPDE-DNA adducts, although their enhancing 

efficiencies are largely dependent on their respective cytotoxicities, in a descending order 

of MMA(III)>DMA(III)>iAs(III)>iAs(V)>MMA(V)~DMA(V). This enhancing effect of 

arsenic seems to be unrelated to changes in the GSH-related redox defense mechanism 

nor chromatin accessibility. Our results demonstrated that the efficiency of BPDE uptake 

was enhanced by arsenic pretreatment, which probably played a major role in the 

increased cellular formation of BPDE-DNA adducts.
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Chapter Four
Effects of Arsenic on the Repair of 

Benzo(a)pyrene Dioi Epoxide-DNA Adducts

4.1 Introduction

Although it is not itself mutagenic, arsenite (iAs(III)) increased the mutation 

frequency in E. coli when combined with ultraviolet (UV) light (1). Arsenic compounds 

have also been shown to enhance the persistence of DNA damage induced by UV light, 

benzo[a]pyrene (BaP), X-rays, alkylating agents, and DNA crosslinking compounds in 

cultured mammalian cells and to potentiate cytotoxicity, mutagenicity, and clastogenicity 

of the damaging agents. Inhibition of DNA repair has been suggested as one possible 

mechanism for arsenic co-mutagenicity. The first evidence to support this suggestion was 

documented by Okui and Fujiwara (2). They showed that iAs(HI) and arsenate (iAs(V)) 

at micromolar concentrations increased the sensitivity of normal human fibroblasts to UV 

light, but had no effect on repair-deficient xeroderma pigmentosum complementation 

group A (XPA) cells. Furthermore, arsenic reduced unscheduled DNA synthesis (UDS) 

and the excision of cyclobutane pyrimidine dimers (CPD) after UV irradiation. Inhibition 

o f CPD excision was also demonstrated in HeLa cells (3). Lee-Chen et al. (4) observed an 

inhibition of the repair of methylmethane sulfonate (MMS)-induced DNA damage in 

Chinese hamster ovary (CHO) cells. They found that low doses o f MMS and iAs(III) 

were associated with an increased frequency of alkali-labile sites in CHO cells. In a 

separate study, they showed that micromolar concentrations of iAs(III) caused a delayed 

rejoining of repair-mediated DNA strand breaks after UV irradiation in CHO cells (5). 

They proposed that arsenic might inhibit the repair of DNA damage by impairing the
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DNA ligation step. Li and Rossman observed that in Chinese hamster V79 cells, iAs(III) 

enhanced the mutagenicity of UVC (6) as well as of N-methyl-N-nitrosourea (MNU) (7). 

UVC caused DNA lesions that were repairable by nucleotide excision repair (NER) 

(Figure 4.1) while MNU caused DNA adducts that were repairable by base excision 

repair (BER) (Figure 4.2) (V79 cells lack the 0 6-methylguanine DNA methyltransferase, 

so all premutagenic MNU adducts would be subjected to BER). This strongly suggested 

that iAs(III) might inhibit a late step in DNA repair shared by both DNA excision repair 

pathways. DNA strand breaks persisted longer in MNU-treated cells in the presence of 

iAs(III) (10 fiM) than in the absence of iAs(III), indicating that either the polymerase or 

the ligase step was blocked by iAs(III). In subsequent experiments, nuclear extracts of 

iAs(III)-treated cells were found to have a decreased total ligase activity. iAs(III) 

inhibited DNA ligase III more specifically and DNA ligase I to a lesser extent (8). 

Surprisingly, the inhibition of the activity of DNA ligase III extracted from untreated 

cells required 1,000-fold higher concentrations of iAs(III) than needed to inhibit the 

ligase activity inside the cells (8), indicating that iAs(III) did not directly inhibit DNA 

ligase HI activity. This was confirmed by using purified DNA ligase El (9). DNA 

polymerases are not sensitive to inhibition by iAs(ni) either (9, 10). DNA polymerase a  

(pol a) requires >1 mM iAs(m) to be inhibited and DNA polymerase /3 (pol (3) is 

stimulated by iAs(III) up to at least 12 mM. Based on these observations, it was 

suggested that the effects of arsenic on ligation are not caused by direct inhibition of 

DNA repair enzymes (9).

When the effects of iAs(III) on NER in UV-irradiated repair-proficient fibroblasts 

and repair-deficient xeroderma pigmentosum complementation group C (XPC) cells were
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studied, inhibition of the ligation step within the repair machinery was observed. 

Additionally, inhibition of the damage incision step of the NER process by iAs(III) was 

observed at much lower concentrations (as low as 2.5 fiM) (11). This suggests that 

inhibition of damage recognition/incision may be a more biologically relevant factor that 

contributes to arsenic-associated carcinogenesis. This latter effect would somehow shift 

the center of attention from the ligation step, which was previously believed to be the 

major target for arsenic-induced repair inhibition. However, the enzymatic activities of 

some repair proteins involved in early stages of BER and NER pathways such as 

formamidopyrimidihe-DNA glycosylase (Fpg) and XPA, which were believed to be 

biochemically plausible targets for arsenic, were not inhibited by iAs(III) at 

concentrations up to 1 mM (12). Recently, poly(ADP-ribosyl)ation was shown to be 

suppressed by iAs(III) at concentrations as low as 10 nM in HeLa cells (13). Poly(ADP- 

ribosyl)ation is mediated by poly(ADP-ribose) polymerase (PARP) and plays a major 

role in the detection of DNA single strand breaks (SSB) that initiates BER. In terms of 

effects on PARP activity, both stimulation and inhibition by iAs(III) were reported (14, 

15).

Apparently, direct enzymatic activity inhibition by arsenic still seems uncertain 

and in some cases controversial. Under such circumstances, an indirect action of arsenic 

by interfering with signal transduction pathways that regulate DNA repair has been 

proposed. For example, arsenic could downregulate the synthesis of DNA repair enzymes 

(16) or inhibit the induction of accessory or other key proteins involved in cellular control 

of DNA repair pathways (17). The inhibitory mechanism of DNA repair by arsenic 

remains unknown and deserves further investigation.
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Figure 4.1. Proposed model for mammalian nucleotide excision repair (NER). NER 

consists of two subpathways: global genome repair (GGR) and transcription- 

coupled repair (TCR). They differ only in DNA damage recognition. In GGR, 

XPC/hHR23B binds to the damaged DNA site whereas in TCR, a stalled RNA 

polymerase II is displaced with the help of CSA and CSB to initiate the repair. After 

DNA damage recognition, the DNA lesion is opened by the concerted action of XPA, 

RPA, and the bi-directional XPB/XPD helicase subunits of TFIIH. XPG and 

ERCC1-XPF are recruited to incise the damaged DNA. Then DNA synthesis and 

ligation are followed to fill the gap (adapted from [18]).
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Figure 4.2. Proposed model for mammalian base excision repair (BER). Many 

distinct DNA glycosylases recognize and remove damaged bases to generate a 

central apurinic/apyrimidinic (AP) site intermediate. Subsequently, the AP site 

products (which can occur spontaneously by hydrolysis) are processed by 5'-AP 

endonuclease (APE1) to provide a free 3 'OH for repair synthesis and ligation. If 

BER is initiated by a bifunctional DNA glycosylase/AP lyase, excision is mainly by 

short-batch BER; if BER is initiated by a monofunctional DNA glycosylase, excision 

is via either short-batch BER or long-batch BER. Poly(ADP-ribose)polymerase 

(PARP) and polynucleotide kinase (PNK) are involved in SSB-initiated BER 

(adapted from [18]).

122

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



NER is the major pathway responsible for repairing DNA damage induced by 

BaP or its metabolite benzo(a)pyrene diol epoxide (BPDE). iAs(ffl) was shown to inhibit 

the repair of BaP-induced DNA damage both in Sprague-Dawley rats (19) and in human 

cell cultures (20). In the human cell culture study, an alkaline comet assay was employed 

to investigate DNA repair, while a 32P-postlabelling assay was used for DNA adduct 

measurement in the rat bioassay. The 32P-postlabelling assay was also used by Maier et 

al. (21), but they did not observe changes in adduct removal kinetics in BaP-treated cells 

by iAs(III). Recently, five arsenic species — iAs(III), monomethylarsonous acid 

(MMA(ni)), dimethylarsinous acid (DMA(III)), monomethylarsonic acid (MMA(V)), 

and dimethylarsinic acid (DMA(V)) — have been examined by Schwerdtle et al. (22) for 

their effects on the formation and repair of BPDE-DNA adducts in A549 human lung 

cancer cells. They observed that all arsenic species under investigation diminished DNA 

repair at non-cytotoxic concentrations of arsenic.

Although these studies are very useful, they have several drawbacks. Firstly, the 

effects in the comet assay can be influenced by DNA repair processes in a rather complex 

way: DNA repair eliminates DNA lesions, which results in a decreased DNA migration. 

Furthermore, excision repair itself leads to strand break formation, which may cause 

DNA migration in the comet assay. Secondly, coexposure to BaP and arsenic is a very 

complex system because both BaP and arsenic generate other alkali labile sites and DNA 

strand breaks (14, 23, 24), which make the interpretation of the comet assay results 

difficult. In addition, the use of either an animal model or human tumor cells (Hepa-1, 

c37, CX4 in Maier et al.’s study and A549 in Schwerdtle et al.’s study) was equally 

inappropriate for extrapolation to normal human cells in an attempt to elucidate the
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carcinogenic mechanism of arsenic as a human carcinogen. Moreover, in these cell 

culture studies, either a 30-min arsenic treatment prior to BaP or a 16-h arsenic treatment 

prior to BPDE was applied. The effects of arsenic on adduct repair could not be 

distinguished from its effects on adduct formation. The DNA repair kinetics are known to 

be dependent on the initial DNA damage level. Finally, Schwerdtle et al. used 

exponentially growing A549 cells, and their obervation of repair inhibition by arsenic 

could be confounded by possible replication inhibition by arsenic. Different observations 

from Maier et al.’s and Schwerdtle et al.’s studies are most likely due to different 

carcinogens (BaP versus BPDE) and different treatment protocols used.

To confirm whether or not arsenic has an effect on the repair of BPDE-DNA 

adducts, a repair-proficient human normal foreskin fibroblast cell line CRL2522 was 

chosen in our study. It is non-SV40 transformed and its intrinsic repair capacity is intact. 

BPDE was used to induce BPDE-DNA adducts. Therefore, the change in adduct levels at 

a certain post-treatment time-point could be unambiguously attributed to the effect of 

arsenic on adduct repair. In all of our repair experiments, cells were grown to almost 

100% confluence in order to prevent post-treatment replication.
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4.2 E xperim ental

4.2.1 Materials

Racemic anti-BPDE was supplied by the NCI Chemical Carcinogen Repository 

(Midwest Research Institute, Kansas City, MO). To avoid hydrolysis o f the epoxide, a 

stock of BPDE was always prepared fresh by dissolving BPDE in anhydrous 

tetrahydrofuran (THF) (>99.9% purity, Sigma-Aldrich, St. Louis, MO) immediately 

before use. iAs(III) (99.4% purity) was obtained as an arsenic atomic absorption standard 

solution from Aldrich (Milwaukee, WI) and used as a stock solution with a concentration 

of 13.3 mM. iAs(V) (99.4% purity) and DMA(V) (98% purity) were obtained from 

Sigma (St. Louis, MO). MMA(V) was purchased from Chem Service (West Chester, PA) 

and its purity was determined to be approximately 85% using an Elan 6100 DRCplus 

inductively coupled argon plasma mass spectrometer (PE Sciex, Concord, ON). 

Methylarsine oxide (CH3AsmO) and dimethyliodoarsine ((CH3)2AsmI) were kindly 

provided by Dr. WR Cullen (University of British Columbia, Vancouver, BC) and were 

used as the precursors to MMA(IH) and DMA(III), respectively. Stock solutions of 

iAs(V), MMA(V), and DMA(V) were prepared in deionized water at concentrations of 1 

M, and stock solutions of MMA(III) and DMA(III) were prepared by dissolving the 

precursors in deionized water to a final concentration of 10 mM. When preparing the 

stock solution of DMA(III), 3 volumes of dimethylsulfoxide (DMSO) were used to 

dissolve (CH3)2AsinI before adding deionized water. To prevent oxidation of the bivalent 

methylated arsenic species, their stock solutions were prepared shortly before the 

experiment.

125

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.2.2 Cells and cell cultures

CRL2522 cells (normal human foreskin fibroblasts (NHF)) were obtained from 

the American Type Culture Collection (Rockville, MD). This cell line has a great growth 

potential (>60 doublings). CRL2522 cells were grown in Dulbecco’s modified Eagle’s 

medium/nutrient mixture F-12 (DMEM/F12) supplemented with 5% fetal bovine serum 

plus 5% bovine growth supplements. The cells were seeded in 100-mm dishes at a 

density of lxlO6 cells per dish and maintained at 37 °C in humidified air containing 5% 

CO2. The cells were grown to almost 100% confluence to prevent post-treatment 

replication. The passage numbers of CRL2522 in use for experiments were less than 22 

to ensure clone integrity throughout the experiments.

4.2.3 Treatment of cells

At almost 100% confluence, CRL2522 cells were washed once with phosphate- 

buffered saline (PBS). BPDE in serum-free medium was added to a final concentration of 

1 jaM. After a 30-min incubation, BPDE was removed and the cells were washed twice 

with PBS and exposed to arsenic species of different concentrations in complete growth 

medium for 24 h. The concentrations of organic solvents used to dissolve BPDE and 

(CH3)2AsuiI did not exceed 0.001%, to avoid the direct influence of DMSO or THF on 

the cells. The cells were then washed three times with PBS before DNA was extracted for 

measurement of BPDE-DNA adducts.

4.2.4 DNA isolation

Cells were lysed in DNAzol® reagent (Invitrogen Life Technologies). Genomic 

DNA was precipitated with ice-cold 99.9% ethanol and washed twice with cold 70% 

ethanol. The DNA pellet was air-dried and then resuspended in deionized water, and the 

solution was placed in an incubator at 37 °C overnight to facilitate the redissolution of
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DNA. DNA concentrations were measured at 260 nm using a SmartSpec™ 3000 

spectrometer (Bio-Rad Laboratories, Cambridge, MA).

4.2.5 Detection of BPDE-DNA adducts

A capillary electrophoresis laser-induced detection (CE-LIF) immunoassay, 

described in Chapters 2 and 3, was used to detect BPDE-DNA adducts. Typically, an 

aliquot o f DNA was heat-denatured at 100 °C for 5 min followed by cooling on ice for 3 

min. Denatured DNA was incubated with a mouse anti-BPDE antibody (Clone 8E11, 

isotype IgGi, Trevigen, Gaithersburg, MD), and a fluorescently-labelled goat anti-mouse 

antibody. The primary antibody 8E11 was raised against BPDE-modified guanosine 

coupled to bovine serum albumin. The goat anti-mouse antibody was received as a 

Zenon™ Alexa Fluor® 546 mouse IgGi labelling kit (Molecular Probes, Eugene, OR). 

This secondary antibody was a Fab fragment directed against the Fc portion of a whole 

IgG primary antibody. It was labelled with a fluorophore Alexa Fluor 546 whose 

optimum excitation wavelength was 553 nm, which was close to the He-Ne laser 

wavelength of 543.5 nm in the CE-LIF instrument being used. To the mixture of the 

DNA sample and the antibodies, an incubation buffer was added to bring the total sample 

volume to 20 pL. The incubation buffer contained 10 mM Tris and 80 mM glycine, and 

its pH was adjusted to pH 7.8 with acetic acid. After overnight incubation on ice in the 

dark, samples were electrokinetically injected into the capillary using an injection voltage 

of 10 kV for 10 s. The separation was carried out at room temperature with a separation 

voltage o f 20 kV. The running buffer was a Tris-glycine mixture containing 30 mM Tris 

and 170 mM glycine, at pH 8.3. Between runs, the capillary was rinsed for 5 min 

electrophoretically with 0.02 M NaOH and 5 min with the running buffer.
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4.2.6 Cell cycle analysis

Cells were incubated with 1 pM BPDE for 30 min, and then allowed to repair in 

complete medium in the absence or presence of MMA(III). The cells were washed and 

trypsinized. After centrifugation at 1000 rpm, the cells were resuspended in 300 pL of 

PBS, fixed with 3 mL of ice-cold 70% ethanol, and stored at -20 °C until analysis. After 

removal of ethanol, the cells were stained with propidium iodide (5 /xg/ml, Sigma # 

P4170) and RNase (0.1 mg/ml, Sigma # R6513) at room temperature for 1 h. The DNA 

content in 2 x 105 cells was determined using a FACSort flow cytometer (Becton 

Dickinson, San Jose, CA) equipped with CellQuest and ModFit software (Becton 

Dickinson).

4.2.7 Western blotting assay

>90% confluent CRL2522 cells were washed with PBS and exposed to 1 /xM 

BPDE in serum-free medium for 30 min. BPDE was removed and the cells were washed 

with PBS twice before adding 5 pM MMA(III) in complete medium for different times as 

indicated. The cells were recovered by gentle trypsinization and whole cell extracts were 

prepared. Twenty-five pg of protein samples was resolved by 10% SDS-PAGE and 

electroblotted onto nitrocellulose membranes. The membranes were subjected to 

immunoblotting with the mouse monoclonal antibodies to XPA (clone 12F5 from 

Abeam; 1:500), p62 (clone 3C9 from Euromedex; 1:500), p53 (clone DO-1 from Santa 

Cruz, 1:500), and p21 (clone EA10 from Zymed; 1:200) and the polyclonal antibody to 

XPC (GTX70308 from Gene Tex, 1:500) in 5% non-fat milk in PBST, followed by 

incubation with a horseradish-peroxidase-conjugated secondary antibody (1:10000 in 5% 

non-fat milk/PBST). Proteins were detected by enhanced chemiluminescence (Roche).
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4.3 Results and Discussion

4.3.1 Effects of arsenic compounds on the repair of BPDE-DNA adducts

All six arsenic compounds under investigation were shown to be capable of 

inhibiting the repair o f BPDE-DNA adducts (Figures 4.3-4.8) although the minimum 

concentrations o f the arsenic species starting the inhibition differed substantially. iAs(III) 

inhibited the adduct repair by 18% at 5 pM and by 32% at 25 pM (Figures 4.3a and 

4.3b). MMA(HI) and DMA(III) started to inhibit the adduct repair at a much lower 

concentration (Figures 4.4 and 4.5). MMA(III) at 1 pM inhibited the repair by 45%, and 

DMA(III) at 1 pM inhibited the repair by 37%. Pentavalent arsenic compounds exerted 

their inhibitory effects at higher concentrations. iAs(V) inhibited the repair by 24% at 25 

pM (Figure 4.6) and MMA(V) inhibited the repair by 26% at 500 pM (Figure 4.7), 

while DMA(V) started to inhibit the repair at 100 pM and achieved inhibition of 30% at 

500 pM (Figure 4.8).

Inhibitory effects by various arsenic species were also observed by Schwerdtle et 

al. (22). In their study, iAs(III) inhibited the adduct repair by about 15% at 5 pM and 

40% at 25 pM. At 5 pM, MMA(III) and DMA(III) inhibited the repair by 62% and 43%, 

respectively. At 500 pM, MMA(V) and DMA(V) were shown to inhibit the repair by 

-30% and -15%, respectively. The difference in the magnitude of inhibition between 

their study (22) and ours might be due to the different treatment protocols and different 

cell lines used. Schwerdtle et al. (16) pre-incubated exponentially growing A549 cells 

with arsenic for 16 h and co-incubated the cells with 50 nM BPDE and arsenic for 2 h 

before repair in the presence of arsenic for 8 h was assessed.
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Figure 4.3a. Electropherograms obtained from DNA extracted from HNF cells 

incubated with 1 pM BPDE for 30 min followed by repair for 24 h in the presence of 

different concentrations of iAs(III) as indicated. The ratio of peak areas between the 

two peaks indicates the level of DNA adducts.
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Figure 4.3b. Histograms representing the relative adduct levels after repair for 24 h 

in the presence of different iAs(III) concentrations. Adduct levels obtained from 

cells repaired in the absence of iAs(III) were used as controls. **P<0.05, ***P<0.01 

using one-way Student’s test. Error bars indicate the standard deviation from three 

experiments.
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Figure 4.4a. Electropherograms obtained from DNA extracted from HNF cells 

incubated with 1 pM BPDE for 30 min followed by repair for 24 h in the presence of 

different concentrations of MMA(III) as indicated. The ratio of peak areas between 

the two peaks indicates the level of DNA adducts.
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Figure 4.4b. Histograms representing the relative adduct levels after repair for 24 h 

in the presence of different MMA(III) concentrations. Adduct levels obtained from 

cells repaired in the absence of MMA(IH) were used as controls. ***P<0.01 using 

one-way Student’s test. Error bars indicate the standard deviation from three 

experiments.
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Figure 4.5a. Electropherograms obtained from DNA extracted from HNF cells 

incubated with 1 pM BPDE for 30 min followed by repair for 24 h in the presence of 

different concentrations of DMA(III) as indicated. The ratio of peak areas between 

the two peaks indicates the level of DNA adducts.
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Figure 4.5b. Histograms representing the relative adduct levels after repair for 24 h 

in the presence of different DMA(1II) concentrations. Adduct levels obtained from 

cells repaired in the absence of DMA(III) were used as controls. ***P<0.01 using 

one-way Student’s test. Error bars indicate the standard deviation from three 

experiments.
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Figure 4.6a. Electropherograms obtained from DNA extracted from HNF cells 

incubated with 1 pM BPDE for 30 min followed by repair for 24 h in the presence of 

different concentrations of iAs(V) as indicated. The ratio of peak areas between the 

two peaks indicates the level of DNA adducts.
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Figure 4.6b. Histograms representing the relative adduct levels after repair for 24 h 

in the presence of different iAs(V) concentrations. Adduct levels obtained from cells 

repaired in the absence of iAs(V) were used as controls. ***P<0.01 using one-way 

Student’s test. Error bars indicate the standard deviation from three experiments.
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Figure 4.7a. Electropherograms obtained from DNA extracted from HNF cells 

incubated with 1 pM BPDE for 30 min followed by repair for 24 h in the presence of 

different concentrations of MMA(V) as indicated. The ratio of peak areas between 

the two peaks indicates the level of DNA adducts.
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Figure 4.7b. Histograms representing the relative adduct levels after repair for 24 h 

in the presence of different MMA(V) concentrations. Adduct levels obtained from 

cells repaired in the absence of MMA(V) were used as controls. ***P<0.01 using 

one-way Student’s test. Error bars indicate the standard deviation from three 

experiments.
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Figure 4.8a. Electropherograms obtained from DNA extracted from HNF cells 

incubated with 1 pM BPDE for 30 min followed by repair for 24 h in the presence of 

different concentrations of DMA(V) as indicated. The ratio of peak areas between 

the two peaks indicates the level of DNA adducts.
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Figure 4.8b. Histograms representing the relative adduct levels after repair for 24 h 

in the presence of different DMA(V) concentrations. Adduct levels obtained from 

cells repaired in the absence of DMA(V) were used as controls. **P<0.05, ***P<0.01 

using one-way Student’s test. Error bars indicate the standard deviation from three 

experiments.

135

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.3.2 Time-dependence of inhibition of BPDE-DNA adduct repair

Of the six arsenic compounds we examined, MMA(III) was the most potent 

inhibitor of BPDE-DNA adduct repair. To determine if this inhibition is time-dependent, 

we allowed cells to stay in MMA(III)-containing media for different time periods after 

BPDE treatment. The levels of BPDE-DNA adducts in the cells after varying repair times 

were determined and the results are shown in Figure 4.9. Incubation for 24 h in the 

presence of MMA(III) after BPDE treatment was demonstrated to inhibit the repair of 

BPDE-DNA adducts to the largest extent when compared to respective time-matched 

controls. Therefore, the apparent extent of inhibition can be affected by the time allowed 

for repair before assessment. Our observation of repair inhibition by 5 /xM MMA(III) at 8 

h post-treatment was Comparable to the result of Schwerdtle et al. (22).

□  control
T ■  1 pM

■  5 pM

Time of repair in presence of MMA(III) (h)

Figure 4.9. Inhibition of BPDE-DNA adduct repair by MMA(HI) is time-dependent. 

*P<0.05 using one-way Student’s test. Error bars indicate the standard deviation 

from three experiments.
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4.3.3 Kinetics of BPDE-DNA adduct repair

To ensure that our study reveals the effects o f arsenic on the repair o f BPDE- 

DNA adducts and to minimize any confounding effects from arsenic influence on the 

formation of BPDE-DNA adducts, we monitored the BPDE-DNA adduct levels in cells 

that were treated with BPDE and were allowed to repair in the absence or presence of 

MMA(III) over a 24-h period. There was no arsenic treatment prior to BPDE exposure. 

However, there could conceivably be a delay for cellular BPDE to accumulate in the 

nucleus and generate the maximum BPDE-DNA adducts, during which time MMA(III) 

might have an effect. To examine whether the apparent repair inhibition was due either to 

the difference in the kinetics of BPDE-DNA adduct formation, or the difference in the 

maximum adduct levels in the absence or presence of MMA(III) after BPDE exposure, or 

both, the repair kinetics of BPDE-DNA adducts over time were obtained both in the 

absence and presence of 5 /xM MMA(III), shown in Figure 4.10.

160-1
O-without MMA(III) 

with 5 pM MMA(III)1 4 0 -
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cn.£ 100 h 
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6 0 -»o
•a"Oco 4 0 -

2 0 -

0 5 10 15 20 25
repair time (h)

Figure 4.10. Repair kinetics of BPDE-DNA adducts in CRL2522 cells in the absence 

(open circle) and presence (filled circle) of 5 pM  MMA(III). Error bars indicate the 

standard deviation of four determinations from two experiments.
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As expected, an abrupt increase in adduct levels after 30 min following BPDE 

exposure was observed regardless of whether the repair was in the presence or absence of 

MMA(III). This might indicate that BPDE was sequestered and stabilized in lipids within 

cells and released slowly, thereby extending the period of exposure to the BPDE after its 

withdrawal from the culture medium. This similar “jump” was observed in some other in 

vitro cultured cell studies when short repair time points were included (25-29) and is 

probably a general phenomenon in repair studies of chemically induced DNA adducts. 

For this reason, DNA damage immediately after treatment (0 h) cannot reliably indicate 

the “initial” levels of DNA damage.

Our results showed that BPDE-DNA adducts peaked at 30 min regardless of the 

absence or presence of 5 fiM MMA(III). The difference in the peak levels between the 

absence and the presence of MMA(III) was not statistically significant (mean value 129% 

vs 136%). In the absence of MMA(III), the cellular repair of BPDE-DNA adducts 

resulted in approximately 45% of the adducts remaining after 24 h. In the presence of 

MMA(III) treatment, the cells seemed to lose completely the momentum to remove 

BPDE-DNA adducts after the initial 4 h (93% of adducts remained unrepaired 24 h after 

BPDE exposure). This graph explains why the repair inhibition observed in the present 

work is time-dependent and is determined by the sampling time for assessment. These 

results further suggest that the observed difference in BPDE-DNA adduct levels between 

the presence and absence of MMA(III) during repair is due to repair inhibition by 

MMA(III), not due to the effect of MMA(III) on the adduct formation.

Another possibility for this apparent repair inhibition-replication inhibition can 

also be dismissed. There was no difference in DNA yield between the MMA(III)-treated
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group and the control group over time until after 24 h of incubation, when approximately 

one-third o f the amount of DNA obtained from the 24 h controls was harvested from the 

group incubated with 5 fiM MMA(ffl). The cells used were confluent, contact-inhibited 

normal fibroblasts. Typically, normal fibroblasts have no tendency to undergo apoptosis 

after DNA damage (30-32); rather, they exhibit only an increase in cellular size 

resembling large senescent cells (30). In our experiment, we indeed observed some larger 

cells but no considerable cell detachment in growth media or in media containing 5 fiM 

MMA(III) for up to 24 h. The loss of DNA after 24 h of incubation with MMA(III) was 

probably due to removal of cells with senescence-like changes during three PBS washes. 

By using almost 100% confluent normal fibroblasts in our experiment, the possibility of 

cell division was sharply reduced. The absence of DNA replication in confluent normal 

human foreskin fibroblasts after BPDE treatment at various repair times up to 24 h was 

clearly shown in the study by Venkatachalam et al. (33). To further confirm that DNA 

replication inhibition was not responsible for the observed repair inhibition by MMA(III), 

the cell cycle distribution of confluent CRL2522 cells in the absence or presence of 5 pM 

MMA(III) following BPDE treatment was analyzed by flow cytometry (Table 4.1). 

There was no difference between these two groups nor was there any difference (Gi or 

G2/M) over time within each group. Therefore, the repair inhibition we observed was not 

an artifactual effect from replication inhibition by arsenic, but reflected arsenic 

modulation of DNA repair.
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Table 4.1. The cell cycle analysis of confluent CRL2522 cells during repair in the 

presence or absence of 5 jtM MMA(III) following treatment with 1 /iM BPDE for 30 

min. After the indicated times, cells were subjected to flow cytometry.

Go/Gi S G2/M

Control (no treatment) 72 19 9

BPDE 74 18 8

BPDE+MMA(III)

0.5h - 70 20 10

+ 77 12 11

lh  - 70 18 12

+ 7 3  19 8

4h - 76 20 4

+ 7 9  21 0

8h - 80 12 8

+ 8 0  11 9

24h - 76 14 10

+ 8 2  7 11
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4.3.4 Repair inhibition in exponentially growing cells

By using confluent cells, we observed that arsenic inhibited the repair of BPDE- 

DNA adducts. We confirmed that this repair inhibition was not due to replication 

inhibition by arsenic. Other studies of repair inhibition by arsenic, such as the one by 

Schwerdtle et al. (22), where exponentially growing cells were used, could be 

confounded by DNA replication. This is because without correction for parental, adduct- 

containing DNA by density labelling, adduct reduction in exponentially growing cells 

could be merely the artifact of dilution effects by DNA replication. To further explore 

this issue, the cell cycle distribution in exponentially growing CRL2522 cells was 

examined.

To achieve an exponentially growing stage, cells were synchronized by holding 

confluency for 3 days to bring them to the Go phase, as described for the synchronization 

of human fibroblast cells (34, 35). The cells were split at a ratio of 1:3 and incubated for 

18 h to allow the cells to re-enter the Gi phase. The cells were then treated with 1 /xM 

BPDE in serum-free medium for 30 min, followed by replacement with complete 

medium containing 1 jtiM MMA(III) for 24 h.

Cell cycle profiles are shown in Figure 4.11 and the percentages of cells in 

different phases of the cell cycle are tabulated in Table 4.2. To the best of our 

knowledge, this is the first report o f the effects of arsenic on the cell cycle distribution 

following BPDE treatment.
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Figure 4.11. The cell cycle profiles of BPDE-treated exponentially growing CRL2522 

cells for control (A) and cells treated with 1.0 pM BPDE for 30 min (B) and 

incubated in fresh media in the absence (C, E, G, I) or presence of 1 pM MMA(III) 

(D, F, H, J) for the indicated times. The cell numbers are plotted on the y-axis; the 

DNA content is plotted on the j c -  axis.
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Table 4.2. Summary of the cell cycle analysis data from Figure 4.11 showing the 

percentage of cells in G l, S and G2/M phases. The data represent the means (± SE) 

of four determinations from two experiments.

G l S G2/M

Control (no treatment) 81.8±4.2 12.2±3.2 6.0±1.9

BPDE 83.2±5.8 12.3±1.2 4.5±2.2

BPDE+MMA(III)

lh  - 77.5±4.4 15.7±0.8 6.8±2.1

+ 78.2±5.1 15.1±2.2 6.7±2.4

4h - 69.6±3.8 25.6±2.9 4.8±2.8

+ 67.2±4.6 28.8±3.3 4.0±1.5

24h - 62.9±3.8 15.1±2.5 22.0±2.3

+ 67.2±4.7 23.1±2.0 9.7±1.3

48h - 63.7±2.1 5.6±1.5 30.7±3.4

+ 65.7±1.3 19.8±3.6 14.5±2.3

We found that MMA(III) retarded the release from Gi arrest caused by BPDE. 

More obvious retardation would have been expected if  recovery time had been allowed 

after treatment. Gi arrest caused by treatment for 30 min with 1 pM BPDE or for 90 min 

with 0.5 pM BPDE was previously observed in human normal fibroblasts (30, 35). In 

contrast to arsenic, cadmium was shown to abrogate Gi arrest caused by BPDE in human 

fibroblasts (35). Our results suggest that replication inhibition by arsenic may be a 

concern in Schwerdtle et al.’s study (22). However, the contribution of replication 

inhibition to the repair inhibition that they observed cannot be assessed, because they
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used a different cell line (A549). A very recent study showed that trivalent arsenic 

overrode the growth arrest caused by UV treatment leading to a concentration-dependent 

increase in proliferation in primary normal human epidermal keratinocytes (NHEK) cells 

(36). Therefore, caution should be exercised when interpreting results from DNA repair 

studies on exponentially growing cells. For an accurate determination, information on cell 

numbers or direct measurements of cellular DNA replication after prelabelling DNA with 

[3H]thymidine during the periods of repair analysis in exponentially growing cells is 

needed.

4.3.5 Altered expression of repair-related proteins

Previous studies suggested that arsenic might not directly inhibit the enzymatic 

activity of repair proteins. To understand why arsenic inhibited DNA repair in our study, 

it is reasonable and worthwhile to determine if the expression of repair proteins involved 

is downregulated by arsenic. Although gene expression profiling after arsenic treatment 

has been explored in various types of cells (16, 37-48), studies of the protein expression 

of repair-related genes are rather limited. Complete NER involves the coordinated action 

of more than 25-30 proteins. It includes two partially overlapping pathways, as shown in 

Figure 4.1. Transcription-coupled repair (TCR) deals with the DNA damage in the 

transcribed strand of actively transcribing genes whereas global genome repair (GGR) 

removes lesions from the entire genome, including the non-transcribed strand of active 

genes. The minimal set of GG-NER components is comprised of XPA, XPC-hHR23B, 

XPG, RPA, ERCC1-XPF, TFIIH, proliferating cell nuclear antigen (PCNA), pol 8 or e, 

and DNA ligase I (49). Since our measurement of DNA repair is lesion-removal-based, 

only the repair proteins that are involved upstream of the dual incision step in GG-NER
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are relevant in our study. These proteins and the sequence of their assembly are shown in 

Figure 4.12. So far, only two studies have touched on the expression of the repair genes 

relevant to our study. In one study, arsenic in drinking water was shown to decrease the 

mRNA expression of XPB, XPF, and ERCC1 but not of XPA and XPG  (48). The other 

study showed that iAs(III) downregulated the mRNA expression of XPC  and some other 

repair-related genes including damage-specific DNA-binding protein 2 (DDB2), pol 8, 

pol e, and p53 but upregulated p21 (also known as Wafl, Cipl, or Sidl) (16). It should be 

pointed out that the correlation between mRNA levels and protein levels is usually poor 

except for the most highly expressed genes and that this correlation was shown to be 

problematic in cases of NER genes (50).

It is worthwhile to systematically examine all the repair proteins directly involved 

upstream of the dual incision step in GG-NER, including XPA, XPC, hHR23B, ERCC1, 

XPF, XPG, RPA, and TFIIH; however, it is beyond the scope of this work for practical 

reasons. Although antibodies to most of those proteins are commercially available and of 

varying degrees of performance, the fact that TFIIH alone has ten subunits means that 

this undertaking is daunting and expensive. Therefore, only the expressions of three 

critical proteins that are indispensable for NER incision, XPA, TFIIH p62 subunit (p62- 

TFHH), and XPC, were examined in our study. In addition, the expression of p53 and its 

effector molecule p21 was also investigated.

As seen in Figure 4.10, 5 pM MMA(III) did not affect DNA repair until 1 h post­

treatment and completely suppressed repair efficiency after 4 h post-treatment. Western 

blot analysis of proteins was carried out on the time scale up to 4 h, as shown in Figure 

4.13.
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Figure 4.12. Model of the assembly of the repair proteins involved upstream of GG- 

NER incision (adapted from [51]).

146

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



XPA

P62

XPC

P53

P21

Actin

Lane

1 pM BPDE 

5 jliM  MMA(III) 

Repair time

1 2

+

3 4

+ +

control Oh 1 h 4 h

5

+

+

1 h

6
+

+

4 h

Figure 4.13. Effects of 5 pM MMA(III) on the expression of repair-related proteins 

XPA, p62, XPC, p53, and p21 during the repair of BPDE-DNA adducts over time.
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As seen in Figure 4.13, after BPDE treatment, the expression levels of XPA and 

p62 remained similar to their basal levels. Moreover, there was no marked difference in 

the expression levels of XPA and p62 in cells with subsequent repair both in the presence 

and in the absence of MMA(III). By contrast, BPDE treatment increased p53 expression 

and led to its accumulation over time up to 4 h post-treatment (the longest repair time 

period examined). In agreement with Lloyd and Hanawalt’s work (27), our observation of 

p53 induction in confluent contact-inhibited cells indicated that this induction was shared 

by both confluent and exponentially growing cells wild-type for p53, in which induction 

of p53 by BPDE in both a dose-dependent and a time-dependent manner has been well- 

documented (30, 52, 53). It suggests that the induced response of p53 to BPDE treatment 

is independent of the cell cycle. In the presence of MMA(III), this time-dependent 

accumulation was markedly reduced and the trend was even reversed. The same effect 

by MMA(III) on p21 was also observed. This abrogation could not be an artifact resulting 

from cell death caused by the cytotoxicity of MMA(III), because no significant cell loss 

was seen within 4 h after BPDE treatment. Although the effect of iAs(III) on p53 

expression has been intensively examined by a plethora of studies (54-65), yielding 

results ranging from increasing expression, decreasing expression, to no effect at all, 

only marginal efforts have been made to examine the effect of MMA(III) on p53 

expression (65). MMA(III) is more toxic than iAs(III) and far more toxic than iAs(V), 

and it is the most relevant metabolite responsible for toxicity caused by inorganic arsenic 

(iAs) in human cells. Therefore, to study this single metabolite and its modulation of 

protein expression may simplify the situation surrounding iAs and reveal the predominant 

mechanism that is responsible for arsenic toxicity.
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When comparing Figure 4.13 with Figure 4.10, we found a striking temporal 

correlation between DNA repair efficiency and the expression levels of p53, as shown in 

Figure 4.14. The relative repair efficiency refers to the ratio of the percentage of adducts 

removed in the presence of MMA(III) to that of adducts removed in the absence of 

MMA(III) at the same time points after BPDE treatment. p53 levels were estimated using 

Photoshop 7.0 software and the relative p53 level refers to the ratio of the p53 level in the 

presence of MMA(III) to that in the absence of MMA(III) at the same points after BPDE 

treatment. This correlation cannot be dismissed as coincidental. Most likely, it suggests 

that MMA(III) inhibited the global NER of BPDE-DNA adducts via the suppression of 

p53 expression. p53, as a tumor suppressor, is known to play an important role in cell- 

cycle control, apoptosis, and control of DNA repair. There is accumulating evidence for a 

role of p53 in NER (27, 29, 52,53, 66-77). However, the precise molecular mechanism 

for p53 involvement is not completely understood. It has been suggested that p53 may 

regulate NER through transcriptional activation of downstream NER genes (78-86), 

through modulating chromatin accessibility of damaged DNA (87,88), or through 

protein-protein interactions to alter the activity o f NER gene products (89-93).

Although there were relatively high basal levels for XPA and p62 in CRL2522 

cells, the basal level for XPC was extremely low. This constitutively low expression of 

XPC was also observed in some other studies (82, 94). High levels o f XPC were shown 

to be toxic and can interfere with other vital processes like DNA metabolism (94). 

Keeping XPC at low levels may reduce the untargeted repair of normally occurring DNA 

conformations, which might resemble DNA lesions. In agreement with Adimoolam et 

al.’s work (82), our study showed that XPC expression was inducible in a very weak p53-
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dependent manner. After 4 h following BPDE treatment in the absence of MMA(III), 

XPC was highly induced, in parallel with the highest expression of p53 at that time point 

(Figure 4.13). The inducible response was presumably intended to replenish the levels of 

the repair protein degraded during the repair process, to ensure maintenance of the lesion 

repair process, and direct the slow kinetics of GG-NER (95,96). However, in both 

Adimoolam et al.’s and our studies, XPC induction took a longer time when most of the 

repair had been initiated and completed. Therefore, it seemed that the regulatory role of 

p53 in NER might not be via the induction of XPC, although our results gave the 

impression that MMA(III) inhibited NER through p53-mediated XPC downregulation. 

Most likely, the role of p53 on NER is through the recruitment of NER proteins like XPC 

and TFIIH (97-100).

In our study we also observed that p21 was induced following BPDE treatment 

and abrogated by MMA(III), following exactly the same trend as p53 (Figure 4.13). 

Because p21 is a downstream effector molecule for p53 action, our study indicated that 

p53 is still transcriptionally active and therefore its wild type conformation remained 

intact even in the presence of MMA(III). The suppression of p21 by MMA(III) was 

probably through the depletion of p53. The fact that p21 can sequester PCNA, a DNA 

polymerase processivity factor that is essential for NER, led to studies revealing the 

potential involvement of p21 in NER (101, 102). However, the role o f p21 in DNA repair 

is still controversial but an increasing body of evidence appears to favour a negative role 

or even no involvement of p21 in NER (84, 101-114). Our results could not confirm or 

negate the inhibitory role of p21 in NER, because we used an immunoassay to detect 

global genomic repair.
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Taken together, our studies suggested that MMA(III) inhibited the repair of 

BPDE-DNA adducts through abrogating the accumulation of p53 induced by BPDE 

treatment. Our results implied that the p53 protein conformation and DNA-binding 

activity were not functionally affected. However, this p53-dependent abrogation of p21 in 

confluent cells did not translate into an overriding of Gl/S arrest induced by BPDE in 

exponentially growing counterparts, implying that cell cycle modulation was not relevant 

to repair inhibition by MMA(III). Therefore, we suggest that this abrogation may be due 

to destabilization of p53 by means of inhibition of PARP activity by MMA(III). 

Poly(ADP-ribosylation) of p53 was indicated to be an important factor in stabilizing p53 

levels after BPDE treatment (30, 115) and increased PARP activity was observed during 

repair of BPDE-DNA adducts (116). In addition, iAs(III) was shown to be able to inhibit 

PARP activity (13, 15), although it remains to be seen whether MMA(III) has such a 

capability. In support of our suggestion, cells lacking PARP had defective induction but 

normal activation and function of p53 (117).
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time for MMA(III) treatment

Figure 4.14. Temporal correlation between p53 levels and DNA repair efficiency 

after MMA(III) treatment. The percentage of adducts removed in the presence of 

MMA(III) was divided by that of adducts removed in the absence of MMA(III) at 

the same time point and the ratio was referred to as the relative repair efficiency. 

p53 expression levels were estimated and the relative p53 level refers to the ratio of 

the p53 level in the presence of MMA(III) to that in the absence of MMA(III) at the 

same time point. Error bars indicate the standard deviation of four determinations 

from two experiments.
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4.4 Conclusions

By use of confluent human normal fibroblasts we demonstrated that each of the 

six arsenic species has the capability of inhibiting the repair of BPDE-DNA adducts with 

a descending order of potency of MMA(III)>DMA(III)>iAs(III)>iAs(V)> 

DMA(V)~MMA(V). MMA(III), the most relevant metabolite of iAs, was shown to 

sharply attenuate the accumulation of p53 induced by BPDE treatment. The comparison 

of the p53 expression level and DNA repair efficiency revealed a striking temporal 

correlation between these two. Our study suggested that arsenic inhibited the excision 

repair via modulation of p53 induction in response to DNA damage. Therefore, for the 

first time, we have linked arsenic with DNA repair inhibition through p53, an intensively 

studied repair-related protein with a well-established role in NER. However, the general 

question of how p53 is involved in NER remains unresolved. Further mechanistic studies 

in that respect will facilitate our understanding of the underlying mechanism of arsenic 

carcinogenesis through DNA repair inhibition.
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Chapter Five 

Conclusions and Synthesis

5.1 Introduction

A well-defined dose-response relationship of arsenic at environmentally relevant 

concentrations is desperately needed in order to establish a rational and reliable cancer 

risk assessment. This will help to develop appropriate risk management measures to 

adequately protect people from the detrimental effects incurred by exposure to arsenic, 

especially the cancerous effects from chronic exposure to arsenic in drinking water. 

Epidemiological studies provide evidence that the dose-response relationship for arsenic 

is non-linear (1,2). While populations exposed to very high levels of arsenic in drinking 

water (several hundred pg/L) in Taiwan, Chile, Argentina, India, Bangladesh, and China 

have shown increased prevalence and mortality of skin, lung, and bladder cancers, 

epidemiological studies conducted in the U.S. populations exposed to lower levels of 

arsenic in drinking water have not shown a dose-response relationship between arsenic 

concentrations in drinking water and cancer mortality. The evidence for carcinogenic 

effects at very low concentration levels of arsenic is inconclusive. Current risk 

assessments are likely to overestimate arsenic toxicity and associated risks based on the 

use of default linearity assumptions and extrapolation from high dose data. The gap in 

scientific knowledge has to be filled by new epidemiological studies and a mechanistic 

understanding of arsenic health effects. However, numerous attempts to find an animal 

model for arsenic carcinogenesis in the last 30 years have mostly failed. This lack of an 

animal model has greatly hindered the understanding of the mechanism of arsenic 

carcinogenesis. Recently, an animal model was demonstrated to be successful when
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arsenite (iAs(III)) acted as a co-carcinogen with solar ultraviolet (UV) radiation on mouse 

skin (3,4). The result substantiated the hypothesis that arsenic is not a carcinogen per se 

but acts as a co-carcinogen. Given the current state of knowledge, we hypothesized that 

arsenic can modulate the formation and repair of carcinogen-DNA adducts in human 

cells, which are the early events that lead to cancer.

This investigation of the effects of arsenic on the formation and repair of 

benzo(a)pyrene diol epoxide (BPDE)-DNA adducts has been divided into three 

interrelated phases: (1) developing a highly sensitive and specific analytical method for 

BPDE-DNA adduct measurement, capable of detecting the effects of arsenic on the levels 

of DNA damage (Chapter 2); (2) examining the effects of six arsenic species on the 

formation of BPDE-DNA adducts and investigating all relevant biochemical processes 

possibly involved (Chapter 3); (3) examining the inhibitory effects of six arsenic species 

on the repair o f BPDE-DNA adducts and investigating possible mechanisms behind the 

apparent inhibition (Chapter 4). The key results from Chapters 2-4 and a synthesis of 

the experimental findings, and finally comments on fixture research directions are 

summarized below.

5.2 Advancements in Knowledge

5.2.1 Chapter 2: Developing and refining a tool for the measurement of BPDE-DNA 

adducts

A highly sensitive and specific analytical method for BPDE-DNA adduct 

measurement was developed. This method was based on the affinity interaction between 

adducted DNA and a monoclonal antibody, capillary electrophoresis (CE) separation, and 

laser-induced fluorescence (LIF) detection. The parameters for affinity interaction and
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CE separation were optimized and the method was successfully applied to detection of 

the BPDE-DNA adduct levels in human cells treated with BPDE or BaP. The method 

consumes a very low quantity of sample (1 pg) and does not require tedious sample 

handling, which are advantages over other methodologies for DNA damage 

measurement. Like other immunoassays, the CE-LEF method provides a fast approach to 

quantify relative concentrations of specific DNA adducts. The improved method enabled 

us to study the effects o f six arsenic species on the formation (Chapter 3) and repair 

(Chapter 4) of BPDE-DNA adducts, with environmentally relevant arsenic 

concentrations.

5.2.2 Chapter 3: Examining and investigating the effects of arsenic on the

formation of BPDE-DNA adducts

Previous studies failed to demonstrate an effect of arsenic on the formation of 

DNA damage because the use of repair-proficient systems could not distinguish this 

effect from its effect on DNA repair. In our study, we used a repair-deficient SV40- 

transformed xeroderma pigmentosum complementation group A (XPA) cell line and 

therefore were able to distinguish the effects of arsenic on the formation of BPDE-DNA 

adducts from its effects on the repair of BPDE-DNA adducts. We treated the cells with 

various arsenic species for 24 h and then incubated them with BPDE for 30 min and 

found that arsenic pretreatment increased the levels of BPDE-DNA adducts over the 

controls in a dose-dependent manner. This dose-dependent increase by the various 

arsenic compounds followed a similar order as the arsenic cytotoxicities. Trivalent 

arsenic species were more potent than pentavalent arsenic species. iAs(III) enhanced the 

formation starting from 10 pM and MMA(III) and dimethylarsinous acid (DMA(III))
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started the enhancement at 5 jliM while pentavalent arsenic compounds enhanced the 

formation only at millimolar concentrations. The enhancement o f BPDE-DNA adducts 

increased with the increase of arsenic treatment time. After arsenic treatment, the cellular 

levels of GSH and the activity of GST were measured because as a major cellular defense 

system in response to various stresses, reduced glutathione (GSH) and glutathione-S- 

transferase (GST) are responsible for detoxifying both arsenic and BPDE. However, no 

inverse correlations between their levels and the BPDE-DNA adduct levels were 

observed, suggesting that the enhanced formation of BPDE-DNA adducts by arsenic was 

not due to a decrease in the GSH pool or GST activity. Chromatin accessibility was 

another factor that we considered in our study of DNA damage. Our results showed that 

arsenic treatment did not significantly change chromatin accessibility. However, arsenic 

pretreatment significantly increased the efficiency of BPDE uptake. The effect of arsenic 

on the cellular uptake of BPDE is probably the major factor leading to the enhanced 

BPDE-DNA adduct formation.

5.2.3 Chapter 4: Examining and investigating the effects of arsenic on the repair of

BPDE-DNA adducts

Having confirmed our findings o f the effects of arsenic on the formation of 

BPDE-DNA adducts by use of a repair-deficient cell line (Chapter 3), we further 

examined the effects of six arsenic species on the repair of BPDE-DNA adducts in a 

repair-proficient cell culture system. We incubated normal human fibroblasts with BPDE 

for 30 min and then allowed the cells to repair for 24 h with or without the presence of 

arsenic compounds and found that the presence of arsenic led to elevated levels of BPDE- 

DNA adducts over the controls in a dose-dependent manner. Use of contact-inhibited,
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confluent fibroblast cells prevented post-treatment replication. Therefore, both dilution of 

adducted DNA as a result of cell division and potential replication inhibition by arsenic 

could be dismissed. We concluded that all of the six arsenic compounds could inhibit the 

repair of BPDE-DNA adducts in a dose-dependent manner. The inhibition tended to 

increase against time-matched controls when the repair time was prolonged. The 

concentrations o f arsenicals that caused observable inhibition were: iAs(III), 5 /xM; 

MMA(III), 1 /xM; DMA(III), 1 /xM; arsenate (iAs(V)), 25 fiM; monomethylarsonic acid 

(MMA(V)), 500 /xM; and dimethylarsinic acid (DMA(V)), 100 /xM. These relative 

inhibitory potencies were consistent with the relative cytotoxicities of these arsenicals.

Western blot analysis of repair-related proteins revealed that MMA(III) did not 

alter the expression levels of XPA and p62, two key proteins involved in global genomic 

nucleotide excision repair (GG-NER). However, the presence of MMA(III) abrogated the 

accumulation of p53 and p21 induced by BPDE over time. Also, our results showed that 

the xeroderma pigmentosum complementation group C (XPC) protein was inducible in a 

p5 3-dependent manner in this cell line. Moreover, we observed a striking temporal 

correlation between DNA repair efficiency and p53 expression levels, which led to our 

hypothesis that MMA(III) inhibited the repair of BPDE-DNA adducts by downregulating 

the expression of p53. Although the exact role of p53 in GG-NER remains unclear, 

considerable evidence has implicated the involvement of p53 in GG-NER. Emerging 

evidence suggests that p53 has a potential role in recruiting repair proteins to participate 

in GG-NER. The most likely recruitees are XPC and p48 (5-9). Therefore, for the first 

time, we have linked arsenic inhibition of DNA repair to p53. Our results on p53- 

dependent modulation of p21 suggested that p53 was still transcriptionally functional
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because p21 is a downstream effector protein o f p53. A better understanding of p53 

function in GG-NER will eventually reveal the underlying mechanism of DNA repair 

inhibition by arsenic.

Cell cycle analysis of exponentially growing cells indicated that insufficient time 

for repair was not the reason for the apparent repair inhibition by arsenic because in our 

study MMA(III) did not override the Gl/S arrest by BPDE. Taken together, we suggested 

that the effect of arsenic on p53 could result from destabilization of p53 via inhibition of 

poly(ADP-ribose) polymerase (PARP) activity by arsenicals. PARP activity has 

previously been shown to be inhibited by iAs(III).

5.3 Future Research

By use of l-chloro-2,4-dinitrobenzene (CDNB) as a generic substrate for GST, we 

did not observe an inverse correlation between total GST activity and BPDE-DNA adduct 

levels (Chapter 3). However, specific activity measurement using BPDE as the substrate 

needs to be done before we can draw a firm conclusion that suppression of GST activity 

is not relevant to the enhancement of BPDE-DNA adduct formation by arsenic. An 

HPLC method to determine the GST activity towards (±)-anti-BPDE was documented in 

the literature (10, 11). Subcellular distribution of [3H]-BPDE, especially in the nucleus, 

also merits investigation. However, its structural integrity and DNA-binding activity 

cannot be examined by use of a radiolabelled compound only. If necessary, an HPLC 

based quantitative method needs to be established.

During the course of this thesis project, protein analysis was focused on only a 

few repair proteins, such as XPA, XPC, and p62-TFIEH. It is worthwhile to extend the 

protein analysis to other repair proteins involved in GG-NER, which will reveal the
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impact of arsenic on the expression of other repair proteins and help define the role of 

p53 in NER. Although MMA(III), one of the arsenic metabolites from exposure to 

inorganic arsenic (iAs), has been intensively investigated in this study (Chapter 4), other 

arsenic metabolites warrant further attention. By comparing their effects on DNA damage 

formation and repair, we may understand how the various arsenic species modulate the 

repair protein expression differently and which is/are the key player(s) for DNA repair 

inhibition.

Because proliferation is necessary for mutation, a crucial step toward cancer 

development, exponentially growing cells need to be studied in order to provide data 

pertinent to carcinogenesis. Both Western blotting and cell cycle analysis need to be 

implemented in these additional studies to see how arsenic compounds alter cell cycle 

and repair protein expressions accordingly.

5.4 Conclusions

We demonstrated that arsenic compounds affected both the formation and the 

repair o f BPDE-DNA adducts. By use of a repair-deficient cell line, we showed that each 

of the six target arsenic species (metabolites to iAs) enhanced the formation of BPDE- 

DNA adducts. These six arsenic species also inhibited the repair of BPDE-DNA adducts 

in confluent, contact-inhibited repair-proficient cells. Unaffected by DNA replication, 

confluent primary cells represent the condition close to skin cells in vivo. Also, repair 

inhibition by trivalent arsenic compounds was observed at concentrations as low as 

submicromolar levels. The arsenic concentrations we chose in our study are relevant to 

human populations chronically exposed to high concentrations (more than 100 pg/L) of 

arsenic in drinking water (12). DNA repair inhibition might be a contributing, if not the

176

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



predominant, factor leading to skin cancer caused by arsenic. Our findings may be 

relevant to the understanding of pathological effects observed in human epidemiological 

studies.

Based on an in vitro experimental model involving BPDE and MMA(IH), we 

demonstrated a striking temporal correlation between DNA repair efficiency and p53 

expression levels. Therefore, for the first time, we have linked arsenic exposure with 

DNA repair inhibition through p53. This provides a plausible mechanism of DNA repair 

inhibition by arsenic. Further efforts to study the exact role o f p53 in NER will improve 

our understanding of arsenic co-carcinogencity.
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Appendix
Introduction to Capillary Zone Electrophoresis (CZE)

As its name suggests, electrophoresis is performed in a capillary, with one end 

placed in a source vial and the other end in a destination vial. The source vial, the 

capillary, and the destination vial are filled with an electrolyte as running buffer. To start 

a run, the capillary inlet is placed into a sample vial and the sample is introduced 

electrokinetially or hydrodynamically. After sample introduction, the capillary inlet is 

placed back into the source vial and an electric field is applied between the source and 

destination vials. The solutes migrate through the capillary as zones and are detected by a 

detector. The output is displayed as an electropherogram, a plot of the detector response 

versus time.

The solutes are separated as they move through the capillary due to differences in 

their rates of migration, which are dependent on their electrophoretic mobilities. In a 

“normal” capillary electrophoresis, the buffer solution moves toward the cathode. This 

phenomenon is termed electro-osmotic flow (EOF). Since cations are attracted to the 

cathode in the same direction as the EOF, their rates of migration are faster than the EOF. 

Cations elute in order of their charge-to-size ratios, with small, highly-charged cations 

eluting first. Neutral molecules, which move through the capillary only under the 

influence of the EOF, elute after the cations. Neutral molecules are not separable in a 

normal capillary electrophoresis. Anions, which are attracted to the anode, tend to 

migrate in the direction opposite the EOF, and therefore elute after neutral molecules. 

Usually, the EOF is greater than the electrophoretic velocities of anions, especially for 

biomacromolecules such as DNA and proteins. Therefore, they are also carried toward
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the cathode. Anions elute in reverse order of their charge-to-size ratios, with small, 

highly-charged anions eluting last.

The observed electrophoretic mobility 0 * o b s )  of a solute can be represented as the 

sum of both its electrophoretic mobility ( p E p )  plus the electroosmotic mobility ( p e o f ) :

P o b s = P eo f+ P ep

There are several factors that can change the EOF. For example, the EOF 

increases as the separation voltage or running buffer pH increases but decreases as the 

concentration or ionic strength of running buffer increases.

The migration time of a solute can be calculated using tm=lL/(pE0F+PEp)V, where 1 

is the effective capillary length from inlet to detector, L is the total capillary length from 

inlet to outlet, and V is the applied voltage across the capillary.

As in high performance liquid chromatography (HPLC), the resolution reflects 

how narrow and how far apart adjacent peaks are. It can be calculated from an 

electropherogram using R=2 (t2-ti)/(wi+W2), where ti and t2 are migration times of 

adjacent peaks and wi ands W2 are peak widths of the same adjacent peaks.

The resolution can be increased by increasing the applied separation voltage, or 

capillary length, or by optimizing buffer pH and composition, or by optimizing EOF.
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