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Abstract—Accurate models of power electronic devices are nec-
essary for hardware-in-the-loop (HIL) simulators. This paper pro-
poses a digital hardware emulation of device-level models for the
insulated gate bipolar transistor (IGBT) and the power diode on
the field programmable gate array (FPGA). The hardware emu-
lation utilizes detailed physics-based nonlinear models for these
devices, and features a fully paralleled implementation using an
accurate floating-point data representation in VHSIC hardware
description language (VHDL) language. A dc–dc buck converter
circuit is emulated to validate the hardware IGBT and diode mod-
els, and the nonlinear circuit simulation process. The captured
oscilloscope results demonstrate high accuracy of the emulator in
comparison to the offline simulation of the original system using
Saber software.

Index Terms—Field-programmable gate arrays (FPGAs),
hardware-in-the-loop (HIL), insulated gate bipolar transistor
(IGBT), parallel algorithms, parallel processing, physics-based
modeling, power diode, power electronic circuit simulation.

I. INTRODUCTION

H ARDWARE-IN-THE-LOOP (HIL) simulators are preva-
lent [1]–[6] in many industrial applications, and field

programmable gate arrays (FPGAs) are playing a signifi-
cant role in their success due to their fast processing times
and advanced toolset for rapid prototyping of new concepts
and designs. For power electronic system modeling in HIL,
simulators simpler models such as the ideal switching func-
tion model or the averaged model are heretofore employed.
Admittedly, such models are sufficient for system-level perfor-
mance evaluation and analysis, e.g., to observe system-level
waveforms and harmonic analysis. Furthermore, the simula-
tion process is typically a fixed time-step, piecewise linear,
and noniterative method. Device-level models for power elec-
tronic switches have not seen application in HIL simulators
mainly due to their computational burden. Nevertheless, high-
fidelity device-level modeling does have its benefits, especially
due to the current trend in miniaturization of power electronics
in various applications whose performance can be influenced
by high-frequency switching devices. HIL simulators will be
increasingly required to model such systems to develop novel
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solutions. Detailed device-level models would provide insight
into high-frequency effects such as device stresses, parasitics,
electromagnetic interference (EMI) noise issues, and their sup-
pression. Potential areas of application could also include
statistical, parametric, and sensitivity anaylses for power elec-
tronic system design. Even if no closed-loop design evalua-
tion is required, achieving fast execution will be a significant
milestone to accelerate device-level modeling and simulation,
e.g., it takes several minutes to simulate even a few millisec-
onds of circuit behavior using device-level models in currently
available offline software-based simulators such as Saber and
PSpice. An accurate physics-based power electronic device
digital hardware emulation has not yet been reported in liter-
ature, although approximate device-level real-time simulation
has been reported: using linearized device-level characteristics
of the insulated gate bipolar transistor (IGBT) [7], and using
look-up tables [8] to model the nonlinear switching characteris-
tics of the IGBT. The main challenges of emulating device-level
models include: 1) solution of typically a large set of coupled
nonlinear equations; 2) ability to do this within a time-step of
a few nanoseconds to capture the high-frequency device behav-
ior; 3) to perform the emulation using a variable time-step for
computational efficiency; and 4) to model enough nonlinear
switches in terms of circuit size for practical application. We
attempt to do this on the FPGA architecture, due to its intrinsic
advantages of full hardware parallelism, and user reconfig-
urability. Due to the advances in very large scale integration
(VLSI) technology and in digital hardware design tools, FPGAs
are finding widespread application [9]–[17]. Newer generations
of FPGAs have much larger capacity in terms of logic blocks,
distributed memories, DSP slices, and other advanced features
such as partial reconfiguration that enable complex model and
algorithm emulation.

IGBTs and power diodes are the fundamental switching
elements in modern power electronic systems. They also con-
tribute significantly to the circuit nonlinearity. Much litera-
ture has been devoted to device-level model development for
both the IGBT and the power diode. Device-level models for
these two types of switches can be mainly classified into:
1) physics-based analytical models; 2) behavioral models; and
3) numerical models. As the name implies, the physics-based
models describe the carrier dynamics in the semiconductor
material in terms of nonlinear ordinary or partial differential
equations with respect to time. The numerical solution method-
ology normally includes implicit discretization followed by
Newton or Katzenelson iterations. For the IGBT, two of the
most detailed and popular models in this category are the
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Hefner [18], [19], and Kraus [20] models, and for the power
diode the lumped charge models proposed by Lauritzen and Ma
[21], [22] are quite famous. The behavioral models (macromod-
els) [24], [25] approximate the device behavior from measured
and fitted characteristics that are incorporated into the simula-
tion using lookup tables and discrete circuit components. Bond
graph methods to build averaged models for power convert-
ers that include device nonlinearities have been proposed in
[26]. The numerical models are highly exact two-dimensional
(2-D) or three-dimensional (3-D) models [27] based on non-
linear partial differential equations in space-time that describe
physical phenomena in the semiconductor material such as
carrier generation, recombination, drift, and diffusion. The
numerical solution methodology typically involves the finite
element or the finite difference methods. To reduce high com-
putational burden of such methods, hybrid models [28] have
also been proposed which combine the analytic and numerical
models.

This paper presents a digital hardware emulation of the
IGBT and the power diode physics-based device-level mod-
els on the FPGA. The device nonlinear equations are solved
using a fully iterative Newton–Raphson method with a variable
time-step. The IGBT hardware emulation utilizes the physics-
based Hefner’s model, and the power diode hardware emulation
utilizes the Lauritzen’s model. The proposed FPGA-based emu-
lation also includes other power electronic system elements
such as independent/dependent supply sources, linear/nonlinear
lumped R-L-C elements, and pulsewidth modulation, which
makes it a complete power electronic circuit emulator. A vari-
able time-step implicit discretization of the device equations is
employed to gain computational advantage, and result compar-
ison is presented with respect to Saber. The entire hardware
design is fully paralleled and deeply pipelined using IEEE
32-bit floating-point number precision to achieve high speed
and accuracy requirements. The paper is organized as follows.
Section II describes the physics-based IGBT and power diode
model hardware emulation on the FPGA. The overall hard-
ware framework for the power electronic circuit emulator and
the simulation algorithms are given in Section III. Case stud-
ies and experimental results are presented in Section IV, and
conclusion in Section V.

II. PHYSICS-BASED DEVICE MODEL HARDWARE

EMULATION

A. Power Diode Module

1) Model Formulation: In contrast to the normal p–n diode,
the p–i–n structure has a wide intrinsic region between the
p-layer and n-layer, which enables it to work in fast switching
and high-voltage operations, standard for most power diodes
[29]. Other type of diodes such as the Schottky diode only
work in specific scenarios [30]. Therefore, for power converter
hardware emulation, a detailed model for p–i–n power diode
is desirable. The physics-based p–i–n diode model contains
the following five major phenomenological characteristics:
1) reverse recovery; 2) forward recovery; 3) emitter recom-
bination; 4) junction capacitance; and 5) contact resistance

Fig. 1. Physical structure of power p–i–n diode.

(see Fig. 1). This model is based on the lumped charge concept
[21], [22], and utilizes transport equations in the semiconductor
to represent the diode physics.

The reverse recovery phenomenon is represented by the
following equations:

iR(t) =
qE(t)− qM (t)

TM
(1)

0 =
dqM (t)

dt
+

qM (t)

τ
− qE(t)− qM (t)

TM
(2)

qE(t) = ISτ [e
vE(t)

VT − 1] (3)

where iR(t) is the diffusion current from the center of the intrin-
sic region; vE(t) is the junction voltage; qE(t) is the junction
charge variable; qM (t) is the charge in the middle of intrinsic
region; TM is the diffusion transit time; τ is the carrier lifetime;
IS is the diode saturation current constant; and the constant VT

is the thermal voltage. The forward recovery phenomenon is
described by

vM (t) =
VTTMRM0i(t)

qM (t)RM0 + VTTM
(4)

where i(t) represents the whole diode current, vM (t) is volt-
age across half of the intrinsic region, and RM0 is the initial
resistance in the intrinsic region. The emitter recombination
phenomenon is formulated as

iE(t) = ISE[e
2vE(t)

VT − 1] (5)

where iE(t) is the end region recombination current, and ISE is
the emitter saturation current constant. The contact resistance
RC is modeled by

v(t) = 2vM (t) + 2vE(t) +RC · i(t) (6)

where v(t) is the voltage across the diode. Finally, the charge
stored in the junction capacitance qJ (t) which contributes to the
diode current i(t) is described by

i(t) = iR(t) + iE(t) +
dqJ(t)

dt
. (7)
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The junction capacitance CJ(t) and its charge qJ(t) are
determined as

CJ (t) =

⎧⎨
⎩

CJ0

[1− 2vE(t)

VJ
]m

, vE < VJ

4

m·CJ0·2vE(t)
VJ ·0.5m+1 − (m− 1) CJ0

0.5m , vE ≥ VJ

4

(8)

qJ (t) =

∫
CJ(t)d[2vE(t)] (9)

where CJ0 is the zero-biased junction capacitance, VJ is
the junction built-in potential, and m is the junction grading
coefficient.

2) Model Discretization and Linearization: As seen from
above, the power diode model described by (1)–(9) is nonlinear
and time-varying. Here, we discretize and linearize the model
to obtain a discrete-time equivalent circuit for time-domain
simulation. The charge qM (t) differential equation (2) is first
discretized using the Trapezoidal rule as

qM (t) =
Δt

2TM (1 + k1Δt
2 )

· qE(t) + qhist(t−Δt)

1 + k1Δt
2

(10)

where the history charge is given as

qhist(t) = qM (t)

(
1− Δt

2
· k1

)
+

Δt

2TM
· qE(t) (11)

and

k1 =
1

τ
+

1

TM
. (12)

Similarly, the differential term dqJ (t)
dt [represented by iJ(t),

the current contributed by junction capacitor] in (7) is
discretized as

iJ (t) =
2

Δt
· qJ(t)− 2

Δt
· qJ(t−Δt)− iJ (t−Δt) (13)

where the junction capacitor charge qJ(t) can be deduced from

qJ(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−VJCJ0

1−m ·
[
1− 2vE(t)

VJ

](1−m)

, vE(t) <
VJ

4

2m+2mCJ0v
2
E(t)

VJ

−2m+1(m− 1)CJ0vE(t), vE(t) ≥ VJ

4 .

(14)

Meanwhile, the nonlinearity of the power diode model is
obvious from (3), (4), (5), and (8). The nonlinearity coming
from the reverse recovery characteristics (3) is linearized as
a dynamic conductance gR and a parallel current source iReq

given as

gR =
∂iR

∂(2vE)
= k2ISτ · 1

2VT
· e

vE(t)

VT (15)

iReq = k2ISτ

[
e

vE(t)

VT − 1

]
− k3qhist(t−Δt)− gR · 2vE(t)

(16)

where

k2 =
1

TM
− Δt

2T 2
M (1 + Δtk1

2 )
and k3 =

1

TM (1 + Δtk1

2 )
.

(17)

Fig. 2. Discrete-time linearized equivalent circuit for the power diode.

Similarly, the emitter recombination (5) and the junction capac-
itance (8) nonlinearities are linearized to obtain the corre-
sponding conductance and current source pairs (gE , iEeq) and
(gJ , iJeq), respectively

gE =
∂iE

∂(2vE)
=

ISE
VT

e
2vE(t)

VT (18)

iEeq = ISE

[
e

2vE(t)

VT − 1

]
− gE · 2vE(t) (19)

gJ =
∂iJ

∂(2vE)
=

2

Δt
CJ(t) (20)

and

iJeq = iJ (t)− gJ · 2vE(t). (21)

The forward recovery effect (4) is represented as a time-varying
resistor

rF (t) =
2vM (t)

i(t)
=

2VTTMRM0

qM (t)RM0 + VTTM
. (22)

Finally, the complete discretized- and linearized-power diode
(Fig. 2) can be written in the form

GDiode · vDiode = iDiode
eq (23)

where GDiode is a 3× 3 conductance matrix given as⎛
⎜⎜⎝

gR + gE + gJ −gR − gE − gJ 0

−gR − gE − gJ gR + gE + gJ + 1
rF (t)+RC

− 1
rF (t)+RC

0 − 1
rF (t)+RC

1
rF (t)+RC

⎞
⎟⎟⎠

and vDiode = [vA vin vK ]T is the node voltage vector and
iDiode
eq = [−iReq − iEeq − iJeq iReq + iEeq + iJeq 0]

T is the
equivalent current source vector.

3) Hardware Emulation on FPGA: The power diode hard-
ware module includes six units, which execute in three stages
(Fig. 3). The junction limit unit runs in Stage 1, which is used
to limit the p–n junction voltage value during the Newton iter-
ations. Specifically, the input signal vE_old (history vE value
from the previous Newton iteration) is updated by the output
signal vE_new within the current iteration for this unit. This
limit models a bounded p–n junction voltage for the diode expo-
nential characteristic. Otherwise, the values related to the diode
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Fig. 3. Architecture of power diode hardware module.

Fig. 4. Finite state machine for the power diode module.

module will be so high that the system equations may become
singular and could not be solved, and sometimes they could
even hardly be represented as 32-bit floating point numbers.
Stage 2 comprises of four units executed in parallel: the emit-
ter recombination unit, the reverse recovery unit, the forward
recovery unit, and the junction capacitance unit. Corresponding
dynamic conductances and equivalent current sources calcu-
lated by these four units are used to form the conductance
matrix and the equivalent current source vector in Stage 3. The
sequence of operations for this module is also reflected in the
finite state machine (Fig. 4), where all the four aforementioned
units execute simultaneously in State S3, before the formation
of GDiode and iDiode

eq within the next state S4.
Furthermore, the hardware structure of each of the six units

is highly paralleled. For example, within the reverse recovery
unit (Fig. 5), the calculations of the current iR and conduc-
tance gR are fully paralleled. To save hardware resources,
as can be seen part of the resources are shared and con-
tribute to both calculations. The result is a highly efficient

and fast hardware architecture. Terms such as k1T
2
M

τIS
and

1
VT

are precalculated and used as constants in the hardware
design, which reduce a great deal of computational complex-
ity and latency. All the basic computation components such as
adder, multiplier, and nonlinear operators such as ex and 1/x
were generated using the IP Catalog in Xilinx Vivado Design
Suite [23].

Fig. 5. Hardware structure of the reverse recovery unit.

B. IGBT Module

The IGBT has become the preferred switching device in a
great many power electronics applications, because it has both
the advantages of fast switching speed and low conduction
losses. In order to analyze and estimate a range of device and
circuit behaviors (e.g., transients and power loss), an accurate
IGBT model is essential. As one of the most detailed-analytical
IGBT models, Hefner’s physics-based model [18], [19] has
been adopted [31] by popular device-level circuit simulators
such as Saber and PSpice.

1) Model Formulation: According to [18], the IGBT
contains the following two main phenomenological charac-
teristics: 1) internal metal oxide semiconductor field effect
transistor (MOSFET) phenomena; and 2) internal bipolar
junction transistor (BJT) phenomena. The base current of the
BJT is fed by the MOSFET, thereby combining the advantages
of low ON-state resistance plus high-current capacity of the
power BJT and excellent gate drive control of power MOSFET.
However, both the internal conceptual BJT and MOSFET
function differently from their microelectronic counterparts,
because their structures differ greatly based on their design
goals. Specifically, Hefner interpreted the intrinsic nonlinear
physical phenomena into circuit elements (nonlinear capacitors
and dependent current sources, see Fig. 6), which enables
device-level circuit simulators to implement the dynamic
phenomenological model of IGBT.

The MOSFET channel current is modeled as a current source
imos, which is determined by

imos =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, vgs < Vth

KpKf

[
(vgs−Vth)vds−Kf |vds|vds

2

]

1+θ(vgs−Vth)
, |vds| ≤ vgs−Vth

Kf

Kp(vgs−Vth)
2

2[1+θ(vgs−Vth)]
, vds > 0

−Kp(vgs−Vth)
2

2[1+θ(vgs−Vth)]
, vds < 0

(24)

where vgs is the gate-source voltage, vds the drain-source volt-
age, Kp is transconductance parameter, Kf is triode region
transconductance factor, Vth is the channel threshold volt-
age, and θ the transverse field transconductance factor [31].
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Fig. 6. (a) Phenomenological circuit. (b) Analog equivalent circuit of Hefner’s
IGBT model [18].

Its gate-source capacitance Cgs equals the combination of the
source metallization capacitance Cm and gate-source over-
lap oxide capacitance Coxs. The gate-drain capacitance Cgd

is the sum of gate-drain overlap oxide capacitance Coxd and
gate-drain junction depletion capacitance Cgdj. Cdsj is the
drain-source junction depletion capacitance [18].

The BJT is modeled by the steady-state base current source
ibss and collector current icss. The former is decided by

ibss =

{
Q
τHL

+
4Q2N2

B

Q2
Bn2

i
Isne, veb > 0

0, veb ≤ 0
(25)

where τHL stands for the base high-level lifetime, veb the
emitter-base voltage, QB the background mobile carrier base
charge, NB base doping concentration, ni intrinsic carrier con-
centration, and Isne the emitter electron saturation current.
Q is the instantaneous excess carrier base charge, which is
decided by

Q = p0qAL tanh

(
W

2L

)
(26)

where q is the electron charge, A is the active device area, L is
the ambipolar diffusion length, p0 is the carrier concentration at
emitter end of base, which is decided by a nonlinear equation(

p0
n2
i

+
1

NB

)
(NB + p0)

1−β
Nβ

B = e
qveb
kT (27)

where β is the order of nonlinearity, k is the Boltzmann con-
stant, T is the room temperature, and W is the quasi-neutral
basewidth given as

W = WB −
√

2εsi(vbc + 0.6)

qNB
(28)

where WB is the metallurgical base width, εsi is the silicon
dielectric constant, vbc is the base-collector voltage, equal to
vds [18].

The BJT collector current is decided by

icss =

{
iT
1+b +

4bDp

W 2(1+b)Q, veb > 0

0, veb ≤ 0
(29)

Fig. 7. Discrete-time linearized equivalent circuit for the IGBT.

where iT represents the anode current, b ambipolar mobil-
ity ratio, Dp hole diffusivity [18]. Its emitter-base capaci-
tance Ceb is coming from the joint effect of the emitter-base
junction depletion capacitance Cebj and the emitter-base dif-
fusion capacitance Cebd. Ccer is the collector–emitter redis-
tribution capacitance. rb is the conductivity-modulated base
resistance, through which and the anode current iT conforms to
iT = vae/rb, where vae stands for anode-emitter voltage. The
avalanche multiplication current source imult, given by

imult = (M − 1) (imos + icss) +M · igen (30)

where M is the avalanche multiplication factor defined as

M =
1

1− ( vds

BVcb0
)BVn

(31)

where BVn is the avalanche multiplication exponent, BVcb0 is
the collector-base breakdown voltage (emitter open), and igen
is the collector-base thermally generated current given by

igen =
qniA

τHL

√
2εsivbc
qNB

(32)

and capacitor Cmult supplement the base to collector current for
the BJT [18].

Notably, all the aforementioned capacitances (except for con-
stant Cgs) are charge-dependent, whose values are directly
connected to the depletion region width of the p–n junctions
inside the IGBT and they all conform to the formulations like

Cx =
Ax · εsi
Wx

(33)

where Ax is the active area related to the capacitance and Wx

is the depletion width related to the capacitance [18].
2) Model Discretization and Linearization: The discrete-

time linearized IGBT model (Fig. 7) can be obtained using
procedures similar to the power diode module in Section II-A,
which contains 11 conductances (e.g., gbsseb), 11 equivalent
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Fig. 8. Architecture of the IGBT hardware module with all subunits horizontally scaled with respect to latency.

current sources (e.g., ibsseq), and 10 voltage-controlled cur-
rent sources (e.g., gbssbc · vbc). All the capacitances (except
for Ccer) are modeled as pairs of conductance and equivalent
source (e.g., gCgs and iCgseq). For example, the drain-source
capacitance Cdsj has its conductance gCdsj formulated as

gCdsj =

{
0, W = WB

2εsi(A−Agd)
Δt·(WB−W ) , W �= WB

(34)

where Agd is the gate-drain overlap area and the equivalent
current source iCdsjeq is formulated as

iCdsjeq = iCdsj − gCdsjvds (35)

where

iCdsj =
2

Δt
[qCdsj − qCdsj(t−Δt)]− iCdsj(t−Δt) (36)

and

qCdsj = qNB(A−Agd)(WB −W ). (37)

In contrast, the current sources (e.g., imos) are modeled as
not only pairs of conductance and equivalent source (except
for icss), but also as voltage-controlled current sources (e.g.,
gmosgs · vgs). The MOSFET channel current imos, e.g., has its
conductance gmosgs (∂imos

∂vgs
) formulated as

gmosgs =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

KpKfvds−imosθ
1+θ(vgs−Vth)

, |vds| ≤ vgs−Vth

Kf

Kp(vgs−Vth)−imosθ
1+θ(vgs−Vth)

, vds > 0

−Kp(vgs−Vth)−imosθ
1+θ(vgs−Vth)

, vds < 0

Gmin, vgs < Vth

(38)

where Gmin is the MOSFET minimum conductance. The drain-
source conductance gmosds (∂imos

∂vds
) is formulated as

gmosds =

⎧⎪⎪⎨
⎪⎪⎩

KpKf (vgs−Vth−Kf |vds|)
1+θ(vgs−Vth)

, |vds| ≤ vgs−Vth

Kf

0, vds > 0
0, vds < 0
Gmin, vgs < Vth

(39)

and its equivalent current imoseq can be obtained as

imoseq = imos − gmosdsvds − gmosgsvgs. (40)

All aforementioned conductances (including those formulated
in the voltage-controlled current sources) and equivalent cur-
rent sources are finally combined to form a 5× 5 conductance
matrix GIGBT and current source vector iIGBT

eq , which satisfy
the equation

GIGBT · vIGBT = iIGBT
eq (41)

where vIGBT = [vc vg va vd ve]
T is the IGBT node

voltage vector, and GIGBT and iIGBT
eq are given as (47) and

(48), respectively, in the Appendix.
3) Hardware Emulation on FPGA: The basic strategy of

the IGBT model hardware design is to turn all the components
of the analog equivalent circuit [Fig. 6(b)] into 14 hardware
units (see Fig. 8), to fully exploit the possibility of hardware
parallelism. Also, it is highly efficient to code and debug all
the hardware units individually. The customizable nature of
the IGBT hardware module makes it extremely flexible to fit
into different power converter topologies with varying mod-
ule complexities. All the current units including imos, (iT , ibss,
and icss), and imult are responsible for the calculations of the
corresponding currents, dynamic conductances, and equivalent
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Fig. 9. Finite state machine of the IGBT hardware module.

current sources. All the capacitance units including the Cgs,
Cgd, Cdsj, (Ccer, Ceb), and Cmult are responsible for the cal-
culations of not only the currents, dynamic conductances and
equivalent currents, but also the charges. The junction limit
units and the conductance matrix and current vector unit have
similar functions to those used in the power diode hardware
module. Other units such as the charge limit unit is used to limit
the charge variation range between successive Newton itera-
tions, while the avalanche factor unit calculates M , and the igen
unit calculates igen and its base-collector conductance, which
are essential for the calculations in the imult unit and Cmult unit.
The input signals to the IGBT hardware module include the
circuit node voltages such as vc (cathode/source/collector), vg
(gate), va (anode), vd (drain/base), and ve (emitter). The three
input signals vcd_old, ved_old, vgs_old and their three output
counterparts vcd_new, ved_new, vgs_new are used to trans-
fer the necessary history values between successive Newton
iterations.

As shown in Fig. 8, the IGBT hardware module executes
in four stages. In Stage 1, the two junction limit units and the
charge limit unit run in parallel. In Stage 2, eight other units run
in parallel, which include the igen, M , imos, (iT , ibss, icss), Cgs,
Cdg, Cdsj unit, and the (Ccer, Ceb). In Stage 3, the imult unit
and Cmult unit run in parallel. In Stage 4, all the dynamic con-
ductances and equivalent currents calculated by the above units
are combined to the output conductance matrix GIGBT and
equivalent current source vector iIGBT

eq . Moreover, the internal
structure of all the aforementioned units or subunits are paral-
leled. The operation sequence of the IGBT hardware module
can be seen in Fig. 9, where six different states (S3−S8) con-
tribute to Stage 2. The reason is that W subunit and Q subunit
of the (iT , ibss, icss) unit interconnect to the Cdsj unit and the
(Ccer, Ceb) unit, respectively. So for synchronization within the
(iT , ibss, icss) unit, the two subunits responsible for W , p0 com-
putations are also executed in parallel, these units need to be
triggered at the right time.

The internal hardware structure of one of the units, the
MOSFET current imos unit, is shown in Fig. 10, to illustrates
the parallelism. There are three comparators and five multi-
plexers, which are responsible for selecting four groups of
results among three nested conditions, see (38) and (39). Since
one group of results (when vgs < Vth) is obtained directly, the
remaining three groups of temporary results for imos, gmosgs,
gmosds are all calculated before being selected by the three
layers of multiplexers under different conditions as the final

Fig. 10. Hardware structure of the MOSFET current imos unit.

results. Only after the results for for imos, gmosgs, and gmosds are
obtained, the value of imoseq can be computed. In Fig. 10, it is
highlighted that the hardware structures to calculate the results
under three conditions are fully in parallel. All basic function
and nonlinear operator IP cores were generated using the IP
Catalog in Xilinx Vivado Design Suite [23].

III. POWER ELECTRONIC CIRCUIT HARDWARE

EMULATION

With detailed hardware modules for the power diode, the
IGBT and the linear circuit components, the emulation of a
complete power converter can be realized. As shown in Fig. 11,
it is composed of three intervals within a simulation time-step
Δt. Interval 1 is responsible for selecting the proper time-step
Δt utilizing the variable time-step control module (VTCM)
as well as the input voltage of the converter circuit. Interval
2 is responsible for performing the Newton iterations, which
includes the calculations of the conductance matrix and equiva-
lent current source vector for the whole converter circuit and
obtaining the solution for circuit node voltages using a par-
allel linear solver. Although the linear component module is
triggered simultaneously with the power diode and IGBT mod-
ules, their input node voltages are deliberately kept constant
unlike those of the nonlinear ones. The reason to put them
inside the Newton iteration loop is to increase the parallelism
of the whole structure so as to reduce latency. Most of the
Δt history terms and Newton history terms are related to the
modules in this interval, which are updated during the calcu-
lations between successive time-steps and Newton iterations,
respectively.

A. Variable Time-Step Control and Output Modules (VTCMs
and VTOM)

Accuracy and speed are both essential for the power con-
verter hardware emulation. The time-step Δt could be large
when the circuit is operating under steady state, thereby gain-
ing speed; whereas Δt should be small during transients for
higher accuracy. The VTCM in Interval 1 adjusts the time-step
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Fig. 11. Sequence of three intervals within a time-step Δt of the power converter hardware emulation.

Fig. 12. Hardware structures of (a) VTCM and (b) VTOM modules.

Δt based on the number of Newton iterations cnt_Nwt during
the calculations of the last time-step. When cnt_Nwt ≤3, the
time-step increased by 2, and when cnt_Nwt > 3, the time-
step is decreased by 2. The main function of the VTOM is to
ensure that the required output signals are calculated from the
converged node voltages, and they are output at a fixed sam-
ple rate to guarantee that the waveforms are not out of shape. It
receives uneven calculation data from the Newton iterations and
sends the outputs at equidistant intervals of time. Fig. 12 shows
the hardware architectures of the VTCM and VTOM modules.

The input switching signal of the IGBT vp was precalcu-
lated and put into a ROM. At the beginning of a emulation
step, it is compared with its history value from the last time-
step vp(t−Δt) to decide whether to set the current time-step
to minimum. Then, a group of nested comparators and three
layers of multiplexers adjust the current time-step for efficiency.

Fig. 13. DC–DC buck converter test circuit.

TABLE I
HARDWARE RESOURCES UTILIZED BY CIRCUIT COMPONENTS

In the VTOM module, the output pace of the results is based on
the current time-step Δt by multiplying a coefficient 1

Δtmin
to

get an integer value, which in turn controls the inputs of a group
of first in first out (FIFO) registers. The larger the current time-
step, the more duplicated output results being stored in those
FIFOs. The output pace control unit is designed to adjust the
refresh rate of the FIFOs, which can be specified by the user.
Consequently, the results are sent out evenly with respect to
time.
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Fig. 14. Steady-state and transient results for dc–dc converter from hardware emulation (oscilloscope) and offline simulation (Saber software) at 2.5 kHz switching
frequency. Scale: (a) y-axis: 10 V/div.; (b) y-axis: 20 V/div.; (c) y-axis: 5 A/div.; (d) y-axis: 20 V/div.; (e) y-axis: 5 A/div.; (f) y-axis: 20 V/div. (vce) and
2 A/div. (ic); (g) 20 V/div. (vd) and 2 A/div. (id); (h) y-axis: 20 V/div. (vce) and 4 A/div. (ic); (i) y-axis: 20 V/div. (vd) and 4 A/div. (id); (a)–(e) x-axis: 4.0 ms;
(f) x-axis: 320 ns; (g) x-axis: 3.2 µs; (h) and (i) x-axis: 1 µs.
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TABLE II
COMPARISON OF DEVICE SWITCHING TIMES AND POWER DISSIPATION

AT 2.5 KHZ SWITCHING FREQUENCY

B. Newton Iterations

Given an n-dimensional nonlinear power converter circuit
represented as

i = F (v) (42)

where v = (v1, v2, . . . , vn)
T and i = (i1, i2, . . . , in)

T are
node voltages and current injection vectors, respectively, and
F (·) is the general nonlinear operator. Using classical Newton–
Raphson, the node voltage vector at (k + 1)th iteration are
calculated as

G(vk) · vk+1 = ieq(vk) (43)

where ieq(vk) is the vector of equivalent current sources, and
G(vk) is the general linearized conductance matrix given as

G(vk) =

⎛
⎜⎜⎜⎝

∂i1
∂v1

|vk

∂i1
∂v2

|vk
· · · ∂i1

∂vn
|vk

...
...

∂in
∂v1

|vk

∂in
∂v2

|vk
· · · ∂in

∂vn
|vk

⎞
⎟⎟⎟⎠ . (44)

The generalized [G(vk), ieq(vk)] pair for the whole converter
circuit can be directly obtained by superimpositions from the
those of its separate linear and nonlinear components, such as
(GDiode, iDiode

eq ) and (GIGBT, iIGBT
eq ), which will be illustrated

in the case study. The iteration convergence criteria is given as∣∣∣∣vi(k+1) − vi(k)

vi(k)

∣∣∣∣ ≤ ε (= 10−3) (i = 1, 2, . . . , n). (45)

C. Parallel Gauss–Jordan Linear Solver

As seen in Fig. 11, in Interval 2, inside the kth Newton itera-
tion, a set of linear equations need to be solved to obtain the
node voltages (43). The parallel Gauss–Jordan linear solver
module consists of two main stages: 1) forward elimination;
and 2) backward substitution, and its hardware implementation
is shown in [32]. To improve its latency, the upgraded structure
is featured by deep parallelism in both elimination and back-
ward substitution at the cost of using extra hardware resources,

and the pivoting is sped-up to as fast as two clock cycles each
step. The advantages of this approach is reduced latency and
high efficiency for handling larger matrices.

IV. CASE STUDY AND VALIDATION

A. Test Circuit

The test circuit used for the power converter hardware emula-
tion is a dc–dc buck converter (Fig. 13). There are two nonlinear
components (IGBT and Diode), four linear components, and a
voltage source in the circuit. The parameters of the circuit are
given in the Appendix. The duty ratio of the square wave PWM
vp to trigger the IGBT is 0.5. The IGBT node voltages vc, vg ,
va, vd, and ve are also the circuit node voltages v1, v2, v7, v3,
and v4, respectively. The diode node voltages vA, vin, and vK
correspond to the circuit node voltages v6, v5, and v1, respec-
tively. The linear components, R, L, and C, can be collectively
discretized as a conductance gLin and a parallel equivalent cur-
rent source iLineq . Similary, vp with a serial resistor Rp can be
equally changed to a current source vp

Rp
and a parallel resistor

Rp in order to reduce the dimension of the whole system [33].
The dimension of the discrete-time linearized system is origi-
nally 7, but since the circuit node voltages v6 = 0 (ground) and
v7 = Vdc, it was reduced to 5. Thus the discrete-time linearized
equation for the converter circuit can be expressed as (49) in the
Appendix.

This dc–dc converter was emulated on the Xilinx Virtex-7
XC7VX485 T FPGA board, which was connected to a 16-bit
four channel digital to analog converters (DACs). This board
has 607 200 FFs, 303 600 LUTs, 130 800 Memory LUTs, 700
I/Os, 2060 BRAMs, 2800 DSP48 s, and 32 BUFGs. The emu-
lation results were captured by a four-channel oscilloscope.
The offline simulation for the dc–dc converter was executed
on a PC with Intel CoreTM i7-2600 K 3.4 GHz CPU, 8 GB
RAM, running Windows 7 operating system. The execution
time for the offline simulation of the converter for 100 ms
of run time in Saber using variable time-step strategy (with
an initial time-step of 10 ns and maximum time-step of 1 µs)
was 17.5 s, while the hardware emulation time was 0.58 s.
Therefore, the speedup is more than 30 times. It is conceiv-
able that offline simulation of converter circuits with more
IGBTs and diodes employing detailed device-level models
would be much slower than hardware emulation. The latency
of one time-step calculation is 579 clock cycles, the highest
frequency is 115 MHz, and the resource utilization is listed
in Table I.

B. Results and Comparison

1) Time-Domain Results: The steady-state results for the
converter output voltage vo, the IGBT collector–emitter volt-
age vce(= v7 − v1), the IGBT collector current ic, the diode
voltage vd(= v6 − v1), and the diode current id of the dc–dc
converter hardware emulation under the switching frequency
of 2.5 kHz are shown in Fig. 14(a)–(e). Compared with Saber,
the steady-state results from hardware emulation are accu-
rate. Since Saber did not converge when RM0 is set to 50 Ω,
the waveforms shown in Fig. 14(a)–(h) were obtained by
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Fig. 15. High-frequency switching results at 40 kHz for the dc–dc converter from hardware emulation (oscilloscope) and offline simulation (Saber software).
Scale: (a) y-axis: 10 V/div.; (b) y-axis: 20 V/div.; (c) y-axis: 8 A/div.; (d) y-axis: 20 V/div.; (e) y-axis: 6 A/div.; (a)–(e) x-axis: 12.5 ms.

setting RM0 to 0 Ω (no forward recovery). The dash-circled
areas in Fig. 14(b) and (d) are the nonconvergence points of
Saber.

The device-level transient results for (vce, ic) and (vd, id)
during turn-ON and turn-OFF switching of the dc–dc converter
hardware emulation under the switching frequency of 2.5 kHz
are shown in Fig. 14(f)–(i). Compared with Saber, the device-
level transient results of the hardware emulation show good
agreement. Specifically, the transient waveform of diode volt-
age from oscilloscope in Fig. 14(i) was obtained by setting
RM0 to 50 Ω, which shows the forward recovery clearly. The
comparison of IGBT and diode switching times from Saber and
hardware emulation is shown in Table II. The hardware emula-
tion was also tested under high-switching frequency conditions,
up to a maximum of 100 kHz. The results for a 40 kHz switch-
ing frequency are shown in Fig. 15. Again, a close agreement
with Saber can be observed.

2) Power Dissipation Analysis: The power dissipation dur-
ing a switching cycle of IGBT mainly comes form the switching

loss and conduction loss. The instantaneous power dissipation
is calculated by multiplying the IGBT collector-emitter voltage
(vce) and collector current (ic). By choosing corresponding
time range from t0 to t1, the energy losses in one switch-
ing cycle are obtained by integrating the instantaneous power
dissipation during turn-ON, turn-OFF, and conduction period,
respectively. The power loss Ploss is quotient of the energy loss
and switching period Ts, expressed as

Ploss =

∫ t1
t0

vce(t) · ic(t) dt
Ts

. (46)

The power dissipation of reverse recovery and conduction
period for the diode are obtained similarly. Table II shows
the power dissipation results under the switching frequency of
2.5 kHz from both Saber and hardware emulation. The rel-
ative errors between the hardware emulation and Saber have
a few reasons. The first can be attributed to the modeling
error. Specifically, the power diode model used by Saber is
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Fig. 16. Variation of device power dissipation with switching frequency from
Saber and hardware emulation.

more sophisticated than the one in this work. For the IGBT
model, although both Saber and the hardware emulation use
Hefner’s model, Saber’s model is more refined judging from
its larger parameter set. Another reason for the error could
be the limitation of the 32-bit floating-point number preci-
sion in the numerical solvers used in the hardware emulation
of the highly complicated physics-based device-level models,

which may have resulted in a loss of accuracy. Nevertheless, the
variation of device power dissipation with switching frequency
(Fig. 16) shows close agreement between the emulation and
Saber both at low as well as high-switching frequencies prov-
ing the high-fidelity of the detailed hardware emulation. As the
switching frequency increased, as expected, the IGBT switch-
ing losses (Pon(IGBT), Poff(IGBT)) and diode reverse recovery
loss (Prr(Diode)) increased significantly; however, the IGBT
conduction loss (Pcond(IGBT)) increased much slowly, and the
diode conduction loss (Pcond(Diode)) remained almost constant.

V. CONCLUSION

This work proposed a digital hardware emulation of detailed
physics-based device-level IGBT and diode models. Both these
device-level models are fully paralleled on the FPGA. The hard-
ware emulation of both devices is based on a unified numerical
framework based on Newton linearization, and can be extended
in a straightforward fashion to model complete power electron-
ics circuits. The variable time-step strategy makes the hardware
emulations with power converter based on physics-based ana-
lytical model become possible, which not only ensures the
speed of the emulation but also the detailed switching behav-
iors. Therefore, the emulated models were able to predict
the dissipated energy in the power electronic circuit quite
accurately. Comparison with Saber proves that the emulated

GIGBT =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

gCgs + gCdsj + gCcerbc+ −gCgs − gmosgs −gcssae −gCdsj − gmosds − gCcerbc gcssae − gcsseb+
gmosds + gmosgs + gmultgs+ −gmultgs −gmultae +gcsseb − gmultds + gmulteb gmultae − gmulteb

gmultds + gCmultbc + gcssbc −gCmultbc − gcssbc

−gCgs gCgs + gCdg 0 −gCdg 0

−gTbc 0 gTae −gTeb + gTbc gTeb − gTae

gbssbc − gCdsj − gmosds −gCdg + gmosgs gCdg + gCdsj + gCeb −gCeb − gbsseb
−gmosgs − gmultgs +gmultgs gmultae +gmosds + gbsseb −gmultae + gmulteb

−gmultds − gCmultbc +gmultds − gmulteb

−gCcerbc − gbssbc gcssae− −gCeb − gbsseb + gCcerbc gCeb + gbsseb
−gcssbc + gTbc 0 gmultae −gcsseb + gTeb+ −gcssae + gcsseb

gbssbc + gcssbc − gTbc −gTeb + gTae

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(47)

iIGBT
eq =

⎡
⎣ imoseq + icsseq + imulteq −imoseq + ibsseq − imulteq −ibsseq − icsseq

+iCgseq + iCdsjeq −iCgseq + iCdgeq −iTeq iCdsjeq − iCdgeq −iCebeq − iCcereq

+iCcereq + iCmulteq +iCebeq − iCmulteq +iTeq

⎤
⎦
T

(48)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

GIGBT(1, 1)+ GIGBT(1, 2) GIGBT(1, 4) GIGBT(1, 5) GDiode(3, 2)
GDiode(3, 3)+ −1/Rg

gLin + 1/Rg

GIGBT(2, 1) GIGBT(2, 2) GIGBT(2, 4) GIGBT(2, 5) 0
−1/Rg +1/Rg

GIGBT(4, 1) GIGBT(4, 2) GIGBT(4, 4) GIGBT(4, 5) 0

GIGBT(5, 1) GIGBT(5, 2) GIGBT(5, 4) GIGBT(5, 5) 0

GDiode(2, 3) 0 0 0 GDiode(2, 2)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

⎡
⎢⎢⎢⎢⎣
v1
v2
v3
v4
v5

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

iIGBT
eq (1) + iDiode

eq (3)− iLineq

−vp/Rg −GIGBT(1, 3) · Vdc

iIGBT
eq (2) + vp/Rg

−GIGBT(2, 3) · Vdc

iIGBT
eq (4)−GIGBT(4, 3) · Vdc

iIGBT
eq (5)−GIGBT(5, 3) · Vdc

iDiode
eq (2)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(49)
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models are both accurate and efficient in terms of speed of
execution. While the hardware emulation is still slower than
real-time execution to be applied for closed-loop HIL simu-
lation, with newer FPGA generations, and further efficiency
refinements in the numerical solution that goal appears feasi-
ble. Presently, the proposed hardware models can be readily
used for open-loop HIL applications and for circuit design
acceleration that involve statistical, parametric, and sensitivity
analyses.

APPENDIX

Test circuit parameters: Vdc = 100 V , R = 5 Ω,
L = 700 µH , C = 70 µF , Rg = 100 Ω.

IGBT parameters: Out of 32 parameters, the ones used
in this paper are: Kp = 1 A/V, Kf = 2, θ = 0.01 V−1,
Vth = 5 V, NB = 2× 1014 cm−3, Isne = 10−14 A, ni =
1.45× 1010 cm−3, τHL =4× 10−7 s, A=0.1 cm2, q=1.6×
10−19 C, L = 2.7× 10−3 cm, T = 296 K, k = 8.617×
10−5 eV/K, β = 0.4615, εsi = 1.05× 10−12 F/cm, WB =
0.01 cm, b = 3.33, Dp = 11.48 cm2/s, BVn = 4, BVcb0 =
3.18× 107 V, Gmin = 10−12S, Agd = 0.05 cm2. The rest can
be obtained from Saber.

Diode parameters: IS = 10−14 A, τ = 5 µs, TM = 5 µs,
VT = 0.0259 V, m = 0.5, CJ0 = 1 nF, VJ = 0.7 V, ISE =
10−22 A, RM0 = 50 Ω, RC = 10−3 Ω.
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