## University of Alberta

# PRACTICAL DIVERSITY COMBINING SCHEMES FOR GENERALIZED FADING CHANNELS 

by

Sasan Haghani


A thesis submitted to the Faculty of Graduate Studies and Research in partial fulfillment of the requirements for the degree of Doctor of Philosophy

Department of Electrical and Computer Engineering

Edmonton, Alberta

Fall 2007

Library and

Published Heritage Branch

395 Wellington Street Ottawa ON K1A 0N4 Canada

Bibliothèque et
Archives Canada
Direction du
Patrimoine de l'édition
395 , rue Wellington
Ottawa ON K1A 0N4
Canada

Your file Votre référence ISBN: 978-0-494-47639-0
Our file Notre référence
ISBN: 978-0-494-47639-0

## NOTICE:

The author has granted a nonexclusive license allowing Library and Archives Canada to reproduce, publish, archive, preserve, conserve, communicate to the public by telecommunication or on the Internet, loan, distribute and sell theses worldwide, for commercial or noncommercial purposes, in microform, paper, electronic and/or any other formats.

The author retains copyright ownership and moral rights in this thesis. Neither the thesis nor substantial extracts from it may be printed or otherwise reproduced without the author's permission.

AVIS:
L'auteur a accordé une licence non exclusive permettant à la Bibliothèque et Archives Canada de reproduire, publier, archiver, sauvegarder, conserver, transmettre au public par télécommunication ou par l'Internet, prêter, distribuer et vendre des thèses partout dans le monde, à des fins commerciales ou autres, sur support microforme, papier, électronique et/ou autres formats.

In compliance with the Canadian
Privacy Act some supporting forms may have been removed from this thesis.

While these forms may be included in the document page count, their removal does not represent any loss of content from the thesis.

To Laleh,
My love, soul mate and best friend


#### Abstract

Spatial diversity employing multiple antennas is an effective method for mitigating the effects of fading in mobile communication systems. One of the simplest and lowest complexity diversity methods used for the mitigation of the deleterious effects of fading channels is switch-and-stay combining (SSC). In the first part of this thesis, we study the performances of predetection and postdetection SSC receivers in correlated fading channels. Tractable analytical expressions are obtained for the average symbol error rate (SER) of various modulation formats of practical interest. It is shown that the performance gain of postdetection SSC over predetection SSC can be as much as 1.1 dB in average signal-to-noise power ratio (SNR). In the second part, we examine the performances of noncoherent modulation schemes with $L$ branch signal-plus-noise $(S+N)$ selection combining (SC) receivers in independent as well as correlated fading channels. We compare the performances of $S+N$ SC receivers with the classical SC receiver and show that, unlike as suggested by previously published results, the performances of $S+N S C$ receivers are not always superior to the performance of the classical SC receiver, if the receiver is operating in the low SNR region. However, for moderate to large average SNR, we show that $S+N$ SC can have a gain of 1.5 dB in average SNR over classical SC, when operating in correlated fading channels.

In the last part of this thesis, we propose and examine the performance of a dualbranch decorrelator receiver in correlated fading channels. It is shown that the receiver


does not need any knowledge of channel statistics to perform the decorrelation. It is observed that the decorrelator receiver when combined with switched combining and classical SC is superior to the performance of a conventional switched combining and classical SC receiver, respectively. The gain of the decorrelator receiver over the conventional receiver is shown to be as much 2.8 dB in average SNR when SSC is employed.
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## Chapter 1

## Introduction

Wireless technology is the foundation for the much anticipated ubiquitous communication systems that allow people and machines to transfer and receive information on the move, anytime and anywhere. Wireless systems operate on complex and time varying channels that introduce severe multipath and shadow fading to the propagating signal. This places fundamental limitations on the performances of mobile communication systems. Many methods such as linear diversity combining techniques are used to overcome the effects of fading.

In this chapter, we first give a brief review of fading channels and we introduce some linear diversity combining techniques which are used to overcome the effects of fading. Next, we introduce system performance measures which are widely used in assessing the performance of various digital communication systems. Finally, we conclude this chapter with the thesis outline and a summary of contributions.

### 1.1 Fading Channels

When a steady-state, single-frequency, radio wave is transmitted over a multipath channel, the envelope amplitude of the received signal is observed to fluctuate in
time. This phenomenon is known as fading [1] and its existence constitutes one of the limitations of mobile communication design. In the following sections, fading channels are categorized.

### 1.1.1 Slow and Fast Fading Channels

Fading channels can be categorized as fast fading or slow fading channels [2], [3]. The terminology fast fading is used to describe channels in which the channel coherence time, $T_{0}$, is less than the time duration of a symbol transmission, $T_{s}$. The coherence time is a measure of the expected time duration over which the channels response is essentially invariant. In fast fading channels $T_{0}<T_{s}$, and the time in which the channel behaves in a correlated manner is shorter than the time duration of the symbol. In contrast, under slow fading $T_{0}>T_{s}$, and so the channel state will virtually remain unchanged during the time in which the symbol is transmitted.

### 1.1.2 Small- and Large-Scale Fading Channels

Another categorization of fading channels is large-scale and small-scale fading [2], [3]. Large-scale fading represents the average signal power attenuation or path loss due to the transmission of the signal over large areas. The statistics of large-scale fading provide a way of comparing an estimate of the path loss as a function of distance, where path loss is defined as the received power expressed in the terms of transmitted power. Small-scale fading refers to dramatic changes in signal amplitude and phase that can be experienced as a result of small changes (as small as one-half wavelength ) in the spatial separation between the receiver and the transmitter. Small-scale fading is further categorized as frequency selective and frequency non-selective fading.

### 1.1.3 Frequency-Selective Fading Channels

In frequency-selective fading, as the name suggests, the frequency components of the transmitted signal are not attenuated equally by the channel. Frequency-selective fading is found in wide-band systems where the bandwidth is greater than the coherence bandwidth. Coherence bandwidth is defined as the range of frequencies over which the fading effect introduced by the channel is highly correlated [3]. In other words, the coherence bandwidth represents a range of frequency over which the channel passes all spectral components with approximately equal gain and linear phase. One of the consequences of frequency-selective channels is the time dispersion in the transmitted signal which limits the system performance by causing intersymbol interference in the detection process.

### 1.1.4 Frequency Non-selective Fading Channels

A fading channel is called non-selective if all the frequencies are affected in the same manner. Narrowband systems, where the transmission bandwidth occupied by the signal is smaller than the coherence bandwidth, experience non-selective fading.

In a frequency non-selective channel the phase and the amplitude of the signal are affected. The phase is usually assumed to have a uniform distribution in $[0,2 \pi]$. For the envelope of the transmitted signal, however, many different distribution models have been proposed in the literature. The most well known distributions are the Rayleigh, Rician and Nakagami-m distributions. The probability density function (PDF) for each of these distributions and short descriptions of the environments in which these models are used, are given below.

### 1.1.4.1 Rayleigh Distribution

In a rich scattering environment where there is no line of sight (LOS) between the receiver and the transmitter, the envelope of the fading signal is modeled with a Rayleigh probability density function (PDF) [4], [5]. The PDF of the fading amplitude, $\alpha$, is given by

$$
\begin{equation*}
f(\alpha, \Omega)=\frac{2 \alpha}{\Omega} \exp \left(-\frac{\alpha^{2}}{\Omega}\right), \quad \alpha \geq 0 \tag{1.1}
\end{equation*}
$$

where $\Omega=\mathbb{E}\left[\alpha^{2}\right]$ is the average fading. Note that $\mathbb{E}[\cdot]$ denotes the expectation operation.

### 1.1.4.2 Rice Distribution

Some types of scattering environments have a specular or LOS component. This happens in microcellular urban and suburban land mobile, picocellular indoor and factory environments. In these environments the Rice distribution is used to model the fading amplitude $\alpha$ and its PDF is given by [4]

$$
\begin{equation*}
f(\alpha ; \Omega, K)=\frac{2 \alpha(1+K)}{\Omega} \exp \left(-K-\frac{(1+K) \alpha^{2}}{\Omega}\right) I_{0}\left(2 \alpha \sqrt{\frac{K(1+K)}{\Omega}}\right), \quad \alpha \geq 0 \tag{1.2}
\end{equation*}
$$

where $K$ is the Rice factor defined as

$$
\begin{equation*}
K=\frac{\text { Specular component power }}{\text { Scattered component power }}=\frac{s^{2}}{\Omega} \tag{1.3}
\end{equation*}
$$

and $\mathbb{E}\left[\alpha^{2}\right]=s^{2}+\Omega$ and where $I_{0}(\cdot)$ denotes the modified Bessel function of the first kind of order zero. Note that for $K=0$, this model reduces to the Rayleigh model and for $K=\infty$, the channel does not exhibit fading at all.

### 1.1.4.3 Nakagami-m Distribution

The Nakagami-m model was first developed by Nakagami in early 1940's. It is often the best fit to land mobile and indoor mobile multipath propagation as well as ionospheric radio links [4]. The PDF of the fading amplitude $\alpha$ is given by [4]

$$
\begin{equation*}
f(\alpha ; \Omega, m)=\frac{2 m^{m} \alpha^{2 m-1}}{\Omega^{m} \Gamma(m)} \exp \left(-\frac{m \alpha^{2}}{\Omega}\right), \quad \alpha \geq 0 \tag{1.4}
\end{equation*}
$$

where $m$ is the fading parameter defined as

$$
m=\frac{\Omega^{2}}{\mathbb{E}\left[\left(R^{2}-\Omega\right)^{2}\right]}, \quad m \geq \frac{1}{2}
$$

As was stated earlier the Nakagami-m distribution has better accuracy in matching experimental data than the Rayleigh and the Rice distributions. The parameter $m$ controls a wide range of fading models. For $m=\frac{1}{2}$ and $m=1$ the Nakagami-m distribution reduces to the one-sided Gaussian and Rayleigh distributions, respectively. Also, as $m$ approaches $+\infty$ the pdf becomes an impulse function located at $\sqrt{\Omega}$, which corresponds to a channel with no fading.

### 1.2 Diversity Methods

Diversity is an effective method that exploits the principle of providing the receiver with multiple faded replicas of the same information bearing signal [4]. To understand why diversity can be an effective method to improve the system performance, assume that the receiver has $L$ independent copies of the transmitted signal. Then if $p$ denotes the probability of any given branch being in a deep fade, then the probability of having an all the branches being in deep fades will be $p^{L}[6]$.

Diversity can be achieved by several methods. Some are antenna diversity, angle
diversity, polarization diversity and frequency diversity. The most well known diversity method used in wireless communication systems is antenna diversity. Diversity combining schemes can be categorized as predetection and postdetection combining schemes. Diversity combining that takes effect at radio frequency (RF) is called predetection combining, while diversity combining that takes effect at baseband is called postdetection combining.

Lets assume that there are $L$ diversity branches at the receiver and each branch undergoes frequency nonselective fading. The signals that are received at the diversity branches could be combined in different ways. Depending on the bit error rate (BER) requirements of the system and the constraints on the complexity one can choose a diversity combining technique.

### 1.2.1 Classical Selection Combining

In selection combining (SC) the input having the largest signal-to-noise ratio (SNR) among $L$ possible branches is selected for data detection. The output SNR of SC can be expressed as

$$
\begin{equation*}
\gamma_{\mathrm{SC}} \triangleq \max _{i}\left\{\gamma_{i}\right\}=\gamma_{(1)} \tag{1.5}
\end{equation*}
$$

where $\gamma_{(i)}$ 's are the ordered SNR's of the diversity branches, i.e., $\gamma_{(1)}>\gamma_{(2)}>\cdots>$ $\gamma_{(L)}$. Note that in the analysis of classical SC, such as that presented in [5], it is assumed that in measuring the largest SNR, the average noise power, computed as

$$
\begin{equation*}
\overline{n^{2}(t)}=\frac{1}{\tau} \int_{0}^{\tau} n^{2}(t) d t \tag{1.6}
\end{equation*}
$$

is taken over a sufficiently long time $\tau$ such that it can be assumed constant over all branches [7]. Therefore, in the analysis of classical SC, choosing the largest signal magnitude is considered equivalent to choosing the largest SNR.

### 1.2.2 Signal-plus-Noise $(S+N)$ Selection Combining

In a practical communication system employing classical SC, one needs to measure the SNR on each diversity branch in order to choose the largest for data recovery. This however, might be expensive or difficult especially for high signaling rates. As a result, the branch with the largest signal-plus-noise $(S+N)$ sample at the output of the matched filter is selected for data recovery. We refer to this combining scheme as $S+N$ SC.

### 1.2.3 Maximal Ratio Combining

In this method, the signals from $L$ branches are weighted proportionally to their SNRs, co-phased and then summed. Brennan [1] has proved that the output SNR of the MRC combiner is equal to the sum of the branch SNRs, that is

$$
\gamma_{\mathrm{MRC}}=\sum_{i=1}^{L} \gamma_{i}
$$

If the branches are independent and identically distributed and the signals have equal energy, then it can be shown that MRC is equivalent to maximum likelihood (ML) detection [4, pp. 280-281]. Note that MRC is used with coherent modulation systems.

### 1.2.4 Equal Gain Combining

In MRC, the receiver has to estimate both the phase and the amplitude of the complex channel gain and is expensive to implement. Equal gain combining (EGC) is a simpler diversity method, where the branches are co-phased and are equally weighted, alleviating the need to estimate the amplitude of the channel.

### 1.2.5 Square-Law Combining

In square-law combining (SLC), the outputs of the square-law detectors are summed to form the final decision. For orthogonal digital modulation with noncoherent demodulation and independent and identically distributed (i.i.d) diversity branches, the optimum diversity combining technique is SLC [8].

### 1.2.6 Switch-and-Stay Combining

Switch-and-Stay Combining (SSC) is a combining scheme designed to simplify the complexity of a classical selection combiner. As mentioned earlier, in a classical SC receiver the system has to monitor all the branches to find the branch with the best fading conditions. In SSC, however, the receiver selects a particular antenna until its quality drops below a predetermined threshold. When this happens, the receiver switches to another antenna and stays connected to it until the signal quality drops below the threshold, regardless of whether the quality of that antenna is above or below the predetermined threshold.

We note that switching transients will cause "dead times" (locally generated outages) in the receiver. However, switching rate analyses of SC and SSC systems have only been recently considered in the literature [9], [10], [11]. For example, Beaulieu has obtained analytical expressions for the switching rates of dual-branch SC and SSC systems [11]. We do not consider the deleteroius effects of switching transients in this thesis.

### 1.3 System Performance Measures

In this section we briefly introduce three measures which are widely used in evaluating the performance of wireless communication systems.

### 1.3.1 Mean Output SNR

One of the most well known performance measures of a communication system is the mean output SNR at the combiner output. The mean output SNR is often used as a comparative performance measure in communication systems and can be obtained as [12]

$$
\begin{equation*}
\bar{\gamma}=\int_{0}^{\infty} x f_{\gamma}(x) d x \tag{1.7}
\end{equation*}
$$

where $f_{\gamma}(\cdot)$ denotes the pdf of the combiner output.

### 1.3.2 Outage Probability

The outage probability of a system is defined as the probability that the instantaneous error probability exceeds a specified value or equivalently, when the probability of $\gamma$ falls below a certain threshold $\gamma_{\text {th }}$ [12]. That is,

$$
\begin{equation*}
P_{\mathrm{out}}=\int_{0}^{\gamma_{\mathrm{th}}} f_{\gamma}(\gamma) d \gamma \tag{1.8}
\end{equation*}
$$

### 1.3.3 Average Bit Error Probability

The most well known performance measures of a communication system are it's average BER and average symbol error rate (SER). One way of obtaining the average BER/SER is by averaging the the conditional bit error probability in a static (non
fading) channel over the signal fading. That is

$$
\begin{equation*}
P_{b}(E)=\int_{0}^{\infty} P_{b}(E \mid \gamma) f_{\gamma}(\gamma) d \gamma \tag{1.9}
\end{equation*}
$$

The average BER/SER is a very good indicator of the system behaviour and the one most often illustrated in documents containing system performance evaluations [12].

### 1.4 Thesis Outline and Contributions

In Chapter 2 we study the performance of predetection dual-branch SSC in correlated Rician fading. Analytical expressions are derived for the average SER of several modulation formats of practical interest with predetection SSC in correlated Rician fading. Analytical expressions are also derived for the mean output SNR and the outage probability of dual-branch predetection SSC in correlated Rician fading.

In Chapter 3 the performances of two dual-branch postdetection SSC receivers operating in slow, frequency nonselective correlated Rayleigh and Rician fading channels are analyzed. For each receiver structure analytical expressions are derived for the average BER and average SER of noncoherent binary frequency shift keying (BFSK) and noncoherent $M$-ary frequency shift keying (MFSK) in correlated Rayleigh and Rician fading. For Rayleigh fading, the impact of fading power imbalance is also studied. The effects of important parameters, such as the correlation coefficient, fading power imbalance and fading factor, on the performances of these postdetection SSC receivers are analyzed. The performances of the postdetection SSC receivers are compared to the performance of the predetection SSC receiver obtained in Chapter 2 and it is observed that postdetection SSC outperforms predetection SSC.

In Chapter 4 we study the performance of two $S+N$ SC receivers with noncoherent BFSK and noncoherent MFSK in independent but not necessarily identical (i.n.d)

Rician, Nakagami- $m$ and Rayleigh fading channels. For each receiver, we obtain average SER and BER expressions in terms of single integrals with finite integration limits. In addition, we analyze the performance of classical SC in i.n.d fading channels. Our analytical expressions are validated using extensive Monte Carlo simulations. Our results indicate that, unlike as suggested by previously published results, the performances of $S+N$ SC receivers are not always superior to that of classical SC in fading and depend on the value of the SNR, the modulation order, the diversity order, the multipath intensity profile and the fading parameter of the channel. It is further shown that increasing the number of diversity branches in a $S+N$ SC receiver does not necessarily decrease the probability of error if the system is operating in the low SNR region. The performances of $S+N$ SC schemes are also compared to the performances of EGC and SLC receivers.

In Chapter 5 we generalize the results of Chapter 4 to correlated Rayleigh and Rician fading channels. The branches are assumed to be equally correlated for Rician fading. For Rayleigh fading, the correlation model is more general than the equally correlated scenario and includes it as a special case. For each receiver structure, we obtain analytical results for the average BER of noncoherent BFSK and noncoherent MFSK in the format of double integrals which can be easily computed using Gaussian quadrature techniques. The effects of diversity order, correlation and the fading parameter on the performances of $S+N$ SC receivers are studied. Several numerical examples are presented to compare the performances of $S+N$ SC receivers with classical SC. For example, in the case of equally correlated Rician branches, it is shown that the performance gap between $S+N$ SC and classical SC increases as the correlation among the diversity branches increases.

In Chapter 6, we propose a new dual-branch decorrelation receiver and analyze
its performance with classical SC, SSC, EGC and SLC in correlated slow, frequency nonselective Rayleigh and Rician fading channels. We show that the decorrelator receiver, when combined with classical SC and SSC, can improve the performance of the system as much as 2.83 dB in average SNR . It is shown that the decorrelator receiver and the conventional dual-branch receiver have the same performance if SLC is employed. For the decorrelator receiver with SC and SSC important performance measures such as the average BER of several modulation schemes of practical interest, mean output SNR and outage probability are computed. Our results show that the outage probability of the decorrelator receiver can be reduced by as much as one-sixth relative to the outage of the conventional receiver in some scenarios. On the other hand, it is shown that decorrelation has no benefit for dual-branch MRC and negative benefit for dual-branch EGC.

Finally, the conclusions and a summary of the thesis is presented in Chapter 7 as well as some suggestions for future research.

## Chapter 2

## Predetection Switched Combining in

## Correlated Rician Fading

### 2.1 Introduction

The application of SSC systems has been suggested for low complexity receivers where the number of diversity branches is equal to two [13]. In this chapter, we consider the performance of dual-branch predetection SSC in correlated Rician fading in conjunction with several modulation formats of practical interest. The performance of predetection SSC systems has been thoroughly investigated in correlated Rayleigh and Nakagami- $m$ fading channels [14], [15]. However, the performance of predetection SSC in correlated Rician fading is not well studied in the literature. To the best of the author's knowledge the only reference that has results on the subject is [16], where the performance of noncoherent BFSK is analyzed. In [16], the authors have used the probability density function of the bivariate Rician distribution to obtain their results which are in the form of triple integrals and are difficult to compute. In this chapter, using a different approach to that of [16], we obtain analytical expressions for the average SER of several types of modulation formats in correlated Rician
fading. For example, for noncoherent BFSK, our result is given in closed-form and is much easier to compute than the triple integral given in [16].

Using these analytical expressions, optimum switching thresholds that minimize the average SER can be obtained. The validity of our analytical results are tested using Monte Carlo simulation. The performance of predetection SSC is compared to classical SC. The effects of correlation coefficient, fading parameter and switching threshold on the performance of predetection SSC systems are investigated.

The remainder of this chapter is organized as follows. In Section 2.2, the system model and the structure of the receiver are introduced. In Section 2.3, analytical expressions are derived for the performance of various modulation formats with dualbranch predetection SSC in correlated Rician fading and optimum switching thresholds that minimize the average SER are obtained. Furthermore, analytical expressions for the output average SNR and outage probability are derived. In Section 2.4, some numerical examples are given and the validity of our analytical results are tested via Monte Carlo simulation. In addition, the effects of fading correlation and fading parameter on the performance of SSC systems are demonstrated via some numerical examples. Finally, some conclusions are given in Section 2.5.

### 2.2 Switching Mechanism

The switching mechanism is as follows. We assume that the switching is performed at discrete instants of time $t=n T$ where $n$ is an integer and $T$ is the time interval between switching times [17]. For instance, in a packet based communication system $T$ could be the time between the transmission of packets. The fading on each diversity branch is assumed to be slow and frequency nonselective and the Rician model is used
to characterize the fading statistics. The fadings on the two branches are assumed to be correlated with correlation coefficient $\rho$.

Let $\gamma_{\mathrm{SSC}}(n)$ denote the output of the switch at time $t=n T$ and let $\gamma_{1}(n)$ and $\gamma_{2}(n)$ denote, respectively, the instantaneous SNR on channels 1 and 2 at time $t=n T$. We assume that the fadings on the two diversity branches are correlated. We further assume that the average $\operatorname{SNR}$ on the two branches are identical, i.e., $\bar{\gamma}=\bar{\gamma}_{1}=$ $\overline{\gamma_{2}}$. Let $\gamma_{\mathrm{SSC}}(n)$ denote the instantaneous SNR at the output of the switch at time $t=n T$. The system operates as follows. Suppose that the switch is connected to Antenna 1(Antenna 2), i.e., $\gamma_{\mathrm{SSC}}(n)=\gamma_{1}(n)\left(\gamma_{\mathrm{SSC}}(n)=\gamma_{2}(n)\right)$. The switch will remain connected to Antenna 1 (Antenna 2 ) as long as the SNR on channel 1 (channel 2) is above a predetermined threshold. If the SNR on channel 1 (channel 2) falls below the predetermined threshold, the system will switch to Antenna 2 (Antenna 1) regardless of the value of SNR on that branch. In mathematical terms, $\gamma_{\mathrm{SSC}}(n)$ can be written as [17, eq. (3)]

$$
\begin{gather*}
\gamma_{\mathrm{SSC}}(n)=\gamma_{1}(n) \text { iff } \begin{cases}\gamma_{\mathrm{SSC}}(n-1)=\gamma_{1}(n-1) & \gamma_{1}(n) \geq \eta_{T} \\
\gamma_{\mathrm{SSC}}(n-1)=\gamma_{2}(n-1) & \gamma_{2}(n)<\eta_{T}\end{cases}  \tag{2.1a}\\
\gamma_{\mathrm{SSC}}(n)=\gamma_{2}(n), \text { as above with interchanging } \gamma_{1} \text { and } \gamma_{2} \tag{2.1b}
\end{gather*}
$$

where $\eta_{T}$ is the switching threshold on either channel. Following the analysis in [16], the CDF of $\gamma_{\text {SSC }}$ can be written as

$$
\begin{equation*}
F_{\gamma_{\mathrm{SSC}}}(x)=\operatorname{Pr}\left(\eta_{T}<\gamma_{1}<x\right)+\operatorname{Pr}\left(\gamma_{1}<x, \gamma_{2}<\eta_{T}\right) \tag{2.2}
\end{equation*}
$$

where we have dropped the dependence on $n$ for notational simplicity. Eq. (2.2) can be alternatively written as

$$
\begin{equation*}
F_{\gamma_{\mathrm{SSC}}}(x)=\left(F_{\gamma}(x)-F_{\gamma}\left(\eta_{T}\right)\right) u\left(x-\eta_{T}\right)+F_{\gamma_{1}, \gamma_{2}}\left(x, \eta_{T}\right) \tag{2.3}
\end{equation*}
$$

where $u(\cdot)$ denotes the unit step function and $F_{\gamma}(\cdot) \triangleq F_{\gamma_{1}}(\cdot)=F_{\gamma_{2}}(\cdot)$ and $F_{\gamma_{1}, \gamma_{2}}(\cdot, \cdot)$ denote the marginal and the joint distributions of the RVs $\gamma_{1}$ and $\gamma_{2}$, respectively.

### 2.3 Error Rate Analysis

For a Rician faded environment, with fading parameter $K$, one can show that $F_{\gamma}(\cdot)$ is given by

$$
\begin{equation*}
F_{\gamma}(x)=1-Q_{1}\left(\sqrt{2 K}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}}}\right) \tag{2.4}
\end{equation*}
$$

where $Q_{1}(\cdot, \cdot)$ is the first order Marcum-Q function and is defined as [18, eq. (4.11)]

$$
\begin{equation*}
Q_{1}(a, b)=\int_{b}^{\infty} x \exp \left(-\frac{x^{2}+a^{2}}{2}\right) I_{0}(a x) d x \tag{2.5}
\end{equation*}
$$

and where $I_{0}(\cdot)$ is the zero-order modified Bessel function of the first kind [19, Section 8.43] given by

$$
\begin{equation*}
I_{0}(x)=\sum_{k=0}^{\infty} \frac{(x / 2)^{2 k}}{(k!)^{2}} \tag{2.6}
\end{equation*}
$$

Following the procedure in [20, Section III.A], one can show that $F_{\gamma_{1}, \gamma_{2}}\left(x, \eta_{T}\right)$ can be written as

$$
\begin{align*}
F_{\gamma_{1}, \gamma_{2}}\left(x, \eta_{T}\right) & =\int_{0}^{\infty}\left(1-Q_{1}\left(\sqrt{\frac{2 \rho v}{1-\rho}}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}(1-\rho)}}\right)\right) \\
& \times\left(1-Q_{1}\left(\sqrt{\frac{2 \rho v}{1-\rho}}, \sqrt{\frac{2(1+K) \eta_{T}}{\bar{\gamma}(1-\rho)}}\right)\right)  \tag{2.7}\\
& \times \exp \left(-v-\frac{K}{\rho}\right) I_{0}\left(\sqrt{\frac{4 K v}{\rho}}\right) d v .
\end{align*}
$$

Using [18, eq. (B.31)], (2.7) can be simplified as

$$
\begin{align*}
& F_{\gamma_{1}, \gamma_{2}}\left(x, \eta_{T}\right)=1-Q_{1}\left(\sqrt{2 K}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}}}\right) \\
& -Q_{1}\left(\sqrt{2 K}, \sqrt{\frac{2(1+K) \eta_{T}}{\bar{\gamma}}}\right)+\int_{0}^{\infty} \exp \left(-v-\frac{K}{\rho}\right) \\
& \times Q_{1}\left(\sqrt{\frac{2 \rho v}{1-\rho}}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}(1-\rho)}}\right) Q_{1}\left(\sqrt{\frac{2 \rho v}{1-\rho}}, \sqrt{\frac{2(1+K) \eta_{T}}{\bar{\gamma}(1-\rho)}}\right) I_{0}\left(\sqrt{\frac{4 K v}{\rho}}\right) d v . \tag{2.8}
\end{align*}
$$

Substituting (2.4) and (2.8) in (2.3), we obtain a general expression for the CDF of $\gamma_{\mathrm{SSC}}$ in correlated Rician fading as

$$
\begin{align*}
& F_{\gamma_{\mathrm{SSC}}}(x)=1+Q_{1}\left(\sqrt{2 K}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}}}\right)\left(u\left(x-\eta_{T}\right)-1\right) \\
& -Q_{1}\left(\sqrt{2 K}, \sqrt{\frac{2(1+K) \eta_{T}}{\bar{\gamma}}}\right)\left(u\left(x-\eta_{T}\right)+1\right) \\
& +\int_{0}^{\infty} \exp \left(-v-\frac{K}{\rho}\right) Q_{1}\left(\sqrt{\frac{2 \rho v}{1-\rho}}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}(1-\rho)}}\right)  \tag{2.9}\\
& \times Q_{1}\left(\sqrt{\frac{2 \rho v}{1-\rho}}, \sqrt{\frac{2(1+K) \eta_{T}}{\bar{\gamma}(1-\rho)}}\right) I_{0}\left(\sqrt{\frac{4 K v}{\rho}}\right) d v
\end{align*}
$$

### 2.3.1 Moment Generating Function

The moment generating function (MGF) is calculated in this section. The MGF can be used in the calculation of the average SER as well as in the calculation of the moments of the predetection SSC output SNR. The MGF of predetection SSC can be obtained using

$$
\begin{equation*}
\Phi_{\mathrm{ssc}}(s)=\int_{0}^{\infty} \exp (s x) f_{\gamma_{\mathrm{SSC}}}(x) d x \tag{2.10}
\end{equation*}
$$

To avoid calculating $f_{\gamma_{\text {SSC }}}(\cdot)$, using integration by parts, we transform (2.10) into

$$
\begin{equation*}
\Phi_{\mathrm{ssc}}(s)=s \int_{0}^{\infty} \exp (s x) F_{\gamma_{\mathrm{SSC}}}(x) d x \tag{2.11}
\end{equation*}
$$

Substituting (2.9) in (2.11), changing the order of integration where necessary and after many mathematical manipulations and integral evaluations we obtain a closedform expression for the MGF of predetection SSC in correlated Rician fading as

$$
\begin{align*}
\Phi_{\mathrm{ssc}}(s) & =\Upsilon_{1}(K, s, \bar{\gamma}) \\
& \times\left(1+Q_{1}\left(\sqrt{\frac{2 K(1+K)}{s \bar{\gamma}+1+K}}, \sqrt{\frac{2(s \bar{\gamma}+K+1) \eta_{T}}{\bar{\gamma}}}\right)\right.  \tag{2.12a}\\
& \left.-Q_{1}\left(\sqrt{\Upsilon_{2}(K, s, \bar{\gamma})}, \sqrt{\Upsilon_{3}(K, s, \bar{\gamma}) \eta_{T}}\right)\right)
\end{align*}
$$

where

$$
\begin{align*}
& \Upsilon_{1}(K, s, \bar{\gamma})=\frac{1+K}{1+K-s \bar{\gamma}} \exp \left(\frac{K s \bar{\gamma}}{1+K-s \bar{\gamma}}\right)  \tag{2.12b}\\
& \Upsilon_{2}(K, s, \bar{\gamma})=\frac{2 K(1+K-s \bar{\gamma}(1-\rho))^{2}}{(1+K-s \bar{\gamma})\left(1+K-s \bar{\gamma}\left(1-\rho^{2}\right)\right)}  \tag{2.12c}\\
& \Upsilon_{3}(K, s, \bar{\gamma})=\frac{2(1+K)(1+K-s \bar{\gamma})}{\bar{\gamma}\left(1+K-s \bar{\gamma}\left(1-\rho^{2}\right)\right)} \tag{2.12d}
\end{align*}
$$

### 2.3.2 Mean Output SNR

The mean output SNR can be obtained from the MGF as

$$
\begin{equation*}
\bar{\gamma}_{\mathrm{SSC}}=\left.\frac{d \Phi_{\mathrm{ssc}(s)}}{d s}\right|_{s=0} \tag{2.13}
\end{equation*}
$$

Substituting (2.9) in (2.13), using

$$
\begin{align*}
& \frac{d Q_{1}\left(\sqrt{g_{1}(x)}, \sqrt{g_{2}(x)}\right)}{d x}=\frac{1}{2} \exp \left(-\frac{g_{1}(x)+g_{2}(x)}{2}\right) \\
& \times\left(\frac{d g_{1}(x)}{d x} \sqrt{\frac{g_{2}(x)}{g_{1}(x)}} I_{1}\left(\sqrt{g_{1}(x) g_{2}(x)}\right)-\frac{d g_{2}(x)}{d x}\right.  \tag{2.14}\\
& \left.\times I_{0}\left(\sqrt{g_{1}(x) g_{2}(x)}\right)\right)
\end{align*}
$$

and after some mathematical simplifications, we obtain the following expression for the mean output SNR in correlated Rician fading as

$$
\begin{align*}
& \bar{\gamma}_{\mathrm{SSC}}=\bar{\gamma}+\exp \left(-K-\frac{(K+1) \eta_{T}}{\bar{\gamma}}\right)\left[(1-\rho)^{2} \sqrt{\frac{K \bar{\gamma} \eta_{T}}{1+K}}\right. \\
& \left.\times I_{1}\left(\sqrt{\Upsilon_{4}(K, \bar{\gamma}) \eta_{T}}\right)+\left(1-\rho^{2}\right) \eta_{T} I_{0}\left(\sqrt{\Upsilon_{4}(K, \bar{\gamma}) \eta_{T}}\right)\right] \tag{2.15a}
\end{align*}
$$

where $I_{1}(\cdot)$ is the first-order modified Bessel function of the first kind [19] and

$$
\begin{equation*}
\Upsilon_{4}(K, \bar{\gamma})=\frac{4 K(K+1)}{\bar{\gamma}} \tag{2.15b}
\end{equation*}
$$

The optimum switching threshold, $\eta_{T_{\mathrm{SNR}}}^{*}$, that maximizes the mean output SNR can now be obtained by finding the root of $\frac{d \bar{\gamma}_{\text {SSC }}}{d \eta_{T}}=0$. Unlike correlated or uncorrelated Nakagami and Rayleigh fading where $\eta_{T_{\mathrm{SNR}}}^{*}=\bar{\gamma},[14]$, one can show that the optimum switching threshold in correlated Rician fading is not equal to $\bar{\gamma}$. However, our numerical calculations have shown that the optimum switching threshold is close to $\bar{\gamma}$. For example, for $K=5, \rho=0.8$ and $\bar{\gamma}=10 \mathrm{~dB}, \eta_{T_{\mathrm{SNR}}}^{*}=10.55(10.23 \mathrm{~dB})$.

For $\rho=0$ which corresponds to independent fading, (2.15a) reduces to

$$
\begin{align*}
\bar{\gamma}_{\mathrm{SSC}} & =\bar{\gamma}+\exp \left(-K-\frac{(K+1) \eta_{T}}{\bar{\gamma}}\right)\left(\sqrt{\frac{K \bar{\gamma} \eta_{T}}{1+K}}\right. \\
& \left.\times I_{1}\left(\sqrt{\Upsilon_{4}(K, \bar{\gamma}) \eta_{T}}\right)+\eta_{T} I_{0}\left(\sqrt{\Upsilon_{4}(K, \bar{\gamma}) \eta_{T}}\right)\right) \tag{2.16}
\end{align*}
$$

which is equivalent to, but easier to compute than the expression given in [14, eq. (21)].

Interestingly note that unlike correlated Rician fading, for uncorrelated Rician fading, $\eta_{T_{\text {SNR }}}^{*}=\bar{\gamma}$.

### 2.3.3 Average SER

In a slow fading environment the average symbol error rate is usually computed by averaging the static SER, $P_{s}(e \mid \gamma)$ over the PDF of $\gamma_{\mathrm{SSC}}$. That is

$$
\begin{equation*}
P_{e}=\int_{0}^{\infty} P_{s}(e \mid \gamma) f_{\gamma \mathrm{SSC}}(\gamma) d \gamma \tag{2.17}
\end{equation*}
$$

In this section, we take a different approach to compute the average SER, which does not involve the computation of the PDF of $\gamma_{\mathrm{SSC}}$. Using integration by parts one can write (2.17) as

$$
\begin{equation*}
P_{s}=-\int_{0}^{\infty} P_{s}^{\prime}(e \mid \gamma) F_{\gamma_{\mathrm{SSC}}}(\gamma) d \gamma \tag{2.18}
\end{equation*}
$$

where $P_{s}^{\prime}(e \mid \gamma)$ denotes the derivative of the static error rate. Alternatively, we can use a MGF-based approach [12] to calculate the average SER in fading channels. In the following we derive the average SER of various modulation techniques with dual-branch predetection SSC in correlated Rician fading.

1. For coherent BFSK and $M$-ary pulse amplitude modulation (MPAM) the static SER is given by [20, eq. (33)]

$$
\begin{equation*}
P_{s}(e \mid \gamma)=a Q(\sqrt{b \gamma}) \tag{2.19}
\end{equation*}
$$

where $(a, b)=(1,2)$ for $\operatorname{BPSK},(a, b)=(1,1)$ for coherent BFSK and $(a, b)=$ $\left(2(M-1) / M, 6 /\left(M^{2}-1\right)\right)$ for MPAM, and $Q(\cdot)$ is the area under the tail of the Gaussian PDF defined at [21, eq. (2-1-97)]. Substituting (2.19) in (2.18), the average SER is obtained as

$$
\begin{equation*}
P_{s}=\frac{a \sqrt{b}}{2 \sqrt{2 \pi}} \int_{0}^{\infty} \frac{1}{\sqrt{\gamma}} \exp \left(-\frac{1}{2} b \gamma\right) F_{\gamma \mathrm{SSC}}(\gamma) d \gamma \tag{2.20}
\end{equation*}
$$

2. For 4-ary PSK, $M$-ary quadrature amplitude modulation (MQAM), minimum shift keying (MSK) and coherently detected binary differentially PSK (DPSK),
the static SER is given in [20, eq. (39)] as

$$
\begin{equation*}
P_{s}(e \mid \gamma)=a Q(\sqrt{b \gamma})-c Q^{2}(\sqrt{b \gamma}) \tag{2.21}
\end{equation*}
$$

where $(a, b, c)=(2,2,1)$ for 4PSK or MSK, $(a, b, c)=(2,2,2)$ for coherently detected DPSK and $(a, b, c)=\left(\frac{4(\sqrt{M}-1)}{\sqrt{M}}, \frac{3 \log _{2} M}{M-1}, \frac{4(\sqrt{M}-1)^{2}}{M}\right)$ for MQAM. Substituting (2.21) in (2.18), we obtain the average SER as

$$
\begin{equation*}
P_{s}=\sqrt{\frac{b}{2 \pi}} \int_{0}^{\infty} \frac{1}{\sqrt{\gamma}} \exp \left(-\frac{1}{2} b \gamma\right)\left(\frac{a}{2}-c Q(\sqrt{b \gamma})\right) F_{\gamma_{\mathrm{SSC}}}(\gamma) d \gamma \tag{2.22}
\end{equation*}
$$

3. For $\frac{\pi}{4}$-quadrature differential PSK (QDPSK) and noncoherent correlated BFSK, the static SER is given in [20, eq. (41)] as

$$
\begin{equation*}
P_{s}(e \mid \gamma)=Q_{1}(a \sqrt{\gamma}, b \sqrt{\gamma})-\frac{1}{2} \exp \left(-\frac{\left(a^{2}+b^{2}\right) \gamma}{2}\right) I_{0}(a b \gamma) \tag{2.23}
\end{equation*}
$$

where $(a, b)=(\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}})$ and $(a, b)=\left(\sqrt{\frac{1-\sqrt{1-\lambda^{2}}}{2}}, \sqrt{\frac{1-\sqrt{1+\lambda^{2}}}{2}}\right)$ for $\frac{\pi}{4}$-DQPSK and noncoherent correlated BFSK, respectively and where $\lambda$ is the correlation between the binary signals in noncoherent correlated BFSK. Using (2.23) in (2.18), the average SER in this case can be evaluated using

$$
\begin{equation*}
P_{s}=\frac{a^{2}-b^{2}}{4} \int_{0}^{\infty} \exp \left(-\frac{\left(a^{2}+b^{2}\right) \gamma}{2}\right) I_{0}(a b \gamma) F_{\gamma_{\mathrm{SSC}}}(\gamma) d \gamma \tag{2.24}
\end{equation*}
$$

4. For noncoherent MFSK, using the moment generating function method, one can obtain a closed-form expression for the average SER as

$$
\begin{align*}
P_{s} & =\sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \Upsilon_{1}(K, \beta(n), \bar{\gamma}) \\
& \times\left(Q_{1}\left(\sqrt{\frac{2 K(1+K)}{\beta(n) \bar{\gamma}+1+K}}, \sqrt{\frac{2(\beta(n) \bar{\gamma}+K+1) \eta_{T}}{\bar{\gamma}}}\right)\right.  \tag{2.25}\\
& \left.-Q_{1}\left(\sqrt{\Upsilon_{2}(K, \beta(n), \bar{\gamma})}, \sqrt{\Upsilon_{3}(K, \beta(n), \bar{\gamma}) \eta_{T}}\right)+1\right)
\end{align*}
$$

where $\beta(n)=-n /(n+1)$. For $M=2$, which corresponds to BFSK (2.25) reduces to

$$
\begin{align*}
P_{s} & =\Upsilon_{1}\left(K, \frac{1}{2}, \bar{\gamma}\right) \\
& \times\left(1+Q_{1}\left(\sqrt{\frac{4 K(1+K)}{\bar{\gamma}+2+2 K}}, \sqrt{\frac{(\bar{\gamma}+2 K+2) \eta_{T}}{\bar{\gamma}}}\right)\right.  \tag{2.26}\\
& \left.-Q_{1}\left(\sqrt{\Upsilon_{2}\left(K, \frac{1}{2}, \bar{\gamma}\right)}, \sqrt{\Upsilon_{3}\left(K, \frac{1}{2}, \bar{\gamma}\right) \eta_{T}}\right)\right)
\end{align*}
$$

which is much simpler to compute than [17, eq. (18)], which requires triple integration.

It is clear that the average SER of any modulation format with predetection SSC is a function of the switching threshold. In general, the optimum switching threshold that minimizes the average SER will be different from the optimum switching threshold that maximizes SNR. An optimum switching threshold that minimizes the average SER can be obtained by finding the root of $\frac{d P_{s}}{d \eta_{T}}=0$. For example, for MFSK the optimum switching threshold is the root of

$$
\begin{align*}
& \sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \Upsilon_{1}\left[\frac{\Upsilon_{2}}{2} \exp \left(-\frac{\Upsilon_{2}}{2}-\frac{\Upsilon_{3} \eta_{T}}{2}\right)\right. \\
& \times I_{0}\left(\sqrt{\Upsilon_{2} \Upsilon_{3} \eta_{T}}\right)-\frac{\beta(n) \bar{\gamma}+K+1}{\bar{\gamma}} I_{0}\left(\sqrt{\Upsilon_{4} \eta_{T}}\right)  \tag{2.27}\\
& \left.\times \exp \left(-\frac{K(K+1)}{\beta(n) \bar{\gamma}+K+1}-\frac{(\beta(n) \bar{\gamma}+K+1) \eta_{T}}{\bar{\gamma}}\right)\right]=0
\end{align*}
$$

which was obtained by differentiating (2.25) with respect to $\eta_{T}$. Note that for notational simplicity we have removed the dependence of $\Upsilon_{i}$ on $K, \beta(n)$ and $\bar{\gamma}$.

### 2.3.4 Outage Probability

The outage probability is the probability that the output instantaneous $\mathrm{SNR}, \gamma_{\mathrm{SSC}}$, falls below a given threshold $\gamma_{\text {th }}$ and is given by

$$
\begin{equation*}
P_{\text {out }}=\operatorname{Pr}\left(0<\gamma_{\mathrm{SSC}}<\gamma_{\mathrm{th}}\right)=F_{\gamma_{\mathrm{SSC}}}\left(\gamma_{\mathrm{th}}\right) \tag{2.28}
\end{equation*}
$$

where $F_{\gamma_{\text {SSC }}}\left(\eta_{\text {th }}\right)$ was obtained in (2.9). It follows from (2.3) that the value of switching threshold, $\eta_{T_{\text {out }}}^{*}$, for which the outage probability attains its optimum (minimum) value is $\eta_{T_{\text {out }}}^{*}=\gamma_{\text {th }}[14]$. Thus, the optimum outage probability is given by

$$
\begin{equation*}
P_{o u t}=F_{\gamma_{1}, \gamma_{2}}\left(\gamma_{\mathrm{th}}, \gamma_{\mathrm{th}}\right) \tag{2.29}
\end{equation*}
$$

which is equal to the outage probability of classical SC.

### 2.4 Numerical Examples

In this section, we give some numerical examples. In Fig. 2.1, the average SER of noncoherent QFSK with SSC and classical SC is plotted as a function of the average SNR per symbol per branch for several values of $\rho$ and for $K=5$. For SSC, we have used (2.25) to plot the analytical curves in Fig. 2.1 where for each value of SNR, the optimum switching thresholds the minimize the average SER have been used. These optimum switching thresholds have been calculated by obtaining the roots of (2.27) numerically. Note that there is excellent agreement between our theoretical results and simulations. Also plotted in Fig. 2.1, is the average SER of QFSK with classical SC in correlated Rician fading. As expected, the average SER of classical SC is always less than the average SER of predetection SSC and the SNR gap between predetection SSC and classical SC does not change significantly with $\rho$.

In Fig. 2.2, the optimum switching thresholds that minimize the average SER of QFSK are plotted as a function of the average SNR per symbol per branch for several values of $K$ and for $\rho=0.4$. Fig. 2.2 shows that the optimum switching threshold increases as the channel is less faded. Fig. 2.2 also shows that for a given $K$, the optimum switching threshold increases as the average SNR on the branches increase.

In Fig. 2.3, the optimum switching thresholds that minimize the average SER of QFSK are plotted as a function of the average SNR per symbol per branch for several values of $\rho$ and for $K=2$ and $K=10$. Fig. 2.3 shows that for a fixed $K$, the optimum switching threshold decreases as correlation increases.

In Fig. 2.4, the average SER of QFSK is plotted as a function of the switching threshold for several values of $\rho$ for $\bar{\gamma}=5,10$ and 15 dB . Fig. 2.4 shows that as correlation increases, and for a given $\bar{\gamma}$, the average SER becomes less sensitive to the switching threshold.

Finally, in Fig. 2.5, the optimum outage probability of SSC is plotted as a function of normalized SNR $\left(\gamma_{\mathrm{th}} / \bar{\gamma}\right)$ for several values of $K$ and $\rho$. As expected, the outage probability decreases as $\rho$ decreases or $K$ increases.


Figure 2.1: The average SER of QFSK as a function of the average SNR per symbol per branch in correlated Rician fading for $K=5$ and $\rho=0.2,0.4$ and 0.8 . The optimum switching threshold values that minimize the SER are used to plot the curves.


Figure 2.2: The optimum switching threshold of QFSK as a function of the average SNR per symbol per branch for $\rho=0.4$ and $K=0,3,6$ and 9 .


Figure 2.3: The optimum switching threshold of QFSK as a function of the average SNR per symbol per branch for $\rho=0,0.3,0.6$ and 0.8 and for $K=2$ and 10 .


Figure 2.4: The average SER of QFSK as a function of the switching threshold for several values of $\rho$ and $\bar{\gamma}$.


Figure 2.5: The optimum outage probability of dual-branch predetection SSC as a function of the normalized switching threshold for $\rho=0.35$ and 0.55 and for $K=3,5$ and 7.

### 2.5 Conclusion

The performance of dual-branch predetection SSC in correlated Rician fading was studied. Analytical expressions for the average SER were derived for a number of modulation formats of practical interest. Analytical expressions were also derived for the output average SNR and outage probability of dual-branch predetection SSC in correlated Rician fading. As a practical example, the effects of correlation, fading parameter and switching threshold on the performance of QFSK were demonstrated. It was shown that for large correlation, as the average SNR decreases, the average SER becomes less sensitive to the switching threshold.

## Chapter 3

## Performance of Postdetection

## Switch-and-Stay Combining Schemes in Correlated Rayleigh and Rician Fading

In the previous chapter, we studied the performance of predetection SSC system in correlated Rician fading, In this chapter, we study the performance of binary frequency-shift keying (BFSK) and $M$-ary frequency shift keying (MFSK) with dualbranch postdetection switch-and-stay combining (SSC) in correlated Rayleigh and Rician fading.

Although the performance of predetection SSC is well studied both in independent as well as correlated fading channels [14]- [17], [22]- [26], to the best of the author's knowledge, the performance of postdetection SSC receivers has only been studied in independent fading channels [13], [27]- [29]. In practice, however, the assumption of independence among the diversity branches may not be accurate particularly if the antennas are placed closely as in many portable communication devices.

In this chapter, two postdetection SSC receivers are studied. We refer to these
receivers as postdetection SSC Model 1 and postdetection SSC Model 2. The performances of binary frequency shift keying (BFSK) and $M$-ary frequency shift keying (MFSK) with postdetection SSC Model 1 and Model 2 are analyzed in both correlated Rayleigh and Rician fading channels. In the Rayleigh fading scenario we also consider the case where the average fading powers are not necessarily equal. Closedform expressions are derived for the average BER of noncoherent BFSK and MFSK with Postdetection SSC Model 1 and Model 2 in Rayleigh and Rician fading channels. The validity of our analytical expressions are tested using extensive Monte Carlo simulation results. Using these analytical expressions, optimum switching thresholds that minimize the average BER are obtained. The performances of postdetection SSC Model 1 and Model 2 are compared to the performance of predetection SSC.

The remainder of this chapter is organized as follows. In Section 3.1, the structure of postdetection SSC Model 1 is given and the performance using BFSK in this receiver structure is analyzed in correlated Rayleigh and Rician fading channels. In Section 3.2, we analyze the performance of MFSK with postdetection SSC Model 2 in correlated Rayleigh and Rician fading channels. Some numerical examples are given in Section 3.3 and the performances of postdetection SSC Model 1 and Model 2 are compared to the performance of predetection SSC in correlated fading channels. Finally, some conclusions are given in Section 3.4.

### 3.1 Postdetection SSC Model 1

### 3.1.1 System Model

The signaling transmission is assumed to be BFSK over a slow, flat fading channel. The equiprobable binary symbols zero and one are transmitted around the carrier


Figure 3.1: The block diagram of postdetection SSC receiver Model 1 (after [10, Fig. 1]).
frequencies $f_{1}$ and $f_{2}$, respectively, with energy $E_{b}$.
A block diagram of a BFSK system with dual-branch postdetection SSC is given in Fig. 3.1 (after [13, Fig. 1]). Noncoherent modulation is employed on each diversity branch consisting of two bandpass filters, one tuned to frequency $f_{1}$ and the other to frequency $f_{2}$ followed by square-law detectors [13]. Let $W_{i k}(n), i, k=1,2$ denote the output of the jth square-law detector on the ith branch in the nth symboling interval. The receiver computes the decision variables $W_{1}=W_{11}-W_{12}$ and $W_{2}=W_{21}-W_{22}$ which are also the inputs to the switch. If the switch is connected to $W_{i}$ and $W_{i}>0$, the receiver selects the binary symbol corresponding to frequency $f_{1}$, otherwise the
symbol corresponding to frequency $f_{2}$ is selected.
Let $w_{T_{1}}$ and $w_{T_{2}}$ denote the switching thresholds on channel 1 and channel 2 , respectively. In mathematical terms the operation of the switch can be written as [13, eqs. (1)-(2)]

$$
W(n)=W_{i}(n)=\text { if } \begin{cases}W(n-1)=W_{i}(n-1) & \text { and } \quad\left|W_{i}(n)\right| \geq w_{T_{i}}, \quad i=1,2  \tag{3.1}\\ & \text { or } \\ W(n-1)=W_{\bar{i}}(n-1) & \text { and } \quad\left|W_{\bar{i}}(n)\right| \leq w_{T_{i}}, \quad i=1,2\end{cases}
$$

where $\bar{i}$ denotes the 2 's complement of $i$.

### 3.1.2 Average BER Analysis

Following the analysis in [13], the average BER of noncoherent BFSK with dualbranch postdetection SSC can be written as [13, eq. (7)]

$$
\begin{align*}
P_{b}(E) & =p_{1} F_{W_{1}}\left(-w_{T_{1}}\right)+p_{2} F_{W_{2}}\left(-w_{T_{2}}\right) \\
& +p_{1}\left(F_{W_{1}, W_{2}}\left(w_{T_{1}}, 0\right)-F_{W_{1}, W_{2}}\left(-w_{T_{1}}, 0\right)\right)  \tag{3.2a}\\
& +p_{2}\left(F_{W_{1}, W_{2}}\left(0, w_{T_{2}}\right)-F_{W_{1}, W_{2}}\left(0,-w_{T_{2}}\right)\right)
\end{align*}
$$

where $F_{W_{1}, W_{2}}(\cdot, \cdot)$ denotes the joint cumulative distribution function (CDF) of the random variables (RVs) $W_{1}$ and $W_{2}, F_{W_{i}}$ is the marginal CDF of the RV $W_{i}, i=1,2$ and $p_{1}$ and $p_{2}$ are defined as [13, eq. (13)]

$$
\begin{align*}
p_{1} & =\frac{F_{\left|W_{2}\right|}\left(w_{T_{2}}\right)}{F_{\left|W_{1}\right|}\left(w_{T_{1}}\right)+F_{\left|W_{2}\right|}\left(w_{T_{2}}\right)}  \tag{3.2~b}\\
p_{2} & =\frac{F_{\left|W_{1}\right|}\left(w_{T_{1}}\right)}{F_{\left|W_{1}\right|}\left(w_{T_{1}}\right)+F_{\left|W_{2}\right|}\left(w_{T_{2}}\right)} . \tag{3.2c}
\end{align*}
$$

In the case of identically distributed branches, $F_{W_{1}}(\cdot)=F_{W_{2}}(\cdot) \triangleq F_{W}(\cdot), w_{T_{1}}=$ $w_{T_{2}} \triangleq w_{T}, p_{1}=p_{2}=1 / 2$ and (3.2a) can be further simplified to

$$
\begin{equation*}
P_{b}(E)=F_{W}\left(-w_{T}\right)+\left(F_{W_{1}, W_{2}}\left(w_{T}, 0\right)-F_{W_{1}, W_{2}}\left(-w_{T}, 0\right)\right) \tag{3.3}
\end{equation*}
$$

Assume, without loss of generality, that the symbol corresponding to frequency $f_{1}$ is transmitted. Then the RVs $W_{1}$ and $W_{2}$ can be written as [13]

$$
\begin{align*}
& W_{1}=W_{11}-W_{12}=\left|2 E_{b} G_{1}+N_{11}\right|^{2}-\left|N_{12}\right|^{2}  \tag{3.4}\\
& W_{2}=W_{21}-W_{22}=\left|2 E_{b} G_{2}+N_{21}\right|^{2}-\left|N_{22}\right|^{2} \tag{3.5}
\end{align*}
$$

where $E_{b}$ is the energy per bit per symbol, $N_{i k}, i, k=1,2$ are independent and identically distributed (i.i.d) zero-mean Gaussian random variables (RVs) with variance $4 E_{b} N_{0}$ and $G_{1}$ and $G_{2}$ denote the complex channel gains on channel 1 and channel 2, respectively. We assume that the average fading powers, $\Omega_{i}=E\left[\left|G_{i}\right|^{2}\right], i=1,2$, are not necessarily equal, i.e., they are non-identically distributed. We further assume that the channel gains are correlated and we denote the fading correlation between $G_{1}$ and $G_{2}$ as $\rho$.

To proceed, we need to calculate the joint CDF of $W_{1}$ and $W_{2}$ and the marginal CDFs. To calculate the joint CDF of $W_{1}$ and $W_{2}$, we transform $W_{1}$ and $W_{2}$ into conditionally independent RVs so that their conditional joint CDF can be written as the product of the conditional marginal CDFs [20], [30] and subsequently the joint CDF is obtained by removing the conditioning. Assume that $W_{1}$ and $W_{2}$ are conditionally independent given a positive RV Z. Then, their joint CDF can be calculated as

$$
\begin{equation*}
F_{W_{1}, W_{2}}\left(w_{1}, w_{2}\right)=\int_{0}^{\infty} F_{W_{1} \mid Z}\left(w_{1}\right) F_{W_{2} \mid Z}\left(w_{2}\right) f_{Z}(z) d z \tag{3.6}
\end{equation*}
$$

### 3.1.2.1 Rayleigh Fading

To begin our analysis, we write $G_{i}, i=1,2$ as

$$
\begin{equation*}
G_{i}=\sqrt{\Omega_{i}}\left(\sqrt{1-\rho} X_{i}+\sqrt{\rho} X_{0}+j\left(\sqrt{1-\rho} Y_{i}+\sqrt{\rho} Y_{0}\right)\right) \tag{3.7}
\end{equation*}
$$

where $j=\sqrt{-1}$ and $X_{i}$ and $Y_{i}$ are independent zero-mean Gaussian RVs with variance $\frac{1}{2}$. The definitions given in (3.7) guarantee that $G_{1}$ and $G_{2}$ are Rayleigh distributed with $E\left[\left|G_{i}\right|^{2}\right]=\Omega_{i} i=1,2$. Furthermore, one can easily show that the cross-correlation between $G_{1}$ and $G_{2}$ is equal to $\rho$. Note that the power correlation, $\rho_{\eta}$, is equal to the square of the fading gain correlation, i.e., $\rho_{\eta}=\rho^{2}[31]$.

Using (3.7), we can write $W_{11}$ defined in (3.4) as

$$
\begin{equation*}
W_{11}=\left(2 E_{b} \sqrt{\Omega_{1}}\left(\sqrt{1-\rho} X_{1}+\sqrt{\rho} X_{0}\right)+N_{11}^{I}\right)^{2}+\left(2 E_{b} \sqrt{\Omega_{1}}\left(\sqrt{1-\rho} Y_{1}+\sqrt{\rho} Y_{0}\right)+N_{11}^{Q}\right)^{2} \tag{3.8}
\end{equation*}
$$

where $N_{11}^{I}$ and $N_{11}^{Q}$ are zero-mean Gaussian RVs with variance $2 E_{b} N_{0}$. Similarly $W_{21}$ can be written as
$W_{21}=\left(2 E_{b} \sqrt{\Omega_{2}}\left(\sqrt{1-\rho} X_{2}+\sqrt{\rho} X_{0}\right)+N_{21}^{I}\right)^{2}+\left(2 E_{b} \sqrt{\Omega_{2}}\left(\sqrt{1-\rho} Y_{2}+\sqrt{\rho} Y_{0}\right)+N_{21}^{Q}\right)^{2}$.

Let $\mathbb{X}_{2}\left(a, \sigma^{2}\right)$ denote a non-central chi-squared RV with non-centrality parameter $a^{2}$ and assume that $X_{0}$ and $Y_{0}$ are fixed. Then $W_{11}$ is a non-central chi-squared RV with two degrees of freedom with non-centrality parameter $a_{1}^{2}=4 E_{b}^{2} \Omega_{1} \rho Z$ and $\sigma_{1}^{2}=2 E_{b} N_{0}\left(1+\bar{\gamma}_{1}(1-\rho)\right)$, where $\bar{\gamma}_{i}=E_{b} \Omega_{i} / N_{0}$ is the average SNR on the ith channel and

$$
\begin{equation*}
Z=X_{0}^{2}+Y_{0}^{2} \tag{3.10}
\end{equation*}
$$

Similarly, one can show that $W_{21}$ is a non-central chi-squared RV with noncentrality parameter $a_{2}^{2}=4 E_{b}^{2} \Omega_{2} \rho Z$ and $\sigma_{2}^{2}=2 E_{b} N_{0}\left(1+\bar{\gamma}_{2}(1-\rho)\right)$. Noting that $W_{12}$ and $W_{22}$ are independent central chi-squared RVs with two degrees of freedom and parameter $2 E_{b} N_{0}$, one can see that the RVs $W_{1}$ and $W_{2}$ are now conditionally independent given $Z$. Furthermore, $W_{1} \mid Z$ and $W_{2} \mid Z$ are the difference between a non-central and a central chi-squared RV. Therefore using [13, eq. (51)] and after
some mathematical manipulations and simplifications, their CDFs can be written as

$$
F_{W_{i} \mid Z}(w)= \begin{cases}Y_{1}\left(\bar{\gamma}_{i}, \rho, z\right) \exp \left(\frac{w}{4 E_{b} N_{0}}\right), & w<0  \tag{3.11a}\\ 1-Q_{1}\left(\sqrt{Y_{2}\left(\overline{\gamma_{i}}, \rho, z\right)}, \sqrt{\frac{w}{2 E_{b} N_{0}\left(1+(1-\rho) \bar{\gamma}_{i}\right.}}\right) & \\ +Y_{1}\left(\bar{\gamma}_{i}, \rho, z\right) \exp \left(\frac{w}{4 E_{b} N_{0}}\right) \times \\ Q_{1}\left(\sqrt{Y_{3}\left(\bar{\gamma}_{i}, \rho, z\right)}, \sqrt{\frac{Y_{4}\left(\bar{\gamma}_{i}, \rho, z\right) w}{2 E_{b} N_{0}}}\right), & w>0\end{cases}
$$

where

$$
\begin{align*}
Y_{1}(\bar{\gamma}, \rho, z) & =\frac{1}{2+(1-\rho) \bar{\gamma}} \exp \left(-\frac{\bar{\gamma} \rho z}{2+(1-\rho) \bar{\gamma}}\right)  \tag{3.11b}\\
Y_{2}(\bar{\gamma}, \rho, z) & =\frac{2 \rho \bar{\gamma} z}{(1+(1-\rho) \bar{\gamma})}  \tag{3.11c}\\
Y_{3}(\bar{\gamma}, \rho, z) & =\frac{2 \rho \bar{\gamma} z}{(1+(1-\rho) \bar{\gamma})(2+(1-\rho) \bar{\gamma})}  \tag{3.11d}\\
Y_{4}(\bar{\gamma}, \rho, z) & =\frac{2+(1-\rho) \bar{\gamma}}{1+(1-\rho) \bar{\gamma}} \tag{3.11e}
\end{align*}
$$

The unconditional CDF of $W_{i}$ can now be calculated by integrating $F_{W_{i} \mid Z}(w)$ over the probability density function of $Z$ given by

$$
\begin{equation*}
f_{Z}(z)=\exp (-z), \quad z>0 \tag{3.12}
\end{equation*}
$$

The result, after some algebra, is

$$
F_{W_{i}}(w)= \begin{cases}\frac{1}{2+\bar{\gamma}_{i}} \exp \left(\frac{w}{4 E_{b} N_{0}}\right), & w<0  \tag{3.13}\\ 1-\frac{1+\overline{\gamma_{i}}}{2+\bar{\gamma}_{i}} \exp \left(-\frac{w}{4 E_{b} N_{0}\left(1+\bar{\gamma}_{i}\right)}\right), & w>0\end{cases}
$$

which, as expected, is equal to [13, eq. 17] and [13, eq. 18] for $i=1$ and $i=2$, respectively.

To obtain the average BER, we now calculate the terms in (3.2a). We begin by evaluating $p_{1}$ and $p_{2}$ defined in (3.2b) and (3.2c), respectively. Substituting (3.13) in (3.2b) and (3.2c) and noting that $F_{\left|W_{i}\right|}\left(w_{T_{i}}\right)=F_{W_{i}}\left(w_{T_{i}}\right)-F_{W_{i}}\left(-w_{T_{i}}\right)$, results in

$$
\begin{align*}
p_{1} & =\frac{\mathcal{F}_{0}\left(\bar{\gamma}_{2}, \eta_{T_{2}}\right)}{\mathcal{F}_{0}\left(\bar{\gamma}_{1}, \eta_{T_{1}}\right)+\mathcal{F}_{0}\left(\overline{\gamma_{2}}, \eta_{T_{1}}\right)}  \tag{3.14}\\
p_{2} & =\frac{\mathcal{F}_{0}\left(\overline{\gamma_{1}}, \eta_{T_{1}}\right)}{\mathcal{F}_{0}\left(\bar{\gamma}_{1}, \eta_{T_{1}}\right)+\mathcal{F}_{0}\left(\overline{\gamma_{2}}, \eta_{T_{2}}\right)} \tag{3.15}
\end{align*}
$$

where $\eta_{T_{i}}=w_{T_{i}} /\left(\Omega_{i} E_{b}^{2}\right)$ is the normalized switching threshold on the ith channel and $\mathcal{F}_{0}(x, y)$ is defined as

$$
\begin{equation*}
\mathcal{F}_{0}(x, y)=1-\frac{1+x}{2+x} \exp \left(-\frac{x y}{4(1+x)}\right)-\frac{1}{2+x} \exp \left(-\frac{x y}{4}\right) \tag{3.16}
\end{equation*}
$$

Next, substituting (3.11) in (3.6), using [18, eq. (B.18)], and after some mathematical manipulation and integral evaluations, we obtain closed-form expressions for $F_{W_{1}, W_{2}}\left(w_{T_{1}}, 0\right)$ and $F_{W_{1}, W_{2}}\left(-w_{T_{1}}, 0\right)$ as

$$
\begin{align*}
F_{W_{1}, W_{2}}\left(w_{T_{1}}, 0\right) & =\frac{1}{2+\overline{\gamma_{2}}}\left(1-\exp \left(-\frac{w_{T_{1}} \mathcal{F}_{1}\left(\overline{\gamma_{1}}, \overline{\gamma_{2}}, \rho\right)}{4 E_{b} N_{0}}\right)\right)  \tag{3.17}\\
& +\mathcal{F}_{2}\left(\overline{\gamma_{1}}, \overline{\gamma_{2}}, \rho\right) \exp \left(-\frac{w_{T_{1}} \mathcal{F}_{1}\left(\overline{\gamma_{1}}, \overline{\gamma_{2}}, \rho\right)}{4 E_{b} N_{0}}\right)
\end{align*}
$$

and

$$
\begin{equation*}
F_{W_{1}, W_{2}}\left(-w_{T_{1}}, 0\right)=\mathcal{F}_{2}\left(\dot{\gamma_{1}}, \overline{\gamma_{2}}, \rho\right) \exp \left(-\frac{w_{T_{1}}}{4 E_{b} N_{0}}\right) \tag{3.18}
\end{equation*}
$$

respectively, where $\mathcal{F}_{1}(x, y, z)$ and $\mathcal{F}_{2}(x, y, z)$ are defined as

$$
\begin{align*}
\mathcal{F}_{1}(x, y, z) & =\frac{2+y}{x y\left(1-z^{2}\right)+2 x+y+2}  \tag{3.19}\\
\mathcal{F}_{2}(x, y, z) & =\frac{1}{(2+(1-z) x)(2+(1+z) y)} . \tag{3.20}
\end{align*}
$$

Similarly, we can derive analytical expressions for $F_{W_{1}, W_{2}}\left(0, w_{T_{2}}\right)$ and $F_{W_{1}, W_{2}}\left(0,-w_{T_{2}}\right)$ as

$$
\begin{align*}
F_{W_{1}, W_{2}}\left(0, w_{T_{2}}\right) & =\frac{1}{2+\overline{\gamma_{1}}}\left(1-\exp \left(-\frac{w_{T_{2}} \mathcal{F}_{1}\left(\overline{\gamma_{2}}, \overline{\gamma_{1}}, \rho\right)}{4 E_{b} N_{0}}\right)\right)  \tag{3.21}\\
& +\mathcal{F}_{2}\left(\overline{\gamma_{1}}, \overline{\gamma_{2}}, \rho\right) \exp \left(-\frac{w_{T_{2}} \mathcal{F}_{1}\left(\overline{\gamma_{1}}, \overline{\gamma_{2}}, \rho\right)}{4 E_{b} N_{0}}\right)
\end{align*}
$$

and

$$
\begin{equation*}
F_{W_{1}, W_{2}}\left(0,-w_{T_{2}}\right)=\mathcal{F}_{2}\left(\bar{\gamma}_{2}, \bar{\gamma}_{1}, \rho\right) \exp \left(-\frac{w_{T_{2}}}{4 E_{b} N_{0}}\right) \tag{3.22}
\end{equation*}
$$

respectively. A closed-form expression can now be obtained for the average BER of BFSK with postdetection SSC in correlated Rayleigh fading with average fading
power imbalance as

$$
\begin{align*}
P_{b}(E) & =\sum_{i=1}^{2} \frac{\mathcal{F}_{0}\left(\bar{\gamma}_{i}, \eta_{T_{i}}\right)}{\mathcal{F}_{0}\left(\bar{\gamma}_{i}, \eta_{T_{i}}\right)+\mathcal{F}_{0}\left(\bar{\gamma}_{i}, \eta_{T_{i}}\right)} \\
& \times\left\{\frac{1}{2+\bar{\gamma}_{i}} \exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4}\right)+\frac{1}{2+\bar{\gamma}_{i}}\left(1-\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4} \mathcal{F}_{1}\left(\bar{\gamma}_{i}, \bar{\gamma}_{i}, \rho\right)\right)\right)\right.  \tag{3.23}\\
& \left.+\mathcal{F}_{2}\left(\bar{\gamma}_{i}, \bar{\gamma}_{\bar{i}}, \rho\right)\left(\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4} \mathcal{F}_{1}\left(\bar{\gamma}_{i}, \bar{\gamma}_{\bar{i}}, \rho\right)\right)-\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4}\right)\right)\right\}
\end{align*}
$$

where $\bar{i}=(i+1) \bmod 3$, i.e., $\overline{1}=2$ and $\overline{2}=1$. For $\rho=0$, one can show that (3.23) reduces to the result given in [13], as expected.

For the case of identical correlated fading, i.e., $\overline{\gamma_{1}}=\overline{\gamma_{2}}=\bar{\gamma}, \eta_{T_{1}}=\eta_{T_{2}} \triangleq \eta_{T}$, $p_{1}=p_{2}=1 / 2$ and (3.23) reduces to

$$
\begin{align*}
P_{b}(E) & =\frac{1}{2+\bar{\gamma}}\left\{1+\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4} \mathcal{F}_{1}(\bar{\gamma}, \bar{\gamma}, \rho)\right)\right\}  \tag{3.24}\\
& -\mathcal{F}_{2}(\bar{\gamma}, \bar{\gamma}, \rho)\left(\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4} \mathcal{F}_{1}(\bar{\gamma}, \bar{\gamma}, \rho)\right)\right)
\end{align*}
$$

For $\rho=0$ one can easily show that (3.24) reduces to [13, eq. (20)], as expected.
As a check on the validity of our results, we see that for both extremes $\eta_{T}=0$ and $\eta_{T}=\infty$, (3.24) reduces to the BER of a single-branch noncoherent BFSK receiver given by

$$
\begin{equation*}
P_{b}(E)=\frac{1}{2+\bar{\gamma}} \tag{3.25}
\end{equation*}
$$

The average BER in (3.24) can now be minimized by obtaining an optimal switching threshold, $\eta_{T}^{*}$, which is the solution to the equation [13]

$$
\begin{equation*}
\left.\frac{d P_{b}(E)}{d \eta_{T}}\right|_{\eta=\eta_{T}^{*}}=0 \tag{3.26}
\end{equation*}
$$

Substituting (3.24) in (3.26), leads to the desired solution as

$$
\begin{equation*}
\eta_{T}^{*}=\frac{4\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}+2\right)}{\left(2+\bar{\gamma}\left(1-\rho^{2}\right)\right) \bar{\gamma}^{2}} \ln \left(\frac{\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}+2}{2+\bar{\gamma}}\right) \tag{3.27}
\end{equation*}
$$

The minimum BER can now be obtained by substituting (3.27) in (3.24).


Figure 3.2: The average BER versus the normalized switching thresholds of noncoherent BFSK with postdetection SSC Model 1 in non-identically distributed correlated Rayleigh fading with $\rho=0.7, \bar{\gamma}_{1}=10 \mathrm{~dB}$ and $\overline{\gamma_{2}}=5.48 \mathrm{~dB}(\delta=0.6)$.

In the case of average fading power imbalance between the diversity paths, the average BER given in (3.23), is a function of $\eta_{T_{1}}$ and $\eta_{T_{2}}$ and the expression has to be minimized with respect to both parameters to reach a global solution. For example, Fig. 3.2 shows the average BER of postdetection SSC Model 1 as a function of $\eta_{T_{1}}$ and $\eta_{T_{2}}$ for $\overline{\gamma_{1}}=10 \mathrm{~dB}$ and $\overline{\gamma_{2}}=5.48 \mathrm{~dB}$ where the average SNR on the second branch is related to the average SNR on the first branch as $\overline{\gamma_{2}}=\overline{\gamma_{1}} \exp (-\delta)$ where $\delta=0.6$ is the average decay factor. The optimum values of the normalized switching thresholds that minimize the average BER are shown in the figure.

### 3.1.2.2 Rician Fading

In the case of Rician fading, the complex channel gains can be written as

$$
\begin{equation*}
G_{i}=\sqrt{1-\rho} X_{i}+\sqrt{\rho} X_{0}+\nu_{1}+j\left(\sqrt{1-\rho} Y_{i}+\sqrt{\rho} Y_{0}+\nu_{2}\right) \tag{3.28}
\end{equation*}
$$

where $X_{i}$ and $Y_{i}$ are zero-mean Gaussian RVs with variance $\sigma^{2}=\Omega /(2(K+1))$ and $\nu_{1}$ and $\nu_{2}$ correspond to the in-phase and quadrature component of the line of sight component and are related to the Rician factor $K$ through $K=\left(\nu_{1}^{2}+\nu_{2}^{2}\right) /\left(2 \sigma^{2}\right)$. Using the representation given in (3.28), one can show that the fading correlation between $G_{1}$ and $G_{2}$ is equal to $\rho$ and $E\left[\left|G_{i}\right|^{2}\right]=\Omega, i=1,2$. In addition, the power correlation between $\left|G_{1}\right|^{2}$ and $\left|G_{2}\right|^{2}$ can be obtained as

$$
\begin{equation*}
\rho_{\eta}=\rho \frac{2 K+\rho}{2 K+1} . \tag{3.29}
\end{equation*}
$$

Define

$$
\begin{equation*}
Z=\left(X_{0}+\frac{\nu_{1}}{\sqrt{\rho}}\right)^{2}+\left(Y_{0}+\frac{\nu_{2}}{\sqrt{\rho}}\right)^{2} . \tag{3.30}
\end{equation*}
$$

Then assuming that $Z$ is fixed, one can show, similar to the derivation in the previous section and after some mathematical simplification, that the conditional CDF of $W_{i}, i=1,2$ given $Z$, i.e., $F_{W_{i} \mid Z}(w)$ can be written as

$$
F_{W_{i} \mid Z}(w)= \begin{cases}H_{1}(\bar{\gamma}, K, \rho, z) \exp \left(\frac{w}{4 E_{b} N_{0}}\right), & w<0  \tag{3.31a}\\ 1-Q_{1}\left(\sqrt{H_{2}\left(\overline{\gamma_{i}}, K, \rho, z\right)}, \sqrt{H_{3}(\bar{\gamma}, K, \rho) \frac{w}{2 E_{b} N_{0}}}\right) & \\ +H_{1}(\bar{\gamma}, K, \rho, z) \exp \left(\frac{w}{4 E_{b} N_{0}}\right) \times \\ Q_{1}\left(\sqrt{H_{4}\left(\overline{\gamma_{i}}, K, \rho, z\right)}, \sqrt{H_{5}(\bar{\gamma}, K, \rho) \frac{w}{2 E_{b} N_{0}}}\right), & w>0\end{cases}
$$

where

$$
\begin{align*}
H_{1}(\bar{\gamma}, K, \rho, z) & =\frac{1+K}{2(1+K)+\bar{\gamma}(1-\rho)} \exp \left(-\frac{\bar{\gamma} \rho(1+K) z}{2(1+K)+\bar{\gamma}(1-\rho)}\right)  \tag{3.31b}\\
H_{2}(\bar{\gamma}, K, \rho, z) & =\frac{2 \bar{\gamma} \rho(1+K) z}{1+K+\bar{\gamma}(1-\rho)}  \tag{3.31c}\\
H_{3}(\bar{\gamma}, K, \rho) & =\frac{1}{1+K+\bar{\gamma}(1-\rho)}  \tag{3.31d}\\
H_{4}(\bar{\gamma}, K, \rho, z) & =\frac{2 \bar{\gamma} \rho(1+K)^{2} z}{(1+K+\bar{\gamma}(1-\rho))(2(1+K)+\bar{\gamma}(1-\rho))}  \tag{3.31e}\\
H_{5}(\bar{\gamma}, K, \rho) & =\frac{2(1+K)+\bar{\gamma}(1-\rho)}{1+K+\bar{\gamma}(1-\rho)} . \tag{3.31f}
\end{align*}
$$

Similar to the approach taken in the previous section, using the PDF of $Z$, given by

$$
\begin{equation*}
f_{Z}(z)=(K+1) \exp \left(-\frac{K}{\rho}-(K+1) z\right) I_{0}\left(2 \sqrt{\frac{K(K+1) z}{\rho}}\right) \tag{3.32}
\end{equation*}
$$

and after much mathematical manipulations and integral evaluations, we obtain the BER of BFSK in correlated Rician fading as

$$
\begin{align*}
P_{b} & =R_{1}(K, \bar{\gamma})\left(\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)+1-Q_{1}\left(\sqrt{R_{2}(K, \bar{\gamma}, \rho)}, \sqrt{\eta_{T} R_{3}(K, \bar{\gamma}, \rho)}\right)\right) \\
& +R_{4}(K, \bar{\gamma}, \rho)\left[Q_{1}\left(\sqrt{R_{5}(K, \bar{\gamma}, \rho)}, \sqrt{\eta_{T} R_{6}(K, \bar{\gamma}, \rho)}\right) \exp \left(\frac{\eta_{T} \bar{\gamma}}{4}\right)-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)\right] \tag{3.33a}
\end{align*}
$$

where

$$
\begin{align*}
R_{1}(K, \bar{\gamma}) & =\frac{1+K}{2(1+K)+\bar{\gamma}} \exp \left(-\frac{K \bar{\gamma}}{2(1+K)+\bar{\gamma}}\right)  \tag{3.33b}\\
R_{2}(K, \bar{\gamma}, \rho) & =\frac{2 K \bar{\gamma}(2(1+K)+\bar{\gamma}(1-\rho))^{2}}{(2(1+K)+\bar{\gamma})\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}(1+K)+2(1+K)^{2}\right)}  \tag{3.33c}\\
R_{3}(K, \bar{\gamma}, \rho) & =\frac{\bar{\gamma}(1+K)(2(1+K)+\bar{\gamma})}{2\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}(1+K)+2(1+K)^{2}\right)}  \tag{3.33d}\\
R_{4}(K, \bar{\gamma}, \rho) & =\frac{(1+K)^{2}}{(2(1+K)+\bar{\gamma}(1-\rho))(2(1+K)+\bar{\gamma}(1+\rho))} \\
& \times \exp \left(-\frac{2 K \bar{\gamma}}{2(1+K)+\bar{\gamma}(1+\rho)}\right)  \tag{3.33e}\\
R_{5}(K, \bar{\gamma}, \rho) & =\frac{2 K \bar{\gamma}(1+K)(2(1+K)+\bar{\gamma}(1-\rho)}{(2(K+1)+\bar{\gamma}(1+\rho))} \\
& \times \frac{1}{\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}(1+K)+2(1+K)^{2}\right)}  \tag{3.33f}\\
R_{6}(K, \bar{\gamma}, \rho) & =\frac{\bar{\gamma}(2(1+K)+\bar{\gamma}(1-\rho))(2(1+K)+\bar{\gamma}(1+\rho))}{2\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}(1+K)+2(1+K)^{2}\right)} . \tag{3.33g}
\end{align*}
$$

As a check on the validity of our result one can show that for $\rho=0$, (3.33) reduces to [13, eq. (9)], as expected. Also note that for $K=0$, which corresponds to Rayleigh fading, (3.33) reduces to (3.24).

The optimum switching threshold that minimizes the average BER can now be calculated by substituting (3.33) in (3.26) and obtaining $\eta_{T}^{*}$. Using [13, eq. (39)], we obtain

$$
\begin{align*}
& R_{1}(K, \bar{\gamma})\left(-\frac{\bar{\gamma}}{4} \exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)+\frac{R_{3}^{\prime}(K, \bar{\gamma}, \rho) \eta_{T}}{2} \exp \left(-\frac{R_{2}(K, \bar{\gamma}, \rho)+R_{3}(K, \bar{\gamma}, \rho) \eta_{T}}{2}\right)\right. \\
& \left.\times I_{0}\left(\sqrt{R_{2}(K, \bar{\gamma}, \rho) R_{3}(K, \bar{\gamma}, \rho) \eta_{T}}\right)\right)+R_{4}(K, \bar{\gamma}, \rho)\left[\frac{\bar{\gamma}}{4} \exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)+\exp \left(\frac{\eta_{T} \bar{\gamma}}{4}\right)\right. \\
& \times\left\{\frac{\bar{\gamma}}{4} Q_{1}\left(\sqrt{R_{5}(K, \bar{\gamma}, \rho)}, \sqrt{R_{6}(K, \bar{\gamma}, \rho) \eta_{T}}\right)-\frac{R_{6}(K, \bar{\gamma}, \rho) \eta_{T}}{2}\right. \\
& \left.\left.\times \exp \left(-\frac{R_{5}(K, \bar{\gamma}, \rho)+R_{6}(K, \bar{\gamma}, \rho) \eta_{T}}{2}\right) I_{0}\left(\sqrt{R_{5}(K, \bar{\gamma}, \rho) R_{6}(K, \bar{\gamma}, \rho) \eta_{T}}\right)\right\}\right]=0 \tag{3.34}
\end{align*}
$$

whose solution is the optimum switching threshold $\eta_{T}^{*}$.


Figure 3.3: The block diagram of postdetection SSC receiver Model 2 (after [24, Fig. 1]).

### 3.2 Postdetection SSC Model 2

### 3.2.1 System Model

The modulation format is considered to be MFSK. The structure of the receiver is depicted in Fig. 3.3 (after [27, Fig. 1]). Let $W_{i j}(n), i=1,2, j=1, \cdots, M$ denote the outputs of the $M$ square law detectors of the receiver at the sampling instant $t=n T_{s}$, where $T_{s}$ is the symboling time and where the subscript $i$ in $W_{i j}$ denotes the diversity branch. The square-law detectors are matched to frequencies $f_{1}$ through $f_{M}$. Assume
that the first symbol of the alphabet is transmitted. Then $W_{i j}$ can be written as

$$
\begin{align*}
W_{i 1}(n) & =\left|2 E_{s} G_{i}+N_{i 1}\right|^{2}  \tag{3.35}\\
W_{i k}(n) & =\left|N_{i k}\right|^{2}, i=1,2, k=2,3, \cdots, M \tag{3.36}
\end{align*}
$$

where $E_{s}$ is the transmitted energy per symbol, $G_{1}$ and $G_{2}$ are the complex channel gains on channels 1 and 2 and $N_{i k}$ are zero-mean complex Gaussian RVs with variance $4 E_{s} N_{0}$. Note that the definition of $G_{i}$ is given in (3.7) and (3.28) for the cases of Rayleigh and Rician fading, respectively. The switching mechanism is based on comparison of the maximum of the square-law detector output on each branch with a predetermined threshold $w_{T_{i}}$. For example if the switch is connected to Antenna 1, it will stay connected to Antenna 1 as long as $\max W_{1 k}(n)>w_{T_{i}}$. If $\max W_{1 k}(n)<w_{T_{1}}$ the system will switch to Antenna 2 regardless of whether $\max W_{2 k}(n)$ is greater or less than the predetermined threshold $w_{T_{2}}$. Note that the difference between postdetection SSC Model 1 and postdetection SSC Model 2 is that in postdetection SSC Model 1 a summing process occurs on the outputs of the square-law detectors before data detection, while in postdetection SSC Model 2 the outputs of the square-law detectors are directly used for data detection. Note also that BFSK signaling can be used with both postdetection SSC Model 1 and Model 2 whereas MFSK signaling can be used only with postdetection SSC Model 2.

### 3.2.2 Average Symbol Error Rate

Assume that the switch is connected to Antenna 1. Then the probability of a correct decision can be written as [27]

$$
\begin{align*}
P_{s 1}(C) & =\operatorname{Pr}\left(W_{11}(n) \geq w_{T_{1}}, W_{12}(n)<W_{11}(n), \cdots, W_{1 M}(n)<W_{11}(n)\right) \\
& +\operatorname{Pr}\left(W_{\max _{1}}(n) \leq w_{T_{1}}, W_{22}(n)<W_{21}(n), \cdots, W_{2 M}(n)<W_{21}(n)\right)  \tag{3.37}\\
& \triangleq P_{s 1}^{1}(C)+P_{s 1}^{2}(C)
\end{align*}
$$

where $W_{\max _{1}}(n) \triangleq \max W_{1 k}, k=1, \cdots, M . \quad$ Noting that $W_{1 k}, k=1, \cdots, M$ are independent and $W_{1 k}, k=2, \cdots, M$ are i.i.d, we can write $P_{s 1}^{1}(C)$ as

$$
\begin{equation*}
P_{s 1}^{1}(C)=\int_{w_{T_{1}}}^{\infty} f_{W_{11}}(w)\left[F_{W_{12}}(w)\right]^{M-1} d w \tag{3.38}
\end{equation*}
$$

Let $Y=\max W_{2 i}, i \neq 1$. Then, $P_{s 1}^{2}(C)$ can be written as

$$
\begin{align*}
P_{s 1}^{2}(C) & =\left[F_{W_{12}}\left(w_{T_{1}}\right)\right]^{M-1} \operatorname{Pr}\left(W_{11}<w_{T_{1}}, W_{21}>Y\right) \\
& =\left[F_{W_{12}}\left(w_{T_{1}}\right)\right]^{M-1}\left[F_{W_{11}}\left(w_{T_{1}}\right)-\int_{0}^{\infty} F_{W_{11}, W_{21}}\left(w_{T_{1}}, y\right) f_{Y}(y) d y\right] \tag{3.39}
\end{align*}
$$

where $F_{W_{11}, W_{21}}\left(w_{1}, w_{2}\right)$ is the joint CDF of the RVs $W_{11}$ and $W_{21}$, and $f_{Y}(y)$ is the PDF of the RV $Y$ defined earlier. Note that in obtaining the second equality in (3.39) we have used the total probability theorem. Now assume that the RVs $W_{11}$ and $W_{21}$ are independent given RV $Z$ defined in the previous section in (3.10) and (3.30) for the cases of Rayleigh and Rician fading, respectively. Then (3.39) can be written as

$$
\begin{align*}
P_{s 1}^{2}(C) & =\left[F_{W_{12}}\left(w_{T_{1}}\right)\right]^{M-1}\left[F_{W_{11}}\left(w_{T_{1}}\right)-(M-1)\right. \\
& \left.\times \int_{0}^{\infty}\left\{\int_{0}^{\infty} F_{W_{11} \mid Z}\left(w_{T_{1}}\right) F_{W_{21} \mid Z}(w) f_{Z}(z) d z\right\}\left(F_{W_{22}}(w)\right)^{M-2} f_{W_{22}}(w) d w\right] \tag{3.40}
\end{align*}
$$

where $f_{Y}(w)=(M-1)\left(F_{W_{22}}(w)\right)^{M-2} f_{W_{22}}(w)$ has been used. Combining (3.38) and (3.40), the probability of correct decision assuming the switch is connected to Antenna

1 becomes

$$
\begin{align*}
P_{s 1}(C) & =\int_{w_{T_{1}}}^{\infty} f_{W_{11}}(w)\left[F_{W_{12}}(w)\right]^{M-1} d w+\left[F_{W_{12}}\left(w_{T_{1}}\right)\right]^{M-1}\left[F_{W_{11}}\left(w_{T_{1}}\right)-(M-1)\right. \\
& \left.\times \int_{0}^{\infty}\left\{\int_{0}^{\infty} F_{W_{11} \mid Z}\left(w_{T_{1}}\right) F_{W_{21} \mid Z}(w) f_{Z}(z) d z\right\}\left(F_{W_{22}}(w)\right)^{M-2} f_{W_{22}}(w) d w\right] \tag{3.41}
\end{align*}
$$

Similarly if the switch is connected to Antenna 2, the probability of correct decision becomes

$$
\begin{align*}
P_{s 2}(C) & =\int_{w_{T_{2}}}^{\infty} f_{W_{21}}(w)\left[F_{W_{22}}(w)\right]^{M-1} d w+\left[F_{W_{22}}\left(w_{T_{2}}\right)\right]^{M-1}\left[F_{W_{21}}\left(w_{T_{2}}\right)-(M-1)\right. \\
& \left.\times \int_{0}^{\infty}\left\{\int_{0}^{\infty} F_{W_{21} \mid Z}\left(w_{T_{2}}\right) F_{W_{11} \mid Z}(w) f_{Z}(z) d z\right\}\left(F_{W_{12}}(w)\right)^{M-2} f_{W_{12}}(w) d w\right] \tag{3.42}
\end{align*}
$$

Let $p_{i}$ denote the percentage of time that the switch is connected to Antenna i. Then, using a two-state Markov chain, similar to the one presented in [15], one can compute $p_{1}$ and $p_{2}$ as

$$
\begin{align*}
p_{1} & =\frac{F_{W_{21}}\left(w_{T_{2}}\right)\left[F_{W_{22}}\left(w_{T_{2}}\right)\right]^{M-1}}{F_{W_{21}}\left(w_{T_{2}}\right)\left[F_{W_{22}}\left(w_{T_{2}}\right)\right]^{M-1}+F_{W_{11}}\left(w_{T_{1}}\right)\left[F_{W_{12}}\left(w_{T_{1}}\right)\right]^{M-1}}  \tag{3.43}\\
p_{2} & =\frac{F_{W_{11}}\left(w_{T_{1}}\right)\left[F_{W_{12}}\left(w_{T_{1}}\right)\right]^{M-1}}{F_{W_{21}}\left(w_{T_{2}}\right)\left[F_{W_{22}}\left(w_{T_{2}}\right)\right]^{M-1}+F_{W_{11}}\left(w_{T_{1}}\right)\left[F_{W_{12}}\left(w_{T_{1}}\right)\right]^{M-1}} . \tag{3.44}
\end{align*}
$$

The probability of correct decision can now be obtained as $P_{s}(C)=p_{1} P_{s 1}(C)+$ $p_{2} P_{s 2}(C)$. Thus the SER can be computed as

$$
\begin{align*}
P_{s}(E) & =1-P_{s}(C)=1-\sum_{i=1}^{2} \frac{F_{W_{\overline{i 1}}}\left(w_{T_{i}}\right)\left[F_{W_{i 2}}\left(w_{T_{i}}\right)\right]^{M-1}}{F_{W_{i 1}}\left(w_{T_{i}}\right)\left[F_{W_{i 2}}\left(w_{T_{i}}\right)\right]^{M-1}+F_{W_{\bar{i} 1}}\left(w_{T_{\bar{i}}}\right)\left[F_{W_{\bar{i} 2}}\left(w_{T_{\bar{i}}}\right)\right]^{M-1}} \\
& \times\left(\int_{w_{T_{i}}}^{\infty} f_{W_{i 1}}(w)\left[F_{W_{i 2}}(w)\right]^{M-1} d w+\left[F_{W_{i 2}}\left(w_{T_{i}}\right)\right]^{M-1}\left[F_{W_{i 1}}\left(w_{T_{i}}\right)-(M-1)\right.\right. \\
& \left.\left.\times \int_{0}^{\infty}\left\{\int_{0}^{\infty} F_{W_{i 1} \mid Z}\left(w_{T_{i}}\right) F_{W_{\bar{i} 1} \mid Z}(w) f_{Z}(z) d z\right\}\left(F_{W_{i 2}}(w)\right)^{M-2} f_{W_{i 2}}(w) d w\right]\right) . \tag{3.45}
\end{align*}
$$

To proceed, one needs to obtain $F_{W_{i 1} \mid Z}(\cdot), F_{W_{i 1}}(\cdot), F_{W_{i 2}}(\cdot)$ and $f_{W_{i 2}}(\cdot)$. These CDFs and PDFs are obtained for the cases of Rayleigh and Rician fading below.

Note that the average BER can be obtained from the average SER using [21]

$$
\begin{equation*}
P_{b}(E)=\frac{M}{2(M-1)} P_{s}(E) \tag{3.46}
\end{equation*}
$$

### 3.2.2.1 Rayleigh Fading

In this case, using (3.10) and similar to the approach in the previous section, one can show that $F_{W_{i 1} \mid Z}(\cdot)$ is given by

$$
\begin{equation*}
F_{W_{i 1} \mid Z}(w)=1-Q_{1}\left(\sqrt{\frac{2 \bar{\gamma}_{i} \rho z}{1+\bar{\gamma}_{i}(1-\rho)}}, \sqrt{\frac{w}{2 E_{s} N_{0}\left(1+\bar{\gamma}_{i}(1-\rho)\right)}}\right) \tag{3.47}
\end{equation*}
$$

Integrating (3.47) over the PDF of $Z$ given in (3.10) we obtain $F_{W_{i 1}}(\cdot)$ as

$$
\begin{equation*}
F_{W_{i 1}}(w)=1-\exp \left(-\frac{w}{4 E_{s} N_{0}\left(1+\bar{\gamma}_{i}\right)}\right) \tag{3.48}
\end{equation*}
$$

The PDF of $W_{i 1}$ can be obtained from (3.48) by differentiation as

$$
\begin{equation*}
f_{W_{i 1}}(w)=\frac{1}{4 E_{s} N_{0}\left(1+\bar{\gamma}_{i}\right)} \exp \left(-\frac{w}{4 E_{s} N_{0}\left(1+\bar{\gamma}_{i}\right)}\right) \tag{3.49}
\end{equation*}
$$

The PDF and CDF of $W_{i 2}$ can be calculated as

$$
\begin{equation*}
F_{W_{i 2}}(w)=1-\exp \left(-\frac{w}{4 E_{s} N_{0}}\right) \tag{3.50}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{W_{i 2}}(w)=\frac{1}{4 E_{s} N_{0}} \exp \left(-\frac{w}{4 E_{s} N_{0}}\right) \tag{3.51}
\end{equation*}
$$

respectively. A closed-form expression for the average SER of MFSK in unbalanced correlated Rayleigh fading is

$$
\begin{align*}
& P_{s}(E)=1-\sum_{i=1}^{2} \frac{1}{1+\kappa\left(\eta_{T_{i}}, \bar{\gamma}_{i}\right)}\left\{\sum_{i=0}^{M-1}\binom{M-1}{i} \frac{(-1)^{i}}{1+i\left(1+\bar{\gamma}_{i}\right)}\right. \\
& \times \exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}\left(1+i\left(1+\bar{\gamma}_{i}\right)\right)}{4\left(1+\bar{\gamma}_{i}\right)}\right)+\left(1-\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4}\right)\right)^{M-1} \\
& \times\left(1-\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4\left(1+\bar{\gamma}_{i}\right)}\right)-\sum_{i=0}^{M-2} \frac{(M-1)\binom{M-2}{i}(-1)^{i}}{(i+1)\left((i+1)\left(1+\bar{\gamma}_{i}\right)+1\right)}\right. \\
& \left.\left.\times\left[1-\exp \left(-\frac{\bar{\gamma}_{i} \eta_{T_{i}}\left(i \bar{\gamma}_{i}+\bar{\gamma}_{i}+i+2\right)}{4\left(\bar{\gamma}_{i} \bar{\gamma}_{\bar{i}}\left(1-\rho^{2}\right)(i+1)+2\left(1+\bar{\gamma}_{i}\right)+\left(\bar{\gamma}_{i}+\bar{\gamma}_{i}\right)(i+1)+i-\bar{\gamma}_{i}\right)}\right)\right]\right)\right\} \tag{3.52a}
\end{align*}
$$

where $\eta_{T_{i}}=w_{T_{i}} /\left(\Omega_{i} E_{s}^{2}\right)$ is the normalized switching threshold and

$$
\begin{equation*}
\kappa\left(\eta_{T_{i}}, \bar{\gamma}_{i}\right)=\frac{\left(1-\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4}\right)\right)^{M-1}\left(1-\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4\left(1+\bar{\gamma}_{i}\right.}\right)\right)}{\left(1-\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4}\right)\right)^{M-1}\left(1-\exp \left(-\frac{\eta_{T_{i}} \bar{\gamma}_{i}}{4\left(1+\bar{\gamma}_{i}\right.}\right)\right)} . \tag{3.52b}
\end{equation*}
$$

The details of the derivation of (3.52) are given in Appendix A. The average BER can be obtained from the average SER using (3.46). Similar to postdetection SSC Model 1, we obtain optimum switching thresholds $\eta_{T_{1}}^{*}$ and $\eta_{T_{2}}^{*}$ that minimize the average BER. For example, in Fig. 3.4, the average BER of BFSK with postdetection SSC Model 2 with average fading power imbalance is plotted as a function of $\eta_{T_{1}}$ and $\eta_{T_{2}}$ for $\rho=.5, \bar{\gamma}_{1}=15 \mathrm{~dB}$ and $\overline{\gamma_{2}}=13.2 \mathrm{~dB}(\delta=0.4)$. The optimum switching thresholds that minimize the average BER are shown in the figure.

In the case of identically distributed branches, $\overline{\gamma_{1}}=\overline{\gamma_{2}}=\bar{\gamma}, \eta_{T_{1}}=\eta_{T_{2}}=\eta_{T}$ and


Figure 3.4: The average BER of BFSK with postdetection SSC Model 2 in correlated Rayleigh fading with average fading power imbalance for $\rho=0.5, \bar{\gamma}_{1}=15 \mathrm{~dB}$ and $\overline{\gamma_{2}}=13.2 \mathrm{~dB}(\delta=0.4)$.
(3.52) reduces to

$$
\begin{align*}
P_{s}(E) & =1-\left\{\sum_{i=0}^{M-1}\binom{M-1}{i} \frac{(-1)^{i}}{1+i(1+\bar{\gamma})} \exp \left(-\frac{\eta_{T} \bar{\gamma}(1+i(1+\bar{\gamma}))}{4(1+\bar{\gamma})}\right)\right. \\
& +\left(1-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)\right)^{M-1}\left(1-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4(1+\bar{\gamma})}\right)\right.  \tag{3.53}\\
& -\sum_{i=0}^{M-2} \frac{(M-1)\left(^{M-2}\right)(-1)^{i}}{(i+1)((i+1)(1+\bar{\gamma})+1)} \\
& \left.\left.\times\left[1-\exp \left(-\frac{\bar{\gamma} \eta_{T}(i \bar{\gamma}+\bar{\gamma}+i+2)}{4\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)(i+1)+2(1+\bar{\gamma})+2 \bar{\gamma}(i+1)\right)}\right)\right]\right)\right\}
\end{align*}
$$

Substituting (3.53) in (3.26) one obtains

$$
\begin{align*}
& \sum_{i=0}^{M-1}\binom{M-1}{i} \frac{(-1)^{i+1} \bar{\gamma}}{4(1+\bar{\gamma})} \exp \left(-\frac{\eta_{T} \bar{\gamma}_{i}\left(1+i\left(1+\bar{\gamma}_{i}\right)\right)}{4\left(1+\bar{\gamma}_{i}\right)}\right)+\frac{\bar{\gamma}}{4} \exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right) \\
& \times\left(1-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)\right)^{M-2}\left(1-\exp \left(-\frac{\eta_{T} \bar{\gamma}_{i}}{4\left(1+\bar{\gamma}_{i}\right)}\right)-\sum_{i=0}^{M-2} \frac{(M-1)\binom{M-2}{i}(-1)^{i}}{(i+1)\left((i+1)\left(1+\bar{\gamma}_{i}\right)+1\right)}\right. \\
& \left.\times\left[1-\exp \left(-\frac{\bar{\gamma}_{i} \eta_{T}\left(i \bar{\gamma}_{i}+\bar{\gamma}_{i}+i+2\right)}{4\left(\bar{\gamma}_{i}^{2}\left(1-\rho^{2}\right)(i+1)+2\left(1+\bar{\gamma}_{i}\right)+2 \bar{\gamma}_{i}(i+1)\right)}\right)\right]\right) \\
& +\left(1-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)\right)^{M-1}\left[\frac{\bar{\gamma}}{4(1+\bar{\gamma})} \exp \left(-\frac{\eta_{T} \bar{\gamma}}{4(1+\bar{\gamma})}\right)\right. \\
& -\sum_{i=0}^{M-2} \frac{(M-1)\binom{M-2}{i}(-1)^{i} \bar{\gamma}}{4(i+1)\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)(i+1)+2(1+\bar{\gamma})+2 \bar{\gamma}(i+1)\right)} \\
& \left.\times \exp \left(-\frac{\bar{\gamma} \eta_{T}(i \bar{\gamma}+\bar{\gamma}+i+2)}{4\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)(i+1)+2(1+\bar{\gamma})+2 \bar{\gamma}(i+1)\right)}\right)\right]=0 \tag{3.54}
\end{align*}
$$

whose solution is the optimum switching threshold $\eta_{T}^{*}$ and can be easily obtained using the bisection method.

### 3.2.2.2 Rician Fading

For Rician fading, using (3.32), $F_{W_{i 1} \mid Z}(\cdot)$ can be written as

$$
\begin{equation*}
F_{W_{i 1} \mid Z}(w)=1-Q_{1}\left(\sqrt{\frac{2 \bar{\gamma}_{i} \rho(1+K) z}{1+K+\bar{\gamma}_{i}(1-\rho)}}, \sqrt{\frac{(1+K) w}{2 E_{s} N_{0}\left(1+K+\bar{\gamma}_{i}(1-\rho)\right)}}\right) . \tag{3.55}
\end{equation*}
$$

Next we calculate $F_{W_{i 1}}(\cdot)$ by integrating (3.55) over the PDF of $Z$ given in (3.32). The result is

$$
\begin{equation*}
F_{W_{i 1}}(w)=1-Q_{1}\left(\sqrt{\frac{2 K \bar{\gamma}}{\bar{\gamma}+K+1}}, \sqrt{\frac{w(K+1)}{2 E_{s} N_{0}(\bar{\gamma}+K+1)}}\right) \tag{3.56}
\end{equation*}
$$

The PDF of $W_{i 1}$ can be obtained from (3.56) as

$$
\begin{align*}
f_{W_{i 1}}(w) & =\frac{K+1}{4 E_{s} N_{0}(\bar{\gamma}+K+1)} \exp \left(-\frac{(K+1) w}{4 E_{s} N_{0}(\bar{\gamma}+K+1)}-\frac{K \bar{\gamma}}{\bar{\gamma}+K+1}\right) \\
& \times I_{0}\left(\sqrt{\frac{K \bar{\gamma}(K+1) w}{E_{s} N_{0}(\bar{\gamma}+K+1)^{2}}}\right) \tag{3.57}
\end{align*}
$$

Now substituting (3.50), (3.51) and (3.55)-(3.57) in (3.45), using [18, eqs. (B.27) and (B.31)], and after much mathematical manipulations and integral evaluations similar to the procedure in the appendix, the average SER of MFSK with identically correlated Rician fading is obtained as

$$
\left.\left.\left.\begin{array}{rl}
P_{s}(E) & =1-\sum_{i=0}^{M-1}(-1)^{i}\binom{M-1}{i} \frac{K+1}{T_{0}(K, \bar{\gamma}, i)} \exp \left(-\frac{K i \bar{\gamma}}{T_{0}(K, \bar{\gamma}, i)}\right) \\
& \times Q_{1}\left(\sqrt{\frac{2 K(K+1) \bar{\gamma}}{(\bar{\gamma}+K+1) T_{0}(K, \bar{\gamma}, i)}}, \sqrt{\frac{\eta_{T} \bar{\gamma} T_{0}(K, \bar{\gamma}, i)}{2(\bar{\gamma}+K+1)}}\right)-\left(1-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)\right)^{M-1} \\
& \times\left\{1-Q_{1}\left(\sqrt{\frac{2 K \bar{\gamma}}{\bar{\gamma}+K+1}}, \sqrt{\frac{\bar{\gamma} \eta_{T}(K+1)}{2(\bar{\gamma}+K+1)}}\right)-(M-1) \sum_{i=0}^{M-2}\binom{M-2}{i}(-1)^{i}\right. \\
& \times \frac{K+1}{(i+1) T_{1}(K, \bar{\gamma}, i)} \exp \left(-\frac{K \bar{\gamma}(i+1)}{T_{1}(K, \bar{\gamma}, i)}\right.
\end{array}\right)\right]\right\}
$$

where

$$
\begin{align*}
T_{0}(K, \bar{\gamma}, i) & =(K+1)(i+1)+i \bar{\gamma}  \tag{3.58b}\\
T_{1}(K, \bar{\gamma}, i) & =(K+1)(i+2)+\bar{\gamma}(i+1)  \tag{3.58c}\\
T_{2}(K, \bar{\gamma}, i, \rho) & =(K+1)(i+2)+\bar{\gamma}(i+1)(1-\rho)  \tag{3.58d}\\
T_{3}(K, \bar{\gamma}, i, \rho) & =(K+1)^{2}(i+2)+2 i \bar{\gamma}(K+1) \\
& +3 \bar{\gamma}(K+1)+\bar{\gamma}^{2}\left(1-\rho^{2}\right)(1+i) . \tag{3.58e}
\end{align*}
$$

As a check on our result, one can show that for $\rho=0$, (3.58a) reduces to [29, eq. (17)], as expected.

Substituting (3.58a) in (3.26) and using the identity

$$
\begin{equation*}
\mathcal{Q}(a, b, z) \triangleq \frac{\delta}{\delta z} Q_{1}(\sqrt{a}, \sqrt{b z})=-\frac{b}{2} \exp \left(-\frac{a}{2}-\frac{b z}{2}\right) I_{0}(\sqrt{a b z}) \tag{3.59}
\end{equation*}
$$

a transcendental equation whose solution is the optimum switching threshold is obtained as

$$
\begin{align*}
& \sum_{i=0}^{M-1} \frac{(-1)^{i}\binom{M-1}{i}(K+1)}{T_{0}(K, \bar{\gamma}, i)} \exp \left(-\frac{K i \bar{\gamma}}{T_{0}(K, \bar{\gamma}, i)}\right) \\
& \times \mathcal{Q}\left(\frac{2 K(K+1) \bar{\gamma}}{(\bar{\gamma}+K+1) T_{0}(K, \bar{\gamma}, i)}, \frac{\bar{\gamma} T_{0}(K, \bar{\gamma}, i)}{2(\bar{\gamma}+K+1)}, \eta_{T}\right)+\frac{(M-1) \bar{\gamma}}{4} \exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right) \\
& \times\left(1-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)\right)^{M-2}\left\{1-Q_{1}\left(\sqrt{\frac{2 K \bar{\gamma}}{\bar{\gamma}+K+1}}, \sqrt{\frac{\bar{\gamma} \eta_{T}(K+1)}{2(\bar{\gamma}+K+1)}}\right)\right. \\
& -\sum_{i=0}^{M-2} \frac{(M-1)\left(M_{i}^{M-2}\right)(-1)^{i}(K+1)}{(i+1) T_{1}(K, \bar{\gamma}, i)} \exp \left(-\frac{K \bar{\gamma}(i+1)}{T_{1}(K, \bar{\gamma}, i)}\right) \\
& \times\left[1-Q_{1}\left(\sqrt{\left.\left.\left.\frac{2 K \bar{\gamma}\left(T_{2}(K, \bar{\gamma}, i, \rho)\right)^{2}}{T_{1}(K, \bar{\gamma}, i) T_{3}(K, \bar{\gamma}, i, \rho)}, \sqrt{\frac{\bar{\gamma} \eta_{T}(1+K) T_{1}(K, \bar{\gamma}, i)}{2 T_{3}(K, \bar{\gamma}, i, \rho)}}\right)\right]\right\}}\right.\right. \\
& +\left(1-\exp \left(-\frac{\eta_{T} \bar{\gamma}}{4}\right)\right)^{M-1}\left\{\frac{\bar{\gamma}(K+1)}{4(\bar{\gamma}+K+1)} \exp \left(-\frac{K \bar{\gamma}}{\bar{\gamma}+K+1}\right)\right. \\
& \times \exp \left(-\frac{(K+1) \bar{\gamma} \eta_{T}}{4(\bar{\gamma}+K+1)}\right) I_{0}\left(\sqrt{\frac{K(K+1) \bar{\gamma} \eta_{T}}{(\bar{\gamma}+K+1)^{2}}}\right) \\
& -(M-1) \sum_{i=0}^{M-2}\binom{M-2}{i}(-1)^{i} \frac{K+1}{(i+1) T_{1}(K, \bar{\gamma}, i)} \\
& \left.\times \exp \left(-\frac{K \bar{\gamma}(i+1)}{T_{1}(K, \bar{\gamma}, i)}\right) F\left(\frac{2 K \bar{\gamma}\left(T_{2}(K, \bar{\gamma}, i, \rho)\right)^{2}}{T_{1}(K, \bar{\gamma}, i) T_{3}(K, \bar{\gamma}, i, \rho)}, \frac{\bar{\gamma}(1+K) T_{1}(K, \bar{\gamma}, i)}{2 T_{3}(K, \bar{\gamma}, i, \rho)}, \eta_{T}\right)\right\}=0 . \tag{3.60}
\end{align*}
$$

The solution to (3.60) can be obtained using the bisection method.

### 3.3 Numerical Examples and Discussion

In this section, we present some numerical examples. Monte Carlo simulation results are also presented to test the validity of our analytical results obtained in Sections 3.1 and 3.2.

The average BER of dual-diversity BFSK in correlated Rician fading is plotted as
a function of the normalized switching threshold in Figs. 3.5 and 3.6 for postdetection SSC Model 1 and postdetection SSC Model 2, respectively, for several values of average SNR and correlation factor. The optimum normalized switching thresholds for each average SNR and correlation factor are given in the figures. Figs. 3.5 and 3.6 show that for a fixed value of correlation as the average SNR increases the optimum switching threshold decreases. Also note that as correlation increases, and for a fixed value of average SNR, the optimum switching threshold decreases. Comparing Figs. 3.5 and 3.6 we see that the optimum switching threshold for postdetection SSC Model 1 is smaller than the optimum switching thresholds for postdetection SSC Model 2, implying that postdetection SSC Model 1 switches more often than postdetection SSC Model 2. Figs. 3.5 and 3.6 also show that the average BER changes significantly with a small change in the optimum switching threshold for large values of average SNR.

Fig. 3.7 shows the effect of modulation order, $M$, on the optimum switching threshold of MFSK with postdetection SSC Model 2 in correlated Rician fading for $K=5$ and $\rho=0.6$. Note that as the modulation order increases the optimum switching threshold decreases.

In Fig. 3.8, the performance of quaternary FSK (QFSK) with postdetection SSC Model 2 is compared to the performance of QFSK in predetection SSC for several values of fading parameter $K$ where it can be seen that the performance gap of postdetection SSC Model 2 over predetection SSC increases as the channel becomes less faded. The effect of correlation on the performance of postdetection SSC Model 2 and predetection SSC is shown in Fig. 3.9 for QFSK. Fig. 3.9 indicates that the performance gap between postdetection SSC Model 2 and predetection SSC decreases as the correlation increases. For predetection SSC, we have used the analytical expression
given in [32] to plot the curves in Fig. 3.8
Fig. 3.10 shows the average BER of MFSK with postdetection SSC Model 2 and predetection SSC for several values of $M$ in correlated Rician fading with $K=5$, $\rho=0.6$ and for several values of $M$. Fig. 3.10 shows that the performance gap between the two diversity receivers remains almost constant as the modulation order increases.

To compare the performances of postdetection SSC Model 1 with postdetection SSC Model 2 and predetection SSC, we have plotted in Fig. 3.11 the average BER of BFSK in correlated Rician fading for several values of correlation. Fig. 3.11 shows that the BER of postdetection SSC Model 1 is superior to the performance of postdetection SSC Model 2 and predetection SSC in all cases. Fig. 3.11 also indicates that as correlation increases the performance gap between postdetection SSC Model 1 and postdetection SSC Model 2 decreases. For example, at an average BER of $10^{-4}$ the SNR gap between postdetection SSC Model 1 and postdetection SSC Model 2 is $0.79 \mathrm{~dB}, 0.50 \mathrm{~dB}$ and .45 dB for $\rho=0, \rho=0.4$ and $\rho=0.8$, respectively.

Finally Fig. 3.12 studies the effects of average fading power imbalance on the performance of postdetection SSC Model 1 and 2 in correlated Rayleigh fading. In Fig. 3.12 the BER of BFSK is plotted as a function of the average SNR of the first branch for several values of $\rho$. The average SNR on the second branch is related to the first branch as $\overline{\gamma_{2}}=\overline{\gamma_{1}} \exp (-\delta)$ where $\delta=0.5$. Comparing Fig. 3.12 with Fig. 3.11 shows that the gap between postdetection SSC Model 1 and Model 2 decreases when there is average fading power imbalance between the branches.


Figure 3.5: The average BER of BFSK with postdetection SSC Model 1 as a function of switching threshold in correlated Rician fading for $\bar{\gamma}=10 \mathrm{~dB}, 15 \mathrm{~dB}$ and 25 dB and $\rho=0,0.4$ and 0.8 .


Figure 3.6: The average BER of BFSK with postdetection SSC Model 2 as a function of switching threshold in correlated Rician fading for $\bar{\gamma}=10 \mathrm{~dB}, 15 \mathrm{~dB}$ and 25 dB and $\rho=0,0.4$ and 0.8 .


Figure 3.7: The average BER of MFSK with postdetection SSC Model 2 as a function of switching threshold in correlated Rician fading with $\rho=0.6$ and $K=5$ for $M=2,4,8,16$ and 32.


Figure 3.8: The average BER of QFSK with postdetection SSC Model 2 and predetection SSC as a function of the average SNR per bit per branch in identically distributed correlated Rician fading with $\rho=0.5$ and $K=0,3,6$ and 10 .


Figure 3.9: The average BER of QFSK with postdetection SSC Model 2 and predetection SSC as a function of the average SNR per bit per branch in identically distributed correlated Rician fading branches with $K=5$ for several values of correlation $\rho=0,0.3,0.5$ and 0.8 .


Figure 3.10: The average BER of MFSK with postdetection SSC Model 2 and predetection SSC as a function of the average SNR per bit per branch in identically distributed correlated Rician fading branches with $K=5$ and $\rho=0.6$ for $M=4,16$ and 64.


Figure 3.11: The average BER of BFSK with postdetection SSC Model 1 and 2 and predetection SSC as a function of average SNR per bit per branch in identically distributed correlated Rician fading with $K=5$ for $\rho=0,0.4$ and 0.8 .


Figure 3.12: Comparison of postdetection SSC Model 1 and Model 2 in correlated Rayleigh fading with average fading power imbalance for several values of $\rho$.

### 3.4 Conclusion

In this chapter, the performances of two postdetection SSC receivers in correlated Rayleigh and Rician fading channels were studied. Closed-form expressions for the average BER of BFSK and MFSK with postdetection SSC Model 1 and Model 2 were derived. Optimum switching thresholds that minimize the probability of error were obtained. The effects of correlation, switching threshold and average fading power imbalance on the performance of postdetection SSC were examined. The performances of postdetection SSC Model 1 and Model 2 were compared with the performance of predetection SSC and it was shown that similar to the case of independent dualdiversity branches, postdetection SSC outperforms predetection SSC in correlated fading for all values of SNR. Our results indicate the the performance gain of postdetection SSC Model 1 over postdetection SSC Model 2 in Rayleigh fading decreases when the average fading power on the branches is not balanced.

## Chapter 4

## Performance of $S+N$ Selection Combining Receivers in Independent Nakagami and Rician Fading

In this chapter, we study the performances of $S+N$ SC receivers in independent Nakagami and Rician fading channels. Some previous studies related to $S+N$ SC employing noncoherent MFSK are as follows. In [33], the authors analyzed the performance of noncoherent MFSK with $S+N$ SC in independent and identically distributed (i.i.d) Rayleigh fading. In [7], two new $S+N$ SC models were presented and the performance of noncoherent BFSK was obtained for the case of i.i.d. Rayleigh fading channels. A comparison of various selection combining schemes for noncoherent BFSK operating on independent and non-identically distributed (i.n.d) Rayleigh fading channels was given in [34].

In this chapter, we consider two $S+N$ receiver models which we refer to as $S+N$ SC Model 1 and $S+N$ SC Model 2. We analyze the performance of noncoherent MFSK and the performance of noncoherent BFSK with $L$ branch diversity with $S+$ $N$ SC models 1 and 2, respectively. We assume that the diversity branches are
independent but not necessarily identically distributed (i.n.d). Analytical expressions are derived for the average BER and average SER of noncoherent MFSK in Rician and Nakagami- $m$ fading with $S+N$ SC and classical SC in the form of single integrals with finite integration limits. Extensive Monte Carlo simulation results are presented to validate our analytical expressions.

The remainder of this chapter is organized as follows. In Section 4.1, the structure of the $S+N$ SC Model 1 is presented and the performance of noncoherent MFSK with $S+N$ SC Model 1 in i.n.d Rician, Nakagami and Rayleigh fading channels is obtained. In Section 4.2, the performance of $S+N$ SC Model 2 with noncoherent BFSK is analyzed in i.n.d fading channels. Section 4.3 reviews the performance of noncoherent MFSK with classical SC in i.n.d Rician, Nakagami and Rayleigh fading channels. Numerical examples, comparing the performances of $S+N$ SC receivers with classical SC, are presented in Section 4.4. Finally, some conclusions are given in Section 4.5.

### 4.1 Performance of $S+N$ SC Receiver Model 1

The receiver structure is depicted in Fig. 4.1. We assume that the fading process is slow and frequency nonselective and the diversity branches are i.n.d. Furthermore, we assume that the signals are equiprobable with the same energy $E_{s}$. An optimum receiver for each diversity reception is implemented in the format of a matched filter followed by a square-law envelope detector.

Let $X_{i m}, m=1, \cdots, M, i=1, \cdots, L$ denote the output of the square-law detector for the $m$ th symbol of the ith diversity branch. Assume, without loss of generality,


Figure 4.1: The structure of the noncoherent MFSK $S+N$ Selection Receiver Model 1.
that the first symbol in the alphabet is transmitted. Then, the outputs of the squarelaw combiners can be written as [33]

$$
\begin{align*}
X_{i 1} & =\left|2 E_{s} \alpha_{i} \exp \left(j \psi_{i}\right)+N_{i 1}\right|^{2}  \tag{4.1}\\
X_{i m} & =\left|N_{i m}\right|^{2}, \quad i=1, \cdots, L, m=2, \cdots, M \tag{4.2}
\end{align*}
$$

where $N_{i m}, i=1, \cdots, L, m=1, \cdots, M$ are independent and identically distributed, zero-mean complex Gaussian RVs with variance $4 E_{s} N_{0}$ and $\alpha_{i} \exp \left(j \psi_{i}\right), i=1, \cdots, L$ are the complex channel gains. Then, the average SER can be written as

$$
\begin{align*}
P_{s} & =\operatorname{Pr}\left[\max _{i}\left\{X_{i 1}\right\}<\max _{\substack{i, m \\
m \neq 1}}\left\{X_{i m}\right\}\right]  \tag{4.3a}\\
& =L(M-1) \int_{0}^{\infty}\left(\prod_{i=1}^{L} F_{X_{i 1}}(x)\right)\left(F_{X_{22}}(x)\right)^{L M-L-1} f_{X_{22}}(x) d x \tag{4.3b}
\end{align*}
$$

where $F_{X}(\cdot)$ and $f_{X}(\cdot)$ represent the cumulative distribution function (CDF) and probability density function (PDF) of the RV X, respectively. Note that to obtain (4.3b) from (4.3a), we have used the fact that the RVs $X_{i m}, i=1, \cdots, L, m=$ $2, \cdots, M$ are i.i.d. For noncoherent MFSK, The average BER can be computed from the average SER using [21]

$$
\begin{equation*}
P_{b}=\frac{M}{2(M-1)} P_{s} \tag{4.4}
\end{equation*}
$$

To proceed, we first obtain the PDF and CDF of $X_{22}$ which are independent of the fading model. From (4.2), one notes that $X_{22}$ is a central chi-squared RV with two degrees of freedom. Hence, its PDF and CDF is given by [35]

$$
\begin{equation*}
f_{X_{22}}(w)=\frac{1}{4 E_{s} N_{0}} \exp \left(-\frac{w}{4 E_{s} N_{0}}\right) \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{X_{22}}(w)=1-\exp \left(-\frac{w}{4 E_{s} N_{0}}\right) \tag{4.6}
\end{equation*}
$$

respectively. To obtain the PDF and CDF of $X_{i 1}, i=1, \cdots, L$ we consider two fading scenarios: Rician and Nakagami- $m$ fading. Rayleigh fading is considered also as a special case of either Rician or Nakagami- $m$ fading scenarios.

### 4.1.1 Rician Fading

In this case $\alpha_{i} \exp \left(j \psi_{i}\right)$ can be written as [4]

$$
\begin{equation*}
\alpha_{i} \exp \left(j \psi_{i}\right)=Z_{i 1}+j Z_{i 2}, \quad i=1, \cdots, L \tag{4.7}
\end{equation*}
$$

where $Z_{i 1}$ and $Z_{i 2}$ are Gaussian RVs with means $m_{i 1}$ and $m_{i 2}$ and variance $\sigma_{i}^{2}$, respectively. The Rice factor $K_{i}$ can be written in terms of $m_{i 1}, m_{i 2}$ and $\sigma_{Z_{i}}^{2}$ as [4]

$$
\begin{equation*}
K_{i}=\frac{m_{i 1}^{2}+m_{i 2}^{2}}{2 \sigma_{Z_{i}}^{2}} \tag{4.8}
\end{equation*}
$$

Next, we obtain the CDF of $X_{i 1}, i=1, \cdots, N$. Substituting (4.7) in (4.1), we obtain

$$
\begin{equation*}
X_{i 1}=\left|2 E_{s} Z_{i 1}+N_{i 1}^{I}\right|^{2}+\left|2 E_{s} Z_{i 2}+N_{i 2}^{Q}\right|^{2} \tag{4.9}
\end{equation*}
$$

where $N_{i 1}^{I}$ and $N_{i 2}^{Q}$ are independent zero-mean Gaussian RVs with variance $2 E_{s} N_{0}$. From (4.9), one can see that $X_{i 1}, i=1, \cdots, L$ are non-central chi-squared RVs with non-centrality parameters $s_{i}^{2}$ and variance $\sigma_{i}^{2}$ given by

$$
\begin{align*}
s_{i}^{2} & =\frac{4 E_{s} N_{0} K_{i} \overline{\gamma_{i}}}{K_{i}+1}  \tag{4.10}\\
\sigma_{i}^{2} & =2 E_{s} N_{0} \frac{\bar{\gamma}_{i}+K_{i}+1}{K_{i}+1} \tag{4.11}
\end{align*}
$$

where $\bar{\gamma}_{i}$ is the average signal-to-noise ratio (SNR) on the $i$ th diversity branch. Therefore, the CDF of $X_{i 1}$ can be written as

$$
\begin{equation*}
F_{X_{i 1}}(x)=1-Q_{1}\left(\sqrt{P_{1}\left(K_{i}, \bar{\gamma}_{i}\right)}, \sqrt{\frac{P_{2}\left(K_{i}, \bar{\gamma}_{i}\right) x}{4 E_{s} N_{0}}}\right), \quad i=1, \cdots, N \tag{4.12a}
\end{equation*}
$$

where

$$
\begin{align*}
P_{1}\left(K_{i}, \bar{\gamma}_{i}\right) & =\frac{2 K_{i} \bar{\gamma}_{i}}{\bar{\gamma}_{i}+K_{i}+1}  \tag{4.12b}\\
P_{2}\left(K, \bar{\gamma}_{i}\right) & =\frac{2\left(K_{i}+1\right)}{\left(\bar{\gamma}_{i}+K_{i}+1\right)} \tag{4.12c}
\end{align*}
$$

Substituting (4.5), (4.6) and (4.12) in (4.3) and making the change of variable $y=$ $x /\left(4 E_{s} N_{0}\right)$, we obtain

$$
\begin{align*}
P_{e} & =L(M-1) \int_{0}^{\infty}\left[\prod_{i=1}^{L}\left\{1-Q_{1}\left(\sqrt{P_{1}\left(K_{i}, \overline{\gamma_{i}}\right)}, \sqrt{P_{2}\left(K_{i}, \bar{\gamma}_{i}\right) y}\right)\right\}\right]  \tag{4.13}\\
& \times(1-\exp (-y))^{L M-L-1} \exp (-y) d y
\end{align*}
$$

For numerical calculations it is desirable to transform the integral in (4.13) into an integral with a finite range of integration. This is accomplished by making the change of variable $y=\tan (\theta)$ in (4.13). Thus, we obtain the average SER of noncoherent MFSK with $S+N$ selection combining as

$$
\begin{align*}
P_{e} & =L(M-1) \int_{0}^{\frac{\pi}{2}}\left[\prod_{i=1}^{L}\left\{1-Q_{1}\left(\sqrt{P_{1}\left(K_{i}, \overline{\gamma_{i}}\right)}, \sqrt{P_{2}\left(K_{i}, \bar{\gamma}_{i}\right) \tan (\theta)}\right)\right\}\right]  \tag{4.14}\\
& \times[1-\exp (-\tan (\theta))]^{L M-L-1} \exp (-\tan (\theta)) \sec ^{2}(\theta) d \theta
\end{align*}
$$

For i.i.d Rician fading $K_{1}=\cdots=K_{L}=K, \overline{\gamma_{1}}=\cdots=\overline{\gamma_{L}}=\bar{\gamma}$ and (4.14) reduces to

$$
\begin{align*}
P_{e} & =L(M-1) \int_{0}^{\frac{\pi}{2}}\left[\left\{1-Q_{1}\left(\sqrt{P_{1}(K, \bar{\gamma})}, \sqrt{P_{2}(K, \bar{\gamma}) \tan (\theta)}\right)\right\}\right]^{L}  \tag{4.15}\\
& \times[1-\exp (-\tan (\theta))]^{L M-L-1} \exp (-\tan (\theta)) \sec ^{2}(\theta) d \theta
\end{align*}
$$

### 4.1.2 Nakagami- $m$ Fading

To obtain the CDF of $X_{i 1}, i=1, \cdots, L$, we first write it as

$$
\begin{align*}
X_{i 1} & =\left|2 E_{s} \alpha_{i} e^{j \theta_{i}}+N_{i 1}\right|^{2} \\
& =\left|2 E_{s} \alpha_{i}+e^{-j \theta_{i}} N_{i 1}\right|^{2}\left|e^{j \theta_{i}}\right|^{2}  \tag{4.16}\\
& =\left|2 E_{s} \alpha_{i}+N_{i}\right|^{2} \\
& =\left|2 E_{s} \alpha_{i}+N_{i}^{I}\right|^{2}+\left|N_{i}^{Q}\right|^{2}
\end{align*}
$$

where $N_{i}=e^{-j \theta_{i}} N_{i 1}$ and the fixed phase term $e^{-j \theta_{i}}$ is absorbed in the noise term $N_{i 1}$ without changing its statistics [21, p. 292] to yield $N_{i}$. Under the static channel condition, $X_{i 1}$ is a non-central chi-squared RV with two degrees of freedom and its CDF is given by

$$
\begin{equation*}
F_{X_{i 1} \mid \alpha_{i}, \theta_{i}}(x)=1-Q_{1}\left(\frac{2 E_{s} \alpha_{i}}{\sigma}, \frac{\sqrt{x}}{\sigma}\right) \tag{4.17}
\end{equation*}
$$

where $\sigma=\sqrt{2 E_{s} N_{0}}$.
To obtain the unconditional CDF of $X_{i 1}$, we average $F_{X_{i 1} \mid \alpha_{i}, \theta_{i}}(w)$ over the joint pdf of $\left(\alpha_{i}, \theta_{i}\right)$ to get

$$
\begin{align*}
F_{X_{i 1}}(x) & =\int_{\alpha_{i}=0}^{\infty} \int_{\theta_{i}=0}^{2 \pi} F_{X_{i 1} \mid \alpha_{i}, \theta_{i}}(x) f\left(\alpha_{i}, \theta_{i}\right) d \alpha_{i} d \theta_{i}  \tag{4.18a}\\
& =\int_{\alpha_{i}=0}^{\infty}\left(1-Q_{1}\left(\frac{2 E_{s} \alpha_{i}}{\sigma}, \frac{\sqrt{x}}{\sigma}\right)\right)\left\{\int_{\theta_{i}=0}^{2 \pi} f\left(\alpha_{i}, \theta_{i}\right) d \theta_{i}\right\} d \alpha_{i}  \tag{4.18b}\\
& =\int_{\alpha_{i}=0}^{\infty}\left(1-Q_{1}\left(\frac{2 E_{s} \alpha_{i}}{\sigma}, \frac{\sqrt{x}}{\sigma}\right)\right) f\left(\alpha_{i}\right) d \alpha_{i} \tag{4.18c}
\end{align*}
$$

Note that in obtaining (4.18c) no assumption is made about the phase of the Nakagami$m$ distribution. In a Nakagami- $m$ fading environment, the marginal PDF of $\alpha_{i}$ is given by [12, eqn. (2.20)]

$$
\begin{equation*}
p_{\alpha_{i}}\left(\alpha_{i}\right)=\frac{2 \alpha_{i}^{2 m_{i}-1}}{\Gamma\left(m_{i}\right)}\left(\frac{m_{i}}{\Omega_{i}}\right)^{m_{i}} \exp \left(-\frac{m_{i} \alpha_{i}^{2}}{\Omega_{i}}\right) \tag{4.19}
\end{equation*}
$$

where $m_{i}$ is the fading parameter on the ith channel and $\Omega_{i}=E\left[\alpha_{i}^{2}\right]$.
Substituting (4.19) in (4.18c) and using [36, eq. (9)], and after some mathematical simplifications, we obtain the unconditional CDF of $X_{i 1}$ as

$$
\begin{align*}
F_{X_{i 1}}(x) & =1-\frac{\bar{\gamma}_{i}}{m_{i}+\bar{\gamma}_{i}} \exp \left(-\frac{x}{2 \sigma^{2}} \frac{m_{i}}{m_{i}+\bar{\gamma}_{i}}\right) \\
& \times \sum_{k=0}^{m_{i}-1} \epsilon_{k}\left(m_{i}, \bar{\gamma}_{i}\right)\left(\frac{m_{i}}{m_{i}+\bar{\gamma}_{i}}\right)^{k} L_{k}\left(-\frac{x}{2 \sigma^{2}} \frac{\overline{\gamma_{i}}}{m_{i}+\bar{\gamma}_{i}}\right) \tag{4.20a}
\end{align*}
$$

where $L_{k}(\cdot)$ is the Laguerre polynomial defined as [19, eq. (8.970.1)]

$$
\begin{equation*}
L_{k}(x)=\sum_{l=0}^{k}(-1)^{l}\binom{k}{k-l} \frac{x^{l}}{l!} \tag{4.20b}
\end{equation*}
$$

and $\epsilon_{k}\left(m_{i}, \bar{\gamma}_{i}\right)$ is given by

$$
\epsilon_{k}\left(m_{i}, \bar{\gamma}_{i}\right)=\left\{\begin{array}{ll}
1, & k<m_{i}-1  \tag{4.20c}\\
\frac{m_{i}+\bar{\gamma}_{i}}{\bar{\gamma}_{i}}, & k=m_{i}-1
\end{array} .\right.
$$

For notational simplicity we define $C_{k, l}$ as

$$
\begin{equation*}
C_{k, l}\left(m_{i}, \bar{\gamma}_{i}\right)=\frac{\epsilon_{k}\left(m_{i}, \bar{\gamma}_{i}\right)}{l!}\binom{k}{k-l}\left(\frac{\bar{\gamma}_{i}}{m_{i}+\bar{\gamma}_{i}}\right)^{l+1}\left(\frac{m_{i}}{m_{i}+\bar{\gamma}_{i}}\right)^{k} \tag{4.21}
\end{equation*}
$$

and we rewrite $F_{X_{i 1}}(x)$ in (4.20a) as

$$
\begin{equation*}
F_{X_{i 1}}(x)=1-\exp \left(-\frac{x}{2 \sigma^{2}} \frac{m_{i}}{m_{i}+\bar{\gamma}_{i}}\right)^{m_{i}-1} \sum_{k=0}^{k} \sum_{l=0}\left(m_{i, l}, \bar{\gamma}_{i}\right)\left(\frac{x}{2 \sigma^{2}}\right)^{l} \tag{4.22}
\end{equation*}
$$

where we have replaced the Laguerre polynomial with its definition given in (4.20b).
The average SER of noncoherent MFSK with $S+N$ SC receiver Model 1 in Nakagami- $m$ fading can now be computed by substituting (4.5), (4.6) and (4.20) in (4.3). The result is

$$
\begin{align*}
P_{s}(E) & =L(M-1) \int_{0}^{\infty} \prod_{i=1}^{L}\left(1-\exp \left(-\frac{m_{i}}{m_{i}+\bar{\gamma}_{i}} x\right) \sum_{k=0}^{m_{i}-1} \sum_{l=0}^{k} C_{k_{i}, l_{i}}\left(m_{i}, \bar{\gamma}_{i}\right)(x)^{l}\right) \\
& \times(1-\exp (-x))^{L} \exp (-x) d x \tag{4.23}
\end{align*}
$$

For i.i.d Nakagami- $m$ fadings, using the binomial theorem and after some mathematical manipulation and integral evaluations, the integral in (4.23) reduces to a closed-form expression as

$$
\begin{align*}
P_{s}(E) & =L(M-1) \sum_{v=0}^{L M-L-1} \sum_{n=0}^{L}(-1)^{v+n}\binom{M L-L-1}{v}\binom{L}{n} \exp \left(-\left(\frac{n m}{m+\bar{\gamma}}+1+v\right)\right) \\
& \times \sum_{\underline{k}^{L}=\underline{0}^{L} \underline{\underline{L}}^{L}=\underline{0}^{L}}^{\frac{m-1}{L}} \sum_{p=1}^{\underline{k}^{L}}\left\{\prod_{k^{2}, l_{p}}^{n} C_{k}\right\} \frac{\left(\sum_{p=1}^{n} l_{p}\right)!}{\left(\frac{n m}{m+\bar{\gamma}}+1+v\right)^{1+\sum_{p=1}^{n} l_{p}}} \tag{4.24}
\end{align*}
$$

where $\underline{C}^{L}$ is a constant vector of dimension $L$ with each element being $C$ and we define the summation $\sum_{\underline{\kappa}^{L}=\underline{\eta}^{L}}^{\nu^{L}}$ as

$$
\begin{equation*}
\sum_{\underline{\kappa}^{L}=\underline{\eta}^{L}}^{\underline{\nu}^{L}} \triangleq \sum_{\kappa_{1}=\eta_{1}}^{\nu_{1}} \sum_{\kappa_{2}=\eta_{2}}^{\nu_{2}} \cdots \sum_{\kappa_{N}=\eta_{L}}^{\nu_{L}} \tag{4.25}
\end{equation*}
$$

### 4.1.3 Rayleigh Fading

For Rayleigh fading it can be shown that setting $K_{i}=0, i=1, \cdots, L$ in (4.14) and setting $m_{i}=1, i=1, \cdots, L$ in (4.23), and after some mathematical simplifications we obtain a closed-form expression for the average SER of noncoherent MFSK with $S+N$ SC model 1. The result is

$$
\begin{align*}
P_{e} & =J \sum_{j=0}^{J}\binom{J-1}{j}(-1)^{j}\left\{\frac{1}{J-j}-\sum_{i_{1}=1}^{L} \frac{1}{J-j+c_{i_{1}}}\right. \\
& \left.+\sum_{i_{1}, i_{2}=1}^{L} \frac{1}{J-j+c_{i_{1}}+c_{i_{2}}}+\cdots+(-1)^{L} \frac{1}{J-j+\sum_{i=1}^{N} c_{i}}\right\} \tag{4.26}
\end{align*}
$$

where $c_{i}=\frac{1}{1+\bar{\gamma}_{i}}$ and $J=L M-L-1$. For the case of noncoherent BFSK (4.26) reduces to [34, eq. (21)] as expected.

For i.i.d Rayleigh fading, one can show that (4.15) reduces to

$$
\begin{equation*}
P_{e}=\sum_{n=0}^{L}(-1)^{n}\binom{L}{n} \prod_{l=1}^{L(M-1)} \frac{l}{l+n /(1+\bar{\gamma})} \tag{4.27}
\end{equation*}
$$

which is equal to [33, eq. (11)], as expected.

### 4.2 Performance of $S+N$ SC Receiver Model 2

In this section, we derive the BER of binary orthogonal signaling with $S+N$ SC Model 2. The receiver structure is depicted in Fig. 4.2 ( after [7, Fig. 3]). Notice that this receiver structure is limited to binary signaling and therefore, in this section we only


Figure 4.2: The structure of the noncoherent BFSK $S+N$ Selection Receiver Model 2 (after [7, Fig. 3]).
consider noncoherent BFSK. The receiver bases its decision on the RVs $X_{i}=X_{i 1}-X_{i 2}$ where $X_{i 1}$ and $X_{i 2}$ are expressed as

$$
\begin{align*}
X_{i 1} & =\left|2 E_{b} \alpha_{i} \exp \left(j \psi_{i}\right)+N_{i 1}\right|^{2}  \tag{4.28}\\
X_{i 2} & =\left|N_{i 2}\right|^{2}, \quad i=1, \cdots, N \tag{4.29}
\end{align*}
$$

where $E_{b}$ denotes energy per transmitted bit, $\alpha_{i} \exp \left(j \psi_{i}\right)$ is the complex channel gain and $N_{i 1}$ and $N_{i 2}$ are zero-mean complex Gaussian RVs with variance $\sigma^{2}=2 E_{b} N_{0}$ per dimension.

Assuming that $u_{1}(t)$, corresponding to a " 1 " bit, is transmitted, an error occurs if from the $L$ statistics $X_{j}=X_{j 1}-X_{j 2}$, the one with the largest magnitude is negative. Mathematically, the BER can be written as

$$
\begin{equation*}
P_{e}=\stackrel{L}{P_{e}}=\sum_{i=1}^{L} \operatorname{Pr}\left(\max _{j \neq i}^{\prime}\left|X_{j}\right|<\left|X_{i}\right|, X_{i}<0\right) \tag{4.30}
\end{equation*}
$$

To proceed, we write (4.30) as

$$
\begin{align*}
P_{e} & =\sum_{i=1}^{L} \operatorname{Pr}\left(\max _{j \neq i}\left|X_{i}\right|+X_{i}<0\right) \\
& =\sum_{i=1}^{L} \int_{0}^{\infty} f_{X_{i}}(-x) \prod_{\substack{j=1 \\
j \neq i}}^{L}\left(F_{X_{j}}(x)-F_{X_{j}}(-x)\right) d x \tag{4.31}
\end{align*}
$$

For i.i.d fading, (4.31) reduces to

$$
\begin{equation*}
P_{e}=L \int_{0}^{\infty} f_{X_{1}}(-x)\left(F_{X_{1}}(x)-F_{X_{1}}(-x)\right)^{L-1} d x \tag{4.32}
\end{equation*}
$$

Note that (4.32) is equal to [7, eq. (8)], as expected. Eqs. (4.31) and (4.32) show that we need to compute the CDF and PDF of $X_{i}$ to compute the BER. These are computed in the following subsections for Rician, Nakagami- $m$ and Rayleigh fading channels.

### 4.2.1 Rician Fading

In this case, the RV $X_{i}$ is the difference between a non-central chi-squared and a central chi-squared RV. In [13], an expression is obtained for the CDF of the difference of a non-central and a central chi-squared RV. Using [13, eq. (51)], we obtain the CDF of $X_{i}$ as

$$
F_{X_{i}}(x)= \begin{cases}Y_{1}\left(K_{i}, \overline{\gamma_{i}}\right) \exp \left(\frac{x}{4 E_{b} N_{0}}\right), & x<0  \tag{4.33a}\\ 1-Q_{1}\left(\sqrt{P_{1}\left(K_{i}, \bar{\gamma}_{i}\right)}, \sqrt{\frac{P_{2}\left(K_{i}, \bar{\gamma}_{i}\right) x}{4 E_{b} N_{0}}}\right) & \\ +Y_{1}\left(K_{i}, \overline{\gamma_{i}}\right) \exp \left(\frac{x}{4 E_{b} N_{0}}\right) Q_{1}\left(\sqrt{Y_{2}\left(K_{i}, \overline{\gamma_{i}}\right)}, \sqrt{\frac{Y_{3}\left(K_{i}, \overline{\gamma_{i}}\right) x}{4 E_{b} N_{0}}}\right), & x>0\end{cases}
$$

where

$$
\begin{align*}
Y_{1}(K, \bar{\gamma}) & =\frac{K+1}{2 K+2+\bar{\gamma}} \exp \left(-\frac{\bar{\gamma} K}{2 K+2+\bar{\gamma}}\right)  \tag{4.33b}\\
Y_{2}(K, \bar{\gamma}) & =\frac{2 \bar{\gamma} K(K+1)}{(\bar{\gamma}+K+1)(\bar{\gamma}+2+2 K)}  \tag{4.33c}\\
Y_{3}(K, \bar{\gamma}) & =\frac{2(\bar{\gamma}+2+2 K)}{\bar{\gamma}+K+1} \tag{4.33d}
\end{align*}
$$

The PDF of $X_{i}$ is computed from its CDF as

$$
\begin{equation*}
f_{X_{i}}(x)=\frac{1}{4 E_{b} N_{0}} Y_{1}\left(K_{i}, \overline{\gamma_{i}}\right) \exp \left(\frac{x}{4 E_{b} N_{0}}\right), \quad x<0 \tag{4.34}
\end{equation*}
$$

Note that to compute the BER, eq. (4.31) shows that one only needs the PDF of $f_{X_{i}}(x)$ for negative arguments. Therefore, $f_{X_{i}}(x)$ is only given for $x<0$ in (4.34). Substituting (4.33a) and (4.34) in (4.31) and making a simple change of variable, we obtain the BER of noncoherent BFSK with $S+N$ selection Model 2 in Rician fading
as a single integral with finite integration range as

$$
\begin{align*}
P_{e} & =\sum_{i=1}^{L} Y_{1}\left(K_{i}, \bar{\gamma}_{i}\right) \int_{0}^{\frac{\pi}{2}} e^{-\tan (x)} \prod_{\substack{j=1 \\
j \neq i}}^{L}\left\{1-Y_{1}\left(K_{j}, \overline{\gamma_{j}}\right) e^{-\tan (x)}\right. \\
& -Q_{1}\left(\sqrt{P_{1}\left(K_{j}, \overline{\gamma_{j}}\right)}, \sqrt{P_{2}\left(K_{j}, \overline{\gamma_{j}}\right) \tan (x)}\right)  \tag{4.35}\\
& \left.+Y_{1}\left(K_{j}, \overline{\gamma_{j}}\right) e^{\tan (x)} Q_{1}\left(\sqrt{Y_{2}\left(K_{j}, \overline{\gamma_{j}}\right)}, \sqrt{Y_{3}\left(K_{j}, \overline{\gamma_{j}}\right) \tan (x)}\right)\right\} \sec ^{2}(x) d x
\end{align*}
$$

For i.i.d Rician fading, (4.35) can be simplified as

$$
\begin{align*}
P_{e} & =L Y_{1}(K, \bar{\gamma}) \int_{0}^{\frac{\pi}{2}} \exp (-\tan (x)) \\
& \times\left(1-Y_{1}(K, \bar{\gamma}) e^{-\tan (x)}-Q_{1}\left(\sqrt{P_{1}(K, \bar{\gamma})}, \sqrt{P_{2}(K, \bar{\gamma}) \tan (x)}\right)\right. \\
& \left.+Y_{1}(K, \bar{\gamma}) \exp (\tan (x)) Q_{1}\left(\sqrt{Y_{2}(K, \bar{\gamma})}, \sqrt{Y_{3}(K, \bar{\gamma}) \tan (x)}\right)\right)^{L-1} \sec ^{2}(x) d x \tag{4.36}
\end{align*}
$$

For dual-branch diversity (4.35) reduces to a closed-form expression, namely

$$
\begin{align*}
P_{e} & =\sum_{i=1}^{2} Y_{1}\left(K_{\bar{i}}, \bar{\gamma}_{\bar{i}}\right)\left\{1-f_{1}\left(P_{1}\left(K_{i}, \bar{\gamma}_{i}\right), P_{2}\left(K_{i}, \bar{\gamma}_{i}\right), 1\right)\right.  \tag{4.37a}\\
& \left.+Y_{1}\left(K_{i}, \bar{\gamma}_{i}\right) f_{2}\left(Y_{2}\left(K_{i}, \bar{\gamma}_{i}\right), Y_{3}\left(K_{i}, \bar{\gamma}_{i}\right)\right)-\frac{Y_{1}\left(K_{i}, \bar{\gamma}_{i}\right)}{2}\right\}
\end{align*}
$$

where $f_{1}(a, b, c)$ and $f_{2}(a, b)$ are defined as

$$
\begin{align*}
f_{1}(a, b, c) & =\int_{0}^{\infty} Q_{1}(\sqrt{a}, \sqrt{b x}) \exp (-c x) d x \\
& =\frac{2 c+b-b \exp \left(-\frac{a c}{2 c+b}\right)}{c(2 c+b)} a, b, c>0  \tag{4.37b}\\
f_{2}(a, b)= & \int_{0}^{\infty} Q_{1}(\sqrt{a}, \sqrt{b x}) d x=\frac{2+a}{b}, \quad a, b>0 \tag{4.37c}
\end{align*}
$$

and where $\bar{i}$ denotes the 2 's complement of $i$, i.e., if $i=1$ then $\bar{i}=2$ and vice versa. The proof of the integral identities in (4.37b) and (4.37c) is given in [37].

### 4.2.2 Nakagami-m Fading

In this case, it is shown in [38] that the CDF of $X_{i}$ is given by

$$
F_{X_{i}}(x)= \begin{cases}1-\sum_{k=0}^{m_{i}-1} \sum_{l=0}^{k} D_{k, l}\left(m_{i}, \bar{\gamma}_{i}\right) \exp \left(\frac{x}{2 \sigma^{2}}\right) &  \tag{4.38a}\\ \times \Gamma\left(l+1,\left(\frac{m_{i}}{m_{i}+\bar{\gamma}_{i}}+1\right) \frac{x}{2 \sigma^{2}}\right), & x>0 \\ \exp \left(\frac{x}{2 \sigma^{2}}\right) C\left(m_{i}, \bar{\gamma}_{i}\right), & x<0\end{cases}
$$

where $\Gamma(\cdot, \cdot)$ is the incomplete Gamma function defined as [19, eq. (8.352.2)]

$$
\begin{equation*}
\Gamma(n+1, z)=n!\exp (-z) \sum_{k=0}^{n} \frac{z^{k}}{k!}, \quad n \in \mathbb{N} \tag{4.38b}
\end{equation*}
$$

and where for notational simplicity we have defined $D_{k_{i}, l_{i}}$ and $C(m, \bar{\gamma})$ as

$$
\begin{align*}
D_{k, l}\left(m_{i}, \bar{\gamma}_{i}\right) & =\frac{C_{k, l}\left(m_{i}, \bar{\gamma}_{i}\right)}{\left(1+\frac{m_{i}}{m_{i}+\bar{\gamma}_{i}}\right)^{l_{i}+1}}  \tag{4.38c}\\
C\left(m_{i}, \bar{\gamma}\right) & =1-\sum_{k=0}^{m_{i}-1} \sum_{l=0}^{k} D_{k, l}\left(m_{i}, \bar{\gamma}_{i}\right) \Gamma(l+1) \tag{4.38d}
\end{align*}
$$

where $\Gamma(n)=\Gamma(n, 0)$.
From the CDF of $X_{i}$, we derive the PDF of $X_{i}$ by differentiation. The result is

$$
\begin{equation*}
f_{X_{i}}(x)=\frac{1}{2 \sigma^{2}} \exp \left(\frac{x}{2 \sigma^{2}}\right) C\left(m_{i}, \bar{\gamma}_{i}\right), \quad x<0 \tag{4.39}
\end{equation*}
$$

The PDF in (4.39) is given for $x<0$, as we only need the pdf for negative arguments for the calculation of the BER in (4.31) and (4.32). Now substituting (4.38) and (4.39) in (4.31), we obtain the BER of noncoherent BFSK with $S+N$ SC receiver Model 2 in Nakagami- $m$ fading as

$$
\begin{align*}
P_{b} & =\sum_{i=1}^{L} C\left(m_{i}, \bar{\gamma}_{i}\right) \int_{0}^{\infty} \exp (-x) \prod_{\substack{j=1 \\
j \neq i}}^{L}\left[1-\sum_{k=0}^{m-1} \sum_{l=0}^{k} D_{k, l}\left(m_{j}, \bar{\gamma}_{j}\right)\right.  \tag{4.40}\\
& \left.\times \exp (x) \Gamma\left(l+1,\left(\frac{m_{j}}{m_{j}+\bar{\gamma}_{j}}+1\right) x\right)-C\left(m_{j}, \bar{\gamma}_{j}\right) \exp (-x)\right] d x
\end{align*}
$$

For i.i.d Nakagami- $m$ fading the BER becomes

$$
\begin{align*}
P_{b} & =L C(m, \bar{\gamma}) \int_{0}^{\infty} \exp (-x)\left[1-\sum_{k=0}^{m-1} \sum_{l=0}^{k} D_{k, l}(m, \bar{\gamma})\right.  \tag{4.41}\\
& \left.\times \exp (x) \Gamma\left(l+1,\left(\frac{m}{m+\bar{\gamma}}+1\right) x\right)-C(m, \bar{\gamma}) \exp (-x)\right]^{L-1} d x .
\end{align*}
$$

### 4.2.3 Rayleigh Fading

For i.n.d Rayleigh fading, setting $K_{i}=0, i=1, \cdots, L$ in (4.35) and $m_{i}=1, i=$ $1, \cdots, L$ in (4.40), we obtain the BER of noncoherent BFSK with i.n.d Rayleigh fading as

$$
\begin{equation*}
P_{e}=\sum_{i=1}^{L} \frac{1}{2+\bar{\gamma}_{i}} \int_{0}^{\infty} \exp (-x) \prod_{\substack{j=1 \\ j \neq i}}^{L}\left[1-\frac{\exp (-x)+\exp \left(-\frac{x}{1+\bar{\gamma}_{j}}\right)\left(3+\bar{\gamma}_{j}\right)}{2+\bar{\gamma}_{j}}\right] d x \tag{4.42}
\end{equation*}
$$

Note that the expression given in (4.42) is simpler to compute than the expression given in [34, eq. (22)] for the BER of $S+N$ SC receiver Model 2 in i.n.d Rayleigh fading. Notice that for a given $N$, (4.42) reduces to a closed-form expression. For example, for the important case of dual-branch diversity, (4.42) reduces to

$$
\begin{equation*}
P_{e}=\frac{8+5 \overline{\gamma_{1}}+5 \overline{\gamma_{2}}+3 \overline{\gamma_{1}} \overline{\gamma_{2}}}{\left(2+\bar{\gamma}_{1}\right)^{2}\left(2+\overline{\gamma_{2}}\right)^{2}} \tag{4.43}
\end{equation*}
$$

which is equal to [39, eq. (12)] and [34, eq. (22)], as expected.
For i.i.d Rayleigh fading, one can show that (4.41) reduces to

$$
\begin{equation*}
P_{e}=L \sum_{n=0}^{L-1}\binom{L-1}{n} \frac{(-1)^{n}}{(\bar{\gamma}+2)^{n+1}} \sum_{i=0}^{n}\binom{n}{i} \frac{(\bar{\gamma}+1)^{i+1}}{\bar{\gamma}(n-i+1)+n+1} \tag{4.44}
\end{equation*}
$$

which is equal to [7, eq. (9)], as expected.

### 4.3 Performance Analysis of noncoherent MFSK with Classical Selection Combining

In this section, we derive the average SER of noncoherent MFSK with classical SC in i.n.d fading. To compute the average SER, we average the static error rate, denoted as $P_{s}(e \mid \gamma)$ over the PDF of the largest SNR, $f_{\gamma_{\max }}(x)$, where $\gamma_{\max }=\max \left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{N}\right\}$. That is

$$
\begin{equation*}
P_{s}=\int_{0}^{\infty} P_{s}(e \mid \gamma) f_{\gamma_{\max }}(\gamma) d \gamma \tag{4.45}
\end{equation*}
$$

The SER of noncoherent MFSK in an additive white Gaussian channel noise channel is given in [21] as

$$
\begin{equation*}
P_{s}(e \mid \gamma)=\sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \exp \left(-\frac{n \gamma}{n+1}\right) \tag{4.46}
\end{equation*}
$$

where $\gamma$ is the instantaneous SNR per branch.
The CDF of $\gamma_{\text {max }}$ can be written as

$$
\begin{equation*}
F_{\gamma_{\max }}(x)=\prod_{i=1}^{L} F_{\gamma_{i}}(x) \tag{4.47}
\end{equation*}
$$

where $F_{\gamma_{i}}(x)$ is the CDF of the SNR on the $\mathrm{i}^{\text {th }}$ branch. Differentiating the CDF of $\gamma_{\text {max }}$ in (4.47), we obtain its PDF as

$$
\begin{equation*}
f_{\gamma_{\max }}(x)=\sum_{i=1}^{L} f_{\gamma_{i}}(x) \prod_{\substack{j=1 \\ j \neq i}}^{L} F_{\gamma_{j}}(x) \tag{4.48}
\end{equation*}
$$

Substituting (4.46) and (4.48) in (4.45), we obtain a general expression for the SER of classical SC as

$$
\begin{equation*}
P_{s}=\sum_{n=1}^{M-1} \sum_{i=1}^{L} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \int_{0}^{\infty} \exp \left(-\frac{n x}{n+1}\right) f_{\gamma_{i}}(x) \prod_{\substack{j=1 \\ j \neq i}}^{L} F_{\gamma_{j}}(x) d x \tag{4.49}
\end{equation*}
$$

Note that in obtaining (4.49), we have assumed the diversity branches go through i.n.d fading. We now, obtain SER expressions for Rician, Rayleigh and Nakagami-m fading scenarios.

### 4.3.1 Rician Fading

For Rician fading, the PDF and CDF of $\gamma_{i}$ can be written as

$$
\begin{equation*}
f_{\gamma_{i}}(x)=\frac{\left(K_{i}+1\right)}{\bar{\gamma}_{i}} \exp \left(-K_{i}-\frac{\left(K_{i}+1\right) x}{\bar{\gamma}_{i}}\right) I_{0}\left(2 \sqrt{\frac{K_{i}\left(K_{i}+1\right) x}{\bar{\gamma}_{i}}}\right) \tag{4.50}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\gamma_{i}}(x)=1-Q_{1}\left(\sqrt{2 K_{i}}, \sqrt{\frac{2\left(1+K_{i}\right) x}{\bar{\gamma}_{i}}}\right) \tag{4.51}
\end{equation*}
$$

respectively, where $\bar{\gamma}_{i}$ is the average SNR on the ith branch.
Substituting (4.50) and (4.51) in (4.49), and making the change of variable, $x=$ $\tan (\theta)$, we obtain the SER of selection combining with i.n.d Rician fading as

$$
\begin{align*}
P_{s} & =\sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \sum_{i=1}^{L} \frac{K+1}{\overline{\gamma_{i}}} \exp (-K) \int_{0}^{\frac{\pi}{2}} \exp \left(-\left(\frac{n}{n+1}+\frac{K+1}{\overline{\gamma_{i}}}\right) \tan (\theta)\right) \\
& \times \prod_{\substack{j=1 \\
j \neq i}}^{L}\left[1-Q_{1}\left(\sqrt{2 K}, \sqrt{\frac{2(1+K) \tan (\theta)}{\overline{\gamma_{j}}}}\right)\right] \sec ^{2}(\theta) d \theta . \tag{4.52}
\end{align*}
$$

### 4.3.2 Nakagami-m Fading

In the case of Nakagami- $m$ fading, the PDF and CDF of $\gamma_{i}$ are given by [12]

$$
\begin{equation*}
f_{\gamma_{i}}(x)=\frac{\left(\frac{m_{i}}{\gamma_{i}}\right)^{m_{i}}}{\Gamma\left(m_{i}\right)} \exp \left(-\frac{m_{i} x}{\bar{\gamma}_{i}}\right) x^{m_{i}-1} \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\gamma_{i}}(x)=1-\frac{\Gamma\left(m_{i}, \frac{m_{i} x}{\bar{\gamma}_{i}}\right)}{\Gamma\left(m_{i}\right)} \tag{4.54}
\end{equation*}
$$

respectively. Substituting (4.53) and (4.54) in (4.49), we obtain the average SER of noncoherent MFSK with classical SC in i.n.d Nakagami- $m$ fading as

$$
\begin{align*}
P_{s} & =\sum_{n=1}^{M-1} \sum_{i=1}^{L} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \frac{\left(\frac{m_{i}}{\bar{\gamma}_{i}}\right)^{m_{i}}}{\Gamma\left(m_{i}\right)} \int_{0}^{\infty} x^{m_{i}-1} \exp \left(-\left(\frac{m_{i}}{\overline{\gamma_{i}}}+\frac{n}{n+1}\right) x\right) \\
& \times \prod_{\substack{j=1 \\
j \neq i}}^{L}\left(1-\frac{\Gamma\left(m_{j}, \frac{m_{j} x}{\bar{\gamma}_{j}}\right)}{\Gamma\left(m_{j}\right)}\right) d x . \tag{4.55}
\end{align*}
$$

For i.i.d Nakagami- $m$ fading, (4.55) reduces to [40, eq. (18)], as expected. For i.i.d Nakagami- $m$ fadings with integer values of $m$, using the multinomial theorem and after some mathematical simplification and integral evaluations, (4.55) reduces to a closed-form expression given by

$$
\begin{align*}
P_{s} & =L \sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \frac{\left(\frac{m}{\bar{\gamma}}\right)^{m}}{\Gamma(m)} \\
& \times \sum_{l=0}^{L}(-1)^{l}\binom{L}{l} \sum_{k=0}^{l(m-1)} \delta_{k l}\left(\frac{m}{\bar{\gamma}}\right)^{k} \frac{\Gamma(m+k)}{\left(\frac{m}{\bar{\gamma}}+\frac{n}{n+1}+\frac{l m}{\bar{\gamma}}\right)^{m+k}} \tag{4.56a}
\end{align*}
$$

where $\delta_{k l}$ can be computed using [41]

$$
\begin{equation*}
\delta_{k l}=\sum_{i=k-m+1}^{k} \frac{\delta_{i(l-1)}}{(k-i)!} I_{[0,(l-1)(m-1)]}(l) \tag{4.56b}
\end{equation*}
$$

where $\delta_{00}=\delta_{0 l}=1, \delta_{k 1}=\frac{1}{k!}, \delta_{1 l}=l$ and $I_{[a, b]}(x)$ is defined as

$$
I_{[a, b]}(x)= \begin{cases}1, & a \leq x \leq b  \tag{4.56c}\\ 0, & \text { otherwise }\end{cases}
$$

which is equal to [40, eq. (19)], as expected.

### 4.3.3 Rayleigh Fading

For Rayleigh fading, it can be shown that (4.52) and (4.55) reduce to a closed-form expression as

$$
\begin{align*}
P_{s} & =\sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \sum_{i=1}^{L} \frac{1}{\bar{\gamma}_{i}}\left\{\frac{1}{a_{i}}-\sum_{\substack{i_{1}=1 \\
i_{1} \neq i}}^{L} \frac{1}{a_{i}+\beta_{i_{1}}}\right. \\
& \left.+\sum_{\substack{i_{1}, i_{2}=1 \\
i_{1} \neq i_{2} \neq i}}^{L} \frac{1}{a_{i}+\beta_{i_{1}}+\beta_{i_{2}}}+\cdots+(-1)^{L} \frac{1}{a_{i}+\sum_{\substack{i_{1}=1 \\
i_{1} \neq i}}^{L}}\right\} \tag{4.57}
\end{align*}
$$

where $a_{i}=\frac{n}{n+1}+\frac{1}{\overline{\gamma_{i}}}$ and $\beta_{i}=\frac{1}{\bar{\gamma}_{i}}$. For i.i.d Rayleigh fading, the SER can be written as

$$
\begin{equation*}
P_{s}=\sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \prod_{j=1}^{L} \frac{j}{j+\frac{n \bar{\gamma}}{n+1}} \tag{4.58}
\end{equation*}
$$

which is equal to [33, eq. (6)], as expected.
In [33, Section V] it is concluded that $S+N$ SC always outperforms classical SC. Comparing (4.58) with (4.27) one can show, unlike previously concluded in [33, Section V], that the SER performance of $S+N$ SC model 1 is not always smaller than that of classical SC in i.i.d Rayleigh fading. For example, in the case of noncoherent 16 -ary FSK with 2 branches the performance of classical SC is superior to that of $S+N$ SC Model 1 for the SNR range of 0 to a crossover value of 6.97 dB . One can also show using numerical calculations of (4.58) and (4.27) that for a fixed value of $M$, as the number of diversity branches increases this crossover value decreases. For example, considering noncoherent 16 -ary FSK, the crossover value is $6.97 \mathrm{~dB}, 3.87$ dB and 2.67 dB for $L=2,4$ and $L=6$, respectively. For a fixed number of diversity branches, increasing the modulation order decreases the SNR cross-over value. For example, if $L=4$, the cross-over value is $4.21 \mathrm{~dB}, 4.08 \mathrm{~dB}$ and 3.88 dB for noncoherent 4 -ary, 8 -ary and 16 -ary FSK.

### 4.4 Numerical Examples and Discussion

In this section, some numerical examples are presented to compare the performances of the $S+N$ SC receivers with those of classical SC and SLC in i.i.d and i.n.d Rician and Nakagami- $m$ fading. For i.n.d fading we assume an exponentially decaying multipath intensity profile (MIP), i.e., $\bar{\gamma}_{i}=\overline{\gamma_{1}} \exp (-\beta(i-1)), i=1, \cdots, L$ where $\beta$ is the average power decay factor. We also present examples to compare the performances
of the systems in i.i.d and i.n.d fading. Monte Carlo simulation results are presented to test the validity of our analytical expressions. We study the effects of the modulation order, the diversity order, the fading parameter and the average power decay factor on the relative performance of $S+N$ SC Model 1 and Model 2 with classical SC and SLC.

We begin with examining the effect of the fading parameter $m$ on the system performance for both i.i.d and i.n.d Nakagami-m fading employing $S+N$ SC Model 1. In Figs. 4.3 and 4.4, we have plotted the average BER of noncoherent QFSK with 4 diversity branches in i.i.d and i.n.d Nakagami- $m$ channels, respectively, where $m=1,3$ and 6 and $\beta=0.8$. Both figures indicate that as the severity of fading decreases, and for a given BER, the SNR difference between $S+N$ SC Model 1 and classical SC increases. For example, in Fig. 4.3 and at a average BER of $10^{-4}$, the SNR difference is $0.72 \mathrm{~dB}, 1.37 \mathrm{~dB}$ and 1.63 dB for $m=1, m=3$ and $m=6$, respectively. Comparing Fig. 4.4 with Fig. 4.3, one can see that in i.n.d fading, in contrast to the i.i.d case, the performance of $S+N$ SC Model 1 is inferior to that of classical SC when the average SNR is small. The differences are small, however, and they occur for large values of error rate, so that the $S+N$ model 1 receiver will be preferred for practical implementations.

The effect of average decay factor on the relative performance of $S+N$ SC Model 1 to classical SC in presented in Figs. 4.5 and 4.6 where the SER of noncoherent QFSK is plotted as a function of the average SNR per bit of the first branch $\overline{\gamma_{1}}$ for $\beta=.5$ and $\beta=1$ and for $K=0,3$ and 6 . Comparing Figs. 4.5 and 4.6 , one can observe the effect of average decay factor on the relative performance of the two selection combining receivers. For example when $K=0$, which corresponds to Rayleigh fading, Fig. 4.5 shows that $S+N$ SC Model 1 outperforms SC for the range of SNR given. However,
in Fig. 4.6, classical SC has superior performance over $S+N$ model 1 for small values of SNR up to a crossover value of 8.4 dB . Fig. 4.6 also shows that as the channel becomes better, this crossover value decreases.

Figs. 4.7 and 4.8 study the effect of modulation order on the performances of $S+N$ SC Model 1 and classical SC in i.i.d and i.n.d Nakagami- $m$ fading channels. While Fig. 4.7 shows that $S+N$ SC Model 1 outperforms classical SC for the range of SNR given, we see in Fig. 4.8 that similar to Fig. 4.4, classical SC has superior performance over $S+N$ SC Model 1 for small values of SNR. Fig. 4.8 also shows that the value of SNR at which the error rate curves of classical SC and $S+N$ SC Model 1 cross, decreases as $M$ increases. For example, the cross-over value is 3.4 dB , 2.7 dB and 2.3 dB for $M=4,8$ and 16 , respectively.

In Fig. 4.9, the average BER of noncoherent BFSK with $S+N$ SC model 1 is plotted as a function of the average SNR in i.n.d Rician fading with an average decay factor of $\beta=0.5$ and for $K=3$ for several values of $L$. It is interesting to note that unlike the case of i.i.d fading, the performance of the system does not necessarily improve as we increase the diversity order. For example, Fig. 4.9 shows that the performance of the $S+N$ SC Model 1 with 4-branch diversity is superior to the performance of 8 -branch $S+N$ SC Model 1 for the SNR range of 0 to 13 dB . This phenomena can be explained as follows. In the small SNR region the noise term is dominant and $S+N \mathrm{SC}$ receiver is basically choosing the branch which is mostly affected by noise. Therefore, in the small SNR region, increasing the diversity order does not necessarily improve the performance of the system.

In Fig. 4.10, the effect of the average delay factor, $\beta$, on the relative performances of $S+N$ SC Model 1 and classical SC is examined, where the BER of noncoherent 16-ary FSK is plotted as a function of SNR per bit on the first diversity branch for

4-branch $S+N$ SC Model 1 and classical SC in Nakagami- $m$ fading with $m=4$. Notice that as $\beta$ increases, the performance gain of $S+N$ SC Model 1 over classical SC decreases. Also, it is important to notice that for the region of small SNR and for large $\beta$ classical SC performs better that $S+N$ SC Model 1. This is because for larger $\beta$, we get weaker diversity branches in terms of signal strength and the noise in the system becomes the dominant factor. Therefore, by choosing the largest output of square-law detectors, the $S+N$ SC receiver is in fact choosing a branch mostly affected by noise resulting in an inferior performance compared to classical SC. The same phenomena is in evidence in Fig. 4.11, where for large $\beta$ and in the small SNR region, classical SC outperforms $S+N$ SC Model 1 and $S+N$ SC Model 2, while in the moderate to high SNR region $S+N$ SC Model 2 outperforms both $S+N$ SC Model 1 and $S+N$ SC Model 2. Furthermore, Fig. 4.11 shows that $\mathrm{S}+\mathrm{N}$ SC Model 2 has superior performance over $S+N$ Model 1 in all cases.

Finally, we compare the performance of $S+N$ SC Models 1 and 2 with squarelaw combining (SLC). Fig. 4.12 shows the average BER performance of noncoherent 8-ary FSK with 3,4 and 5 branch diversity with $S+N$ SC Model 1, classical SC and SLC in i.i.d Nakagami- $m$ fading. For SLC, we have used the analytical expressions given in [42] to plot the curves in Fig. 4.12. Fig. 4.12 shows that as we increase the number of diversity branches, the performance gap between $S+N$ SC Model 1 and SLC increases. For example at an average BER of $10^{-3}$, the SNR difference between $S+N$ SC Model 1 with SLC is $1.18 \mathrm{~dB}, 1.57 \mathrm{~dB}$ and 1.9 dB for $N=3,4$ and 5 , respectively. The performance gap between $S+N$ SC Model 2 and SLC also increases as the number of diversity branches is increased, as illustrated in Fig. 4.13. For example, at an average BER of $10^{-3}$ the SNR difference between the two systems is $0.29 \mathrm{~dB}, 0.57 \mathrm{~dB}$ and 0.92 dB , for $L=3,4$ and 5 , respectively.


Figure 4.3: The average BER of noncoherent QFSK with 4-branch $S+N$ SC receiver Model 1 and classical SC in i.i.d Nakagami- $m$ fading with $m=1,3$ and 6 .


Figure 4.4: The average BER of noncoherent QFSK with 4-branch $S+N$ SC receiver Model 1 and classical SC in i.n.d Nakagami- $m$ fading with $m=1,3$ and 6 and $\beta=0.8$.


Figure 4.5: The average SER of noncoherent QFSK over 4-branch i.n.d Rician fading with an average decay factor $\beta=0.5$ for $K=0,3$ and 6 .


Figure 4.6: The average SER of noncoherent QFSK in 4-branch i.n.d Rician fading with an average decay factor $\beta=1$ for $K=0,3$ and 6 .


Figure 4.7: The average BER of noncoherent MFSK with 4-branch $S+N$ SC receiver Model 1 and classical SC in i.i.d Nakagami- $m$ fading with $m=2$ for $M=4,8$ and 16.


Figure 4.8: The average BER of noncoherent MFSK with 4-branch $S+N$ SC receiver Model 1 and classical SC in i.n.d Nakagami- $m$ fading with $m=2$ and $\beta=0.8$ for $M=4,8$ and 16.


Figure 4.9: The average BER of noncoherent BFSK with $S+N$ SC Model 1 in i.n.d Rician fading with $L=2,4$ and 8 , an average decay factor of $\beta=0.5$ and $K=3$.


Figure 4.10: The average BER of noncoherent 16-ary FSK with 4-branch $S+N$ SC receiver Model 1 and classical SC in i.n.d Nakagami- $m$ fading with $m=4$ and $\beta=0,0.3$ and 0.8 .


Figure 4.11: The average BER of noncoherent BFSK with 4-branch $S+N$ SC receiver Model 2 and classical SC in i.n.d Nakagami- $m$ fading with $m=5$ and $\beta=0,0.3$ and 0.8 .


Figure 4.12: The average BER of noncoherent 8 -ary FSK in $L$-branch i.i.d Nakagami$m$ fading with $S+N$ SC receiver Model 1 , classical SC and SLC for $m=3$ and $L=3,4$ and 5.


Figure 4.13: The average BER of noncoherent BFSK in $L$-branch i.i.d Nakagami-m fading with $S+N$ SC receiver Model 1, S $+N$ SC receiver Model 2 and SLC for $m=5$ and $L=3,4$ and 5.

### 4.5 Conclusions

The performances of two $S+N$ SC receivers in i.n.d Rician, Nakagami and Rayleigh fading channels were analyzed. For each receiver, analytical expressions were derived for the average BER in terms of single integrals. These analytical expressions were verified using extensive Monte Carlo simulation results. It was shown that, unlike previously published results, the performance of $S+N$ SC receivers are not always superior to the performance of the classical SC receiver when the receiver is operating in the low SNR region. The effects of diversity order, modulation order and average fading power imbalance on the performances of the two $S+N$ SC receivers was examined. Interestingly, it was shown that the performance of the $S+N$ SC receiver does not necessarily improve with the addition of diversity branches when the receiver is operating in the low SNR region. The performances of the $S+N$ SC receivers were compared to the performances of classical SC and SLC.

## Chapter 5

## Performance of $S+N$ Selection Diversity Receivers in Correlated Rayleigh and Rician Fading

In Chapter 4, we studied the performances of two $S+N$ SC receivers in i.n.d Rician, Nakagami and Rayleigh fading channels. In this chapter, we generalize the results of the previous chapter to correlated Rayleigh and Rician fading channels. For Rician fading we assume that the branches are equally correlated. For Rayleigh fading, the correlation model is more general and includes the equally correlated scenario as a special case. For each $S+N$ SC receiver structure, we obtain easy to compute analytical expressions for the average BER, which are verified using Monte Carlo simulation results.

For Rayleigh fading, we assume that the correlation structure follows the model given in [30, eq. (8.1.5)], [43], which includes the case of equally correlated fading as a special case. We also consider the general scenario that the fading powers on the channels are not necessarily identical. For Rician fading, our analysis considers the case of equally correlated branches, where for each receiver structure analytical
expressions are derived for the average BER. The effects of correlation, fading power imbalance and fading parameter on the performance of $S+N$ SC receivers are examined and the performance of $S+N$ SC is compared to classical SC. Our analytical results are verified using Monte Carlo simulation results. Note, that the equally correlated model can be used as a worst case benchmark or as a rough approximation by replacing every non-diagonal element in the correlation matrix $\left(\rho_{i j}, i \neq j\right)$ with the average value of $\rho_{i j}[20]$. The equally correlated model has been used to model a set of closely placed antennas [44]. However, using experimental measurements, Zhang [45] has shown that the correlation model for a set of three equally placed antennas does not follow the equally correlated model, so the equally correlated model must be applied with care. The performance of classical SC over correlated fading channels has been studied in [46]- [53].

The remainder of this chapter is organized as follows. In Section 5.1, average SER expressions are derived for $S+N$ SC Model 1 for the cases of correlated Rayleigh and Rician fading channels. In Section 5.2, average BER expressions are derived for the performance of $S+N$ SC Model 2 in equally correlated Rayleigh and Rician channels. Several numerical examples that compare the performances of the two $S+N$ SC receiver structures with classical SC are presented in Section 5.3 and the validity of the analytical expressions obtained in Sections 5.1 and 5.2 are verified using Monte Carlo simulations. Finally, some conclusions are given in Section 5.4

### 5.1 Average SER of $S+N$ SC Model 1

The performance of noncoherent MFSK signaling with $L$ branch diversity with $S+N$ SC Model 1 is considered. The structure of the receiver is given in Fig. 4.1 and the
outputs of the square-law detectors are give by

$$
\begin{align*}
X_{i 1} & =\left|2 E_{s} G_{i}+N_{i 1}\right|^{2}  \tag{5.1}\\
X_{i m} & =\left|N_{i m}\right|^{2}, \quad i=1, \cdots, L, m=2, \cdots, M \tag{5.2}
\end{align*}
$$

where $G_{i}, i=1, \cdots, L$ are the complex channel gains and $N_{i j}, i=1, \cdots, L, j=$ $1, \cdots, M$ are complex Gaussian RVs with variance $4 E_{s} N_{0}$. Following the analysis in Section 4.1, the average SER can be written as

$$
\begin{align*}
P_{s}(E) & =\operatorname{Pr}\left[X_{1 \max }<X_{2 \max }\right]  \tag{5.3a}\\
& =\int_{0}^{\infty} F_{X_{1 \max }}(x) f_{X_{2 \max }}(x) d x \tag{5.3b}
\end{align*}
$$

Noting that the RVs $X_{i m}, i=1, \cdots, L, m=2, \cdots, M$ are independent and identically chi-squared RVs with common PDF and CDF given by

$$
\begin{equation*}
f_{X}(x)=\frac{1}{4 E_{s} N_{0}} \exp \left(-\frac{w}{4 E_{s} N_{0}}\right) \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{X}(x)=1-\exp \left(-\frac{w}{4 E_{s} N_{0}}\right) \tag{5.5}
\end{equation*}
$$

respectively, we can obtain the PDF of $X_{2 \max }$ as

$$
\begin{equation*}
f_{X_{2 \max }}(x)=\frac{L(M-1)}{4 E_{s} N_{0}} \exp \left(-\frac{x}{4 E_{s} N_{0}}\right)\left(1-\exp \left(-\frac{x}{4 E_{s} N_{0}}\right)\right)^{L M-L-1} . \tag{5.6}
\end{equation*}
$$

The CDF of $X_{1 \text { max }}$ is given by

$$
\begin{equation*}
F_{X_{1 \max }}(x)=F_{X_{11}, X_{21}, \cdots, X_{L 1}}(x, x, \cdots, x) \tag{5.7}
\end{equation*}
$$

where $F_{X_{11}, X_{21}, \cdots, X_{L 1}}(x, x, \cdots, x)$ is the joint CDF of the RVs $X_{i 1}, i=1, \cdots, L$. Substituting (5.6) and (5.7) in (5.3b), we obtain a general expression for the average SER of noncoherent MFSK with $S+N$ SC in correlated fading as

$$
\begin{align*}
P_{s}(E) & =\frac{L(M-1)}{4 E_{s} N_{0}} \int_{0}^{\infty} F_{X_{11}, X_{21}, \cdots, X_{L 1}}(x, x, \cdots, x) \exp \left(-\frac{x}{4 E_{s} N_{0}}\right) \\
& \times\left(1-\exp \left(-\frac{x}{4 E_{s} N_{0}}\right)\right)^{L M-L-1} d x . \tag{5.8}
\end{align*}
$$

Note that the average BER can now be obtained from the average SER using $P_{b}(E)=$ $M /(2(M-1)) P_{s}(E)$. If the branches are independent, $F_{X_{1 \max }}(x)$ can be written as the product of the marginal CDFs $F_{X_{i 1}}, i=1, \cdots, L$ and (5.8) reduces to

$$
\begin{align*}
P_{s}(E) & =\frac{L(M-1)}{4 E_{s} N_{0}} \int_{0}^{\infty}\left\{\prod_{i=1}^{L} F_{X_{i 1}}(x)\right\} \exp \left(-\frac{x}{4 E_{s} N_{0}}\right)  \tag{5.9}\\
& \times\left(1-\exp \left(-\frac{x}{4 E_{s} N_{0}}\right)\right)^{L M-L-1} d x .
\end{align*}
$$

which is equal to (4.3a).

### 5.1.1 Rayleigh Fading

Let $\Sigma$ denote the branch power covariance coefficient matrix, whose elements $\Sigma_{i, j}(i, j=$ $1, \cdots, L)$ satisfy [43, eq. (2)], i.e.,

$$
\begin{equation*}
\Sigma_{i, j}=\frac{\mathbb{E}\left(\left|G_{i}\right|^{2}\left|G_{j}\right|^{2}\right)-\mathbb{E}\left(\left|G_{i}\right|^{2}\right) \mathbb{E}\left(\left|G_{j}\right|^{2}\right)}{\sqrt{\operatorname{Var}\left(\left|G_{i}\right|^{2}\right) \operatorname{Var}\left(\left|G_{j}\right|^{2}\right)}}=\rho_{i} \rho_{j} \tag{5.10}
\end{equation*}
$$

where $G_{i}, i=1, \cdots, L$ are the complex channels gains and $\mathbb{E}(X)$ and $\operatorname{Var}(X)$ denote the expected value and the variance of $X$, respectively. Note that, for $\rho_{i}=\rho, i=$ $1, \cdots, L,(5.10)$ reduces to the case of equally correlated branches. For Rayleigh fading we write the channel gains, $G_{i}$, as [30]

$$
\begin{equation*}
G_{i}=\sqrt{\Omega_{i}}\left(\sqrt{1-\rho_{i}} U_{i}+\sqrt{\rho_{i}} U_{0}+j\left(\sqrt{1-\rho_{i}} V_{i}+\sqrt{\rho_{i}} V_{0}\right)\right), \quad i=1, \cdots, L \tag{5.11}
\end{equation*}
$$

where $j=\sqrt{-1}, U_{i}$ and $V_{i}, i=0, \ldots, L$ are independent zero-mean Gaussian RVs with variance $\frac{1}{2}, 0 \leq \rho_{i}<1$ and $\Omega_{i}=E\left[\left|G_{i}\right|^{2}\right]$ is the average fading power on the ith channel. Note that one can show that $\left|G_{i}\right|$ are Rayleigh distributed and that the branch power covariance matrix will follow (5.10). Furthermore, one can show that the cross-correlation between any $G_{i}$ and $G_{j}$ is $\sqrt{\rho_{i} \rho_{k}}=E\left[G_{i} G_{k}^{*}\right] / \sqrt{E\left[\left|G_{i}\right|^{2}\right] E\left[\left|G_{k}\right|^{2}\right]}$.

Using (5.11), we can write $X_{i 1}$ defined in (5.1) as
$X_{i 1}=\left(2 E_{s} \sqrt{\Omega_{i}}\left(\sqrt{1-\rho_{i}} U_{i}+\sqrt{\rho_{i}} U_{0}\right)+N_{11}^{I}\right)^{2}+\left(2 E_{s} \sqrt{\Omega_{i}}\left(\sqrt{1-\rho_{i}} V_{i}+\sqrt{\rho_{i}} V_{0}\right)+N_{11}^{Q}\right)^{2}$
where $N_{11}^{I}$ and $N_{11}^{Q}$ are zero-mean Gaussian RVs with variance $2 E_{b} N_{0}$. Define $Z=$ $U_{0}^{2}+V_{0}^{2}$. Then assuming that $U_{0}$ and $V_{0}$ are fixed, one can show that the RVs $X_{i 1}$ conditioned on $Z$ are independent and their conditional CDFs, $F_{X_{i 1} \mid Z}(x)$, are given by

$$
\begin{equation*}
F_{X_{i 1} \mid Z}(x)=1-Q_{1}\left(\sqrt{\frac{2 \bar{\gamma}_{i} \rho_{i} z}{1+\bar{\gamma}_{i}\left(1-\rho_{i}\right)}}, \sqrt{\frac{x}{2 E_{s} N_{0}\left(1+\bar{\gamma}_{i}\left(1-\rho_{i}\right)\right)}}\right) \tag{5.13}
\end{equation*}
$$

where $\bar{\gamma}_{i}$ is the average $\operatorname{SNR}$ on the ith branch. Thus, the joint CDF of $X_{i 1}, i=$ $1, \cdots, L$ conditioned on the RV $Z$ can be written as the product of the marginal CDFs conditioned on the RV Z, i.e.,

$$
\begin{equation*}
F_{X_{11}, X_{21}, \cdots, X_{L 1} \mid Z}\left(x_{1}, x, \cdots, x_{L}\right)=\prod_{i=1}^{L} F_{X_{i 1} \mid Z}\left(x_{i} \mid z\right) \tag{5.14}
\end{equation*}
$$

The RV $Z$ is central chi-squared with two degrees of freedom and its PDF is given by

$$
\begin{equation*}
f_{Z}(z)=\exp (-z) \tag{5.15}
\end{equation*}
$$

Using (5.14) and (5.15), we can now obtain the joint CDF of $X_{i 1}, i=1, \cdots, L$ as

$$
\begin{align*}
& F_{X_{11}, X_{21}, \cdots, X_{L 1}}\left(x_{1}, x, \cdots, x_{L}\right)=\int_{0}^{\infty}\left[\prod_{i=1}^{L} F_{X_{i 1} \mid Z}\left(x_{i} \mid z\right)\right] f_{Z}(z) d z  \tag{5.16a}\\
= & \int_{0}^{\infty}\left[\prod_{i=1}^{L}\left(1-Q_{1}\left(\sqrt{\frac{2 \bar{\gamma}_{i} \rho_{i} z}{1+\bar{\gamma}_{i}\left(1-\rho_{i}\right)}}, \sqrt{\frac{x_{i}}{2 E_{s} N_{0}\left(1+\bar{\gamma}_{i}\left(1-\rho_{i}\right)\right)}}\right)\right)\right] \\
\times & \exp (-z) d z . \tag{5.16b}
\end{align*}
$$

Substituting (5.16b) in (5.8) and using a simple change of variable, the average SER of noncoherent MFSK with $S+N$ SC Model 1 operating with nonidentically distributed
correlated Rayleigh fading branches becomes

$$
\begin{align*}
P_{s}(E) & =L(M-1) \int_{0}^{\infty} \int_{0}^{\infty}\left[\prod_{i=1}^{L}\left(1-Q_{1}\left(\sqrt{\frac{2 \bar{\gamma}_{i} \rho_{i} z}{1+\bar{\gamma}_{i}\left(1-\rho_{i}\right)}}, \sqrt{\frac{2 x}{\left(1+\bar{\gamma}_{i}\left(1-\rho_{i}\right)\right)}}\right)\right)\right] \\
& \times \exp (-x-z)(1-\exp (-x))^{L M-L-1} d z d x \tag{5.17}
\end{align*}
$$

For the important case of dual-branch diversity, after much mathematical manipulation and integral evaluations, (5.17) reduces to a closed-form expression given by

$$
\begin{align*}
P_{s}(E) & =2(M-1) \sum_{i=0}^{2 M-3}\binom{2 M-3}{i}(-1)^{i}\left[\frac{1}{i+1}-\frac{1}{2\left(i+1+A_{1}\right)}\right. \\
& \times\left(1+\frac{A_{2}-A_{3}+2\left(i+1+A_{1}\right)}{\sqrt{\left(A_{2}+A_{3}+2\left(i+1+A_{1}\right)\right)^{2}-4 A_{2} A_{3}}}\right)-\frac{1}{2\left(i+1+A_{4}\right)}  \tag{5.18a}\\
& \left.\times\left(1-\frac{A_{5}-A_{6}+2\left(i+1+A_{4}\right)}{\sqrt{\left(A_{5}+A_{6}+2\left(i+1+A_{4}\right)\right)^{2}-4 A_{5} A_{6}}}\right)\right]
\end{align*}
$$

where $\Sigma_{12}=\rho^{2}$ and

$$
\begin{align*}
& A_{1}=\frac{1}{1+\overline{\gamma_{1}}}  \tag{5.18b}\\
& A_{2}=\frac{2\left(1+\overline{\gamma_{1}}\right)}{\overline{\gamma_{1}} \overline{\gamma_{2}}\left(1-\rho^{2}\right)+\overline{\gamma_{1}}+\overline{\gamma_{2}}+1}  \tag{5.18c}\\
& A_{3}=\frac{2 \overline{\gamma_{1}} \overline{\gamma_{2}} \rho^{2}}{\left(\overline{\gamma_{1}} \overline{\gamma_{2}}\left(1-\rho^{2}\right)+\overline{\gamma_{1}}+\overline{\gamma_{2}}+1\right)\left(1+\overline{\gamma_{1}}\right)}  \tag{5.18d}\\
& A_{4}=\frac{1}{1+\overline{\gamma_{2}}}  \tag{5.18e}\\
& A_{5}=\frac{2 \overline{\gamma_{1}} \overline{\gamma_{2}} \rho^{2}}{\left(\overline{\gamma_{1}} \overline{\gamma_{2}}\left(1-\rho^{2}\right)+\overline{\gamma_{1}}+\overline{\gamma_{2}}+1\right)\left(1+\overline{\gamma_{2}}\right)}  \tag{5.18f}\\
& A_{6}=\frac{2\left(1+\overline{\gamma_{2}}\right)}{\overline{\gamma_{1}} \overline{\gamma_{2}}\left(1-\rho^{2}\right)+\overline{\gamma_{1}}+\overline{\gamma_{2}}+1} . \tag{5.18~g}
\end{align*}
$$

The derivation of (5.18) is given in Appendix B.

### 5.1.2 Rician Fading

In the case of Rician fading, we consider the case of equally correlated branches and we represent the channel gains as [20]

$$
\begin{equation*}
G_{i}=\sqrt{1-\rho} U_{i}+\sqrt{\rho} U_{0}+m_{1}+j\left(\sqrt{1-\rho} V_{i}+\sqrt{\rho} V_{0}+m_{2}\right) \tag{5.19}
\end{equation*}
$$

where $0 \leq \rho<1$ and $U_{i}$ and $V_{i}$ are independent zero-mean Gaussian RVs with variance $\sigma^{2}=\Omega /(2(K+1))$, and where $K=\left(m_{1}^{2}+m_{2}^{2}\right) /\left(2 \sigma^{2}\right)$ is the Rician factor [4]. Using the representation given in (5.19), one can show that the fading correlation between $G_{1}$ and $G_{2}$ is equal to $\rho$ and $E\left[\left|G_{i}\right|^{2}\right]=\Omega, i=1, \cdots, L$, i.e., the branches are identically distributed. In addition, the power correlation between $\left|G_{i}\right|^{2}$ and $\left|G_{j}\right|^{2}$ $(i \neq j)$ can be obtained as [20]

$$
\begin{equation*}
\rho_{\eta}=\rho \frac{2 K+\rho}{2 K+1} . \tag{5.20}
\end{equation*}
$$

Define $Z=\left(U_{0}+\frac{m_{1}}{\sqrt{\rho}}\right)^{2}+\left(V_{0}+\frac{m_{2}}{\sqrt{\rho}}\right)^{2}$. Then assuming that $Z$ is fixed, one can show, after some mathematical simplification, that the conditional CDF of $X_{i 1}, i=1, \cdots, L$ given $Z$, i.e., $F_{X_{i 1} \mid Z}(x)$, can be written as

$$
\begin{equation*}
F_{X_{i 1} \mid Z}(x)=1-Q_{1}\left(\sqrt{\frac{2 \bar{\gamma} \rho(1+K) z}{1+K+\bar{\gamma}(1-\rho)}}, \sqrt{\frac{(1+K) x}{2 E_{s} N_{0}(1+K+\bar{\gamma}(1-\rho))}}\right) . \tag{5.21}
\end{equation*}
$$

Note that because the branches are identically distributed $F_{X_{i 1} \mid Z}(x)$ is independent of $i$. Using (5.21) and the PDF of $Z$ given by

$$
\begin{equation*}
f_{Z}(z)=(K+1) \exp \left(-\frac{K}{\rho}-(K+1) z\right) I_{0}\left(2 \sqrt{\frac{K(K+1) z}{\rho}}\right) \tag{5.22}
\end{equation*}
$$

we obtain the joint CDF of $X_{i 1}, i=1, \cdots, L$ as

$$
\begin{align*}
F_{X_{11}, X_{21}, \cdots, X_{L 1}} & (x, x, \cdots, x)=(K+1) \exp \left(-\frac{K}{\rho}\right) \\
& \times \int_{0}^{\infty} \exp (-(K+1) z) I_{0}\left(2 \sqrt{\frac{K(K+1) z}{\rho}}\right) \\
& \times\left(1-Q_{1}\left(\sqrt{\frac{2 \bar{\gamma} \rho(1+K) z}{1+K+\bar{\gamma}(1-\rho)}}, \sqrt{\frac{(1+K) x}{2 E_{s} N_{0}(1+K+\bar{\gamma}(1-\rho))}}\right)\right)^{L} d z \tag{5.23}
\end{align*}
$$

The average SER of noncoherent MFSK with $S+N$ SC Model 1 in identically distributed equally correlated Rician fading can now be obtained by substituting (5.21) in (5.8) as

$$
\begin{align*}
& P_{s}(E)=L(K+1)(M-1) \exp \left(-\frac{K}{\rho}\right) \int_{0}^{\infty} \int_{0}^{\infty}(1-\exp (-x))^{L M-L-1} \\
& \times \exp (-(K+1) z-x) I_{0}\left(2 \sqrt{\frac{K(K+1) z}{\rho}}\right)  \tag{5.24}\\
& \times\left(1-Q_{1}\left(\sqrt{\frac{2 \bar{\gamma} \rho(1+K) z}{1+K+\bar{\gamma}(1-\rho)}}, \sqrt{\frac{2(1+K) x}{(1+K+\bar{\gamma}(1-\rho))}}\right)\right)^{L} d z d x .
\end{align*}
$$

Note that eq. (5.24) is valid for $\rho>0$ as we have used (5.22) to obtain (5.24) which implicitly assumes that $\rho>0$. For $\rho=0$, which corresponds to independent fading branches, the average SER is given in [54, eq. (11)].

### 5.2 Average BER of $S+N$ SC Model 2

The receiver structure of $S+N$ SC Model 2 is depicted in Fig. 4.2 and the outputs of the square-law detectors are given by

$$
\begin{align*}
X_{i 1} & =\left|2 E_{b} G_{i}+N_{i 1}\right|^{2}  \tag{5.25}\\
X_{i 2} & =\left|N_{i 2}\right|^{2}, \quad i=1, \cdots, L \tag{5.26}
\end{align*}
$$

where $E_{b}$ denotes the energy per bit, $N_{i 1}$ and $N_{i 2}, i=1, \cdots, L$ are i.i.d zero-mean complex Gaussian RVs with variance $4 E_{b} N_{0}$ and $G_{i}, i=1, \cdots, L$ denote the complex channel gains.

As discussed in Section 4.2, the receiver bases its decision on the decision statistics $X_{i}=X_{i 1}-X_{i 2}$, i.e., a summing process occurs on each diversity branch before data detection. The receiver will make an error if from the $L$ statistics $X_{i}$, the one with the largest magnitude is negative. Therefore, we can write the average BER as

$$
\begin{align*}
P_{b} & =\sum_{i=1}^{L} \operatorname{Pr}\left(\max _{j \neq i}\left|X_{j}\right|<\left|X_{i}\right|, X_{i}<0\right)  \tag{5.27a}\\
& =\sum_{i=1}^{L} \operatorname{Pr}\left(\max _{j \neq i}\left|X_{j}\right|+X_{i}<0\right)  \tag{5.27b}\\
& =\sum_{i=1}^{L} F_{W_{i}}(0) \tag{5.27c}
\end{align*}
$$

where $W_{i}=X_{i}+Y_{i}$ and $Y_{i}=\max _{j \neq i}\left|X_{j}\right|$. The CDF of $W_{i}, F_{W_{i}}(w)$, calculated at $w=0$ can be written as

$$
\begin{equation*}
F_{W_{i}}(0)=\int_{x=-\infty}^{\infty} \int_{y=-\infty}^{-x} f_{X_{i}, Y_{i}}(x, y) d y d x \tag{5.28}
\end{equation*}
$$

To continue, assume that the RVs $X_{i}$ are independent given a RV $Z$. Then, because functions of independent RVs are also independent, we conclude that $X_{i}$ and $Y_{i}$ given $Z$ are also independent RVs and thus, $f_{X_{i}, Y_{i} \mid Z}(x, y \mid z)=f_{X_{i} \mid Z}(x) f_{Y_{i} \mid Z}(y)$. Noting that $f_{X_{i}, Y_{i}}(x, y)=\int_{0}^{\infty} f_{X_{i}, Y_{i} \mid Z}(x, y) f_{Z}(z) d z$, we can write (5.28) as

$$
\begin{align*}
F_{W_{i}}(0) & =\int_{x=-\infty}^{\infty} \int_{y=-\infty}^{-x} \int_{0}^{\infty} f_{X_{i} \mid Z}(x) f_{Y_{i} \mid Z}(y) f_{Z}(z) d z d y d x  \tag{5.29a}\\
& =\int_{0}^{\infty} f_{Z}(z)\left(\int_{x=-\infty}^{\infty} f_{X_{i} \mid Z}(x) F_{Y_{i} \mid Z}(-x) d x\right) d z  \tag{5.29b}\\
& =\int_{0}^{\infty} f_{Z}(z)\left(\int_{x=0}^{\infty} f_{X_{i} \mid Z}(-x) F_{Y_{i} \mid Z}(x) d x\right) d z \tag{5.29c}
\end{align*}
$$

Next, we calculate $F_{Y_{i} \mid Z}(x)$ as

$$
\begin{equation*}
F_{Y_{i} \mid Z}(x)=\prod_{\substack{j=1 \\ j \neq i}}^{L}\left(F_{X_{j} \mid Z}(x)-F_{X_{j} \mid Z}(-x)\right) \tag{5.30}
\end{equation*}
$$

where we have used the fact that the RVs $X_{j}$ are independent given $Z$. Combining (5.30) and (5.29c) and the result in (5.27c), we obtain the average BER of noncoherent BFSK with $S+N$ SC Model 2 as

$$
\begin{equation*}
P_{b}(E)=\sum_{i=1}^{L} \int_{0}^{\infty} \int_{0}^{\infty} \prod_{\substack{j=1 \\ j \neq i}}^{L}\left(F_{X_{j} \mid Z}(x)-F_{X_{j} \mid Z}(-x)\right) f_{X_{i} \mid z}(-x) f_{Z}(z) d x d z \tag{5.31}
\end{equation*}
$$

We now obtain analytical expressions for $F_{X_{i} \mid Z}(x)$, for the cases of Rayleigh and Rician fading channels. Using these expressions we can obtain analytical expressions for the average BER of noncoherent BFSK $S+N$ SC Model 2 in these fading scenarios.

### 5.2.1 Rayleigh Fading

In this case, using (5.11), we can write $X_{i}$ as

$$
\begin{align*}
X_{i} & =\left(2 E_{b} \sqrt{\Omega_{i}}\left(\sqrt{1-\rho_{i}} U_{i}+\sqrt{\rho_{i}} U_{0}\right)+N_{i 1}^{I}\right)^{2}  \tag{5.32}\\
& +\left(2 E_{b} \sqrt{\Omega_{i}}\left(\sqrt{1-\rho_{i}} V_{i}+\sqrt{\rho_{i}} V_{0}\right)+N_{i 1}^{Q}\right)^{2}-\left|N_{2 i}\right|^{2}
\end{align*}
$$

As in the previous section, define $Z=U_{0}^{2}+V_{0}^{2}$. Then, assuming $Z$ is fixed, it is easy to see that $X_{i}$ is the difference of a non-central and a central chi-squared RV. Using [13, eq. (51)], we can obtain the conditional CDF of $X_{i}$ given $Z$ as

$$
F_{X_{i} \mid Z}(x)= \begin{cases}\Phi_{1}\left(\bar{\gamma}_{i}, \rho_{i}, z\right) \exp \left(\frac{x}{4 E_{b} N_{0}}\right), & x<0  \tag{5.33a}\\ 1-Q_{1}\left(\sqrt{\Phi_{2}\left(\bar{\gamma}_{i}, \rho_{i}, z\right)}, \sqrt{\frac{x}{2 E_{b} N_{0}\left(1+\left(1-\rho_{i}\right) \bar{\gamma}_{i}\right.}}\right) & \\ +\Phi_{1}\left(\bar{\gamma}_{i}, \rho_{i}, z\right) \exp \left(\frac{x}{4 E_{b} N_{0}}\right) \times \\ Q_{1}\left(\sqrt{\Phi_{3}\left(\bar{\gamma}_{i}, \rho_{i}, z\right)}, \sqrt{\frac{\Phi_{4}\left(\bar{\gamma}_{i}, \rho_{i}, z\right) x}{4 E_{b} N_{0}}}\right), & x>0\end{cases}
$$

where

$$
\begin{align*}
& \Phi_{1}(\bar{\gamma}, \rho, z)=\frac{1}{2+(1-\rho) \bar{\gamma}} \exp \left(-\frac{\bar{\gamma} \rho z}{2+(1-\rho) \bar{\gamma}}\right)  \tag{5.33b}\\
& \Phi_{2}(\bar{\gamma}, \rho, z)=\frac{2 \rho \bar{\gamma} z}{(1+(1-\rho) \bar{\gamma})}  \tag{5.33c}\\
& \Phi_{3}(\bar{\gamma}, \rho, z)=\frac{2 \rho \bar{\gamma} z}{(1+(1-\rho) \bar{\gamma})(2+(1-\rho) \bar{\gamma})}  \tag{5.33d}\\
& \Phi_{4}(\bar{\gamma}, \rho, z)=2 \frac{2+(1-\rho) \bar{\gamma}}{1+(1-\rho) \bar{\gamma}} . \tag{5.33e}
\end{align*}
$$

From (5.33), we obtain $f_{X_{i} \mid Z}(x)$ for negative arguments as

$$
\begin{equation*}
f_{X_{i} \mid Z}(x)=\frac{1}{4 E_{b} N_{0}} \Phi_{1}\left(\bar{\gamma}_{i}, \rho_{i}, z\right) \exp \left(\frac{x}{4 E_{b} N_{0}}\right), x<0 \tag{5.34}
\end{equation*}
$$

Substituting (5.33) and (5.34) in (5.31), we obtain the average BER of BFSK with $S+N$ SC Model 2 as

$$
\begin{align*}
P_{b}(E) & =\sum_{i=1}^{L} \int_{0}^{\infty} \int_{0}^{\infty} \Phi_{1}\left(\bar{\gamma}_{i}, \rho_{i}, z\right) \\
& \times \prod_{\substack{j=1 \\
j \neq i}}^{L}\left\{1-Q_{1}\left(\sqrt{\Phi_{2}\left(\overline{\gamma_{j}}, \rho_{j}, z\right)}, \sqrt{\frac{2 x}{\left(1+\left(1-\rho_{j}\right) \bar{\gamma}_{j}\right.}}\right)+\Phi_{1}\left(\bar{\gamma}_{j}, \rho_{j}, z\right) \exp (x)\right. \\
& \left.\times Q_{1}\left(\sqrt{\Phi_{3}\left(\bar{\gamma}_{j}, \rho_{j}, z\right)}, \sqrt{\Phi_{4}\left(\bar{\gamma}_{j}, \rho_{j}, z\right) x}\right)-\Phi_{1}\left(\bar{\gamma}_{j}, \rho_{j}, z\right) \exp (-x)\right\} \\
& \times \exp (-x-z) d x d z . \tag{5.35}
\end{align*}
$$

For dual-branch diversity, after many mathematical manipulations, a simple closedform expression is derived for the average BER of noncoherent BFSK with $S+N$ SC Model 2 as

$$
\begin{equation*}
P_{b}(E)=\frac{8+5 \overline{\gamma_{1}}+5 \overline{\gamma_{2}}+3 \overline{\gamma_{1}} \overline{\gamma_{2}}\left(1-\rho^{2}\right)}{\left(4+2 \overline{\gamma_{1}}+2 \overline{\gamma_{2}}+\overline{\gamma_{1}} \overline{\gamma_{2}}\left(1-\rho^{2}\right)\right)^{2}} \tag{5.36}
\end{equation*}
$$

### 5.2.2 Rician Fading

Using the representation of the complex channel gains in (5.19), and assuming that $Z=\left(U_{0}+m_{1} / \sqrt{\rho}\right)^{2}+\left(V_{0}+m_{2} / \sqrt{\rho}\right)^{2}$ is fixed, one can show, similar to the case of Rayleigh fading, that $X_{i}$ conditioned on $Z$ is the difference between a noncentral chi-squared and a noncentral chi-squared RV. Hence, using [13, eq. (51)], and after some mathematical manipulations, $F_{X_{i} \mid Z}(x)$ can be obtained as

$$
F_{X_{i} \mid Z}(x)= \begin{cases}H_{1}(\bar{\gamma}, K, \rho, z) \exp \left(\frac{w}{4 E_{b} N_{0}}\right), & x<0  \tag{5.37a}\\ 1-Q_{1}\left(\sqrt{H_{2}(\bar{\gamma}, K, \rho, z)}, \sqrt{H_{3}(\bar{\gamma}, K, \rho) \frac{w}{2 E_{b} N_{0}}}\right) & \\ +H_{1}(\bar{\gamma}, K, \rho, z) \exp \left(\frac{w}{4 E_{b} N_{0}}\right) \times & \\ Q_{1}\left(\sqrt{H_{4}(\bar{\gamma}, K, \rho, z)}, \sqrt{H_{5}(\bar{\gamma}, K, \rho) \frac{w}{2 E_{b} N_{0}}}\right), & x>0\end{cases}
$$

where

$$
\begin{align*}
H_{1}(\bar{\gamma}, K, \rho, z) & =\frac{1+K}{2(1+K)+\bar{\gamma}(1-\rho)} \exp \left(-\frac{\bar{\gamma} \rho(1+K) z}{2(1+K)+\bar{\gamma}(1-\rho)}\right)  \tag{5.37b}\\
H_{2}(\bar{\gamma}, K, \rho, z) & =\frac{2 \bar{\gamma} \rho(1+K) z}{1+K+\bar{\gamma}(1-\rho)}  \tag{5.37c}\\
H_{3}(\bar{\gamma}, K, \rho) & =\frac{2(1+K)}{1+K+\bar{\gamma}(1-\rho)}  \tag{5.37d}\\
H_{4}(\bar{\gamma}, K, \rho, z) & =\frac{2 \bar{\gamma} \rho(1+K)^{2} z}{(1+K+\bar{\gamma}(1-\rho))(2(1+K)+\bar{\gamma}(1-\rho))}  \tag{5.37e}\\
H_{5}(\bar{\gamma}, K, \rho) & =\frac{2(2(1+K)+\bar{\gamma}(1-\rho))}{1+K+\bar{\gamma}(1-\rho)} . \tag{5.37f}
\end{align*}
$$

Note that because the branches are identically distributed $F_{X_{i} \mid Z}(x)$ does not depend on $i$. From (5.37), we obtain the conditional PDF of $X_{i}$ given $Z$ for negative arguments as

$$
\begin{equation*}
f_{X_{i} \mid Z}(x)=\frac{1}{4 E_{b} N_{0}} H_{1}(\bar{\gamma}, K, \rho, z) \exp \left(\frac{w}{4 E_{b} N_{0}}\right), \quad x<0 . \tag{5.38}
\end{equation*}
$$

Substituting (5.37) and (5.38) in (5.31), The average BER of noncoherent BFSK with $S+N$ SC Model 2 in identically distributed equally correlated Rician fading is
obtained as

$$
\begin{align*}
& P_{b}(E)=L(K+1) \int_{0}^{\infty} \int_{0}^{\infty} H_{1}(\bar{\gamma}, K, \rho, z)\left[1-Q_{1}\left(\sqrt{H_{2}(\bar{\gamma}, K, \rho, z)}, \sqrt{H_{3}(\bar{\gamma}, K, \rho) x}\right)\right. \\
&+\exp (x) H_{1}(\bar{\gamma}, K, \rho, z) Q_{1}\left(\sqrt{H_{4}(\bar{\gamma} i}, K, \rho, z\right) \\
&\left.\sqrt{H_{5}(\bar{\gamma}, K, \rho) x}\right) \\
&\left.-H_{1}(\bar{\gamma}, K, \rho, z) \exp (-x)\right]^{L-1} \quad \exp \left(-\frac{K}{\rho}-(K+1) z-x\right)  \tag{5.39}\\
& \times I_{0}\left(2 \sqrt{\frac{K(K+1) z}{\rho}}\right) d x d z, \quad \rho>0 .
\end{align*}
$$

For $\rho=0$, the average BER is given in [54, eq. (24)]. In the important case of dual-branch diversity, using [18, eqs. (B.27) and (B.31)] and similar to the procedure presented in the Appendix, (5.39) reduces to

$$
\begin{equation*}
P_{b}(E)=\frac{B_{0} B_{1}}{B_{1}+2} \exp \left(-\frac{B_{2}}{B_{1}+2}\right)+\frac{B_{3}\left(4+2 B_{4}-B_{5}\right)}{2 B_{5}} \tag{5.40a}
\end{equation*}
$$

where

$$
\begin{align*}
B_{0} & =\frac{2(K+1)}{2 K+2+\bar{\gamma}} \exp \left(-\frac{K \bar{\gamma}}{2 K+2+\bar{\gamma}}\right)  \tag{5.40b}\\
B_{1} & =\frac{2(K+1)(2 K+2+\bar{\gamma})}{\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}(1+K)+2(1+K)^{2}}  \tag{5.40c}\\
B_{2} & =\frac{2 K \bar{\gamma}(2(1+K)+\bar{\gamma}(1-\rho))^{2}}{(2 K+2+\bar{\gamma})\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}(1+K)+2(1+K)^{2}\right)}  \tag{5.40d}\\
B_{3} & =\frac{2(1+K)^{2}}{(2(1+K)+\bar{\gamma}(1+\rho))(2(1+K)+\bar{\gamma}(1-\rho))} \\
& \times \exp \left(-\frac{2 K \bar{\gamma}}{2(K+1)+\bar{\gamma}(1+\rho)}\right)  \tag{5.40e}\\
B_{4} & =\frac{2 K \bar{\gamma}(K+1)(2(1+K)+\bar{\gamma}(1-\rho))}{(2(1+K)+\bar{\gamma}(1+\rho))\left(\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}(1+K)+2(1+K)^{2}\right)}  \tag{5.40f}\\
B_{5} & =\frac{2(2(1+K)+\bar{\gamma}(1+\rho))(2(1+K)+\bar{\gamma}(1-\rho))}{\bar{\gamma}^{2}\left(1-\rho^{2}\right)+3 \bar{\gamma}(1+K)+2(1+K)^{2}} . \tag{5.40~g}
\end{align*}
$$

### 5.3 Numerical Examples

In this section, we give some numerical examples to show the effects of correlation, average fading power imbalance and fading parameter on the performance of $S+N$ SC receivers. Furthermore, we compare the performance of $S+N$ SC Model 1 and $S+N$ SC Model 2 to that of classical SC. Monte Carlo simulation results are presented to confirm the validity of our analytical expressions.

Fig. 5.1 shows the average BER of QFSK as a function of the average SNR per bit per branch of $S+N$ Model 1 and classical SC in equally correlated identically distributed Rician fading for $K=4$ and $\rho=0.5$ for several values of diversity order $L=2,4$ and 6 . Fig. 5.1 shows that similar to the case of independent fading [54], the performance of $S+N \mathrm{SC}$ is superior to the performance of classical SC for the range of SNR given. Also note that as the number of diversity branches increases, the performance gap between $S+N$ SC Model 1 and classical SC increases. For example, at an average BER of $10^{-4}$ the SNR gap between $S+N$ SC Model 1 and classical SC is $0.33 \mathrm{~dB}, 0.83 \mathrm{~dB}$ and 1.10 dB for $L=2,4$ and 6 , respectively.

In Fig. 5.2, the effect of fading parameter on the relative performance of $S+N \mathrm{SC}$ Model 1 is compared to that of classical SC in equally correlated Rician fading. Fig. 5.2 shows the average BER of QFSK with 3-branch diversity in equally correlated Rician fading for $K=0,5$ and $\rho=0.6$. It can be seen from Fig. 5.2 that the SNR gap between the two SC schemes increases as the channel becomes less faded. For example, for an average BER of $10^{-3}$ the SNR gap between $S+N$ SC Model 1 and classical SC is $0.56 \mathrm{~dB}, 0.69 \mathrm{~dB}$ and 1.17 dB for $K=0,5$ and 10 , respectively.

In Fig. 5.3, the average BER of MFSK with $S+N$ SC and classical SC in Rayleigh fading is plotted as a function of the average SNR per bit of the first branch $\bar{\gamma}_{1}$ for an exponentially decaying multipath intensity profile $\left(\bar{\gamma}_{i}=\bar{\gamma}_{1} \exp (-\beta(i-1)), i=\right.$
$1, \cdots, L$ where $\beta$ is the average power decay factor) for $\beta=0.5$ and $\left[\rho_{1}, \cdots, \rho_{4}\right]=$ [0.3, 0.5, 0.7, 0.9]. Both theoretical and simulation results are presented. The equation used to plot the curves for classical SC is

$$
\begin{align*}
P_{s}(E) & =\sum_{n=1}^{M-1}\binom{M-1}{n} \frac{(-1)^{n+1} n \log _{2}(M)}{(n+1)^{2}} \int_{0}^{\infty} \int_{0}^{\infty} \exp \left(-\frac{n \log _{2}(M) \gamma}{n+1}-t\right) \\
& \times \prod_{i=1}^{L}\left(1-Q_{1}\left(\sqrt{\frac{2 \rho_{i} t}{1-\rho_{i}}}, \sqrt{\frac{2 \gamma}{\overline{\gamma_{i}}\left(1-\rho_{i}\right)}}\right)\right) d \gamma d t . \tag{5.41}
\end{align*}
$$

Note that eq. (5.41) is derived using similar techniques to that of [43] and generalizes the result given in [43, eq. (23)] for Rayleigh fading to include the effect of average fading power imbalance. Fig. 5.3 indicates that the performance gap between $S+N$ SC Model 1 and classical SC remains almost constant for different values of modulation order.

Fig. 5.4 shows the average BER of 4 -branch QFSK with $S+N$ SC Model 1 and classical SC in correlated Rayleigh fading for several values of average decay factor $\beta=0,0.5$ and 1 with $\left[\rho_{1}, \cdots, \rho_{4}\right]=[0.3,0.5,0.7,0.9]$. Note that the performance of classical SC relative to the performance of $S+N$ SC is a function of the average decay factor. For example, while for $\beta=0, S+N$ SC outperforms classical SC for the range of SNR given, for $\beta=1$, classical SC outperforms $S+N$ SC for the range of 0 to 10 dB . This phenomena can be explained as follows. When the average SNR is small, the noise term is dominant and the $S+N$ SC receiver is practically choosing the branch that is mostly affected by noise and thus its performance is inferior to the classical SC receiver which selects the branch with the largest SNR. However, when the SNR is large, the $S+N$ SC receiver yields a better error performance than that of the classical SC receiver because with the former system there is opportunity for at least one sample to be better (less noisy) than the average of the samples [7]. Notice that for $\beta=0, S+N$ SC outperforms classical SC in the range of SNR given but as
the channel becomes more faded ( $\beta$ increases ) and for small SNR, the noise term is again dominant and the $S+N$ SC receiver is more likely to make errors compared to the classical SC receiver.

In Fig. 5.5, the average BER of BFSK with $S+N$ SC Model 1 is compared to the average BER of $S+N$ SC Model 2 in correlated Rayleigh fading for $L=3$, $\left[\rho_{1}, \rho_{2}, \rho_{3}\right]=[0.55,0.85,0.25]$ and for several values of the average decay factor $\beta=$ $0,0.6$ and 1.2. The analytical and simulation results are in excellent agreement. Fig. 5.5 shows that the average SNR difference between $S+N$ SC Model 1 and $S+N$ SC Model 2 does not change significantly with $\beta$ at small average BERs. However, at large average BERs the difference in the average SNR between the two receivers is larger for smaller values of $\beta$.

In Fig. 5.6, the performances of 4-branch BFSK with $S+N$ SC Model 1 and Model 2 are compared to the performance of classical SC in equally correlated Rician fading with $K=5$ and for several values of $\rho=0.2,0.4$ and 0.6 . Fig. 5.6 shows that $S+N$ SC Model 2 outperforms both $S+N$ SC Model 1 and classical SC. Fig. 5.6 also shows that the performance gap between $S+N$ SC Model 1 and $S+N$ SC Model 2 increases as $\rho$ increases. For example, at an average BER of $10^{-4}$, the SNR difference between $S+N$ SC Model 1 and $S+N$ SC Model 2 is $0.16 \mathrm{~dB}, 0.65 \mathrm{~dB}$ and 0.99 dB for $\rho=0.2,0.4$ and 0.6 , respectively. The SNR difference between classical SC and $S+N$ SC Model 1 and Model 2 also increases as the correlation among the diversity branches increases. For example, for an average BER of $10^{-4}$, the SNR difference between $S+N$ SC Model 2 and classical SC is $1.17 \mathrm{~dB}, 1.38 \mathrm{~dB}$ and 1.56 dB for $\rho=0.2,0.4$ and 0.6 , respectively.

Finally, in Fig. 5.7 the average BER of BFSK with classical SC, $S+N$ SC Model 1 and $S+N$ SC Model 2 is plotted as a function of average SNR per bit per branch
in equally correlated Rician fading with $K=10$ and $\rho=0.6$ for several values of $L=2,3$ and 4. Fig. 5.7 shows that the average SNR gap between classical SC with $S+N$ SC Model 1 and Model 2 increases as $L$ increases. For example, for an average BER of $10^{-4}$ the SNR difference between $S+N$ SC Model 2 and classical SC is 1.44 $\mathrm{dB}, 2.06 \mathrm{~dB}$ and 2.43 dB for $L=2,3$ and 4, respectively. Fig. 5.7 also shows that the SNR gap between $S+N$ SC Model 2 and $S+N$ SC Model 1 increases as $L$ increases.


Figure 5.1: The average BER of QFSK with $S+N$ SC Model 1 and classical SC as a function of average SNR per bit per branch in equally correlated identically distributed Rician fading for $K=4, \rho=0.5$ and $L=2,4$ and 6 .


Figure 5.2: The average BER of QFSK with $S+N$ SC Model 1 and classical SC as a function of average SNR per bit per branch in equally correlated Rician fading for $K=0,5,10$ and $\rho=0.6$.


Figure 5.3: The average BER of 4-branch MFSK with $S+N$ SC Model 1 and classical SC as a function of average SNR per bit per branch in correlated Rayleigh fading with $M=2,4$ and 16.


Figure 5.4: The average BER of QFSK with $S+N$ SC Model 1 and classical SC as a function of the average SNR per bit of the first branch in correlated Rayleigh fading with $\beta=0,0.5$ and 1 .


Figure 5.5: The average BER of 3-branch BFSK with $S+N$ SC Model 1 and $S+N$ SC Model 2 in correlated Rayleigh fading for several values of average decay factor $\beta=0,0.6$ and 1.2.


Figure 5.6: The average BER of 4 -branch BFSK with $S+N$ SC Model $1, S+N$ SC Model 2 and classical SC as a function of average SNR per bit per branch in equally correlated Rician fading with $K=5$ and $\rho=0.2,0.4$ and 0.6


Figure 5.7: The average BER of 2-, 3-, and 4-branch BFSK with classical SC, $S+N$ SC Model 1 and $S+N$ SC Model 2 as a function of average SNR per bit per branch in equally correlated Rician fading with $K=10$ and $\rho=0.6$.

### 5.4 Conclusion

The performances of two $S+N$ SC receivers in correlated Rayleigh fading for a particular correlation structure and in equally correlated Rician fading were analyzed. For each receiver structure, analytical expressions were derived for the average BER. The performances of $S+N$ SC Model 1 and Model 2 receivers were compared to classical SC and the impacts of correlation, modulation order, fading parameter, fading factor and number of diversity branches on the relative performances of $S+N$ SC receivers were studied. It was shown that for Rayleigh fading and with average fading power imbalance, classical SC outperforms $S+N$ SC for small values of average SNR.

## Chapter 6

## On Decorrelation in Dual-Branch

## Diversity Systems

### 6.1 Introduction

It is well known that correlation between the branches of a dual diversity system has a deleterious effect on the performances, outage and average error rate, of the diversity system [32], [55], [56]. Meanwhile, space restrictions may dictate that only correlated diversity branches are available in an application; this is particularly true for a handheld wireless unit. In these cases, correlated dual branches are employed for the gains they provide over a single branch system, even though the gains are reduced relative to independent dual branches. Decorrelation of the correlated branches might be considered to improve the diversity receiver performance. However, results in [57] show that there is no benefit gained from decorrelating correlated branches in an optimal maximal ratio combining (MRC) diversity system. The question remains as to whether the performances of other diversity combining schemes such as selection combining (SC), switch-and-stay combining (SSC), square-law combining (SLC) and equal gain combining (EGC) can be improved by employing decorrelation. In
this regard, complexity plays a crucial role. In general, performing a decorrelation of correlated diversity branches requires complex measurement of channel state information for the diversity branches in order to determine the parameters needed to implement complex matrix transformations to effect the decorrelation. Overall, the system becomes more complex than a MRC diversity system, requiring more channel estimation and more signal processing than an optimal MRC system. Thus, MRC is simply to be preferred and decorrelation is impractical.

In the special case of dual diversity, however, decorrelation can be easily and economically implemented using simple addition and subtraction of the correlated signals without any channel state information, regardless of the value of the correlation coefficient between the branches, provided that the channels have the same average power. If the fading is Rician, or complex Gaussian, the decorrelated branches are independent branches, albeit of different mean powers. The addition of simple, economical adder circuits as signal pre-processing ahead of SC, SSC or EGC diversity combining is both practical and consistent with the otherwise simple and economical implementations of these diversity combining schemes. In this chapter, we examine the use of decorrelation pre-processing with SC, SSC and EGC diversity schemes. The results will show that in the case of dual branch diversity with branches of equal mean powers, decorrelation pre-processing offers worthwhile performance enhancement at little additional cost for SC and SSC diversity systems, but has no value in MRC, EGC and SLC systems.

Many researchers have analyzed the performance of dual-branch diversity systems in independent and correlated fading channels employing several combining schemes such as MRC, EGC, SC and SSC [32], [55], [56], [58]- [67]. The performance of coherent as well as noncoherent and differentially coherent modulation methods have
been analyzed in dual-branch diversity systems. For example, Simon and Alouini presented a unified performance analysis of digital communication systems with dualbranch selective combining diversity over correlated Rayleigh and Nakagami- $m$ fading channels [55]. In this chapter, we propose a simple decorrelator dual-branch diversity receiver structure and we show that the performance of this receiver with SC and SSC is superior to the performance of a conventional SC and SSC receiver, respectively, in correlated Rician and Rayleigh fading.

We assume that the branches have the same average fading power and the branches are generally correlated with correlation coefficient $\rho$. Slow, flat fading is assumed. In the decorrelator receiver the branches are first decorrelated and then diversity combining is performed on the decorrelated branches. It is shown that to decorrelate the incoming signals, the receiver does not need any information about the signals and the decorrelation can be easily done by adding and subtracting the signals on the two diversity branches. Important performance measures such as the mean output signal-to-noise ratio (SNR), outage probability, average symbol error rate (SER) and average bit error rate (BER) of several modulation schemes of practical interest are computed for each combiner. The performance of the decorrelator diversity receiver with SC and SSC is compared to the performance of the conventional SC and SSC receiver, respectively, and it is shown that the decorrelator receiver has superior performance in terms of the average BER, outage probability and mean output SNR. For example, for binary phase shift keying (BPSK) and at an average BER of $10^{-4}$, the SNR improvement of the decorrelator receiver over the conventional receiver is as much as 2.1 dB in correlated Rician fading. The effects of modulation order, correlation and the severity of fading on the relative performances of the conventional and the decorrelator receivers are examined. We note that using the results of [57],


Figure 6.1: The structure of the dual-branch decorrelator receiver.
one can show that the performance of the decorrelator receiver and the conventional receiver with MRC are identical. In this paper we show that the performance of the decorrelator receiver and the conventional receiver are also equivalent when SLC is employed at the receiver. For EGC, we show that the performance of the decorrelator receiver is inferior to the performance of the conventional receiver.

The remainder of this chapter is organized as follows. The system model is presented in Section 6.2. The performances of the decorrelator receiver with SC and SSC are discussed in Sections 6.3 and 6.4, respectively. In Section 6.5, it is proven that the performance of the decorrelator and the conventional receiver with SLC is identical. The performances of the two receivers with EGC are compared in Section 6.6. In Section 6.7, some numerical examples are presented and the performances of the conventional and the decorrelator receiver are compared. Finally, some conclusions are given in Section 6.8.

### 6.2 System Model

The structure of the decorrelator receiver is shown in Fig. 6.1. Let $r_{1}$ and $r_{2}$ denote the received base-band equivalent signal samples at the first and second branch, respectively, given by

$$
\begin{align*}
& r_{1}=G_{1} x+N_{1}  \tag{6.1}\\
& r_{2}=G_{2} x+N_{2} \tag{6.2}
\end{align*}
$$

In (6.1) and (6.2) $x$ is the data symbol sample, $G_{i}, i=1,2$ are the complex channel gains and $N_{i}, i=1,2$ are independent complex additive white zero-mean Gaussian noise samples with variance $N_{0} / 2$ per dimension. We assume that the fadings on the branches are identically distributed and the instantaneous and average signal-to-noise ratios on each branch are given by $\gamma$ and $\bar{\gamma}$, respectively.

Let the fadings on the branches be slow and frequency flat Rician, correlated with correlation coefficient $\rho$. It is useful in the subsequent development to represent the channel gains as (3.28), which we repeat here for the sake of completeness as

$$
\begin{equation*}
G_{i}=\sqrt{1-\rho} X_{i}+\sqrt{\rho} X_{0}+\nu_{1}+j\left(\sqrt{1-\rho} Y_{i}+\sqrt{\rho} Y_{0}+\nu_{2}\right), \quad i=1,2 \tag{6.3}
\end{equation*}
$$

where $0 \leq \rho<1$ and $X_{i}$ and $Y_{i}$ are independent zero-mean Gaussian RVs with variance $\sigma^{2}=\Omega /(2(K+1))$, and where $K=\left(\nu_{1}^{2}+\nu_{2}^{2}\right) /\left(2 \sigma^{2}\right)$ is the Rician factor. Signal samples $r_{1}$ and $r_{2}$ are input to the decorrelator. The outputs of the decorrelator, denoted as $w_{1}$ and $w_{2}$, are given by

$$
\begin{align*}
& w_{1}=\frac{r_{1}+r_{2}}{\sqrt{2}}=\frac{G_{1}+G_{2}}{\sqrt{2}} x+\frac{N_{1}+N_{2}}{\sqrt{2}} \triangleq \Delta_{1} x+v_{1}  \tag{6.4}\\
& w_{2}=\frac{r_{1}-r_{2}}{\sqrt{2}}=\frac{G_{1}-G_{2}}{\sqrt{2}} x+\frac{N_{1}-N_{2}}{\sqrt{2}} \triangleq \Delta_{2} x+v_{2} \tag{6.5}
\end{align*}
$$

Since $g_{1}$ and $g_{2}$ are complex Gaussian RVs, one can see from the definition of $\Delta_{1}$ and $\Delta_{2}$ that these are also complex Gaussian RVs. Furthermore, one can show that
$\Delta_{1}$ and $\Delta_{2}$ are uncorrelated and thus independent. Similarly, one can prove that the noise terms $v_{1}$ and $v_{2}$ are mutually independent Gaussian RVs with variance $N_{0} / 2$ per dimension. Furthermore, it can easily be shown that the noise components $v_{1}$ and $v_{2}$ are independent of each other and also independent of the signal components in $w_{1}$ and $w_{2}$. Thus, the decorrelator transforms the two correlated branches into two independent branches. The outputs of the decorrelator are input into a diversity combiner. In the sequel, we analyze the performance of the decorrelator receiver in conjunction with SC and SSC. Important performance measures such as the mean output SNR, outage probability and average SER and average BER of several modulation formats are examined.

### 6.3 Selection Combining

In selection combining the branch with the largest SNR is chosen for data detection. Let $\gamma_{1}$ and $\gamma_{2}$ denote the instantaneous SNR for $w_{1}$ and $w_{2}$, respectively. Then, one can show that the CDF of $\gamma_{1}$ and $\gamma_{2}$ are given by

$$
\begin{equation*}
F_{\gamma_{1}}(x)=\left(1-Q_{1}\left(\sqrt{\frac{4 K}{1+\rho}}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}(1+\rho)}}\right)\right) \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\gamma_{2}}(x)=1-\exp \left(-\frac{(1+K) x}{\bar{\gamma}(1-\rho)}\right) \tag{6.7}
\end{equation*}
$$

respectively. Examination of (6.6) shows that (6.4) corresponds to a Rician faded branch with average fading power

$$
\begin{equation*}
\bar{\gamma}(1+\rho+2 K) /(1+K) \tag{6.8}
\end{equation*}
$$

and Rician factor $2 K /(1+\rho)$. Similarly, one can see from (6.7) that (6.5) corresponds to a Rayleigh faded branch with average fading power

$$
\begin{equation*}
\bar{\gamma}(1-\rho) /(1+K) \tag{6.9}
\end{equation*}
$$

### 6.3.1 Output SNR CDF

Noting that the two branches after decorrelation are independent, the CDF of the output SNR can be written as the product of the CDF of the SNRs of the individual branches. Thus, using (6.6) and (6.7), the CDF of the decorrelator receiver with SC, $F_{\gamma_{\mathrm{SC}}}(x)$, can be calculated as

$$
\begin{equation*}
F_{\gamma \mathrm{SC}}(x)=\left(1-\exp \left(-\frac{(1+K) x}{\bar{\gamma}(1-\rho)}\right)\right)\left(1-Q_{1}\left(\sqrt{\frac{4 K}{1+\rho}}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}(1+\rho)}}\right)\right) . \tag{6.10}
\end{equation*}
$$

### 6.3.2 Output SNR PDF

Differentiating (6.10) with respect to $x$, using (3.59) and after some algebraic simplifications, the PDF of the output SNR is obtained as

$$
\begin{align*}
f_{\gamma_{\mathrm{SC}}}(x) & =\frac{(1+K)}{\bar{\gamma}(1-\rho)} \exp \left(-\frac{(1+K) x}{\bar{\gamma}(1-\rho)}\right)\left(1-Q_{1}\left(\sqrt{\frac{4 K}{1+\rho}}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}(1+\rho)}}\right)\right) \\
& +\frac{1+K}{\bar{\gamma}(1+\rho)}\left(1-\exp \left(-\frac{(1+K) x}{\bar{\gamma}(1-\rho)}\right)\right) \exp \left(-\frac{2 K}{1+\rho}-\frac{(1+K) x}{\bar{\gamma}(1+\rho)}\right)  \tag{6.11}\\
& \times I_{0}\left(\sqrt{\frac{8 K(1+K) x}{\bar{\gamma}(1+\rho)^{2}}}\right) .
\end{align*}
$$

### 6.3.3 Output SNR MGF

A closed-form expression for the MGF of $\gamma_{\mathrm{SC}}$ can be obtained as

$$
\begin{align*}
\Phi_{\mathrm{SC}}(s) & =\frac{1+K}{1+K-s \bar{\gamma}(1+\rho)} \exp \left(\frac{2 K \bar{\gamma} s}{1+K-s \bar{\gamma}(1+\rho)}\right) \\
& +\frac{\bar{\gamma} s(1-\rho)^{2}(1+K)}{\left(2+2 K-s \bar{\gamma}\left(1-\rho^{2}\right)\right)(1+K-s \bar{\gamma}(1-\rho)} \exp \left(-\frac{2 K(1+K-s \bar{\gamma}(1-\rho))}{2+2 K-s \bar{\gamma}\left(1-\rho^{2}\right)}\right) \tag{6.12}
\end{align*}
$$

### 6.3.4 Mean Output SNR

The average output SNR can be obtained from the MGF using

$$
\begin{equation*}
\bar{\gamma}_{\mathrm{SC}}=\left.\frac{d \Phi_{\mathrm{SC}}(s)}{d s}\right|_{s=0} \tag{6.13}
\end{equation*}
$$

Substituting (6.12) in (6.13) and after some mathematical simplifications, we obtain the average output SNR as

$$
\begin{equation*}
\bar{\gamma}_{\mathrm{SC}}=\frac{\bar{\gamma}(1+\rho+2 K)}{1+K}+\frac{\bar{\gamma}\left(1-\rho^{2}\right)}{2(1+K)} \exp (-K) . \tag{6.14}
\end{equation*}
$$

For conventional dual-branch SC, similar to the procedure in [20, Section V.C], the mean output SNR in correlated Rician fading can be calculated as a two-dimensional integral given by

$$
\begin{align*}
\bar{\gamma}_{\mathrm{SC}} & =\frac{2(1+K)}{\bar{\gamma}(1-\rho)} \exp \left(-\frac{K}{\rho}\right) \int_{0}^{\infty} \int_{0}^{\infty} x\left(1-Q_{1}\left(\sqrt{\frac{2 \rho y}{1-\rho}}, \sqrt{\frac{2(1+K) x}{\bar{\gamma}(1-\rho)}}\right)\right)  \tag{6.15}\\
& \times \exp \left(-\frac{(1+K) x}{\bar{\gamma}(1-\rho)}-\frac{\rho+1}{\rho-1} y\right) I_{0}\left(\sqrt{\frac{4 \rho(1+K)}{\bar{\gamma}(1-\rho)^{2}}}\right) I_{0}\left(\sqrt{\frac{4 K y}{\rho}}\right) d x d y .
\end{align*}
$$

Note that one can easily calculate the double integral in (6.15) using the GaussLaguerre formula [68].

### 6.3.5 Average Error Rate

One could either use

$$
\begin{equation*}
P_{e}=\int_{0}^{\infty} P_{s}(e \mid \gamma) f_{\gamma_{\mathrm{SC}}}(\gamma) d \gamma \tag{6.16}
\end{equation*}
$$

or

$$
\begin{equation*}
P_{s}=-\int_{0}^{\infty} P_{s}^{\prime}(e \mid \gamma) F_{\gamma \mathrm{SC}}(\gamma) d \gamma \tag{6.17}
\end{equation*}
$$

to calculate the average SER of various modulation techniques. However, because (6.10) is more compact than (6.11), we use (6.17) to calculate the average SER of
various modulation formats in the sequel. We note that, one could also use the MGFbased approach given in [12] to derive the average SER. As shown in [12] the main step in using the MGF-based approach is expressing the MGF of the combiner output in a form that is both simple and suitable for single integration. Since the MGF of the output combiner has been already derived in (6.12), we can use it to obtain the average SER using the methodology given in [12]. In the sequel, we use (6.17) and the MGF-based approach to derive the average SER of various modulation techniques of practical interest.

1) For coherent BFSK and MPAM the static SER is given in (2.19). Substituting (2.19) in (6.17), the average SER becomes

$$
\begin{equation*}
P_{s}=\frac{a \sqrt{b}}{2 \sqrt{2 \pi}} \int_{0}^{\infty} \frac{1}{\sqrt{\gamma}} \exp \left(-\frac{1}{2} b \gamma\right) F_{\gamma_{\mathrm{SC}}}(\gamma) d \gamma \tag{6.18}
\end{equation*}
$$

where $(a, b)=(1,2)$ for BPSK, $(a, b)=(1,1)$ for coherent BFSK and $(a, b)=$ $\left(2(M-1) / M, 6 /\left(M^{2}-1\right)\right)$ for MPAM.
2) For QPSK, MQAM, MSK and coherently detected DPSK, the static SER is given in (2.21). Substituting (2.21) in (6.17), we obtain the average SER as

$$
\begin{equation*}
P_{s}=\sqrt{\frac{b}{2 \pi}} \int_{0}^{\infty} \frac{1}{\sqrt{\gamma}} \exp \left(-\frac{1}{2} b \gamma\right)\left(\frac{a}{2}-c Q(\sqrt{b \gamma})\right) F_{\gamma_{\mathrm{SC}}}(\gamma) d \gamma \tag{6.19}
\end{equation*}
$$

where $(a, b, c)=(2,2,1)$ for 4PSK or MSK, $(a, b, c)=(2,2,2)$ for coherently detected DPSK and $(a, b, c)=\left(\frac{4(\sqrt{M}-1)}{\sqrt{M}}, \frac{3 \log _{2} M}{M-1}, \frac{4(\sqrt{M}-1)^{2}}{M}\right)$ for MQAM. Substituting (2.21) in (6.17), we obtain the average SER as
3) For $\pi / 4$-QDPSK and noncoherent correlated BFSK, the static SER is given in (2.23). Substituting (2.23) in (6.17), the average SER in this case can be obtained using

$$
\begin{equation*}
P_{s}=\frac{a^{2}-b^{2}}{4} \int_{0}^{\infty} \exp \left(-\frac{\left(a^{2}+b^{2}\right) \gamma}{2}\right) I_{0}(a b \gamma) F_{\gamma_{\mathrm{SC}}}(\gamma) d \gamma \tag{6.20}
\end{equation*}
$$

where $(a, b)=(\sqrt{2-\sqrt{2}}, \sqrt{2+\sqrt{2}})$ and $(a, b)=\left(\sqrt{\frac{1-\sqrt{1-\lambda^{2}}}{2}}, \sqrt{\frac{1-\sqrt{1+\lambda^{2}}}{2}}\right)$ for $\pi / 4$ DQPSK and noncoherent correlated BFSK, respectively, and where $\lambda$ is the correlation between the binary signals in noncoherent correlated BFSK.

Alternatively, using the MGF-based method, the average SER can be obtained by calculating

$$
\begin{equation*}
P_{s}=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \Phi_{\mathrm{SC}}\left(-\frac{b^{2}(1-\zeta)^{2}}{2\left(1+2 \zeta \sin (\theta)+\zeta^{2}\right)}\right) d \theta \tag{6.21}
\end{equation*}
$$

where $\zeta=a / b$.
4) Using the MGF-based approach, the average SER of MFSK can be obtained as

$$
\begin{equation*}
P_{s}=\sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \Phi_{\mathrm{SC}}\left(\frac{n}{n+1}\right) . \tag{6.22}
\end{equation*}
$$

Again, using the MGF-based approach, one can derive the average BER of noncoherent BPSK and DBPSK as

$$
\begin{equation*}
P_{s}=a \Phi_{\mathrm{SC}}(b) \tag{6.23}
\end{equation*}
$$

where $(a, b)=(1 / 2,1 / 2)$ for noncoherent BPSK and $(a, b)=(1 / 2,1)$ for DBPSK, respectively.

### 6.3.6 Outage Probability

The outage probability, $P_{\text {out }}$, is the probability that the instantaneous output SNR falls below a given threshold $\gamma_{t h}$ and is given by

$$
\begin{equation*}
P_{\mathrm{out}}=\operatorname{Pr}\left(\gamma_{\mathrm{SC}}<\gamma_{t h}\right)=F_{\gamma_{\mathrm{SC}}}\left(\gamma_{t h}\right) \tag{6.24}
\end{equation*}
$$

Using (6.10), the outage probability can be easily computed as

$$
\begin{equation*}
P_{\mathrm{out}}=\left(1-\exp \left(-\frac{(1+K) \gamma_{t h}}{\bar{\gamma}(1-\rho)}\right)\right)\left(1-Q_{1}\left(\sqrt{\frac{4 K}{1+\rho}}, \sqrt{\frac{2(1+K) \gamma_{t h}}{\bar{\gamma}(1+\rho)}}\right)\right) \tag{6.25}
\end{equation*}
$$

The results in this section will be used to examine the performance of dual selection combining with decorrelation in Section 6.4.

### 6.4 Switch-and-Stay Combining

The structure of the SSC receiver was introduced in Section 2.2. Similar to Section 2.2, we denote the output SNR of the SSC receiver at time $t=n T$ as $\gamma_{\mathrm{SSC}}$. Then, $\gamma_{\mathrm{SSC}}(n)$ can be written as [17, eq. (3)]

$$
\gamma_{\mathrm{SSC}}(n)=\gamma_{1}(n) \text { iff } \begin{cases}\gamma_{\mathrm{SSC}}(n-1)=\gamma_{1}(n-1) & \gamma_{1}(n) \geq \gamma_{T}  \tag{6.26a}\\ \gamma_{\mathrm{SSC}}(n-1)=\gamma_{2}(n-1) & \gamma_{2}(n)<\gamma_{T}\end{cases}
$$

$$
\gamma_{\mathrm{SSC}}(n)=\gamma_{2}(n), \text { as above with interchanging } \gamma_{1} \text { and } \gamma_{2}
$$

In the following sections, we obtain the output SNR CDF, output SNR PDF and the output SNR MGF of the decorrelator receiver with SSC in correlated Rician fading.

### 6.4.1 Output SNR CDF

Following the analysis in [14], one can obtain the CDF of the output SNR as

$$
F_{\gamma_{\mathrm{SSC}}}(x)= \begin{cases}\frac{F_{\gamma_{1}}\left(\gamma_{T}\right) F_{\gamma_{2}}\left(\gamma_{T}\right)}{F_{\gamma_{1}}\left(\gamma_{T}\right)+F_{\gamma_{2}}\left(\gamma_{T}\right)}\left(F_{\gamma_{1}}(x)+F_{\gamma_{2}}(x)\right), & x<\gamma_{T}  \tag{6.27}\\ & \\ \frac{F_{\gamma_{1}}\left(\gamma_{T}\right) F_{\gamma_{2}}\left(\gamma_{T}\right)}{F_{\gamma_{1}}\left(\gamma_{T}\right)+F_{\gamma_{2}}\left(\gamma_{T}\right)}\left(F_{\gamma_{1}}(x)+F_{\gamma_{2}}(x)-2\right) & \\ +\frac{F_{\gamma_{1}}\left(\gamma_{T}\right) F_{\gamma_{2}}(x)+F_{\gamma_{1}}(x) F_{\gamma_{2}}\left(\gamma_{T}\right)}{F_{\gamma_{1}}\left(\gamma_{T}\right)+F_{\gamma_{2}}\left(\gamma_{T}\right)}, & x \geq \gamma_{T}\end{cases}
$$

where $F_{\gamma_{1}}(\cdot)$ and $F_{\gamma_{2}}(\cdot)$ are defined in (6.6) and (6.7), respectively.

### 6.4.2 Output SNR PDF

The PDF of the output combiner can be obtained from the combiner output CDF by differentiation as

$$
F_{\gamma_{\mathrm{SSC}}}(x)= \begin{cases}\frac{F_{\gamma_{1}}\left(\gamma_{T}\right) F_{\gamma_{2}}\left(\gamma_{T}\right)}{F_{\gamma_{1}}\left(\gamma_{T}\right)+F_{\gamma_{2}}\left(\gamma_{T}\right)}\left(f_{\gamma_{1}}(x)+f_{\gamma_{2}}(x)\right), & x<\gamma_{T}  \tag{6.28a}\\ \frac{F_{\gamma_{1}}\left(\gamma_{T}\right) F_{\gamma_{2}}\left(\gamma_{T}\right)}{F_{\gamma_{1}}\left(\gamma_{T}\right)+F_{\gamma_{2}}\left(\gamma_{T}\right)}\left(f_{\gamma_{1}}(x)+f_{\gamma_{2}}(x)\right) & \\ +\frac{F_{\gamma_{1}}\left(\gamma_{T}\right) f_{\gamma_{2}}(x)+f_{\gamma_{1}}(x) F_{\gamma_{2}}\left(\gamma_{T}\right)}{F_{\gamma_{1}}\left(\gamma_{T}\right)+F_{\gamma_{2}}\left(\gamma_{T}\right)}, & x \geq \gamma_{T}\end{cases}
$$

where $f_{\gamma_{1}}(\cdot)$ and $f_{\gamma_{2}}(\cdot)$ are the PDFs of $\gamma_{1}$ and $\gamma_{2}$ and are calculated using (6.6) and (6.7) as

$$
\begin{equation*}
f_{\gamma_{1}}(x)=\frac{1+K}{\bar{\gamma}(1+\rho)} \exp \left(-\frac{2 K}{1+\rho}-\frac{(1+K) x}{\bar{\gamma}(1+\rho)}\right) I_{0}\left(\sqrt{\frac{8 K(1+K) x}{\bar{\gamma}(1+\rho)^{2}}}\right) \tag{6.28b}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\gamma_{2}}(x)=\frac{(1+K)}{\bar{\gamma}(1-\rho)} \exp \left(-\frac{(1+K) x}{\bar{\gamma}(1-\rho)}\right) \tag{6.28c}
\end{equation*}
$$

respectively.

### 6.4.3 Output SNR MGF

Similar to the analysis in the previous section, taking the Laplace transform of (6.28a), we obtain a closed-form expression for the MGF of the output SNR as

$$
\begin{equation*}
\Phi_{\mathrm{SSC}}(s)=H_{1}\left(s, \gamma_{T}\right) G\left(\gamma_{T}\right)+\left(1-G\left(\gamma_{T}\right)\right) H_{2}\left(s, \gamma_{T}\right) \tag{6.29a}
\end{equation*}
$$

where $G\left(\gamma_{T}\right), H_{1}\left(s, \gamma_{T}\right)$ and $H_{2}\left(s, \gamma_{T}\right)$ are defined as

$$
\begin{gather*}
G\left(\gamma_{T}\right)=\frac{F_{\gamma_{1}}\left(\gamma_{T}\right)}{F_{\gamma_{1}}\left(\gamma_{T}\right)+F_{\gamma_{2}}\left(\gamma_{T}\right)},  \tag{6.29b}\\
H_{1}\left(s, \gamma_{T}\right)=\frac{(1+K)}{1+K-s \bar{\gamma}(1-\rho)} \\
\times\left[1-\exp \left(-\frac{\gamma_{T}(1+K)}{\bar{\gamma}(1-\rho)}\right)+\exp \left(-\frac{\gamma_{T}(1+K-s \bar{\gamma}(1-\rho))}{\bar{\gamma}(1-\rho)}\right)\right] \tag{6.29c}
\end{gather*}
$$

and

$$
\begin{align*}
H_{2}\left(s, \gamma_{T}\right) & =\frac{1+K}{1+K-s \bar{\gamma}(1+\rho)} \exp \left(\frac{2 s K \bar{\gamma}}{K+1-s \bar{\gamma}(1+\rho)}\right)\left[F_{\gamma_{1}}\left(\gamma_{T}\right)\right. \\
& \left.+Q_{1}\left(\sqrt{\frac{4 K(K+1)}{(1+\rho)(1+K-s \bar{\gamma}(1+\rho))}}, \sqrt{\frac{2 \gamma_{T}(1+K-s \bar{\gamma}(1+\rho)}{\bar{\gamma}(1+\rho)}}\right)\right] \tag{6.29d}
\end{align*}
$$

respectively.

### 6.4.4 Mean Output SNR

Using the MGF in (6.29), and after tedious mathematical manipulations, the mean output SNR is derived as

$$
\begin{align*}
\bar{\gamma}_{\mathrm{SSC}} & =G\left(\gamma_{T}\right)\left(\frac{\bar{\gamma}(1-\rho)}{1+K}+\gamma_{T} \exp \left(-\frac{(1+K) \gamma_{T}}{\bar{\gamma}(1-\rho)}\right)\right)+\left(1-G\left(\gamma_{T}\right)\right)\left[\frac{(1+\rho+2 K) \bar{\gamma}}{1+K}\right. \\
& +\exp \left(-\frac{(1+K) \gamma_{T}}{\bar{\gamma}(1+\rho)}-\frac{2 K}{1+\rho}\right)\left\{\gamma_{T} I_{0}\left(\sqrt{\frac{8 K(1+K) \gamma_{T}}{\bar{\gamma}(1+\rho)^{2}}}\right)\right. \\
& \left.\left.+\sqrt{\frac{2 \bar{\gamma} K \gamma_{T}}{1+K}} I_{1}\left(\sqrt{\frac{8 K(1+K) \gamma_{T}}{\bar{\gamma}(1+\rho)^{2}}}\right)\right\}\right] . \tag{6.30}
\end{align*}
$$

Note that the mean output SNR is dependent on the switching threshold $\gamma_{T}$. An optimum switching threshold that maximizes the average output SNR can be computed by finding the root of

$$
\begin{equation*}
d \bar{\gamma}_{\mathrm{SSC}} / d \gamma_{T}=0 \tag{6.31}
\end{equation*}
$$

### 6.4.5 Average Error Rate

Similar to the analysis in the previous section, one can obtain the average SER of SSC with various modulation schemes of practical interest. For example, the average

SER of noncoherent MFSK can be obtained as

$$
\begin{equation*}
P_{s}=\sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \Phi_{\mathrm{SSC}}\left(\frac{n}{n+1}\right) \tag{6.32}
\end{equation*}
$$

Note that the average SER is a function of the switching threshold. An optimum switching threshold that minimizes the average SER can be obtained by finding the root of $d P_{s} / d \gamma_{T}=0$. For example, for noncoherent MFSK the optimum switching threshold is the root of

$$
\begin{equation*}
\sum_{n=1}^{M-1} \frac{(-1)^{n+1}\binom{M-1}{n}}{n+1} \Phi_{\mathrm{SSC}}^{\prime}\left(\frac{n}{n+1}\right)=0 \tag{6.33}
\end{equation*}
$$

In (6.33), $\Phi_{\text {SSC }}^{\prime}(\cdot)$ is the derivative of $\Phi_{\text {SSC }}(\cdot)$ with respect to $\gamma_{T}$ and can be calculated as

$$
\begin{equation*}
\Phi_{\mathrm{SSC}}^{\prime}(s)=G\left(\gamma_{T}\right) H_{1}^{\prime}\left(s, \gamma_{T}\right)+\left(1-G\left(\gamma_{T}\right)\right) H_{2}^{\prime}\left(s, \gamma_{T}\right)+G^{\prime}\left(\gamma_{T}\right)\left[H_{1}\left(s, \gamma_{T}\right)-H_{2}\left(s, \gamma_{T}\right)\right] \tag{6.34a}
\end{equation*}
$$

where $G^{\prime}\left(\gamma_{T}\right), H_{1}^{\prime}\left(s, \gamma_{T}\right)$ and $H_{1}^{\prime}\left(s, \gamma_{T}\right)$ are the derivatives of $(6.29 \mathrm{~b}),(6.29 \mathrm{c})$ and (6.29d) with respect to $\gamma_{T}$ and are given by

$$
\begin{gather*}
G^{\prime}\left(\gamma_{T}\right)=\frac{f_{\gamma_{1}}\left(\gamma_{T}\right) F_{\gamma_{2}}\left(\gamma_{T}\right)-f_{\gamma_{2}}\left(\gamma_{T}\right) F_{\gamma_{1}}\left(\gamma_{T}\right)}{\left(F_{\gamma_{1}}\left(\gamma_{T}\right)+F_{\gamma_{2}}\left(\gamma_{T}\right)\right)^{2}}  \tag{6.34b}\\
H_{1}^{\prime}\left(s, \gamma_{T}\right)=\frac{(1+K)}{1+K-s \bar{\gamma}(1-\rho)}\left[\frac{(1+K)}{\bar{\gamma}(1-\rho)} \exp \left(-\frac{\gamma_{T}(1+K)}{\bar{\gamma}(1-\rho)}\right)\right. \\
\left.-\frac{(1+K-s \bar{\gamma}(1-\rho))}{\bar{\gamma}(1-\rho)} \exp \left(-\frac{\gamma_{T}(1+K-s \bar{\gamma}(1-\rho))}{\bar{\gamma}(1-\rho)}\right)\right] \tag{6.34c}
\end{gather*}
$$

and

$$
\begin{align*}
H_{2}^{\prime}\left(s, \gamma_{T}\right) & =-\frac{1+K}{(1+K-s \bar{\gamma}(1+\rho)} \exp \left(\frac{2 s K \bar{\gamma}}{(K+1-s \bar{\gamma}(1+\rho))}\right)\left[f_{\gamma_{1}}\left(\gamma_{T}\right)\right. \\
& +\frac{(1+K-s \bar{\gamma}(1+\rho)}{\bar{\gamma}(1+\rho)} I_{0}\left(\frac{8 K(K+1) \gamma_{T}}{\bar{\gamma}(1+\rho)^{2}}\right) \\
& \left.\times \exp \left(-\frac{2 K(K+1)}{(1+\rho)(1+K-s \bar{\gamma}(1+\rho))}-\frac{\gamma_{T}(1+K-s \bar{\gamma}(1+\rho)}{\bar{\gamma}(1+\rho)}\right)\right] \tag{6.34d}
\end{align*}
$$

respectively. Note that, in general, the optimum switching threshold that minimizes the average SER, is different from the optimum switching threshold that maximizes the average output SNR. The results of this section are used in Section 6.7 to examine the performance of SSC diversity with decorrelation.

### 6.5 Square-Law Combining

In this section, we show that the performances of the decorrelator receiver and the conventional receiver are identical when the combining scheme is SLC. In SLC, the receiver bases it decision on the summation of the outputs of the square-law detectors. For the conventional and the decorrelator receiver, the decision output statistics are given by

$$
\begin{equation*}
D_{1}=\left|r_{1}\right|^{2}+\left|r_{2}\right|^{2} \tag{6.35}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{2}=\left|w_{1}\right|^{2}+\left|w_{2}\right|^{2} \tag{6.36}
\end{equation*}
$$

respectively. Let

$$
\begin{align*}
& r_{1}=x_{1}+j y_{1}  \tag{6.37}\\
& r_{2}=x_{2}+j y_{2} \tag{6.38}
\end{align*}
$$

Then it is easy to show that $D_{1}=x_{1}^{2}+x_{2}^{2}+y_{1}^{2}+y_{2}^{2}$. Substituting (6.4) and (6.5) in (6.36), and using (6.37) and (6.38), one can show that $D_{2}=D_{1}$. This proves that the performances of the decorrelator and conventional SLC receivers are identical.

### 6.6 Equal Gain Combining

In this section, we prove that the mean output SNR of the decorrelator receiver is less than the mean output SNR of the conventional receiver when EGC is employed. For the conventional receiver, using the approach of [69], one can show that the mean output SNR is given by

$$
\begin{align*}
\bar{\gamma}_{\mathrm{EGC}} & =\bar{\gamma}\left(1+\frac{\pi(1-\rho)^{2}}{4 \rho(1+K)} \exp \left(-\frac{K}{\rho}\right)\right. \\
& \left.\times \int_{0}^{\infty}\left[(1+z) I_{0}\left(\frac{z}{2}\right)+z I_{1}\left(\frac{z}{2}\right)\right]^{2} I_{0}\left(2 \sqrt{\frac{K(1-\rho) z}{\rho^{2}}}\right) \exp \left(-\frac{z}{\rho}\right)\right) d z \tag{6.39}
\end{align*}
$$

Note that (6.39) corrects [69, eq. (36)]. For $K=0$, the mean output SNR is given as

$$
\begin{equation*}
\bar{\gamma}_{\mathrm{EGC}}=\bar{\gamma}\left(1+\frac{\pi}{4} \cdot{ }_{2} F_{1}\left(-\frac{1}{2},-\frac{1}{2} ; 1 ; \rho^{2}\right)\right) \tag{6.40}
\end{equation*}
$$

where ${ }_{2} F_{1}(a, b ; c ; z)$ is the Gauss hypergeometric function defined in [19, eq. (9-100)].
For the decorrelator receiver, one can show that the mean output SNR is given by

$$
\begin{align*}
\bar{\gamma}_{\mathrm{EGC}} & =\bar{\gamma}\left(1+\frac{\pi \sqrt{1-\rho^{2}}}{4(1+K)} \exp \left(-\frac{K}{1+\rho}\right)\right. \\
& \left.\times\left[\frac{1+2 K+\rho}{1+\rho} I_{0}\left(\frac{K}{1+\rho}\right)+\frac{2 K}{1+\rho} I_{1}\left(\frac{K}{1+\rho}\right)\right]\right) \tag{6.41}
\end{align*}
$$

which, in the case of Rayleigh fading ( $K=0$ ), reduces to

$$
\begin{equation*}
\bar{\gamma}_{\mathrm{EGC}}=\bar{\gamma}\left(1+\frac{\pi}{4} \sqrt{1-\rho^{2}}\right) . \tag{6.42}
\end{equation*}
$$

Comparing (6.40) with (6.42), one can prove that for Rayleigh fading the mean output SNR of the decorrelator receiver is always less than the mean output SNR of the conventional receiver. For Rician fading, Fig. 6.2 shows the normalized mean output SNRs ( $\bar{\gamma}_{\mathrm{EGC}} / \bar{\gamma}$ ) of the decorrelator receiver and the conventional receiver as a function
of $\rho$ for several values of $K$. Fig. 6.2 shows that the mean output SNR of the decorrelator receiver is less that the mean output SNR of the conventional receiver for all values of $\rho$. Thus, one can conclude that the performance of the decorrelator receiver with EGC is inferior to the performance of the conventional EGC receiver. An interesting behaviour shown in Fig. 6.2 is that the mean output SNR of the decorrelator EGC receiver decreases as $K$ increases while the mean output SNR of the conventional EGC receiver increases as the channel becomes less faded. We also note that numerical results show that when $K$ approaches infinity (6.39) approaches $2 \bar{\gamma}$ while (6.41) approaches $\bar{\gamma}$.

### 6.7 Numerical Examples

In this section, we give some numerical examples to compare the performance of the decorrelator SC and SSC receivers with conventional SC and SSC receivers, respectively. Fig. 6.3 shows the average BER of BPSK for the conventional and the decorrelator $S C$ receivers as a function of the average SNR per bit per branch in correlated Rician fading with $\rho=0.55$ and for several values of $K=0,5$ and 10. Note that for $K=0$, which corresponds to Rayleigh fading, the performance of the two receivers are almost identical and the decorrelator receiver performs slightly better than the conventional receiver for small values of SNR. However, in Rician fading, the performance of the decorrelator receiver is significantly better than the performance of the conventional receiver and the performance improves as the channel becomes less faded ( $K$ increases ). For example, Fig. 6.3 shows that for $K=10$ and for an average BER of $10^{-3}$, the average SNR difference between the conventional and the decorrelator receiver is 2.1 dB . Fig. 6.4 studies the effect of correlation on the
relative performance of the conventional and the decorrelator receiver in correlated Rician fading with $K=5$ and 10 for $\rho=0.1,0.4$ and 0.8 . Fig. 6.4 shows that the decorrelator receiver outperforms the conventional receiver for the whole range of SNR. For example, at an average BER of $10^{-4}$, the SNR gain of decorrelator receiver over the conventional receiver is $0.77 \mathrm{~dB}, 0.54 \mathrm{~dB}$ and 0.63 dB for $\rho=0.1, \rho=0.4$ and $\rho=0.8$, respectively.

The outage probabilities of the conventional and the decorrelator SC receivers in correlated Rician fading are plotted in Figs. 6.5 and 6.6 for several values of $K$ and $\rho$ as a function of the normalized threshold SNR. Both figures show that the outage probability of the decorrelator receiver is much less than the outage probability of the conventional receiver. For example, Fig. 6.5 shows that for a normalized threshold SNR of -4 dB and for $K=10$, the outage probability of the conventional and the decorrelator receiver are 0.0115 and 0.0019 , respectively which means that the outage probability of the decorrelator receiver is one-sixth of that of the conventional receiver. Note also that Fig. 6.5 indicates that as $K$ increases and for a given normalized threshold SNR, the difference between the outage performance of the two receivers increases.

In Fig. 6.7 the mean output SNR of the conventional and the decorrelator SC receivers in correlated Rician fading with $\rho=0.5$ have been plotted for several values of $K=0,5$ and 10. Fig. 6.7 indicates that unlike the conventional SC receiver where the mean output SNR decreases as $K$ increases ${ }^{1}$, the mean output SNR increases as $K$ increases in the decorrelator SC receiver.

[^0]Fig. 6.8 shows the average BER of QFSK with the conventional and the decorrelator SSC receiver as a function of average SNR per bit per branch in correlated Rician fading with $\rho=0.6$ and $K=0,5$ and 10. To plot the curves in Fig. 6.8, for each value of SNR, the optimum switching threshold the minimizes the average BER has been used. Fig. 6.8 shows that the performance of the decorrelator receiver is superior to the performance of the conventional receiver and the performance gap increases as $K$ increases. For example, at an average BER of $10^{-4}$ the SNR gap between the conventional and the decorrelator receiver is 2.83 dB and 1.11 dB for $K=5$ and $K=10$, respectively. For $K=0$, the performance of the two receivers are almost identical for moderate to large values of average SNR. For small values of average SNR, however, the decorrelator receiver performs slightly better.

The dependence of the average BER of QFSK with the decorrelator receiver in correlated Rician fading, on the switching threshold is studied in Fig. 6.9 for several values of $\bar{\gamma}$ and $\rho$. Fig. 6.9 shows that for a fixed $\bar{\gamma}$, the optimum switching threshold increases as $\rho$ decreases. This is similar to the dependency of the conventional SSC receiver found in [32, Fig. 4]. Fig. 6.9 also indicates that for a fixed $\rho$, the optimum switching threshold increases as $\bar{\gamma}$ increases, which is again similar to the behaviour of the conventional SSC receiver found in [32, Fig. 4]. Despite these similarities, comparing Fig. 6.9 with [32, Fig. 4] shows that the average BER of the decorrelator receiver is more sensitive to the changes in switching threshold than the conventional SSC receiver, particularly for small values of $\bar{\gamma}$.

The effect of modulation order $M$ on the average BER of MFSK with the decorrelator and the conventional SSC receiver is studied in Fig. 6.10 for several values of $M=2,4$ and 16. Again, similar to Fig. 6.10, for each SNR value, the optimum switching threshold that minimizes the average BER is computed. Fig. 6.10 shows
that for a given average BER the performance gap between the two receivers does not change significantly with $M$. For example, at an average BER of $10^{-3}$, the SNR gap between the two receivers is $1.44 \mathrm{~dB}, 1.05 \mathrm{~dB}$ and 1.19 dB for $M=2,4$ and 16 , respectively.

Finally, the mean output SNRs of the conventional and the decorrelator receiver with SSC in correlated Rician fading with $K=10$ are compared in Fig. 6.11 for several values of correlation $\rho=0.15,0.45$ and 0.75 . Fig. 6.11 shows that unlike the conventional SSC receiver and for a fixed average SNR, the mean output SNR of the decorrelator SSC receiver increases as the channel becomes less faded. Fig. 6.11 also indicates that mean output SNR of the decorrelator receiver is much larger than that of the conventional receiver. For each value of average SNR in Fig. 6.11, the optimum switching threshold that maximizes the mean output SNR has been computed. These optimum switching thresholds have been calculated by obtaining the roots of (6.31) numerically. Fig. 6.11 shows that the mean output SNR of the decorrelator SSC receiver is less sensitive to the changes in the correlation than the mean output SNR of the conventional SSC receiver for small to medium average SNR.

An interesting behaviour evidenced in Figs. 6.4, 6.6 and 6.11 is that the performance of the decorrelator receiver improves with increasing correlation coefficient while that of the conventional receiver degrades with increasing correlation coefficient. This happens because the correlation increases the SNR of the stronger decorrelated branch (see eq. (6.8)) while decreasing the SNR of the weaker decorrelated branch (see eq. (6.9)), so that the effective SNR of the selected branch generally improves with increasing correlation.


Figure 6.2: The normalized mean output SNRs of the conventional and decorrelator EGC receivers as a function of the correlation, $\rho$, for $K=3,6$ and 9 .


Figure 6.3: The average BER of BPSK for the conventional and decorrelator SC receivers as a function of the average SNR per bit per branch in correlated Rician fading with $\rho=0.55$ for $K=0,5$ and 10 .


Figure 6.4: The average BER of BPSK for the conventional and the decorrelator SC receivers as a function of the average $\operatorname{SNR}$ per bit per branch in correlated Rician fading with $K=5$ for $\rho=0.1,0.5$ and 0.9 .


Figure 6.5: The outage probability of conventional and decorrelator SC receivers as a function of the average SNR per branch in correlated Rician fading with $\rho=0.5$ for $K=0,5$ and 10 .


Figure 6.6: The outage probability of conventional and decorrelator SC receivers as a function of the average SNR per branch in correlated Rician fading with $K=6$ for $\rho=0.1,0.4$ and 0.8 .


Figure 6.7: The average output SNR of the conventional and the decorrelator receivers in correlated Rician fading with $\rho=0.5$ for $K=0,5$ and 10 .


Figure 6.8: The average BER of QFSK for the conventional and decorrelator SSC receivers in correlated Rician fading with $\rho=0.6$ for $K=0,5$ and 10 .


Figure 6.9: The average BER of QFSK for the decorrelator SSC receiver as a function of the switching threshold in correlated Rician fading with $K=5$ and $\rho=0.1,0.5$ and 0.9 for $\bar{\gamma}=10,15$ and 25 dB .


Figure 6.10: The average BER of MFSK for the conventional and the decorrelator SSC receivers in correlated Rician fading with $\rho=0.6$ and $K=4$ for $M=2,4$ and 16.


Figure 6.11: The average output SNR of the conventional and the decorrelator SSC receivers as a function of the average SNR per symbol in correlated Rician fading with $K=10$ for $\rho=0.15,0.45$ and 0.75 .

### 6.8 Conclusion

The benefit of implementing decorrelation prior to the employment of SC and SSC diversity was analyzed in correlated Rayleigh and Rician fading channels for dual-branch diversity. The performance of a dual-branch decorrelator receiver in conjunction with SC and SSC was analyzed in correlated Rayleigh and Rician fading channels. Important performance measures such as the average BER of several modulations of practical interest, mean output SNR and outage probability were computed for each diversity receiver. It was shown that the performances of the decorrelator SC and SSC receivers are superior to the performances of the conventional SC and SSC receivers in correlated Rician fading, respectively, and that the average SNR gain can be as much as 2.83 dB . Similarly the outage probability of the decorrelator receiver was shown to be reduced by as much as one-sixth relative to the outage probability of the conventional receiver in some scenarios.

## Chapter 7

## Conclusion

In this chapter, we summarize the contributions of this thesis. We also give some suggestions for future research.

### 7.1 Conclusions

1. The performance of dual-branch SSC in correlated Rician fading channels was studied. Analytical expressions for the average SER of various modulation formats of practical interest, outage probability and mean output SNR were derived.
2. The performances of two-dual branch postdetection SSC receivers in correlated Rayleigh and Rician fading channels were analyzed. For each receiver structure analytical expressions were derived for the average BER and average SER of noncoherent BFSK and noncoherent MFSK in correlated Rayleigh and Rician fading. These analytical expressions are obtained in closed-form and are easy-to-compute. For Rayleigh fading, the impact of fading power imbalance on the performance of postdetection SSC receivers was studied.
3. The effects of important parameters, such as the correlation coefficient, fading
power imbalance and fading factor, on the performances of postdetection SSC receivers were analyzed.
4. The performances of predetection and postdetection SSC receivers were compared. It was shown that postdetection SSC outperforms predetection SSC for any given average SNR.
5. The performances of two $S+N$ SC receivers with noncoherent MFSK and noncoherent BFSK in i.n.d Rician, Nakagami and Rayleigh fading channels were computed as single integrals with finite integration limits. The performances of $S+N$ SC receivers were compared with the performance of classical SC and it was observed that, unlike as suggested by previously published results, the performances of $S+N$ SC receivers are not always superior to the performance of classical SC.
6. It was shown that increasing the number of diversity branches in a $S+N$ SC receiver does not decrease the average SER if the system is operating in the low SNR regime.
7. Tractable analytical expressions have been derived for the average SER of noncoherent BFSK and noncoherent MFSK with $L$ branch $S+N$ SC in correlated Rician fading. The performances of $S+N$ SC receivers in correlated Rayleigh fading were also studied. The correlation model used for Rayleigh fading is more general than the equally correlated case and includes it as a special case.
8. The effects of important measures such as correlation and average power decay factor on the performances of $S+N$ SC receivers were studied.
9. A new dual-branch decorrelator receiver was introduced and its performance in
correlated Rician fading was analyzed. It was shown that the decorrelation process does not require knowledge of the fading statistics and can be performed by the addition and subtraction of the incoming signals. It was shown that the decorrelator receiver, when combined with classical SC and SSC, can improve the system performance by as much as 2.83 dB in SNR.
10. The outage probability and the mean output SNR of the SC and SSC decorrelator receivers were computed and it was shown that the outage probability of the decorrelator receiver can be reduced by as much as one-sixth of the outage probability of the conventional SC and SSC receivers.
11. The performance of SLC and EGC when combined with the decorrelator receiver were analyzed and it was shown that for SLC, the decorrelator and the conventional receiver have the same performance. For EGC, it was proved that the decorrelator receiver has negative benefit and its performance is inferior to the performance of the conventional receiver.

### 7.2 Suggestions for Future Research

1. Recently, there has been much interest in the performance of generalized selection combining (GSC) diversity systems where a subset of diversity branches are selected for processing [70]- [79]. In all these GSC systems, the criterion used to select a branch is a function of the SNRs on the branches. In a GSC diversity system, from the available $L$ branches, $L_{c}$ branches are chosen whose SNRs satisfy the system requirement. For example in hybrid-selection/maximum ratio combining (H-S/MRC) the $L_{c}$ branches having the largest SNRs are chosen and combined using a maximum ratio combiner. This requires the receiver to estimate
the channel gains on all the diversity branches. For coherent modulation formats, the receiver needs these estimates for data detection. For example in MRC, the branches are co-phased and weighted proportional to their SNRs to form the output statistics. For noncoherent and differentially coherent modulations, the information of the channel gain is only used to choose the branches and is not used in the data detection process. For noncoherent modulation formats, the $L_{c}$ branches having the largest SNRs are combined using an equal gain combiner. We refer to these combining systems as SC/EGC in the sequel. Note that the performance of SC/EGC in i.i.d and i.n.d fading channels has been well studied in the literature. For example, in [79] the authors have derived the performance of SC/EGC in i.n.d generalized fading channels for binary noncoherent and differentially coherent modulation formats.

Instead of using the SNR on the branches as a measure of choosing a branch, one may select a branch whose matched filter output satisfies a given condition. For example, as shown in the previous sections, in $S+N \mathrm{SC}$, the branch having the largest sample at the output of the matched filter is chosen for data recovery. This combining technique will alleviate the need for estimating the channel gains. Now consider a noncoherent or differentially coherent system where the $L_{c}$ branches having the largest matched filter outputs are selected and combined using EGC to form the output statistics. We refer to this combining scheme as $S+N /$ EGC.

Although the performance of SC/EGC systems is well studied in the literature, there is little work on the performance analysis of $S+N /$ EGC systems in fading channels [80]. In [80], the average BER of a $M$-ary orthogonal NCFSK with $S+$ $N /$ EGC is studied in $L$ branch i.i.d Rayleigh fading channels where for each of the $M$ hypothesis, the receiver combines the $L_{c}$ largest outputs among the $L$ available
square-law detectors. The results in [80] are limited to the case of i.i.d Rayleigh fading channels. Furthermore, no comparison between $S+N /$ EGC and SC/EGC is given in [80]. An investigation of the performance of $M$-ary noncoherent NCFSK with $S+N /$ EGC in i.n.d fading channels is needed. Other fading models such as Nakagami- $m$ and Rician fading can be considered. In addition, it is of interest to study the performance of $S+N /$ EGC receivers in correlated fading channels.
2. The performance of the decorrelator receiver was examined when the branches are identically distributed. A topic for future research is to study the performance of the dual-branch decorrelator receiver when there is average fading power imbalance.
3. The performance of $S+N$ SC receivers was analyzed in equally correlated Rician fading channels. It is of interest to study the performance of $S+N$ SC receivers when the correlation model is more general than the equally correlated case.
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## Appendix A

In this appendix, we derive (3.52). The main step in deriving (3.52) is to simplify the integrals

$$
\begin{equation*}
J_{k}=\int_{w_{T_{i}}}^{\infty} f_{W_{i 1}}(w)\left[F_{W_{i 2}}(w)\right]^{M-1} d w, \quad k=1,2 \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{k}=\int_{0}^{\infty}\left\{\int_{0}^{\infty} F_{W_{i 1} \mid Z}\left(w_{T_{i}}\right) F_{W_{i 1} 1 Z}(w) f_{Z}(z) d z\right\}\left(F_{W_{i 2}}(w)\right)^{M-2} f_{W_{i 2}}(w) d w, \quad k=1,2 \tag{A.2}
\end{equation*}
$$

that appear in (3.45). These integrals are simplified below for $k=1$. Similar results can be obtained for $k=2$. Substituting (3.49) and (3.50) in (A.1), and using standard integration techniques we obtain a closed-form expression for $J_{1}$ as

$$
\begin{equation*}
J_{1}=\sum_{i=0}^{M-1}\binom{M-1}{i} \frac{(-1)^{i}}{1+i\left(1+\overline{\gamma_{1}}\right)} \exp \left(-\frac{\eta_{T_{1}} \overline{\gamma_{1}}\left(1+i\left(1+\overline{\gamma_{1}}\right)\right)}{4\left(1+\overline{\gamma_{1}}\right)}\right) \tag{A.3}
\end{equation*}
$$

Next we calculate $I_{1}$. Substituting (3.12), (5.13), (3.50) and (3.51) in (A.2) and using the change of variable $y=w /\left(4 E_{s} N_{0}\right)$ we obtain

$$
\begin{align*}
L_{1} & =\int_{0}^{\infty} \int_{0}^{\infty}\left[1-Q_{1}\left(\sqrt{a_{1} z}, \sqrt{b_{1}}\right)\right]\left[1-Q_{1}\left(\sqrt{a_{2} z}, \sqrt{b_{2} w}\right)\right]  \tag{A.4}\\
& \times(1-\exp (-y))^{M-2} \exp (-y) \exp (-z) d z d y
\end{align*}
$$

where for notational simplicity we have defined $a_{1}=2 \overline{\gamma_{1}} \rho /\left(1+\overline{\gamma_{1}}(1-\rho)\right), b_{1}=$ $\eta_{T_{1}} \bar{\gamma}_{1} /\left(2\left(1+\bar{\gamma}_{1}(1-\rho)\right)\right), a_{2}=2 \bar{\gamma}_{2} \rho /\left(1+\bar{\gamma}_{2}(1-\rho)\right)$ and $b_{2}=2 /\left(1+\bar{\gamma}_{2}(1-\rho)\right)$.

Next, expanding $(1-\exp (-y))^{M-2}$ in the above equation, (A.4) can be written as

$$
\begin{equation*}
L_{1}=\sum_{i=0}^{M-2}(-1)^{i}\left(L_{11}+L_{12}+L_{13}+L_{14}\right) \tag{A.5a}
\end{equation*}
$$

where

$$
\begin{gather*}
L_{11}=\int_{0}^{\infty} \int_{0}^{\infty} \exp (-z) \exp (-(1+i) y) d z d y  \tag{A.5b}\\
L_{12}=\int_{0}^{\infty} \int_{0}^{\infty} Q_{1}\left(\sqrt{a_{1} z}, \sqrt{b_{1}}\right) \exp (-z) \exp (-(1+i) y) d z d y  \tag{A.5c}\\
L_{13}=\int_{0}^{\infty} \int_{0}^{\infty} Q_{1}\left(\sqrt{a_{2} z}, \sqrt{b_{2} y}\right) \exp (-z) \exp (-(1+i) y) d z d y  \tag{A.5d}\\
L_{14}=\int_{0}^{\infty} \int_{0}^{\infty} Q_{1}\left(\sqrt{a_{1} z}, \sqrt{b_{1}}\right) Q_{1}\left(\sqrt{a_{2} z}, \sqrt{b_{2} y}\right) \exp (-z) \exp (-(1+i) y) d z d y \tag{A.5e}
\end{gather*}
$$

Using standard integration techniques, $L_{11}$ can be calculated as

$$
\begin{equation*}
L_{11}=\frac{1}{i+1} \tag{A.6}
\end{equation*}
$$

For $L_{12}$, using [18, eq. (B.28)] we obtain

$$
\begin{equation*}
L_{12}=\frac{1}{i+1} \exp \left(\frac{b_{1}}{2+a_{1}}\right) \tag{A.7}
\end{equation*}
$$

Similarly, using [18, eq. (B.28)] one obtains a closed-form expression for $L_{13}$ as

$$
\begin{equation*}
L_{13}=\frac{2+a_{2}}{(i+1)\left(2+a_{2}\right)+b_{2}} \tag{A.8}
\end{equation*}
$$

To calculate $L_{14}$, using [18, eq. (B.42)] we first integrate over $z$ to obtain

$$
\begin{align*}
L_{14} & =\int_{0}^{\infty}\left\{\exp \left(-\frac{b_{1}}{a_{1}+2}\right)\left[1-Q_{1}\left(\sqrt{\frac{b_{2}\left(a_{1}+2\right) y}{a_{1}+a_{2}+2}}, \sqrt{\frac{a_{1} a_{2} b_{1}}{\left(a_{1}+2\right)\left(a_{1}+a_{2}+2\right)}}\right)\right]\right. \\
& \left.+\exp \left(-\frac{b_{2} y}{a_{2}+2}\right) Q_{1}\left(\sqrt{\frac{a_{1} a_{2} b_{2} y}{\left(a_{2}+2\right)\left(a_{1}+a_{2}+2\right)}}, \sqrt{\frac{b_{1}\left(a_{2}+2\right)}{a_{1}+a_{2}+2}}\right)\right\} \\
& \times \exp (-(i+1) y) d y . \tag{A.9}
\end{align*}
$$

Next, using [18, eq. (B.28)] twice and after some mathematical manipulation, (A.9) reduces to

$$
\begin{equation*}
L_{14}=\frac{1}{i+1} \exp \left(-\frac{b_{2}}{a_{2}+2}\right)\left[1-\exp \left(-\frac{(i+1) A_{2}}{a_{1}+2(i+1)}\right)\right]+\frac{1}{2 A_{5}} \exp \left(-\frac{A_{4} A_{5}}{A_{3}+2 A_{5}}\right) \tag{A.10a}
\end{equation*}
$$

where

$$
\begin{gather*}
A_{1}=\frac{b_{2}\left(a_{1}+2\right)}{a_{1}+a_{2}+2}  \tag{A.10b}\\
A_{2}=\frac{a_{1} a_{2} b_{1}}{\left(a_{1}+2\right)\left(a_{1}+a_{2}+2\right)}  \tag{A.10c}\\
A_{3}=\frac{a_{1} a_{2} b_{2}}{\left(a_{2}+2\right)\left(a_{1}+a_{2}+2\right)}  \tag{A.10d}\\
A_{4}=\frac{b_{1}\left(a_{2}+2\right)}{a_{1}+a_{2}+2}  \tag{A.10e}\\
A_{5}=i+1+\frac{b_{2}}{a_{2}+2} . \tag{A.10f}
\end{gather*}
$$

Finally, combining (A.6)-(A.8) and (A.10) and after some mathematical manipulations we obtain

$$
\begin{align*}
L_{1} & =\sum_{i=0}^{M-2} \frac{(M-1)\binom{M-2}{i}(-1)^{i}}{(i+1)\left((i+1)\left(1+\overline{\gamma_{2}}\right)+1\right)} \\
& \times\left[1-\exp \left(-\frac{\bar{\gamma}_{1} \eta_{T_{1}}\left(i \overline{\gamma_{2}}+\overline{\gamma_{2}}+i+2\right)}{4\left(\overline{\gamma_{1}} \overline{\gamma_{2}}\left(1-\rho^{2}\right)(i+1)+2\left(1+\overline{\gamma_{1}}\right)+\left(\overline{\gamma_{1}}+\overline{\gamma_{2}}\right)(i+1)+i-\overline{\gamma_{1}}\right)}\right)\right] \tag{A.11}
\end{align*}
$$

## Appendix B

In this appendix, we derive (5.18). Substituting $L=2$ in (5.17) and expanding the term
$(1-\exp (-x))^{2 M-3}$, we obtain

$$
\begin{equation*}
\mathcal{J}=2(M-1) \sum_{i=0}^{2 M-3}\binom{2 M-3}{i}(-1)^{i}\left(\mathcal{J}_{1}+\mathcal{J}_{2}+\mathcal{J}_{3}+\mathcal{J}_{4}\right) \tag{B.12a}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{J}_{1}=\int_{0}^{\infty} \int_{0}^{\infty} \exp (-z) \exp (-(1+i) x) d z d x  \tag{B.12b}\\
\mathcal{J}_{2}=\int_{0}^{\infty} \int_{0}^{\infty} Q_{1}\left(\sqrt{a_{1} z}, \sqrt{b_{1} x}\right) \exp (-z) \exp (-(1+i) x) d z d x  \tag{B.12c}\\
\mathcal{J}_{3}=\int_{0}^{\infty} \int_{0}^{\infty} Q_{1}\left(\sqrt{a_{2} z}, \sqrt{b_{2} x}\right) \exp (-z) \exp (-(1+i) y) d z d x  \tag{B.12d}\\
\mathcal{J}_{4}=\int_{0}^{\infty} \int_{0}^{\infty} Q_{1}\left(\sqrt{a_{1} z}, \sqrt{b_{1} x}\right) Q_{1}\left(\sqrt{a_{2} z}, \sqrt{b_{2} x}\right) \exp (-z) \exp (-(1+i) x) d z d x \tag{B.12e}
\end{gather*}
$$

and where for notational simplicity we have defined $a_{i}=2 \bar{\gamma}_{i} \rho_{i} /\left(1+\bar{\gamma}_{i}\left(1-\rho_{i}\right)\right), i=1,2$ and $b_{i}=2 /\left(1+\bar{\gamma}_{i}\left(1-\rho_{i}\right)\right), i=1,2$. Using standard integration techniques, $\mathcal{J}_{1}$ can be calculated as

$$
\begin{equation*}
\mathcal{J}_{1}=\frac{1}{i+1} . \tag{B.13}
\end{equation*}
$$

For $\mathcal{J}_{2}$, using [18, eq. (B.28)] we obtain

$$
\begin{equation*}
\mathcal{J}_{2}=\frac{1}{i+1+A_{1}} \tag{B.14}
\end{equation*}
$$

where $A_{1}$ is defined in (5.18b). Similarly, $\mathcal{J}_{3}$ reduces to

$$
\begin{equation*}
\mathcal{J}_{3}=\frac{1}{i+1+A_{4}} \tag{B.15}
\end{equation*}
$$

where $A_{4}$ is defined in (5.18c). To calculate $\mathcal{J}_{4}$, using [18, eq. (B.42)] we first integrate over $z$ to obtain

$$
\begin{align*}
\mathcal{J}_{4} & =\int_{0}^{\infty}\left[\exp \left(-\frac{b_{1} x}{a_{1}+2}\right)\left\{1-Q_{1}\left(\sqrt{\frac{b_{2}\left(a_{1}+2\right) x}{a_{1}+a_{2}+2}}, \sqrt{\frac{a_{1} a_{2} b_{1} x}{\left(a_{1}+2\right)\left(a_{1}+a_{2}+2\right)}}\right)\right\}\right. \\
& \left.+\exp \left(-\frac{b_{2} x}{a_{2}+2}\right) Q_{1}\left(\sqrt{\frac{a_{1} a_{2} b_{2} x}{\left(a_{2}+2\right)\left(a_{1}+a_{2}+2\right)}}, \sqrt{\frac{b_{1}\left(a_{2}+2\right) x}{a_{1}+a_{2}+2}}\right)\right] \\
& \times \exp (-(i+1) x) d x \tag{B.16}
\end{align*}
$$

which can be re-written as

$$
\begin{align*}
\mathcal{J}_{4} & =\int_{0}^{\infty} \exp \left(-\left(A_{1}+i+1\right) x\right)\left[1-Q_{1}\left(\sqrt{A_{2} x}, \sqrt{A_{3} x}\right)\right]  \tag{B.17}\\
& +\exp \left(-\left(A_{4}+i+1\right) x\right) Q_{1}\left(\sqrt{A_{5} x}, \sqrt{A_{6} x}\right) d x
\end{align*}
$$

Next, using [18, eq. (B48)] twice, (B.17) reduces to

$$
\begin{align*}
\mathcal{J}_{4} & =\frac{1}{A_{1}+i+1}\left(1-\frac{A_{2}-A_{3}+2\left(i+1+A_{1}\right)}{2 \sqrt{\left(A_{2}+A_{3}+2\left(i+1+A_{1}\right)\right)^{2}-4 A_{2} A_{3}}}\right)+\frac{1}{2\left(i+1+A_{4}\right)} \\
& \times \frac{A_{5}-A_{6}+2\left(i+1+A_{4}\right)}{\sqrt{\left(A_{5}+A_{6}+2\left(i+1+A_{4}\right)\right)^{2}-4 A_{5} A_{6}}} \tag{B.18}
\end{align*}
$$

Finally, substituting (B.13)-(B.15) and (B.18) in (B.12), we obtain (5.18).
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