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ABSTRACT

The buckling instability phenomenon in shell structures is inherently influenced by a variety of parameters which may exhibit direct nonlinear relationships with the resultant stress and consequent deformation in the structure, as well as complex interrelationships, under various loading combinations. Hence, a computerized simulation of complex nonlinear mechanics problems, such as shell buckling, is often required for predicting the deformational behavior of cylindrical shell structures by means of numerical optimization methods. Notwithstanding the numerous advantages of numerical simulation, semi-empirical derivation of constitutive mathematical models for predicting the deformational response of shell structures is usually fraught with inadequacies due to improper characterization of the material stress-strain relationship and consequent misrepresentation of the strain-hardening behavior. A simple and versatile stress-strain model was therefore developed as an essential component of this research for accurate parameterization of the stress-strain behavior of a wide range of metallic materials over the full range of strains, including materials with a well-defined yield point and extended yield plateau. The applicability of the developed stress-strain model was validated using experimental data from tensile coupon tests of various standard pipeline steels and other metallic materials. Preliminary studies, to show the adaptation of the material model to shell stability analysis, was also performed on uniformly-compressed simply-supported flat plated FE models and material curve shape variations were observed to play a pivotal role in the load-deformation response. The buckling behavior of thin-walled cylindrical shells subjected to various loading conditions was numerically evaluated using a computerized finite element (FE) simulation program, ABAQUS CAE. Extensive parametric analysis was conducted based on the main factors that influence the buckling response of cylindrical-shell structures, i.e. dimensional
properties, loading conditions, material grade, and strain-hardening properties. Nonlinear multiple regression techniques were employed, using a powerful general-purpose computational software package (Wolfram Mathematica), to derive the coefficients of several constitutive nonlinear mathematical expressions, developed as handy design tools for estimating the critical limit strain (CLS) in onshore steel pipelines. The strain-hardening properties of the material stress-strain curve were incorporated into the constitutive equations based on the shape constants of the newly-developed stress-strain model. The semi-empirical models were developed according to two material-type classifications (yield-plateau type and round-house type) of the stress-strain curves of pipeline steels. Excellent goodness-of-fit with the critical limit strains obtained from the numerical finite element simulation was obtained for all the developed semi-empirical models. Good alignment with the trends of data obtained from full-scale experiments of pipe segments was also illustrated using the developed semi-empirical equations.
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1. INTRODUCTION
1.1 Background

Pipelines are used offshore and onshore as the preferred means for transportation of gases and liquids including: hydrocarbons, water, and sewage. In order to transmit fluids from remote sources or through remote areas to target locations, a significant number of pipelines are installed such that they traverse a wide variety of soil types, geological conditions, and regions of varying seismicity. As a result, such pipelines are exposed to geohazards which pose a significant risk to their structural and mechanical integrity; especially in mountainous areas prone to landslides, areas that are seismically active, or areas where the ground is prone to subsidence [1].

Pipelines are also commonly subject to thermally induced axial loads and hoop stresses due to the internal pressure exerted by the fluids they convey; especially in the hydrocarbon industry where most steel pipelines are used to transport crude oil and a variety of other hydrocarbons from natural reservoirs at significantly high pressures and temperatures, thereby inducing large axial forces along the length of the pipeline. Thermal loading due to the heat of the hydrocarbons flowing through the pipeline induces axial extension which is restrained by the pipe-soil frictional forces along the length of the pipeline resulting in a net compressive axial force along its length [2, 3]. Also, a tensile stress develops in the hoop direction when a pipeline is subjected to internal pressure which interacts with the induced compressive axial force along the length of the pipeline to cause a magnification of the von Mises stresses in the pipe, thus resulting in premature buckling of the pipeline before attainment of the theoretical critical buckling load.

Two main classifications of the buckling phenomena have been observed in buried pipelines [4]: a beam-type buckling phenomenon usually occurs in small diameter pipelines buried in relatively shallow trenches. This generally results when pressure-temperature effects and/or ground movement initiate a transverse buckling deflection due to the compressive axial force in the pipeline which exceeds the overburden pressure of the overlying soil, causing an entire section of the pipeline to break out through the soil surface (Figure 1-1). On the other hand, larger diameter pipelines buried in relatively deep trenches usually exhibit a shell-type buckling phenomenon which results due to the constraint against transverse deflection of the pipeline by the trench walls and soil cover. The compressive axial force in the pipe thus builds up to a magnitude which initiates a local buckling mode in the pipe wall; characterized by a number of circumferential waves. A collapse of this type occurred in a 16-inch gas pipeline during the San Fernando
earthquake of 1971 (Figure 1-2). The pipeline was buried along the Glenoaks Boulevard at an angle with an active fault and as the fault moved, the pipeline experienced axial compression, buckled and collapsed in a folding pattern characterized by two circumferential waves [5].

![Figure 1-1: Upheaval buckling of a buried pipeline [6]](image1)

![Figure 1-2: Shell-type buckling due to large ground movement [5]](image2)

Most existing modern design methods are able to account for diverse and often extreme ambient conditions such as in arctic cold or desert hot onshore environments and in deep, and sometimes turbulent, offshore environments. However, the loads imposed by large ground motion due to fault movements, landslides, permafrost melting, and soil liquefaction frequently exceeds all other types of loading that may be experienced over the entire lifecycle of a pipeline. In many
cases, ground movement loads develop plastic strains in the pipeline which are occasionally sufficient to cause tensile fracture or localized buckling, possibly leading to leakage or rupture of the pipeline [7].
In the event of large and drastic ground movement such as occurs during an earthquake, localized buckling/collapse and ruptures of pipelines conveying flammable liquids have been observed to result in catastrophic consequences such as fires and explosions [4,5]. Rupture of utility pipelines for water supply and sewage discharge has also been known to result in flooding, pollution, disease outbreaks, and extended periods of hardship [8–12].

1.2 The Buckling Phenomenon: Overview

The failure of a pipeline may either be caused by material failure or result due to structural instability. The yield stress and the ultimate tensile stress are usually considered for the evaluation of material failure whereas structural instability is evaluated based on the buckling behavior of the pipeline which constitutes a more complex structural/mechanical phenomenon involving a relatively significant number of influential and interrelating factors. When the buckling load of a component is reached, its stable equilibrium state suddenly becomes unstable and with or without an accompanying deflection or deformation, the previously stable configuration of the component changes to a different (buckled) stable configuration. Subsequent to its buckling, a pipe ceases to deform in its initial stable equilibrium state (axially) and begins to deform in its secondary stable equilibrium state; either in a global lateral mode or by localized cross-sectional deformation [13].
The buckling behavior of a pipe is a direct consequence of its stiffness, as well as the state of stress under which it is subjected due to its loading configuration. Buckling failure is typically characterized by a loss of structural stiffness and may or may not occur prior to the onset of plasticization in the material; thus the distinction between elastic or plastic buckling. In the elastic region, the axial stress typically increases simultaneously with the bending moment until the moment attains a magnitude whereby the stresses at the extreme fibers of the pipe wall reach the yield stress of the material. Generally, the axial stresses in the pipe wall are derived based on the cumulative effects of the internal pressure, axial force and bending moment. The ratio of the
maximum bending moment at buckling to the plastic bending moment of a pipe is essential for the classification and prediction of either elastic or plastic buckling. If the maximum bending moment at buckling is higher than the plastic bending moment, buckling will be governed by local plastic deformation of the pipe. In contrast, if the maximum bending moment is lower than the plastic bending moment at the onset of buckling, buckling will be governed by elastic instability of the cross section of the pipe under loading [14].

Bending of a pipe causes a loss of circularity in the cross-sectional profile of the cylinder: a phenomenon referred to as ovalization [15]. Ovalization leads to the development of bending stresses in the hoop direction of the cylinder and causes a modification of the local curvature at the compressive side of the cylinder wall. Hence, large lateral displacements may eventually lead to local buckling in form of wrinkling on the compression side of the buckled pipeline [16].

For pipelines that are installed above the ground and flexibly supported, compressive axial loading due to either fault movements or thermal/pressure induced forces can often be accommodated by the flexibility of the pipeline. On the other hand, when the pipeline is required to be buried in the ground for security, environmental, or other reasons, it is confined by the surrounding soil to a varying degree depending on the rigidity of the soil thereby developing a more uniform compressive axial force in the pipe cross-section; compared to unburied pipelines. Previous studies have shown that the firmer the surrounding soil the shorter the segment of the pipeline to absorb strain energy and, in the event of large ground movement, the higher the strains in the pipeline [17]. As the compressive stress in the pipe cross-section is increased, the strain in the pipe wall will simultaneously increase to a level at which a series of axisymmetric wrinkles may begin to form. Axisymmetric deformation typically occurs in steel cylinders of diameter-to-thickness (D/t) ratio in the range of 10 – 100 while non-axisymmetric wrinkling has been observed in past research studies to be a more common collapse response in thinner wall (higher D/t ratio) cylinders [18-20].

Local bucking involves gross deformation of the cross-section of pipelines and is commonly characterized by features such as collapse, localized wall wrinkling and kinking. Dama et al. [21] noted that local buckling significantly reduces the fatigue resistance and burst capacity of pipelines due to the likelihood of high strain concentrations in the buckled areas. However, pipelines are still capable of sustaining operational stresses provided the steel material still
possesses adequate residual ductility and cracks do not develop due to excessive wrinkling and fracture.

Mohareb et al. [22] explained that two types of local buckling can occur in a pipe: non-linear collapse buckling and bifurcation buckling. For the non-linear collapse buckling, the load-deformation curve corresponds to that of the elastic stiffness of the pipe’s material at the initial stage of the pipe’s mechanical response. Due to geometric and material nonlinearities, the slope of the curve becomes flatter as the pipe undergoes further deformation and eventually, the load-deformation curve reaches a point of zero slope; referred to as the “limit point”. Upon further deformation, the slope of the load-deformation curve becomes negative due to zero or negative stiffness of the pipe. For the bifurcation buckling, they explained that such behavior is typically characteristic of idealistic perfect structures. At the beginning of the buckling response, the pipe response follows the initial equilibrium path (the primary path) until it reaches a point in the load-deformation curve where the pipe may possess two (or more) different possible equilibrium paths, and subsequently the pipe may follow a new deformation pattern (the secondary path). The point where the primary path intersects with a secondary path is referred to as a bifurcation point and the slope of the secondary path in the load-deformation curve is typically negative. In real structures, as in the cases of pipes with geometric imperfections and material nonuniformities, the load-deformation curve does not exhibit the sharp kink observed at the point of bifurcation of a perfect pipe. However, the load-deformation curve of a real pipe approaches that of a perfect pipe as the magnitude of imperfections in the real pipe decreases.

Onshore pipelines are typically subject to a combination of three main loading conditions. These include internal pressure caused by the action of the fluids they convey; axial forces due to ground movement and/or pressure-temperature effects/pipe-soil frictional interaction; and bending induced by differential settlements and/or p-delta effects of the induced compressive axial forces [7]. Numerous research works have been conducted to understand the behavior of pipelines subjected to various loads and load combinations [22-30]. Several of these investigations are aimed at determining appropriate design values for the critical buckling strain (usually regarded as the compressive strain at which a wrinkle or local buckle initiates), while some others are focused on deriving realistic limit values for the wrinkle strain or the strain corresponding to the maximum axial load/bending moment capacity.
1.3 Problem Statement

The subjection of onshore pipelines (especially buried pipelines) to compressive forces may lead to beam-type buckling where the force exerted by the pipe due to lateral deformation surpasses the resistance of the surrounding material. On the other hand, due to the build-up of compressive stresses in the pipe wall, shell-type buckling may be initiated in a pipeline under significant axial compression if lateral deformation is restricted by the surrounding material. Shell-type buckling may also occur along the intrados of a pipeline under bending deformation due to escalation of compressive longitudinal strains. Shell-type buckling induces significant strains in pipelines and is, therefore, more detrimental to the integrity of pipelines compared to beam-type buckling. Pipelines used for onshore applications are typically within the range of $D/t$ ratios between 40 and 100 hence, the compressive strain capacity is strongly influenced by the shape of the stress-strain curve immediately past the proportionality limit point of the pipe material. Therefore, the influence of the material stress-strain response on the buckling behavior cannot be fully captured by simply incorporating the material yield strength or the yield-to-tensile ratio in the numerically-derived or experimentally-obtained regression equations for predicting the critical limit strain of pipelines. A more accurate approach has thus been adopted by a few researchers whereby the strain-hardening exponent of the Ramberg-Osgood material stress-strain model is applied as a constitutive parameter in developing the nonlinear regression equations for predicting the critical limit strain. However, the Ramberg-Osgood model is based on a simple power law expression and is only applicable for pipe materials with a round-house stress-strain relationship, and not suitable for characterization of pipe materials with a distinct yield point and an extended yield plateau in the stress-strain relationship. Several researchers have observed that the Ramberg-Osgood (R-O) stress-strain model tends to lose predictive accuracy beyond a limited strain range; especially for materials which exhibit non-gradual strain-hardening characteristics (e.g., high-strength steel) beyond the proportionality limit stress, and a number of modifications have thus been proposed to improve the predictive accuracy of the R-O stress-strain approximation over the full range of strains. However, some important limitations of the modified stress-strain models existing in literature have been observed, largely due to the inherent drawback of losing simplicity as the accuracy and versatility of the model is increased.
Additionally, the existing critical limit strain expressions are all specific to the reported testing conditions. Most of the existing expressions are based on results of experimental testing or numerical simulation of pipes subjected to bending while a few experimental tests and numerical studies have focused on the buckling response of pipelines to uniform axial compression. The influence of combined axial compression and bending has been reported in a few researches but no attempt has yet been made to properly characterize the deformational capacity of pipe segments under such loading conditions. There is, therefore, a need to evaluate the effect of varying the loading conditions on the buckling behavior and associated limit strain such that the response spectrum between uniform axial compression and uniform bending of pipelines is better understood. Consequently, the loading conditions evaluated herein include uniform axial compression (no bending), uniform bending (zero axial compression), and uniform axial compression with monotonically increasing curvature (combined axial compression and bending) of both unpressurized and pressurized pipe segments.

1.4 Objectives and Scope

The main purpose of this research is to develop a new material characterization model which is suitable for parameterization of the entire shape of the stress-strain curve for a diverse range of metallic materials, even materials with a well-defined yield point and yield plateau, and is thus better suited to account for the material-related attributes that govern the deformational capacity of pipelines. To assess the applicability of the developed material model to the buckling response of shell structures in general, a numerical modeling approach based on computerized finite element discretization will be employed to perform extensive parametric analyses. The overarching objective of this research program is to develop a set of high-fidelity nonlinear regression equations for predicting the critical limit strain of unpressurized and pressurized pipelines subjected to three distinct loading conditions: uniform axial compression, uniform bending, and combined axial compression and bending. Specific objectives are summarized as follows:

1. Performing extensive literature review on existing analytical stress-strain models to determine the limitations that exist, and developing a novel mathematical expression that is
capable of representing the stress-strain curve of metallic materials; including materials with a well-defined yield plateau.

2. Testing the applicability and accuracy of using the newly-developed stress-strain model for fitting experimentally-obtained stress-strain data to the mathematical expression, as well as the applicability of the developed stress-strain model for evaluating buckling in shell-type structures, using a representative numerical model.

3. Reviewing literature to determine the limitations that exist in existing analytical and semi-empirical expressions for predicting the deformational capacity of onshore pipelines under uniform axial compression and/or bending.

4. Conducting extensive parametric numerical analyses to examine the influence of varying material curve shape parameters and other essential parameters on the critical limit strain in pipelines subjected to uniform axial compression, uniform bending, and combined axial compression and bending.

5. Based on the material curve shape parameterization approach presented, developing unified expressions suitable for predicting the compressive strain capacity of pipelines under the three investigated loading scenarios.

1.5 Research Methodology

The formulation of the proposed stress-strain model is based on the normalization of the full stress and strain range of the stress-strain curve such that the exact magnitudes of the values of the stress and strain at any specified reference points are unchanged. The proposed model is expressed for two segments of the stress-strain curve:

- The first segment is the linear elastic portion of the curve and is defined by the initial modulus of elasticity of the material, \(E_o\), up to the proportionality limit stress.
- The second segment of the stress-strain curve is characterized by a nonlinear stress-strain relationship up to the ultimate stress and strain values and is defined using the mathematical expression of the proposed model.

The applicability and efficiency of the proposed stress-strain model are evaluated by comparison of model-approximated stress-strain curves (derived using the proposed equation) to results of
various experimental tests on metallic materials where the stress-strain curves are elaborated. Nonlinear curve-fitting techniques are used to fit the obtained experimental data to the stress-strain expression, and to obtain the constitutive model parameters that give the best approximation of the model-to-experiment curve fit.

To validate the applicability of the proposed stress-strain model to shell-type buckling in pipelines, extensive parametric numerical analyses are conducted, using idealized material stress-strain properties, to investigate the load-end shortening behavior of simply-supported flat plates subjected to uniform edge compression in the longitudinal direction. The effects of aspect ratio, b/t ratio, and initial out-of-plane imperfection (based on the buckling mode shapes) are briefly examined while the main focus is on using the proposed material stress-strain model to determine the effect of the strain-hardening characteristics and overall shape of the material stress-strain curve on the ultimate compressive strength and strain capacity of the idealized metal plate models.

The influence of material properties and other essential parameters on the critical limit strain of pipelines subjected to uniform axial compression, pure bending, and a combination of uniform axial compression and bending is investigated by numerical modelling of a vast array of pipe models using the general-purpose finite element (FE) analysis software package (ABAQUS CAE). The parametric analysis is performed according to two material curve classifications: round-house type (RHT) curves and yield-plateau type (YPT) curves.

The main parameters to be considered for the parametric evaluation are the material-dependent stress-strain properties (i.e., proportionality limit stress, length of the yield plateau, nominal yield stress, ultimate tensile stress, and the constitutive model constants from the developed stress-strain model), the internal pressure, geometric properties (diameter-to-thickness ratio), initial imperfections, and magnitude of axial compression (for combined loading conditions).

For pipe models subjected to uniform axial compression, the load-axial shortening relationship will be plotted and the value of strain corresponding to the maximum value of the applied compressive stress will be determined as the strain capacity. The moment-curvature response curves for pipe models subjected to bending or a combination of axial compression and bending will also be plotted and the peak moment strain criterion [31,32] will be applied for determining the compressive strain capacity of the pipe models.
The proposed test matrix for each of the three loading scenarios (uniform axial compression, pure bending, and combined axial loading and bending) includes: four variations of the $D/t$ ratio, five variations of the pressure factor, four variations of the material grade, four variations (for RHT curves) or five variations (for YPT curves) of the material curve shape factor, and four variations of the compression factor. A full-factorial design adopted for the parametric analyses such that every possible combination of the constituent parameters is investigated. Consequently, a total of 1920 simulations (for RHT pipes) plus 2400 FE simulations (for YPT pipes) are performed in this study.

Finally, advanced nonlinear multiple regression techniques are used to derive unified nonlinear expressions suitable for predicting the compressive strain capacity of pipes under the three investigated loading scenarios.

1.6 Organization of Thesis

This thesis consists of ten chapters wherein Chapter four to Chapter nine correspond to different peer-reviewed publications that are separately focused on various aspects of the research objectives of this research study. While the chapters are not arranged chronologically with respect to the date of publication of the different papers, the sequential arrangement is aimed to follow the systematic progression of the specific objectives of this research.

Chapter two performs an in-depth review of literature on aspects related to the fundamental concepts of the buckling phenomenon in shell structures, with specific focus on the design criteria applied by various codes and standards for assessing the deformational capacity of pipelines.

Chapter three covers relevant theoretical formulations referred to as the classical buckling theories, most of which are based on concepts developed in the early 20th century for estimating the critical buckling stress in shell structures. The analytical derivations are presented as an introductory precursor to the mathematical concepts that are emulated in the evaluation of relevant underlying criteria for shell buckling analyses.

In line with the first specific objective, Chapter four delves into the world of material stress-strain characterization models and unveils the evolution process, mathematical framework, scope
of application, and essential limitations of existing stress-strain models. A new stress-strain model is presented in this chapter and its applicability to diverse material curve shapes of common pipeline steels, as well as to a wider range of metallic materials, is depicted. A significant number of the experimental stress-strain curves of three characteristically different metallic materials: austenitic stainless steel (AISI 304L), aluminum alloy (AA5083), and nickel alloyed steel (Invar steel) are successfully approximated using Least-squares curve-fitting techniques. The effect of material curve shape variations on the load-deformation response of a simple shell structure (represented by a numerical model of a simply-supported flat plate) is also briefly investigated. This chapter is derived from the combination of two published conference proceedings: (1) the ASME 2017 Pressure Vessels and Piping Conference, and (2) the 2017 CSCE 6th International Conference on Engineering Mechanics and Materials.

In line with the second specific objective, Chapter five presents additional analytical relationships for estimating the constitutive constants of the proposed stress-strain model. The concept of defining the shape of the stress-strain curve using ‘control’ points is discussed. The ease of using the presented methodology for curve shape characterization is further illustrated by defining idealized stress-strain curves according to a YPT/RHT material curve classification approach. The idealized stress-strain curves are then used to define the material behavior of numerical FE models developed to simulate the mechanical response of simply-supported flat plates to uniform edge compression. The ultimate stress and corresponding end-shortening strain for each simulation are plotted against the slenderness ratio of the plates and the effect of material curve shape variation is illustrated. The contents of this chapter are obtained from a paper published in the Journal of Construction and Building Materials.

All of the last three specific objectives are captured in each of the four chapters following Chapter five. Chapter six, Chapter seven, and Chapter eight focus, respectively, on the deformational capacity of pipes subjected to uniform axial compression, uniform bending, and combined axial compression + bending while Chapter nine studies the effects of all three loading conditions on the deformational capacity of X80-grade pipelines.

Chapter six extends the methodology presented in Chapter five for deriving the model constants of the stress-strain model to include an iterative procedure for specifying the allowable length of the yield plateau based on an analytically-implemented control of the inflection point of the
stress-strain curve. The stress-strain model is then used to apply curve shape variations to four selected material grades typically used for onshore pipeline applications. The effect of material curve shape variations, as well as other essential parameters, on the critical limit strain of numerical FE pipe models under uniform axial compression is investigated, followed by the development of predictive nonlinear regression equations, derived based on the results of the parametric FE analyses. This chapter is based on a research paper submitted to the Thin-walled Structures journal.

Chapter seven follows the same procedure as Chapter six except that the numerical FE pipe models generated are subjected to monotonically-increasing uniform curvature and no axial compression is applied. The effect of material curve shape variation, as well as variation of other essential parameters, is also investigated. The developed nonlinear regression equations are compared to two of the most recent notable semi-empirical equations developed independently for predicting the critical limit strain in pipelines under bending. This chapter is culled from a research paper submitted to the Engineering Structures journal.

Chapter eight somewhat ‘bridges the gap’ between the results of Chapter six and Chapter seven. The research focuses on the buckling behavior of pipelines simultaneously subjected to constant uniform net-section compressive stress and monotonically-increasing uniform curvature. This chapter comprises the bulk of the numerical simulations performed in this thesis due to the inclusion of an additional parameter (the compression factor) and consequent dimensional expansion of the test matrix. The research is aimed at evaluating the spectral transition of the buckling response of pipelines under combined axial compression and bending from a pure compression status to a pure bending status. Parameterization of the material curve shape is also achieved in this paper using the presented stress-strain model and nonlinear regression equations are subsequently developed, from the parametric FE analyses, for predicting the critical limit strain in pipelines subjected to combined axial compression and bending. This chapter is based on a research paper submitted to the International Journal of Solids and Structures.

Chapter nine streamlines the focus of the numerical investigations to high-strength steel pipelines. This paper navigates a comparative evaluation of the buckling response of numerical FE pipe models under the three different loading scenarios investigated. The functional relationships between the critical limit strain and the essential parameters are graphically
illustrated. The paper finalizes the research endeavor with the development of six nonlinear regression equations for estimating the critical limit strain in a typical high-strength pipeline subjected to either of the three investigated loading conditions. This paper consists of research work submitted for publication in the MDPI Applied Sciences journal.

Chapter ten provides a general summary and conclusions of the undertakings of this research program, as well as highlights of recommended areas for further research work.

1.7 References


2. REVIEW OF LITERATURE
2.1 Introduction

From as far back as the latter half of the 20th century, extensive effort has been made, and numerous approaches have been suggested, by various researchers to examine the resultant state of stress in continuous pipelines due to relative displacement of surrounding soils. One of the pioneering research endeavors to calculate the strains induced in a pipeline due to ground-induced actions was included in the work of Newmark and Hall [1] where a simplified analytical model for calculating the tensile strains in a pipeline subjected to tectonic fault movement was proposed. The model proposed by Ref. [1] assumed that the passive soil resistance was uniformly distributed around the perimeter of the pipe and assumed small deflection theory for estimating the strains along the pipe length. Kennedy et al. [2] proposed a slight improvement to the work of Ref. [1] by analyzing the unanchored length of the pipe as an arc thus considering large deflection theory, as well as non-uniform friction interface between the pipe and the soil. The model by Ref. [2] however assumed the deformation in the pipe to be analogous to the deformation of a flexible cable and thus, ignored the effect of the bending stiffness of the pipe, especially at the inflection point between the deformed and undeformed portions of the pipe. An extensive parametric study by Vougioukas et al. [3] was performed based on the numerical simulation of buried pipelines under horizontal and vertical fault movement, considering the pipes as elastic beams. To improve the results of previous studies and generalize the formulations for buried pipelines subjected to ground displacement, Wang and Yeh [4] proposed a refined approach, based on a semi-infinite beam on an elastic foundation concept, which included the effects of axial force and bending moment interaction, as well as large deformation. Whereas the earlier models considered pipes as either cables or beams, Takada et al. [5] proposed a simplified analytical method, taking the shell properties of the pipe into consideration, to find the maximum strain in buried pipes under ground motion. The model proposed by Ref. [5] was based on a beam-shell hybrid concept such that a simple relation between the pipe’s longitudinal deformation and cross-sectional deformation was presented. Liu et al. [6,7] pointed out that most of the currently existing analytical expressions for stress and strain prediction in pipelines subjected to ground-induced deformation are based on the beam theory and are therefore incapable of capturing sectional deformation behavior resulting from the development of tensile/compressive strains under relative axial displacement or bending due to
transversely-applied ground displacement. The rapid advancement of computational simulation tools over recent decades has however facilitated the employment of numerical optimization procedures, such as the finite element method (FEM), by numerous research studies for investigating the response of buried pipelines to large induced deformation [8]. Karamitros et al. [9] presented a refined analytical methodology for computing the axial forces and bending moment strains in buried pipelines using a combination of the beam-on-elastic-foundation and the beam theory. Their proposed analytical model was compared to a series of numerically analyzed three-dimensional finite element pipeline models which accounted for the pipe-soil interaction using axial and transverse nonlinear soil springs, and the analytical predictions were observed to have a fairly-good overall agreement with the results of the FE analyses. To model the pipe-soil interaction in buried subsea pipelines subjected to transient and permanent relative ground displacement, Arifin et al. [10] used beam finite elements and nonlinear soil springs and proposed several recommendations for better estimation of pipeline response under seismic wave actions. Odina and Tan [11] employed the use of discrete structural beam-type elements as pipe models while the surrounding soil was modeled using discrete nonlinear soil springs in the axial, lateral and vertical (up/down) directions. Using the finite element method, Yimsiri et al. [12] created two soil models (Mohr-Coloumb and Nor-Sand models) and studied the effect of the variations in the geo-mechanical properties of the surrounding soil, as well as embedment conditions of the pipe, on the soil-pipeline interactions in sand under lateral and upward movements.

Mainly for calibration of numerical models, and as a means to provide complementary validity to results of numerical studies, a number of notable experimental studies have been carried out by various researchers on the behavior of pipelines subjected to large differential movement of the supporting or surrounding soil. Due to feasibility restrictions associated with costs, loading rates and capacity of hydraulic loading facilities, a lot of the experimental studies have been limited to small-scale tests (rather than full-scale model tests) performed on low-to-medium-strength steels and high-density polyethylene (HDPE) pipes with a similar nonlinear stress-strain response as steels [13]. One of the most common approaches for experimental testing of buried pipelines subjected to permanent or quasi-static ground deformation is the centrifuge-based modeling of buried pipeline response using a split-box to test pipe specimens within a geotechnical
centrifuge. This method has been adopted by a number of researchers and proven to be adequate for examining the influence of various parameters such as the type of faulting, the alignment of the pipeline in relation to the direction of the relative ground movement, the moisture content and geomechanical properties of the soil, the burial depth of the pipeline, and the geometrical and material properties of the pipeline [14–17]. Jalali et al. [18] employed the use of three-dimensional finite element modeling to simulate the behavior of buried pipelines under reverse faulting using shell elements for the pipe models and solid continuum elements for the soil. Geometrical and material nonlinearities were considered as well as pipe-soil interaction contact properties, and Von Mises plasticity and Mohr-Coulomb yield criteria were applied to the pipe and soil models respectively. The FE models were validated based on results of a number of large spit-box experiments.

Results obtained from the above-detailed experimental tests and numerical evaluations indicated the occurrence of a combination of axial and bending strains that became larger with increasing fault offset and larger ground displacement. Double-curvature bending, accompanied with severe yielding and plastic deformation at locally-buckled regions of the pipe, was also observed. In addition to the longitudinal stresses and strains arising from combined bending and relative axial displacement due to ground displacements, additional hoop and axial stresses and strains may also result due to the interaction between the friction restraint by the surrounding soil and the temperature/pressure resultant displacement of the pipe; especially during the passage of high-temperature and/or high-pressure fluids. A common phenomenon referred to as “thermal buckling”, which is primarily caused by the temperature variation in transitory pipeline fluids, is generally known to cause global buckling deformation such as upheaval buckling (wherein the pipe segment upwards in the vertical plane) and snaking (wherein the pipe segment buckles laterally in the horizontal plane) in above-ground and shallowly-buried pipelines; both onshore and offshore [19–23]. Such global buckling failures may result in localization of strains at critical sections of the pipe segment and ultimately lead to gross deformation of the pipe cross-section characterized by local bulging or wrinkling [24,25]. Wijewickreme et al. [26] indicated that according to the longitudinal orientation of a buried pipeline with respect to the direction of the relative movement of the surrounding soil, the mode of deformation in the pipeline may be classified according to four main designations: vertical uplift, vertical bearing, transverse (this
may be horizontal-lateral as in strike-slip faults or vertical-lateral as in normal and reverse faults), and axial (or longitudinal). They further emphasized the importance of taking into consideration, during design, the effects of combinations of the different modes on the response of buried pipelines subjected to various forms of differential ground settlement.

### 2.2 Buckling of Cylindrical Shells

In the field of civil engineering, a metallic tube is structurally classified and typically designed as a circular-hollow section (C-H section), whereas it is modeled as a circular cylindrical shell structure. The application of metallic tubes is usually distinguished according to the diameter-to-thickness \((D/t)\) ratio which is appropriate for its intended use. Typically, \(D/t\) ratios range from values as low as 10, for applications such as load-bearing columns for bridges and buildings or structural components of automotive vehicles, to values as high as 500 or even greater, for applications such as silos, liquid storage tanks, and nuclear reactors. Intermediate \(D/t\) ratios (between 10 and 500) are common for cylindrical shell structures such as pipelines and wind tube towers.

Unlike flat plates, cylindrical shells are able to withstand lateral loads by pure membrane action only (i.e., without bending), making them very efficient for use as structures required to withstand significant longitudinal and circumferential strains [27]. However, this property also makes cylindrical shell structures susceptible to “catastrophic” elastic instabilities, especially where such strains are compressive in nature, and thus makes it essential for the buckling and post-buckling behavior to be well understood for proper design and modeling of such structures [28]. Typical examples of metallic cylinders subjected to such axial compression are pipelines, which are generally used for long-range transportation and distribution of fluids and are usually installed such that they traverse large geographical areas. Consequently, pipelines are exposed to diverse geological conditions along the pipeline route which potentially impact on their structural and mechanical integrity. Such detrimental geological conditions typically arise from significant movement of the supporting soil medium due to scenarios such as landslides, fault movement, ground subsidence, slope failures, direct seismic wave activity, soil liquefaction, and permafrost melting [24,29,30]. If substantial, especially in the case of buried pipelines which are restricted
from lateral movement, ground movement will induce severe compressive strains in the pipeline and lead to a phenomenon known as shell-type buckling [31]. Compressive resultant stresses may also be induced in the pipeline as longitudinal expansion caused by the passage of hot fluids is restricted by the surrounding soil [32].

Buckling in cylindrical shells is broadly classified as either elastic buckling or inelastic (plastic) buckling. In the case of elastic buckling, the material of the structure is presumed to remain in the elastic region (i.e., the stress in the structure does not exceed the proportionality limit stress) before the incident of buckling. On the other hand, plastic buckling of cylindrical shell structures implies the exceedance of the elastic limit of the material before the inception of buckling thus the stiffness components of the analytical formulations need to be modified to account for the altered stiffness of the properties of the material associated with plastic deformation [33]. The type of buckling that a cylindrical shell experiences is mainly influenced by two factors: the slenderness properties and the material strain-hardening behavior.

Inelastic (plastic) buckling behavior has been a subject of extensive theoretical and experimental investigations for many decades [34,35]. Early analytical studies by Shanley [36] and Hill [37,38] on the plastic buckling phenomenon in uniaxially compressed structures revealed that bifurcation in the plastic range generally occurs under increasing load. Consequently, and in order to accurately predict the bifurcation and collapse mechanisms in the plastic range, it has become essential for analytical and numerical investigation of plastic buckling in cylindrical shells to develop and implement appropriate asymptotic post-buckling theories that are able to predict the nonlinear load-deflection path and account for bifurcation and mode changes. Such analytical and numerical methods must also consider the static and dynamic behavior of shell structures including large deflections, large strains and nonlinear material behavior [39]. The two plasticity theories, essentially based on the consideration of path-dependence, which are generally employed for analytical modeling of nonlinear material behavior are the deformation theory and the incremental (flow) theory. The deformation theory is considered as a special class of path-independent nonlinear elasticity theories and assumes that the state of stress is uniquely defined by the state of total strain and not dependent on the material stress history. It is only useful as a plasticity model in cases of continuous flow as it does not account for the recovery of initial elastic stiffness upon strain reversal. The flow theory, even though more rigorous than the
deformation theory, is more physically realistic as it considers the state of stress to be defined by both the actual strain value and its increment. The flow theory is, therefore, able to accommodate recovery of the initial elastic stiffness immediately after a strain reversal. Despite its inadequacies, the deformation theory has been consistently reported by various research studies on the buckling behavior of shell structures [40–45] to produce results that correspond better with experimental results than the flow theory. Murphy and Lee [46] however maintained that the discrepancy between the incremental theory of plasticity and experimental test results can be eliminated by introducing realistic pre-buckling deformations or implementing appropriate boundary conditions such that a realistic buckling process is implied.

Bardi and Kyriakides [47] explained that unlike elastic shell buckling, which is characterized by sudden and catastrophic collapse, plastic buckling failure of uniformly-compressed perfect isotropic cylindrical shells is preceded by a series of traceable events. As the stress applied uniformly to the cross-section of the shell structure is increased, the resultant strain in the wall of the cylindrical shell increases concurrently until a level is reached where an axisymmetric wrinkle is formed at some point along the length of the cylinder. This axisymmetric deformation is initially small and inconspicuous but grows gradually as the axial stress continues to increase, accompanied by a corresponding decrease in the axial rigidity of the shell. The progressive reduction of the shell’s axial rigidity expedites the attainment of a limit load instability characterized by rapid growth and localization of the asymmetric deformation with decreasing axial stress. As the $D/t$ ratio of a cylindrical shell increases, the deformation tends to a non-axisymmetric pattern characterized by two or more circumferential waves which develop in the zone of localization prior to attainment of the limit load. This non-axisymmetric mode of deformation is typically associated with thinner unpressurized cylindrical shells and induces additional softening of the load-deformation response compared to the axisymmetric mode of deformation. The mode of deformation that occurs in an axially-compressed cylindrical shell is mainly influenced by the $D/t$ ratio and the material stress-strain relationship. The form and magnitude of the initial imperfections, as well as the presence and magnitude of internal pressure, also influence the mode of deformation at the point of limit load instability [48].

It is imperative to differentiate between the onset of wrinkling and the onset of collapse in cylindrical shells. While the onset of wrinkling is essentially associated with initial bifurcation of
the load-deformation response and characterized by the formation of axisymmetric wrinkles, the onset (or more precisely, the incidence) of collapse is associated with the maximum attainable load in the load-deformation response and is characterized by the localization of wrinkles (axisymmetric or non-axisymmetric). The path followed by the load-deformation response between the point of bifurcation and the limit load point involves the growth of the initial axisymmetric wrinkles. For cylindrical shells with certain combinations of dimensional and material properties, a second bifurcation may occur before the axisymmetric limit load, resulting in a transformation of the wrinkles from an axisymmetric mode to a non-axisymmetric mode and following a lower load-deformation path to localization and collapse. The limit strain is generally regarded as the value of strain which is coincident with the axisymmetric or non-axisymmetric collapse load [28–30].

Bardi and Kyriakides [47] noted that the bifurcation strain ($\varepsilon_C$) and the limit strain ($\varepsilon_L$) coincide for elastic buckling, but the former was significantly lower for pipes with lower $D/t$ ratios due to the occurrence of inelastic buckling. The difference between the two strain values also increased progressively as the $D/t$ ratio decreased. They pointed out that the bifurcation stress ($\sigma_C$) can serve as a conservative design criterion for stress-controlled applications whereas the limit strain ($\varepsilon_L$) is more appropriate than the bifurcation strain ($\varepsilon_C$) for deformation-controlled loading conditions, such as the case of buried pipelines subjected to surrounding ground displacement. While analytical formulations for deriving the bifurcation stress ($\sigma_C$) and corresponding strain ($\varepsilon_C$) are readily obtainable, estimation of the limit load ($\sigma_L$) and corresponding limit strain ($\varepsilon_L$) is hampered by numerous complexities related to material nonlinearity and the inherent unpredictability of wrinkle formation and metamorphosis.

2.3 Critical Buckling Stress: Axial Compression vs. Bending

Karamanos [49] explains that the main characteristic of a tubular shell under bending is ovalization of the cross-section which ideally triggers a limit-load type of instability due to progressive loss of the structure’s bending rigidity. Ovalization also modifies the local curvature and facilitates the escalation of longitudinal stresses on the compression side of the structure such that a bifurcation instability, which is essentially a buckling type of instability characterized
by the development of longitudinal wrinkles in form of waves, may precede the ovalization instability point. The incidence of buckling creates a secondary path in the moment-curvature response of the structure resulting in eventual attainment of a lower limit moment. The point where the slope of the moment vs. curvature curve becomes zero is referred to as the limit point. Beyond the limit point, the structure experiences collapse characterized by a negative slope of the load-deformation response curve, implying a drop in the load-carrying capacity.

A study by Karman [50] on the mechanical response of pipe elbows subjected to in-plane bending led to the pioneering observation of ovalization (or in other words, “flattening of the cross-section”). The study by Ref. [50] adopted a Rayleigh-Ritz method, based on the representation of the cross-sectional displacements by doubly-symmetric trigonometric functions, to relate the ovalization to the bending-induced curvature. Brazier [51] extended the research by Ref. [50] towards investigating the nonlinear mechanical response of initially-straight infinitely-long cylindrical shells subjected to pure bending and, assuming isotropic elastic material properties, a variational approach was employed to derive trigonometric and quadratic analytical formulations for the cross-sectional displacements and ovalization respectively, in terms of the bending-induced curvature. The ovalization instability moment derived by Brazier is given by:

\[
M_{l, BR} = 0.987 \frac{Et^2r}{\sqrt{1 - \mu^2}}
\]  

(2-1)

where \(E\) is Young’s modulus, \(t\) and \(r\) are the cylinder wall thickness and cross-sectional radius respectively, and \(\mu\) is Poisson’s ratio. Subsequent experimental investigations [52–55] however observed that Brazier’s ovalization stability phenomenon only applies to sufficiently-long cylinders under bending as the boundary conditions of moderate-length cylinders prevents flattening of the cross-section under bending. The instability of small-to-medium-length cylinders, therefore, constitutes a buckling problem associated with a highly-nonlinear pre-
buckling state, similar to the behavior of pipes under uniform axial compression, whereby the moment-curvature response is controlled by the formation and evolution of diamond-shapes buckles [34]. Further studies on the interaction between Brazier’s ovalization instability and bifurcation instability have been performed [56–59] and the results obtained by Stephens and Starnes [56] indicate that the instance of ovalization instability tends to diminish at a length-to-radius ratio \((l/r) < 3\).

Flügge [60] outlined an analytical formulation to assess the mechanical response as a bifurcation instability problem and concluded that the critical buckling stress on the compressive pipe under bending is approximately 30% more than the critical buckling stress in a pipe under uniform axial compression. Based on results obtained from an extensive series of experimental tests, Suer et al. [61] performed a statistical semi-empirical procedure to estimate the critical bending stress of unpressurized and pressurized cylindrical shells and determined that the critical buckling compressive stress in pipe segments is generally between 20% to 60% higher under bending than under uniform axial compression, depending on the pipe wall slenderness factor (measured as the width-to-thickness ratio: \(D/t\) ratio). Seide and Weingarten [62], however, faulted the empirical reduction coefficient postulated by Ref. [60] which presupposes that the theoretical critical buckling stress of a cylindrical shell under pure bending is 1.3 times the critical buckling stress under uniform axial compression. Ref. [62] employed Batdorf's modified Donnell's equation for buckling of cylindrical shells subjected to uniform axial compression and, assuming a wavy post-buckling shape characterized by trigonometric shape functions, they analytically obtained the critical maximum bending stresses for cylinders with various longitudinal buckle wavelengths. The formulation ignores the effect of ovalization in the pre-buckling state, and the results were inconclusive as to the differences in the post-buckling behavior between bending and axial compression. They, however, maintained that the nominal compressive stress which corresponds to the buckling moment of a pipe under bending is similar to the critical buckling compressive stress of a pipe, with a similar radius, under uniform axial compression. They further opined that the higher experimentally-recorded values of the critical stress under bending were likely due to the tendency for the buckling instability of a pipe under bending to be sensitive to only geometric imperfections on the compressive side of the pipe whereas the uniformity of the resultant stress in a pipe under axial compression implies sensitivity to geometric imperfections regardless of
cross-sectional location. Reddy and Calladine [63] extended the study by Ref. [62] to consider the classical buckling of isotropically elastic thin-walled cylindrical shells subjected simultaneously to uniform bending moment and internal pressure and analytically derived an approximate closed-form solution for the critical buckling compressive stress by assuming an appropriate eigenfunction. The results obtained by Ref. [63] showed reasonable agreement with the earlier conclusions of Ref. [62]. Following similar procedures as Ref. [62], Chen and Kemper [64,65] employed the linearized Donnell–Mushtari–Vlassov equations in an attempt to evaluate the buckling response of oval cylinders subjected to combined axial compression and bending in the elastic range of the material. The numerical computation considered the local curvature around the oval cross-section but the buckling stress was determined on the basis of an assumed linear pre-buckling state, and the effect of pre-buckling ovalization was ignored in the analyses. Axelrad [66,67] however presented a simple alternative to the above rigorous methods based on an “equivalent cylinder” concept whereby the critical buckling stress under bending is assumed to be equal to the critical buckling stress of an axially-compressed pipe with radius equal to the local radius of the curved arc on the compression side of ovalized pipe under bending. The classical Donnell shell buckling equation [68] for the elastic critical buckling stress of a pipe under uniform meridional compression can, therefore, be written for a bent pipe as:

\[
\sigma_{x,b} = \frac{E}{\sqrt{3(1-\mu^2)}} \left( \frac{t}{r_{\theta_0}} \right)
\]  

(2-2)

where \(E\) is Young’s modulus, \(t\) is the cylinder wall thickness, \(\mu\) is Poisson’s ratio, and \(1/r_{\theta_0}\) is the center curvature of the compression side of the cylinder’s ovalized cross-section.

### 2.4 Influence of Slenderness Properties on Buckling

The above analytical and numerical works are based on elastic material behavior for the cylindrical shells considered and may therefore not be applicable for most onshore and offshore pipelines as the range of the \(D/t\) ratio for onshore pipelines is typically between 45 to 120 while that of offshore pipelines is usually between 15 and 40 [69]. Experimental studies by some
researchers [70,71] have indicated that at $D/t$ ratio $< 100$, cylindrical shells commonly experience inelastic (or plastic) buckling, implying that the deformation of the material exceeds the proportionality limit of the stress-strain curve before the initiation of buckling. The distinction between thin-walled and thick-walled cylinders is physically highlighted by the deformation reserve of the structure beyond initial wrinkling: while the moment vs. curvature relationship for thin-walled pipes experiences sudden and catastrophic collapse at the instance of buckling, thicker-walled pipes exhibit a more gradual loss of stability at the onset of wrinkling and are able to sustain significant deformation before eventual failure [72]. Some notable experimental investigations [73–76] have therefore focused on the buckling behavior of relatively thick-walled pipe specimens subjected to pure bending. Reddy [75] performed a series of tests on aluminum alloy and stainless-steel tubes subjected to pure bending; with sufficiently-thick walls to ensure buckling in the plastic range of the materials. The results confirmed that the formation of wave-like ripples on the compression side of the tubes, rather than flattening of the cross-section, was responsible for collapse. The extreme fiber compression strain was also adopted as the buckling criterion and comparison with the critical strains of aluminum tubes experimentally subjected to uniform axial compression by Batterman [40] showed a similar relationship with respect to the $D/t$ ratio. Kyriakides and Ju [76] conducted experiments on long aluminum cylindrical specimens with different $D/t$ ratios ranging from 60.5 to 19.5. The results obtained by Ref. [76] indicate that the prevalent mode of instability in ‘relatively thinner’ shells ($D/t$ ratio $> 40$) is the development of short randomly-distributed wave-like ripples along the length of the specimens. The amplitudes of the wave-like ripples were observed to progressively become less uniform as additional curvature was induced to the specimens and the instance of collapse was immediately preceded by a second instability triggered in the pocket of one of the ripples. Ovalization of ‘relatively thinner’ shells was also observed to be uniform up to collapse. Longitudinal wave-like wrinkling was also observed to be primarily responsible for bifurcation instability of ‘moderately thick’ shells ($26 < D/t$ ratio $< 40$) but unlike ‘relatively thinner’ shells, ovalization of the cross-section became increasingly nonuniform with corresponding increase in applied curvature and eventual collapse was characterized by a sharp local kink on the compression side of the specimen. The instability of ‘relatively thick’ shells ($D/t$ ratio $< 26$) under pure bending was markedly governed by the natural ovalization instability phenomenon.
stipulated by Ref. [51] as bifurcation instability was observed to be initiated by uniform ovalization and nonappearance of wave-like ripples. Only as the applied curvature is further increased, and when the specimen is close to collapse, do ripples become amplified. Similar to ‘moderately thick’ shells, uniformity of ovalization diminishes for ‘relatively thick’ shells with increasing curvature until collapse is triggered in the region of localized nonuniform ovalization.

2.5 Measurement of Compressive Strain

It has been suggested by a few researchers [77–79] to use of the extreme fiber compressive strain as a measure upon which to establish local inelastic buckling criteria. Preference for a strain-based, rather than a stress-based, criteria is predicated on the viewpoint that strains are easier to measure or estimate in the field and, more importantly, the stress-strain curve is generally flat in the plastic range of deformation of the material so that a small variation in stresses corresponds to a large variation in strains. Stress is therefore regarded as a poor basis for the assessment of post-yield buckling criteria in pipelines. Strain-based design (SBD) affords the opportunity to evaluate the mechanical response under displacement-controlled loading conditions and assess the fitness-for-purpose of pipe segments based on real, rather than arbitrary, performance limits [29]. SBD also provides much better insight into the actual behavior and safety of pipelines and permits a safe amount of plastic deformation thereby paving the way for more economical designs [80].

Displacement-controlled loading conditions are generally idealized as a combination of constant internal pressure, constant axial force, and monotonically-increasing curvature [29]; an idealization which has somewhat inadvertently become the standardized procedure for experimental testing and numerical evaluation of the deformational capacity of pipes. Several phenomena of valuable interest in pipe segments subjected to various deformational loading conditions have been extensively studied, both experimentally and numerically, in recent decades, including; ovalization/bifurcation instability, initiation and evolution of wrinkles, and peak moment capacity and associated compressive strain [70,75–77,81–83]. Consequently, most of the current pipeline design standards (e.g., API RP 1111 [84], ABS 2006 [85], CSA Z-662 [86], DNV-OS-F101 [87]), adopt a strain-based limit state design (LSD) approach with specific
goals of maintaining the strain demand (applied strain form ground movement) below a characteristic strain limit (strain capacity). The strain (deformational) capacity of pipelines is evaluated based on the quantitative assessment of cumulative cross-sectional deformation, and resultant material strain, in the region of localized wrinkle formation [88].

Review of literature reveals three common limit state criteria; conceptualized by researchers for determining the limit of the longitudinal compressive strains induced in pipelines due to ground movement.

1. **Bifurcation instability criterion**: This approach attempts to set the limit for the compressive longitudinal strain at the initiation of buckling of the pipe wall which corresponds to the bifurcation point in the load-deformation response curve. Rigorous analytical formulations are required to achieve reasonable accuracy in determining the bifurcation stress and bifurcation strain values, and such formulations are only feasible where geometric perfectness and material elasticity are assumed. Bouwkamp and Stephen [70,77] attempted to experimentally determine the buckling initiation strain by visual observation, but the reported strains were marred by severe inadequacies and incorrectness.

2. **Rapid wrinkle growth criterion**: Lara [89] attempted to replicate the tests performed by Refs. [70] and [77] using elbow elements of the ABAQUS FE program. He suggested the average compressive strain associated with a rapid change in the curvature of the developed longitudinal wrinkle of the pipe wall as a more rational, and less conservative, strain limit. This approach, however, relies strongly on visual observation as the procedures for determining the acceleration of wrinkle growth are unstandardized.

3. **Peak load criterion**: This approach relies on the premise that bucking deformations grow rapidly once the maximum load on the load-deformation response curve is attained. Murphey and Langner [90] performed some of the pioneering work on the deformational capacity of pipe segments subjected to pure bending using the average strain corresponding to the maximum moment on the moment-curvature response curve as the strain limit. This approach is, however, better-suited for unpressurized pipelines, whose moment-curvature response are characterized by a distinct peak point followed by an abrupt drop in the load. For pressurized pipelines, which typically feature an extended
plateau, the average strain corresponding to the point of significant softening in the moment-curvature response curve is regarded as the appropriate strain limit [75,91]. The limit load criterion offers the relative advantage of being easily determinable, both visually and arithmetically, from the load-deformation response data of a pipe segment subjected to various loading conditions. This approach is therefore adopted for obtaining the strain limit throughout this research.
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3. BASIC THEORETICAL FORMULATIONS
3.1 Introduction

This chapter is based on a review of relevant classical theories which are fundamental to the development of analytical formulations for predicting the critical buckling stress in two widely-applied shell structures, flat plates and cylindrical shells, both subjected to pure axial compression. Derivations of the bifurcation instability load are outlined separately for each structure and are primarily intended to present an introductory analytical examination of the stability phenomenon in such structures. However, the following derivations are essentially based on assumptions of isotropic elastic material behavior and initially-perfect geometrical conditions hence, the applicability of such derivations is severely limited for stability analysis of real structures. The imperativeness of computerized applications for shell stability analysis, as adopted for this research, is therefore implied.

3.2 Critical Buckling Stress for a Simply-supported Flat Plate

The postulations of the classical plate theory are somewhat similar to those of the Euler theory for columns. Ideally, if a thin, flat, and perfect elastic plate is subjected to uniaxial in-plane compressive stress, acting directly in the middle plane of the plate thickness, the initial configuration of the plate is such that the out-of-plane deflection, $w$, is zero. In this initial configuration, the applied loading and the resultant stresses are in equilibrium and the relationship between the applied loading and the edge strain is dependent on the restraint provided against in-plane displacement by the edges parallel to the applied loading. As the applied external loading attains a critical value, the work done by the resultant stresses in the flat configuration will supersede the potential energy due to out-of-plane bending of the plate, resulting in an unstable equilibrium and the formation of corrugations or dimples on the plate surface. By transforming into a non-flat or undulated configuration, some of the compression energy is relieved and the plate achieves a new mode of equilibrium stability such that the potential energy of the system remains the same [1].

The classical theory for describing the governing constitutive equations for a buckled thin plate or, more generally, for a thin shell is generally defined based on the Kirchoff-Love two-
dimensional thin shell concept [2] developed over a hundred years ago. According to the Kirchoff-Love assumption, plane sections remain plane and perpendicular to the middle surface after deformation hence, the effects of transverse shear strains are neglected and the angle of rotation of the cross-section is taken as the first derivative of the vertical displacement.

If a small element is cut out from the plate and, the curvature, \( \kappa \), of the deformed element due to bending action is given by [3]:

\[
\kappa = \frac{\partial}{\partial s} \left( \frac{\partial w}{\partial s} - y_s \right)
\]  

(3-1)

where \( s \) represents the direction tangential to the middle surface in either the \( x \)- or \( y \)-direction and \( z \) represents the direction along the thickness of the plate.

Since the transverse shear deformations are neglected, the components of curvature are defined as:

\[
\kappa_x = \frac{\partial^2 w}{\partial x^2} \quad \kappa_y = \frac{\partial^2 w}{\partial y^2} \quad \text{and} \quad \kappa_{xy} = \frac{\partial^2 w}{\partial x \partial y}
\]  

(3-2)

Once a plate buckles, the out-of-plane deflection ceases to be negligible and small deformation assumptions are no longer applicable to describe the load-end shortening relationship of the plate. The following set of nonlinear partial differential equations, proposed by von Kármán, are therefore required to describe the large deflections in the plate [4]:

\[
\nabla^4 \Phi = E \left[ \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2 - \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 w}{\partial y^2} \right]
\]  

(3-3)

\[
\nabla^4 w = \frac{t}{D} \left( \frac{\partial^2 \Phi}{\partial y^2} \frac{\partial^2 w}{\partial x^2} - 2 \frac{\partial^2 \Phi}{\partial x \partial y} \frac{\partial^2 w}{\partial x \partial y} + \frac{\partial^2 \Phi}{\partial x^2} \frac{\partial^2 w}{\partial y^2} \right)
\]  

(3-4)

where \( t \) represents the thickness of the plate, \( \Phi \) represents Airy’s stress function, and \( D \) is the flexural rigidity of the plate given by:
\[ D = \frac{Et^3}{12(1 - v^2)} \]  

(3-5)

where \( E \) is Young’s modulus and \( v \) is the Poisson’s ratio.

The in-plane resultant stresses may be expressed in terms of the Airy stress function as:

\[ N_x = t \frac{\partial^2 \Phi}{\partial y^2} \quad ; \quad N_y = t \frac{\partial^2 \Phi}{\partial x^2} \quad ; \quad N_{xy} = t \frac{\partial^2 \Phi}{\partial x \partial y} \]  

(3-6)

where \( N_x \) and \( N_y \) are the normal membrane forces per unit width and \( N_{xy} \) is the shearing membrane force per unit width.

Assuming non-existence of body forces acting in the plate, a projection of the normal membrane forces in the \( x \)- and \( y \)-directions yields the following equations of equilibrium:

\[ \frac{\partial N_x}{\partial x} + \frac{\partial N_{yx}}{\partial y} = 0 \]  

(3-7)

\[ \frac{\partial N_y}{\partial y} + \frac{\partial N_{xy}}{\partial x} = 0 \]  

(3-8)

The bending moment resultants \( (M_x \) and \( M_y) \) and the twisting moment resultant \( (M_{xy}) \) are obtained by integrating the stresses over the thickness of the plate (neglecting the effect of shearing forces on the curvature of the plate) to obtain:

\[ M_x = \int_{-t/2}^{t/2} \sigma_x z dz = -D \left( \frac{\partial^2 w}{\partial x^2} + v \frac{\partial^2 w}{\partial y^2} \right) \]  

(3-9)

\[ M_y = \int_{-t/2}^{t/2} \sigma_y z dz = -D \left( \frac{\partial^2 w}{\partial y^2} + v \frac{\partial^2 w}{\partial x^2} \right) \]  

(3-10)

\[ M_{xy} = M_{yx} = \int_{-t/2}^{t/2} \tau_{xy} z dz = \int_{-t/2}^{t/2} \tau_{yx} z dz \]  

(3-11)
Assuming a distributed lateral load, \( q \), to be acting perpendicular to the middle plane of the plate, and taking the moment of all the forces acting on the plate with respect to the \( x\)- and \( y\)-axis, as well as the projections of all the forces on the \( z\)-axis, the following equation of equilibrium is obtained:

\[
\frac{\partial^2 M_x}{\partial x^2} - \frac{2 \partial^2 M_{xy}}{\partial x \partial y} + \frac{\partial^2 M_y}{\partial y^2} + q = 0
\]  \hspace{1cm} (3-12)

Substituting Eqs. (3-9) - (3-11) in Eq. (3-12) and adding the normal membrane forces to the equilibrium equation (neglecting higher order quantities) yields:

\[
\frac{\partial^4 w}{\partial x^4} + 2 \frac{\partial^4 w}{\partial x^2 \partial y^2} + \frac{\partial^4 w}{\partial y^4} = \frac{1}{D} \left( q + N_x \frac{\partial^2 w}{\partial x^2} + 2 N_{xy} \frac{\partial^2 w}{\partial x \partial y} + N_y \frac{\partial^2 w}{\partial y^2} \right)
\]  \hspace{1cm} (3-13)

The inherent difficulty in obtaining the exact solution to the above equation makes it imperative for approximate solutions to be formulated by assuming functions for the displacements. The functions contain arbitrary parameters and the approximate solution is determined by deriving the values of the parameters.

To obtain a realistic or reasonably approximate representation of the stress distribution experienced in actual plates used for engineering applications, it is important that the boundary conditions applied for obtaining the solution to the theoretical expression in Eq. (3-13) must agree with the typical edge conditions of the respective application. A commonly used model for assessment of the critical buckling stress of flat rectangular plates, especially in offshore and marine structures, is a perfectly flat plate (as shown in Figure 3-1) which is simply supported on all four sides and subjected to a uniform compressive axial force per unit length in the \( x\)-direction, \( N_x \) [5].
For the general case of simply supported flat plates, the boundary conditions are such that the out-of-plane deflections and normal bending moments are zero at all the edges (AB, BC, CD, and AD). Also, the distributed lateral load, $q$, and the normal membrane forces, $N_y$ and $N_{xy}$ are zero hence, the theoretical expression reduces to:

$$\frac{\partial^4 w}{\partial x^4} + 2\frac{\partial^4 w}{\partial x^2 \partial y^2} + \frac{\partial^4 w}{\partial y^4} = \frac{1}{D} \left( -N_x \frac{\partial^2 w}{\partial x^2} \right)$$

(3-14)

The function, $w(x,y)$ for the out-of-plane deflection across the surface area of the plate, which satisfies the simply-supported boundary conditions, can be assumed as a product of two harmonic functions:

$$w(x,y) = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} w_{mn} \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b}$$

(3-15)

where $m$ and $n$ are the number of half-sine waves in the $x$- and $y$-directions respectively. $a$ and $b$ represent the dimensions of the plate in the $x$- and $y$-directions respectively. The amplitude of the out-of-plane deflection is represented by $w_{mn}$.

By applying the respective boundary conditions at all the edges of the plate, the expression in Eq. (3-14) gives:
\[
\left[ \left( \frac{m \pi}{a} \right)^4 + 2 \left( \frac{m \pi}{a} \right)^2 \left( \frac{n \pi}{b} \right)^2 + \left( \frac{n \pi}{b} \right)^4 \frac{N_x}{D} \left( \frac{m \pi}{a} \right)^2 \right] w_{mn} \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b} = 0 \quad (3-16)
\]

The smallest value of the critical membrane buckling load is obtained for \( n = 1 \) such that only one half-sine wave is formed in the \( y \)-direction, and Eq. (3-16) is therefore simplified as:

\[
(N_x)_{cr} = \pi^2 D \frac{mb}{b^2} \left( \frac{ma}{b} + \frac{a}{mb} \right)^2 \quad (3-17)
\]

The simplified expression is however only valid for cases where the restraint against in-plane displacement of the longitudinal edges (AB and CD) is zero and thus the longitudinal edges are allowed free expansion because of the Poisson effect. Also, due to the interaction between adjoining panels or adjacent plate elements in typical engineering applications, all the edges are assumed to remain straight so that the in-plane displacement does not vary with respect to the length or width of the plate.

Alternatively, the longitudinal edges may be assumed to be restrained against in-plane displacement and as a result, the normal membrane force in the \( y \)-direction, \( N_y \), develops in the transverse direction as follows:

\[
N_y = v N_x \quad (3-18)
\]

where \( v \) represents the Poisson’s ratio. The longitudinal edge restraint introduces a modification to the expression in Eq. (3-17) as follows [6]:

\[
(N_x)_{cr} = \pi^2 D \frac{mb^2}{b^2} \left[ \frac{(mb/a)^2 + n^2}{(mb/a)^2 + vn^2} \right]^2 \quad (3-19)
\]

The inclusion of the longitudinal edge restraint has been observed to have a negligible effect on the buckled shape, the post-buckling behavior, and the ultimate strength of simply supported plates as only the elastic buckling load tends to be primarily affected. The compressive reaction
force that develops in the $y$-direction tends to cause the plate to buckle more easily and hence, reduces the elastic buckling load by a factor of $\frac{3}{4}$ [7].

The expressions in Eqs. (3-17) and (3-19) can be written in a more compact form as:

$$ (N_x)_{cr} = \frac{\pi^2 D}{b^2} k_c $$

where $k_c$ represents the buckling coefficient and is a function of the plate aspect ratio, the wavelength parameter, and the Poisson’s ratio.

The critical buckling load obtained in Eqs. (3-17) and (3-19), is a product of the critical buckling stress, $\sigma_{cr}$, and the thickness of the plate hence, the critical buckling stress can be expressed as:

$$ \sigma_{cr} = \frac{\pi^2 E}{12(1-v^2)} \left(\frac{b}{t}\right)^2 k_c $$

(3-21)

The $b/t$ ratio in Eq. (3-21) indicates the inversely proportional effect and the directly proportional effect of the plate width, $b$, and the plate thickness, $t$, respectively on the buckling resistance of the plate. As the applied compressive axial load is increased and reaches the critical buckling stress of the plate, tensile membrane stresses are generated along the $y$-direction due to the consequent curvature and stretching of the plate upon buckling.

If the plate is idealized as a continuum of longitudinal ($x$-direction) strips and transverse ($y$-direction) ties with finite width, and each of the longitudinal strips is assumed to behave like an individual column on an elastic foundation, the tensile membrane stresses which are developed in the transverse ties will induce a resistance effect against the mid-length out-of-plane deflection of the longitudinal strips depending on the width and thickness of the plate. Thus, a shorter width and/or a larger thickness will increase the buckling resistance of the plate, and vice versa.

Besides, the effect of edge restraint against in-plane displacement on the foregoing formulations, the fixity of the longitudinal and transverse edges, as well as the loading conditions (such as shear loading), also have a significant effect on the buckling resistance of steel plates. A number of studies have indicated that the establishment of a closed form solution for the buckling
coefficient of plates under various loading and support conditions may be complex hence, approximate analytical solutions or empirically-derived expressions become imperative [7,8]. For practical considerations, it is usually desirable that a plate or plated structural element subjected to compressive loading should experience yielding prior to buckling hence, given the relevant loading and support conditions, the limiting value of the width-to-thickness ratio is:

\[
\left( \frac{b}{t} \right)_{\text{lim}} \leq \left[ \frac{\pi^2 E}{12(1 - v^2)} \left( \frac{k_c}{\sigma_y} \right) \right]^{0.5}
\]

where \(\sigma_y\) represents the yield strength of the plate material.

3.3 Critical Buckling Stress for a Perfect Cylindrical Shell

The best-suited procedure for developing the analytical formulations for cylindrical shell stability analysis is based on the well-established Donnell-type shell equations [9 -12]. Consider the long cylindrical shell shown in Figure 3-2 which has a radius, \(R\), and thickness, \(h\). The Donnell equations are formulated based on the following median-surface kinematic relations which define the strain components at any point in the deformed configuration:

\[
\begin{align*}
\varepsilon_x &= \frac{\partial u}{\partial x} + \frac{1}{2} \left( \frac{\partial w}{\partial x} \right)^2, \\
\varepsilon_y &= \frac{\partial v}{\partial y} + \frac{1}{2} \left( \frac{\partial w}{\partial y} \right)^2 + \frac{w}{R}, \\
\gamma_{xy} &= \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \frac{\partial w}{\partial x} \frac{\partial w}{\partial y}, \\
\kappa_x &= -\frac{\partial^2 w}{\partial x^2}, \\
\kappa_y &= -\frac{\partial^2 w}{\partial y^2}, \\
\kappa_{xy} &= -\frac{1}{2} \left( \frac{\partial^2 w}{\partial x \partial y} + \frac{\partial^2 w}{\partial y \partial x} \right)
\end{align*}
\]  (3-23)
where \( x, y \) and \( z \) are the longitudinal, circumferential and radial axes respectively in the mid-thickness layer of the undeformed cylindrical shell while \( u, v \) (\( = R\theta \)), and \( w \) represent the warping, circumferential and flexural displacement components corresponding to the \( x, y \) and \( z \) axes respectively, as illustrated in Figure 3-2. The terms, \( \varepsilon_x, \varepsilon_y \) and \( \gamma_{xy} \) represent the axial, circumferential and \( x-y \) shear strains respectively while \( \kappa_x, \kappa_y \) and \( \kappa_{xy} \) represent the middle surface curvatures along the \( x, y \) and \( x-y \) axes respectively.

The expressions in Eq. (3-23) are essentially the same as the postulations for the extensional and flexural strains in the middle surface of a flat plate, except for the addition of the \( w/R \) term to \( \varepsilon_y \) which is due to the relative change in the circumferential dimension with respect to radial deformation. The additional term to the circumferential strain is derived as:

\[
\varepsilon_y^* = \frac{2\pi(R + w) - 2\pi R}{2\pi R} = \frac{w}{R}
\]

Taking the second derivative of the strain components in Eq. (3-23) and eliminating the torsional and circumferential displacement components, a combination of the resulting expressions yields the following compatibility equation:

\[
\frac{\partial^2 \varepsilon_x}{\partial y^2} + \frac{\partial^2 \varepsilon_y}{\partial x^2} + \frac{\partial^2 \gamma_{xy}}{\partial x \partial y} = \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2 - \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 w}{\partial y^2} - \frac{1}{R} \frac{\partial^2 w}{\partial x^2} \]

The stationary potential energy criterion is employed to represent the following nonlinear differential equations as the governing equations for equilibrium in the post-buckling stage of the cylindrical shell:
\[
\frac{\partial \sigma_x}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} = 0 \\
\frac{\partial \sigma_y}{\partial y} + \frac{\partial \tau_{xy}}{\partial x} = 0
\]

\[
\frac{\partial^2 M_x}{\partial x^2} + 2 \frac{\partial^2 M_{xy}}{\partial x \partial y} + \frac{\partial^2 M_y}{\partial y^2} + h \left( \sigma_x \frac{\partial^2 w}{\partial x^2} + 2 \tau_{xy} \frac{\partial^2 w}{\partial x \partial y} + \sigma_y \frac{\partial^2 w}{\partial y^2} - \frac{\sigma_y}{R} \right) + p = 0
\]

(3-26)

where \( M_x, M_{xy} \) and \( M_y \) are the in-plane bending moments, the terms, \( \sigma_x, \tau_{xy} \) and \( \sigma_y \) represent the membrane stresses initiated in the median surface of the cylindrical shell as a result of the combined action of extensional and flexural strains, and \( p \) represents the applied external pressure.

The resultant membrane stresses and in-plane bending moments are mathematically derived according to Kirchoff-Love’s thin shell theory by summing up the stresses over the thickness of the cylindrical shell. The resultant stresses and moments are related to the strains and curvature changes based on the following isotropic constitutive equations.

\[
\sigma_x = \frac{C}{h} \left( \varepsilon_x + \mu \varepsilon_y \right) \quad M_x = D \left( \kappa_x + \mu \kappa_y \right)
\]

\[
\sigma_y = \frac{C}{h} \left( \varepsilon_y + \mu \varepsilon_x \right) \quad M_y = D \left( \kappa_y + \mu \kappa_x \right)
\]

\[
\tau_{xy} = \frac{C}{2h} \left( 1 - \mu \right) \chi_{xy} \quad \frac{M_{xy} + M_{yx}}{2} = D \left( 1 - \mu \right) \kappa_{xy}
\]

(3-27)

where \( C \) and \( D \) represent the extensional stiffness and flexural rigidity parameters respectively and are derived as:

\[
C = \frac{Eh}{(1 - \mu^2)} \quad ; \quad D = \frac{Eh^3}{12(1 - \mu^2)}
\]

The terms, \( E \) and \( \mu \) represent Young’s modulus of elasticity and the Poisson’s ratio respectively. The in-plane equilibrium equations in Eq. (3-26) can be simultaneously satisfied such that a simpler set of equations are obtained by introducing an Airy stress function (\( \Phi \)) as follows:
\begin{align}
\sigma_x &= \frac{\partial^2 \Phi}{\partial x^2} \\
\sigma_y &= \frac{\partial^2 \Phi}{\partial y^2} \\
\tau_{xy} &= \frac{\partial^2 \Phi}{\partial x \partial y}
\end{align}

(3-28)

By substituting the moment constitutive expressions in Eq. (3-27) into the out-of-plane equilibrium equation in Eq. (3-26), and regrouping the compatibility equations in Eq. (3-26) and the stress constitutive equations in Eq. (3-27) according to the stress functions in Eq. (3-28), the governing equations for a circular cylindrical shell are realized thus:

\begin{align}
\frac{D}{h} \nabla^2 \nabla w - \frac{\partial^2 w \partial^2 \Phi}{\partial x^2 \partial y^2} + 2 \frac{\partial^2 w \partial^2 \Phi}{\partial x \partial y \partial x \partial y} - \frac{\partial^2 \Phi}{\partial x^2} \left( \frac{\partial^2 w}{\partial y^2} - \frac{1}{R} \right) - \frac{p}{h} &= 0 \\
\frac{1}{E} \nabla^2 \nabla^2 \Phi - \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2 + \frac{\partial^2 w \partial^2 w}{\partial x^2 \partial y^2} - \frac{1}{R} \frac{\partial^2 w}{\partial x^2} &= 0
\end{align}

(3-29)

where,

\[ \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \quad ; \quad \nabla^2 \nabla^2 = \frac{\partial^4}{\partial x^4} + 2 \frac{\partial^4}{\partial x^2 \partial y^2} + \frac{\partial^4}{\partial y^4} \]

The derived form of the governing equations makes it possible for the exact solutions of the flexural displacement, \( w \), and the stress function, \( \Phi \), to be obtained by simply solving the two equations in Eq. (3-29) simultaneously. Xue [13] however pointed out that, in practice, such mathematical derivations prove to be complicated and sometimes infeasible hence approximate methods are often employed to obtain required solutions.

Applying the governing equations outlined in Eq. (3-29), the analytical solutions for the special case of a cylindrical shell subjected to a uniform compressive axial load, \( P \), and zero internal or external pressure can be obtained by neglecting end effects and applying the following assumptions for the initial stresses and initial deformation in the pre-buckling state [9,14]:

\[ N_{x0} = \sigma_{x0} h = \frac{P}{2\pi R} \quad , \quad N_{y0} = \sigma_{y0} h = 0 \quad , \quad N_{xy0} = \tau_{xy0} h = 0 \quad , \quad w_0 = \text{constant} \]

yielding,
\[ D \nabla^8 w + \frac{Eh}{R^2} \frac{\partial^4 w}{\partial x^4} + \frac{P}{2\pi R} \nabla^4 \left( \frac{\partial^2 w}{\partial x^2} \right) = 0 \]  

\hspace{1cm} (3-30)

The unknown deflection is represented by a set of functions, each of which satisfies the boundary conditions. Thus, for simply-supported conditions, the solution to the differential equation in Eq. (3-30) assumes the form:

\[ w = \delta_{mn} \sin \left( \frac{m\pi x}{L} \right) \sin \left( \frac{ny}{R} \right) \]  

\hspace{1cm} (3-31)

where \( \delta_{mn} \) is the buckling amplitude, and the number of axial and circumferential half-waves are represented by \( m \) and \( n \) respectively. Substituting the deflection function in Eq. (3-31) into the governing equation in Eq. (3-30) yields:

\[ \left[ \frac{D}{R^2} (\bar{m}^2 + n^2)^4 + \bar{m}^4 (1 - \mu^2)C - \frac{P}{2\pi R} \bar{m}^2 (\bar{m}^2 + n^2)^2 \right] \frac{\delta_{mn}}{R^6} \sin \left( \frac{\bar{m}x}{R} \right) \sin \left( \frac{ny}{R} \right) = 0 \]  

\hspace{1cm} (3-32)

where the dimensionless bucking number, \( \bar{m} = \frac{mR}{L} \). The critical buckling membrane force can be obtained by rearranging Eq. (3-32) thus:

\[ N_{cr} = \frac{P_{cr}}{2\pi R} = \frac{D}{R^2} \frac{(\bar{m}^2 + n^2)^2}{\bar{m}^2} + (1 - \mu^2)C \frac{\bar{m}^2}{(\bar{m}^2 + n^2)^2} \]  

\hspace{1cm} (3-33)

By introducing the dimensionless parameter \( \chi \) where,

\[ \chi_{mn} = \frac{(\bar{m}^2 + n^2)^2}{\bar{m}^2}, \]

and treating \( \bar{m} \) and \( n \) as continuous variables an optimum value of the dimensionless parameter, \( \chi_{opt} \), can be obtained directly by analytical minimization of the critical buckling membrane force in Eq. (3-33) as:

\[ \frac{dN_{cr}}{d\chi_{mn}} = \frac{D}{R^2} - (1 - \mu^2)C \frac{1}{\chi_{mn}^2} = 0 \]  

\hspace{1cm} (3-34)
Hence:

\[
\chi_{\text{opt}} = \sqrt{\frac{(1 - \mu^2)CR^2}{D}} = \frac{R}{h} \sqrt{12(1 - \mu^2)}
\]

By introducing \( \chi_{\text{opt}} \) into the equation of for the critical buckling membrane force in Eq. (3-33), the classical solution for the critical buckling stress of a simply-supported cylindrical shell subjected to uniform axial compression is derived as:

\[
\sigma_{\text{cr}} = \frac{E}{\sqrt{3(1 - \mu^2)}} \frac{h}{R}
\]

3.4 Considering Plasticity and Anisotropy in Axially-compressed Cylinders: A Brief Overview

For a series of systematic experiments conducted to study the axial buckling and collapse of steel tubes, Kyriakides et al. [15] considered the effect of plastic anisotropy on the critical buckling stress (\( \sigma_c \)), the associated bifurcation strain (\( \varepsilon_c \)), and associated half-wavelength of the buckling mode (\( \lambda_c \)). To derive the analytical formulations for the critical states, they adopted Sanders’ [16] shell kinematics based on the assumptions of small strains and moderately small rotations and represented the anisotropy of the material using Hill’s [17] anisotropic yield function which, for a plane stress, is given as:

\[
\sigma_e = \left[ \sigma_x^2 - \left( 1 + \frac{1}{S_{\theta}^2} - \frac{1}{S_{x}^2} \right) \sigma_x \sigma_\theta + \frac{1}{S_{\theta}^2} \sigma_\theta^2 + \frac{1}{S_{x\theta}^2} \sigma_{x\theta}^2 \right]^{1/2}
\]

where \( \sigma_x \) is the applied axial stress and \( \sigma_\theta \) represents the resultant circumferential stress due to applied internal pressure, derived as: \( \sigma_\theta = \frac{pR}{h} \). The yield stress ratios \( (S_{\theta}, S_r, S_{x\theta}) \) are derived as:
\[ S_\theta = \frac{\sigma_{0\theta}}{\sigma_0} \quad ; \quad S_r = \frac{\sigma_{0r}}{\sigma_0} \quad ; \quad S_{x\theta} = \frac{\sigma_{0x\theta}}{\sigma_0} \]

The yield stress parameters \((\sigma_0, \sigma_{0r}, \sigma_{0\theta})\) represent, respectively, the yield stresses of the material according to the axial, radial and circumferential orientations of the cylindrical shell structure while \(\sigma_{0x\theta}\) is the yield stress under pure shear.

The anisotropic yield function yields the following work compatible measure of the equivalent strain increment:

\[
d\varepsilon^p_e = \sqrt{2} \left[ \frac{1}{S_\theta} (d\varepsilon_x^p)^2 + (d\varepsilon_\theta^p)^2 + \left(1 + \frac{1}{S_\theta} - \frac{1}{S_r^2}\right) d\varepsilon_x^p d\varepsilon_\theta^p \right]^{1/2} \left[ \frac{1}{S_\theta^2} + \frac{1}{S_r^2} - \frac{1}{2} - \frac{1}{2} \left(\frac{1}{S_\theta^2} - \frac{1}{S_r^2}\right)^2 \right]^{1/2}
\]

(3-38)

where \(d\varepsilon_x^p\) and \(d\varepsilon_\theta^p\) represent the resultant axial and circumferential strain increments respectively.

The bifurcation stress of a cylindrical shell subjected to uniform axial compression in the plastic range is associated with an axisymmetric mode of deformation hence, depending on the plasticity model adopted, the critical buckling stress \((\sigma_C)\) and the associated half-wavelength of the buckling mode \((\lambda_C)\) can be obtained as [18 - 20]:

\[
\sigma_C = \frac{h}{R} \left( \frac{C_{11} C_{22} - C_{12}^2}{3} \right)^{1/2} \quad \lambda_C = (\pi^2 Rh)^{1/2} \left( \frac{C_{11}^2}{12(C_{11} C_{22} - C_{12}^2)} \right)^{1/4}
\]

(3-39)

where \(C_{\alpha\beta}\) are the instantaneous material moduli at bifurcation, derived as the respective components of the inverse of the generalized matrix of constitutive equations for the incremental strain-stress relationships. Naturally, with applicable modifications of the constitutive matrix according to the flow and deformation theories of plasticity, the traditional form of the constitutive equations for isotropic J2 flow and deformation theory are obtained when the yield stress ratios \(S_\theta = S_r = 1\) [15]. The bifurcation strain \((\varepsilon_C)\) is calculated incrementally with respect to the critical buckling stress \((\sigma_C)\) and the internal pressure \((p)\), following the stress history [21].
3.5 Conclusions

Derivations of the simplest theoretical formulas have been presented for the critical buckling stress of flat plates and cylinders under pure axial compression. The analytical formulations are derived from first principles, based on the fundamental laws of mechanics, and thus are unable to predict the buckling response beyond the elastic limit of the material. Such classical theories are also not able to account for anisotropic material behavior and geometric imperfections. A brief overview of research efforts which have successfully tackled the material-related limitations of the classical theories for axially-compressed cylinders is presented in Section 2.4. However, the evaluation procedure is inherently complex and requires numerical computation, and is also constrained in application to other loading conditions. Computerized numerical evaluation, based on finite element discretization methodology, is therefore adopted for shell buckling analysis in this study.
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4. EXPRESSION OF A GENERIC FULL-RANGE MATERIAL MODEL FOR STRESS-STRAIN CHARACTERIZATION OF PIPELINE STEELS AND OTHER METALLIC MATERIALS USING THE PRODUCT-LOG (OMEGA) FUNCTION

This chapter is derived from the combination of two published conference proceedings:


4.1 Abstract

Steel pipelines are subjected to a variety of complex, and sometimes difficult to predict, loading schemes during the fabrication, installation and operation phases of their lifecycles. Consequently, the mechanical behavior of steel pipelines is not only influenced by the steel grade but also by the loading history of the pipe segments. Due to the resultant intricacies of the nonlinear load-deformation behavior of pipelines, adequate numerical analysis techniques are usually required for simulation of pipelines under different loading schemes. The validity of such numerical simulations is largely influenced by the accuracy of the true stress-true strain characterization of the pipeline steels. However, existing stress-strain mathematical expressions, developed for the characterization of metallic materials over the full range of the stress-strain relationship, have been observed to either lose predictive accuracy beyond a limited strain range or, for the more accurate full-range models, are cumbersome due to their requirement of a large number of constituent parameters. This paper presents a relatively accurate and simple true stress-true strain model which is capable of accurately predicting the stress-strain behavior of pipeline steels over the full range of strains. The proposed stress-strain model is characteristically unlike existing stress-strain models as it is essentially defined by a Product-Log function using two proposed parameters, and is capable of capturing a reasonable approximation of the yield plateau in the stress-strain curve. To validate the proposed model, curve-fitting techniques are employed for comparison to experimental stress-strain data obtained from cryogenic tensile tests of three different metallic materials; 300 series austenitic stainless steel (AISI 304L), 5000 (Al–Mg) series aluminum alloy (AA5083), and nickel steel alloy (Invar steel-FeNi36). Curve-fitting techniques are also employed for comparison to experimental data of the stress-strain behavior of different pipeline steel grades (X52 – X100). Using the proposed model, excellent approximations of the nonlinear load-deformation behavior of the tested specimens are observed over the full range of the true stress-true strain relationship. Furthermore, the applicability of the proposed model is validated by means of a proposed parametric procedure for predicting the ultimate compressive strength of shell elements using representative numerical plate models subjected to uniform axial compression.
Nomenclature

$\varepsilon_{0.2}$  plastic strain corresponding to the offset yield strength
$\varepsilon$    true strain
$\varepsilon_p$  strain at the intersection of a yielding platform and initial strain-hardening portion
$\varepsilon_{pl}$ corresponding strain at proportionality limit of Ndubuaku model
$\varepsilon_{p,u}$ ultimate plastic strain
$\varepsilon_R$  Ndubuaku model strain ratio
$\varepsilon_u$ ultimate total strain
$E$  Young’s modulus
$E_o$ initial elastic modulus
$E_{o,T}$ initial elastic modulus of temperature-altered stress-strain curve at the 0.2% proof stress
$E_{y,T}$ tangent modulus of temperature-altered stress-strain curve at the 0.2% proof stress
$f_T$  applied stress of temperature-altered stress-strain curve
$f_{UT}$ ultimate tensile stress of temperature-altered stress-strain curve
$f_{YT}$ 0.2% proof stress of temperature-altered stress-strain curve
$H_{NM}$ Ndubuaku model heel constant
$H_{RO}$ Ramberg-Osgood model constant
$K_{NM}$ Ndubuaku model knee constant
$m$  second-stage strain-hardening exponent
$m_T$  second-stage strain-hardening exponent of temperature-altered stress-strain curve
$n$  strain-hardening exponent
$n_T$  strain-hardening exponent of temperature-altered stress-strain curve
$n_{RO}$ Ramberg-Osgood strain-hardening exponent
$\sigma_{0.01}$ 0.01% proof stress
$\sigma_{0.2}$ 0.2% proof stress
$\sigma$  true stress
$\sigma_e$ proportionality limit of Zhang and Alam model
$\sigma_{pl}$ proportionality limit of Ndubuaku model
$\sigma_R$  Ndubuaku model stress ratio
$\sigma_u$ ultimate tensile strength
\[ \sigma_y \] yield strength

ARB Accumulative roll bonding

IA Intercritical annealing

LNG Liquefied natural gas

Q&P Quenching and partitioning treatment

ROE Ramberg-Osgood equation

SPD Severe plastic deformation

TRIP Transformation-Induced Plasticity

### 4.2 Introduction

Pipelines have become the most preferred means for transportation of hydrocarbons from natural reservoirs to processing plants, as well as for transportation of processed hydrocarbon fluids from processing plants to energy markets. Due to their excellent chemical and mechanical properties, metallic materials are commonly used for the construction of hydrocarbon pipelines. However, among the extensive variety of metallic materials that exist, steel provides a relative advantage of adequate mechanical reliability and economic feasibility.

Steel is a metallic alloy composed mainly of iron. Although various other elements such as manganese (Mn), silicon (Si), chromium (Cr), niobium (Nb) [formerly columbium (Cb)], molybdenum (Mo), vanadium (V), nickel (Ni), aluminum (Al), and copper (Cu) may also be included in, and affect the properties of, steel the carbon (C) content has the most significant effect on the properties of steel. The strength and hardness of steel increases as the carbon content increases but at the expense of the strength and ductility, which both decrease with an increase in the carbon content.

Steel materials used for the manufacture of pipelines are generally classified as different grades according to their mechanical properties. One of the most commonly used specifications which provides the standards for determination of the suitability of pipe for conveying gas, water, and oil in both the oil and natural gas industries is the API 5L Specification [1]. The specification covers seamless and welded steel pipelines and includes specifications for various pipe-end
configurations: plain-ends, threaded-ends, belled-ends, and pipe-ends prepared for special couplings.

Recent technological advancement and the ever-increasing world energy demand has resulted in the venture of the hydrocarbon industry into more remote oil fields thereby increasing the requirement for pipelines to traverse much longer distances and sustain significantly higher operating temperatures and pressures. The development of higher strength pipeline steel grades over the years has been necessitated and driven by the desire of the hydrocarbon industry for better installation feasibility (based on higher strength-to-weight considerations) and ultimately, lower overall cost of pipeline projects [2].

The capacity of pipelines to withstand the various modes and magnitudes of loading that are experienced during their operational lifecycle is typically assessed either by a stress-based criterion or a strain-based criterion. In considering the burst pressure capacity of pipelines, a stress-based criterion is typically employed as most pipeline design standards are essentially focused on limiting the pipe wall circumferential stress, caused by the operational internal pressure in the pipeline, to the specified minimum yield stress (SMYS) of the pipe material. On the other hand, pipelines may experience external overpressures when installed in ultra-deep subsea environments; in which case, the shell buckling characteristics of the pipe need to be considered in the design of such pipelines. Besides circumferentially-exerted compressive loads due to external overpressure in pipelines, shell-type buckling in pipelines may also be induced by longitudinally-exerted compressive loads; caused by large ground motion due to fault movements, landslides, permafrost melting and soil liquefaction [3–6]. Strain-based design criteria are typically employed in the design of pipelines against shell-type buckling and a number of research endeavors have resulted in various design equations for predicting the compressive strain capacity (CSC) of pipelines [7–13].

The mechanical behavior of metallic materials is generally characterized by a nonlinear stress-strain relationship typically obtained from the results of an axial tension coupon test carried out in a laboratory-controlled environment. Due to the nonlinearity associated with the load-deformation characteristics of metallic materials, an appropriate mathematical expression, comprising a number of defining constituent parameters, is usually employed for describing a reasonable approximation of the stress-strain relationship. With the modern-day existence of fast
and efficient computational capability, simulation of the mechanical behavior of materials used in the design and construction of civil engineering structures, and under subjection to several loading configurations, is easily achieved using a variety of numerical evaluation tools. To ensure the accuracy of computational simulations, it is however imperative that the constitutive equation used to describe the mechanical behavior of materials is robust and precise.

Stress-strain material characterization of pipe materials, as well as almost every other industrially-applied metallic material, is typically achieved using a mathematical expression which is able to capture the nonlinear relationship between the stress and strain values obtained from a typical uniaxial tensile coupon test. The Ramberg-Osgood equation (ROE), developed in 1943 [14], employs a simple power law approach which expresses the strain as a function of the stress and is governed by two material constants (the 0.2% proof stress $\sigma_{0.2}$ and the initial elastic modulus $E_0$) and one model constant (the strain-hardening exponent, $n$). The ROE has been widely-adopted for many civil engineering applications, however, several researchers have observed the ROE to lose predictive accuracy beyond a limited strain range; especially for materials which exhibit significant or non-gradual strain-hardening characteristics (e.g., high-strength steel) beyond the proportionality limit stress. In a bid to improve the predictive accuracy of the ROE, a number of modified stress-strain expressions have been subsequently put forward by several researchers. Most of the modified expressions are however designed to capture the tensile stress-strain behavior of metallic materials at room temperature [14–19].

It is generally desirable that the mathematical expressions used to describe the stress-strain behavior of metallic materials are versatile enough such that the model parameters can be easily adjusted to define the changes in the stress-strain curve due to temperature- and strain rate-induced microstructural alterations. However, there are some important limitations associated with existing stress-strain models: the simpler models lack the desired robustness and accuracy for defining a wide range of stress-strain behaviors, and the applicability of more advanced models is hampered by the large number of constituent parameters required for improved accuracy.

This research is therefore focused on presenting a newly-developed mathematical expression which possesses the much-desired simplicity similar to the ROE, and additionally offers a significant improvement of the predictive accuracy of the stress-strain approximation over the
full-range of strains; even in materials which exhibit a well-defined yield plateau. The novel stress-strain curve model is also capable of providing an accurate approximation of the stress-strain behavior of metallic materials at different temperatures and strain rates, as demonstrated in this paper.

4.3 Effect of Microstructural Properties on Mechanical Response

With the development and application of various microstructure-transformation techniques, attempts have been made over the years to improve the ductility, strength properties, and strength-to-weight ratio characteristics of metallic materials. The chemical composition and thermo-mechanical processing route, which are the most influential factors of the resulting microstructure of metals, are invariably considered in the material selection process; which involves the determination of the appropriate combination of desired mechanical properties (strength, hardness, toughness, ductility, fatigue resistance, etc.) and non-mechanical properties (formability, wear resistance, corrosion resistance, machinability, weldability, etc.) for each specific civil engineering application [20].

Steels and cast irons are the most commonly used materials for the design and construction of civil engineering structures and their microstructural constituents (austenite, bainite, cementite, ferrite, martensite, and pearlite), as well as the multiphase character of their microstructure can be systematically manipulated or altered to yield desired performances for various structural applications [21]. According to Zhao et al. [22], the Transformation Induced Plasticity (TRIP) concept has been used in automotive applications for many years and has recently begun to receive much attention due to excellent improvements obtained in the outstanding combination of ductility and strength of steels. TRIP techniques include processes such as intercritical annealing (IA), severe plastic deformation (SPD), quenching and partitioning treatment (Q&P), accumulative roll bonding (ARB), bimodal grain size distribution, etc. [23–28].

A good illustration of the effect of thermo-mechanical processes on the mechanical behavior of metallic materials is given by Curtze et al. [29] in their study on the dependence of the mechanical behavior of Dual Phase (DP) steels and TRIP steels on temperature and strain rate: while both DP and TRIP steels comprise multiphase microstructures, DP steels are obtained by
intercritical annealing followed by quenching to room temperature in order to transform the ferrite/austenitic microstructure to martensite, while TRIP steels are obtained by inducing an isothermal hold below the bainite start temperature during cooling from the intercritical annealing temperature. Consequently, DP steels typically possess a two-phase ferritic-martensitic microstructure whereas the microstructure of TRIP steels is characterized by an embedment of bainite, martensite, and retained austenite in a continuous ferrite matrix. They explain that the soft ferritic phase associated with DP and TRIP steels is the main factor responsible for their characteristic low yield strengths whereas the hard martensite and bainite constituents dispersed in the ferrite matrix are responsible for high ultimate strength and strain-hardenability.

Thermo-mechanical loading in the operational phase of a material’s lifecycle also affects the deformability of polycrystalline materials, such as metals and metallic alloys, and is a direct consequence of microstructural gliding dislocation and grain boundary characteristics. Therefore, under subjection to loading, the mechanical behavior of metallic materials is significantly affected by temperature and strain rate: the effect of thermal energy makes it easier for gliding dislocations to occur thereby decreasing the strength with increasing temperature and, on the other hand, development of various interfacial slip-resisting mechanisms causes an increase of the strength with increasing strain rate [21,30].

After exposure to either cryogenic or elevated temperatures, significant alterations occur to the mechanical behavior of metallic materials and past research has indicated that the behavior of structures is usually very complex either when using precooled or preheated materials or when using materials in environments with temperatures significantly above or below ambient temperature. The load-deformation characteristics of structural elements and components have been determined to be highly sensitive to the stress-condition relative to the affected mechanical properties. A few researches have been carried out to study the effects of high and low temperatures on the stress-strain behavior of various metallic materials and a number of constitutive stress-strain equations have been developed for structural analysis and design purposes [31–35].
4.4 Stress-strain Material Characterization

The mechanical behavior of steel is generally represented by a stress-strain curve; which is typically characterized by a nonlinear relationship between the so-called “nominal” (or engineering) stress and strain values obtained from the results of a standard uniaxial tension coupon test of a material specimen.

The nominal stress values are established using the original cross-section area of the specimen while the nominal strain values are determined as the average strain over the originally specified gauge length. The nominal (or so-called “engineering”) stress and strain values obtained directly from the coupon test experiments do not portray a realistic representation of the load-deformation process, especially at high levels of axial deformation, due to non-consideration of the simultaneous changes in geometric dimensions alongside axial deformation and development of non-uniform stress-strain distributions [36]. For practical applications, it is therefore preferable to determine the true stress-true strain relationship from the tensile test based on instantaneous values of the geometric dimensions of the material specimen and gauge length [37,38].

Stress-strain curves are not only indicative of the grade and mechanical behavior of the steel used in the manufacture of the tested specimen but they are also significantly influenced by the method of manufacture or fabrication of the parent structure from which the specimen is obtained. The metal grade generally determines the yield strength and the ultimate tensile strength of the material, while the shape of the stress-strain curve is more significantly affected by the method of manufacture and/or fabrication conditions. The stress-strain curve of some materials, such as mild or low-strength carbon steel, is characterised by a linear elastic portion, a well-defined yield plateau, and a subsequent strain-hardening region, while some other materials, such as stainless steels and high-strength steels, generally exhibit a “round-house” stress-strain curve shape without any distinct yield plateau [11].

Besides the strength properties (yield strength and ultimate tensile strength), stress-strain curves are also commonly used as a basis for the determination of other properties, such the elastic deformation properties (Young’s modulus), ductility properties (elongation and reduction of area) and other characteristics (strain-hardening and necking) [39].
A sketch of the typical engineering stress-strain curve of a metallic material, superimposed with a true stress-true strain curve, is presented in Figure 4-1. A comparison of the engineering stress-strain curve (bold line) and the true stress-true strain curve indicates that they both coincide up to the point of yielding, and become substantially divergent beyond the point of yielding. Also, there exists a characteristic decrease in the slope of the engineering stress-strain curve once the ultimate tensile strength of the material is attained whereas the slope of the true stress-true strain curve continues to increase up to the point of fracture. Since the engineering stress and engineering strain data is directly obtained from experimental force and deformation data, the engineering stress-strain data bears a close resemblance to the force-deformation curve; the only difference being the range and magnitude of the axis dimensions [40].

The validity of the true stress-true strain material characterization of pipeline steel only exists prior to the onset of necking (when deformation is isochoric). At the onset of necking, a complex tri-axial stress state develops in the specimen and the resultant radial stresses and hoop stresses increase the longitudinal stress required to cause the plastic flow. Hence the true stress values, which are calculated based on the minimum cross-sectional area at the neck, become invalid [36].

![Figure 4-1: Typical stress-strain curve.](image)

As previously stated, accurate numerical modeling of the mechanical behavior of various metallic materials requires the implementation of a suitable analytical model for true stress-true strain material characterization. The proposed true stress-true strain model in this paper offers the advantage of a more simplified, and yet accurate, stress-strain formulation compared to existing
models. However, due to analytical complications and practical uncertainties, the proposed model does not consider the stress-strain behavior beyond the strain-hardening region.

4.5 Review of Existing Stress-strain Equations

The power-law approach provides a feasible option for mathematical representation of the nonlinearity associated with the stress-strain behavior of metallic materials hence many of the earliest stress-strain curve equations, as well as the subsequent modifications, are essentially based on an expression of the stress as a power function of the strain or vice versa [14,41,42]. The Ramberg-Osgood equation was originally formulated for approximation of the stress-strain behavior of aluminum alloys and was subsequently extended for other materials such as stainless-steel alloys [43]. Most of the subsequent stress-strain model developments and modifications are similarly based on the power law form of the ROE, which is essentially described by the expression:

\[ \varepsilon = \frac{\sigma}{E_0} + K \left( \frac{\sigma}{E_0} \right)^n \]  

(4-1)

where the true stress (\(\sigma\)) and true strain (\(\varepsilon\)) relationship is described based on the initial elastic modulus, \(E_0\), and two model constants, \(K\) and \(n\).

Hill [44] proposed the earliest modification of the ROE by describing the stress-strain relationship using three material parameters (\(E_0\), \(\sigma_{0.2}\), and \(\varepsilon_{0.2}\)) and only one model constant, \(n_{RO}\):

\[ \varepsilon = \frac{\sigma}{E_0} + \varepsilon_{0.2} \left( \frac{\sigma}{\sigma_{0.2}} \right)^{n_{RO}} \]  

(4-2)

The model constant, \(n_{RO}\), represents the strain-hardening exponent, which is sometimes referred to as the Ramberg-Osgood ‘knee’ parameter; as its value controls the sharpness or convexity of the stress-strain curve. The parameter, \(\sigma_{0.2}\), represents the 0.2\% proof stress. \(\varepsilon_{0.2}\), is generally
determined as the value of the plastic strain corresponding to the offset yield strength, $\sigma_{0.2}$ (taken as 0.002), and $E_o$ is the initial Young’s modulus.

The strain-hardening exponent may be derived from the 0.2% and 0.01% proof stresses ($\sigma_{0.2}$ and $\sigma_{0.01}$ respectively) as follows:

$$n_{RO} = \frac{\ln(20)}{\ln(\sigma_{0.2}/\sigma_{0.01})}$$

(4-3)

As previously indicated, a considerable amount of research studies over the years have observed that the ROE tends to lose accuracy and overestimate the stress corresponding to values of strain higher than approximately 0.002. A series of notable attempts to overcome the setback in the ROE are briefly presented.

A slightly modified version of the ROE is expressed by API 579-1/ASME FFS-1 [45] as follows:

$$\varepsilon = \frac{\sigma}{E_o} + \left(\frac{\sigma}{H_{RO}}\right)^{\frac{1}{n_{RO}}}$$

(4-4)

Where multiple data points for a stress-strain curve are provided, the constants ($H_{RO}$ and $n_{RO}$) are derived using curve-fitting regression techniques otherwise, where only the yield strength ($\sigma_y$) and ultimate tensile strength ($\sigma_u$) are known, the constants are obtained (for the range $0.02 \leq \sigma_y/\sigma_u \leq 1.0$) as follows:

$$n_{RO} = \frac{1 + 1.3495 \left(\frac{\sigma_y}{\sigma_u}\right) - 5.3117 \left(\frac{\sigma_y}{\sigma_u}\right)^2 + 2.9643 \left(\frac{\sigma_y}{\sigma_u}\right)^3}{1.1249 + 11.0097 \left(\frac{\sigma_y}{\sigma_u}\right) - 11.7464 \left(\frac{\sigma_y}{\sigma_u}\right)^2}$$

(4-5)

$$H_{RO} = \frac{\sigma_u \exp[n_{RO}]}{n_{RO}^{n_{RO}}}$$

(4-6)

Macdonald et al. [16] carried out extensive tensile testing of stainless-steel specimens and proposed a modification of the ROE such that the strain-hardening exponent is described as a
function of the stress; in which case, the value of the strain-hardening exponent is increased for higher values of strain.

Olsson [46] opined that the stresses beyond the 2% proof stress, $\sigma_{0.2}$, can be approximated as a straight line on the stress-strain curve hence, the ROE can be applied for estimation of stresses corresponding to the range of strains less than the 2% total strain, $\varepsilon_{t,2.0}$.

Mirambell and Real [17] determined that the accuracy of the original form of the ROE is only applicable up to the 0.2% proof stress, beyond which a modified form of the ROE can be applied by linear transformation of the stress-strain reference point. The modified expression for the portion of the stress-strain curve beyond the 0.2% proof stress, was further simplified by Rasmussen [43] such that a lesser number of parameters are required to define the stress-strain curve as follows:

$$\varepsilon = \frac{\sigma - \sigma_{0.2}}{E_{0.2}} + \varepsilon_u \left(\frac{\sigma - \sigma_{0.2}}{\sigma_u - \sigma_{0.2}}\right)^m + \varepsilon_{0.2} \quad \text{for} \quad \sigma_{0.2} < \sigma \leq \sigma_u$$

(4-7)

where $E_{0.2}$ represents the tangent modulus of the stress-strain curve at $\sigma_{0.2}$.

Furthermore, equations for the second-stage strain-hardening exponent, $m$, the ultimate strain, $\varepsilon_u$, and the ultimate strength, $\sigma_u$, were developed using the three basic ROE parameters:

$$m = 1 + 3.5 \frac{\sigma_{0.2}}{\sigma_u}$$

(4-8)

$$\varepsilon_u = 1 - \frac{\sigma_{0.2}}{\sigma_u}$$

(4-9)

$$\frac{\sigma_{0.2}}{\sigma_u} = \begin{cases} 0.2 + 185 \frac{\sigma_{0.2}}{E_o} & (\text{for austenitic and duplex alloys}) \\ 0.2 + 185 \frac{\sigma_{0.2}}{E_o} & (\text{for all stainless steel alloys}) \\ 1 - 0.0375(n_{RO} - 5) & \end{cases}$$

(4-10)

In an attempt to further improve the accuracy of the ROE and extend its applicability to the compressive stress-strain behavior of cold-formed stainless steel sections, Gardner and Nethercot [19] proposed a modification to the Mirambell-Real and Rasmussen models such that the
ultimate stress, $\sigma_u$, and the ultimate strain, $\varepsilon_u$, are both replaced by the proof stress corresponding to a 1% plastic strain, $\sigma_{1.0}$ and the total strain at the 1% proof stress, $\varepsilon_{t,1.0}$ respectively.

More complex multi-stage extensions of the ROE have also been proposed by a number of researchers. Quach [47] proposed a three-stage stress-strain model which was essentially derived as a combination of: (1) the original form of the ROE (for stresses and strains below the 0.2% proof stress), (2) a modified form of Gardner and Nethercot’s formulation (for stresses and strains between the 0.2% proof stress and the 2.0% proof stress) and, (3) the Olsson’s straight-line approximation (for stresses and strains between the 2.0% proof stress and the ultimate stress). Mirambell and Real’s concept was employed by Hradil et al. [48] to formulate a multistage stress-strain model, whereby the stress-strain curve is divided into a desired number of segments and the approximation of the stress-strain behavior for each segment is determined using the initial tangent modulus of elasticity ($E_i$), stress ($\sigma_i$), plastic strain ($\varepsilon_{p,i}$), and the nonlinearity coefficient ($n_i$) for each segment.

One of the most recent and versatile stress-strain models, developed by Zhang and Alam [49], was specifically proposed to describe the stress-strain behavior of steel sheet materials that exhibit a relatively long yield plateau. The Zhang-Alam model is an expanded Ramberg-Osgood model expressed as:

$$\varepsilon = \begin{cases} \frac{\sigma}{E} & 0 \leq \sigma \leq \sigma_e \\ \frac{\sigma}{E} + k_1 \left(\frac{\sigma}{E}\right)^{n_1} & \sigma_e < \sigma \leq f_y \\ \varepsilon_y + \frac{(\sigma - f_y)}{\alpha E} & f_y < \sigma \leq \sigma_p \\ \frac{\sigma}{E} + k_2 \left(\frac{\sigma}{E}\right)^{n_2} & \sigma > \sigma_p \end{cases}$$ (4-11)

where $\sigma$, $\varepsilon$, and $E$ represent the true stress, true strain, and Young’s modulus respectively. $f_y$ represents the lower yield strength and $\varepsilon_y$ represents the strain at $f_y$. $\sigma_e$ is the proportional limit; described by the point where the relative difference between the R-O stress and the linear stress is larger than 0% but less than or equal to 0.5%. $\alpha$ is a coefficient multiplied with $E$ which
represents the slope of the yielding platform. $\varepsilon_p$ represents the strain at the intersection of a yielding platform and initial strain-hardening portion. $n_1$, $n_2$, $k_1$, and $k_2$ are the model constants derived by equations described in Zhang and Alam [49].

The two-stage approach proposed by Mirambell and Real [17] and Rasmussen [43] was extended by Chen and Young [32] to the stress-strain characterization of stainless-steel types EN 1.4462 (Duplex) and EN 1.4301 (AISI 304) at temperatures ranging from $20^\circ$C to $1000^\circ$C:

$$
\varepsilon_T = \begin{cases} 
\frac{f_T}{E_{0,T}} + 0.002 \left( \frac{f_T}{f_{y,T}} \right)^{n_T} & \text{for } f_T \leq f_{y,T} \\
\frac{f_T - f_{y,T}}{E_{y,T}} + \varepsilon_{u,T} \left( \frac{f_T - f_{y,T}}{f_{u,T} - f_{y,T}} \right)^{m_T} + \varepsilon_{y,T} & \text{for } f_T > f_{y,T}
\end{cases}
$$

where $f_T$, $f_{u,T}$, and $f_{y,T}$ represent the stress, the ultimate stress, and the 0.2% proof stress at the temperature $T$ (in $^\circ$C) respectively. $\varepsilon_T$, $\varepsilon_{u,T}$, and $\varepsilon_{y,T}$ represent the strain, the strain corresponding to ultimate stress, and the strain corresponding to proof stress at the temperature $T$ (in $^\circ$C) respectively. $E_{0,T}$ is the initial elastic modulus at the respective temperature $T$ (in $^\circ$C) and the tangent modulus of the temperature-altered stress-strain curve at the 0.2% proof stress, $E_{y,T}$ is derived as:

$$
E_{y,T} = \frac{E_{0,T}}{1 + 0.002 n_T \frac{E_{0,T}}{f_{y,T}}}
$$

and the first-stage strain-hardening exponent, $n_T$ and the second-stage strain-hardening exponent, $m_T$ are both derived as:

$$
n_T = 6 + 0.2\sqrt{T}
$$

$$
m_T = \begin{cases} 
5.6 - \frac{T}{200} & \text{(for stainless steel type EN 1.4462)} \\
2.3 - \frac{T}{200} & \text{(for stainless steel type EN 1.4462)}
\end{cases}
$$
Chen and Young [32] determined that the temperature-altered material properties (the 0.2% proof stress, $f_{y,T}$; the initial elastic modulus, $E_{0,T}$; the ultimate stress, $f_{u,T}$; and the ultimate strain, $\varepsilon_{u,T}$) can be expressed as the following function of the temperature:

$$\frac{P_T}{P_N} = A_T - \frac{(T - B_T)^{D_T}}{C_T}$$  \hspace{1cm} (4-16)

where $P_N$ and $P_T$ represent the value of any of the four above-listed material properties at the normal room temperature and the temperature-altered value respectively, and the coefficients $A_T$, $B_T$, $C_T$, and $D_T$ are empirically obtained from the results of the experiment.

Based on the constitutive model (BP model) developed by Bodner and Partom [50] for representing time-dependent phenomena such as viscoplasticity and inelastic creep behavior, Park et al. [33] studied the effect of temperature and strain rate on - and proposed a unified constitutive equation for - the nonlinear material behavior of AISI 300 series ASS, aluminum alloy, and nickel steel alloys. To account for the effect of microstructural phase transformation on the plastic deformation characteristics of the material, the strain-hardening rate and the strain-rate sensitivity are directly used as the material parameters. The BP model does not explicitly incorporate the yield function but is observed to be capable of expressing the yield phenomenon of materials [34].

The BP model expresses the total strain rate, $\dot{\varepsilon}_{ij}$, as a sum of the elastic strain rate, $\dot{\varepsilon}_{ij}^e$, and the inelastic strain rate, $\dot{\varepsilon}_{ij}^p$:

$$\dot{\varepsilon}_{ij}^p = D_o \exp\left\{-\frac{1}{2}\left(\frac{Z}{\sigma_{eff}}\right)^{2N}\right\}\sqrt{3}S_{ij} \frac{\sigma_{eff}}{\sigma_{eff}}$$  \hspace{1cm} (4-17)

where $\sigma_{eff}$ and $S_{ij}$ represent the effective stress and deviatoric stress respectively. $D_o$, $N$ and $Z$ are the internal parameters: $D_o$ sets the maximum limit for the strain rate predicted by the model and $N$ controls the strain rate sensitivity. The strain-hardening behavior of the material is controlled by $Z$ which is derived, for the case of isotropic hardening, as:
\[ Z = Z_1 + (Z_0 - Z_1) \cdot \exp(-mW_p) \quad (4-18) \]

\( Z_0, Z_1, \) and \( m \) control the yield stress, saturation of stress, and the slope of the hardening curve respectively. The plastic work, \( W_p \) is derived as:

\[ W_p = \int dW_p = \int \sigma_{ij}d\varepsilon_{ij}^p \quad (4-19) \]

The Mirambell-Real and Rasmussen models adopted by Chen and Young for material characterization at elevated temperatures and the modifications applied to the BP model by Park et al. exhibit advanced capabilities for stress-strain curve approximation over the full range of strains for a wide range of applications. Zhang and Alam’s expanded R-O model was also observed to perform well in approximating the stress-strain curve of steel sheet materials with well-defined yield plateau; with errors beyond the proportional limit < 5%. However, as is observable from the above-presented expressions, the applicability of the proposed models is limited by the associated complexity and numerous constituent parameters.

As detailed above, review of existing stress-strain models reveals the existence of the following limitations:

1. The prediction of corresponding stresses for strains beyond 0.2% total strain may sometimes be underestimated, especially for compression coupon tests.
2. None of the existing models is capable of providing a reasonable approximation of the yield plateau in materials that exhibit a well-defined yield point.
3. Every attempt to improve the predictive accuracy of the existing stress-strain model is observed to be accompanied with a corresponding decrease in the simplicity of the stress-strain formulation.

The proposed true stress-true strain model, herein referred to as the ‘Ndubuaku model’, has been formulated as a mathematical expression which can provide an exact approximation of the yield-to-tensile ratio for various metallic materials and hence, address the problem of loss of correspondence between the model-approximated stress values and the experimentally-obtained stresses, especially at the ultimate strain, as commonly observed in existing stress-strain models.
The proposed model also has the additional advantage of providing a realistic estimation of the stress-strain behavior of yield-plateau-type (YPT) materials. The motivation for the proposed model in this study is the development of a stress-strain curve model which is capable of providing a reasonable approximation of both continuous hardening-type stress-strain curves and yield plateau-type stress-strain curves.

4.6 Description of the Proposed Stress-strain Model

The concept behind the formulation of the ‘Ndubuaku model’ is the normalization of the full stress range and the full strain range of the stress-strain curve such that the exact magnitudes of the values of the stress and strain at any specified reference points are preserved. For simplicity, the proposed model is herein presented to estimate the corresponding stresses over the full range of strains for two segments of the stress-strain curve:

(1) The first segment is the linear elastic portion of the curve and is defined by the initial modulus of elasticity of the material, \( E_0 \), up to the proportionality limit stress.

(2) The second segment of the stress-strain curve is characterized by a nonlinear stress-strain relationship from the proportionality limit stress and strain up to the ultimate stress and strain, and is defined using the mathematical expression of the proposed model.

The definition of the first segment implies that for YPT materials, the proportionality limit stress coincides with the actual yield plateau stress, unlike the case of continuous-hardening-type (CHT) materials whereby the yield stress is nominally defined as a 0.2% plastic strain or 0.5% total strain offset.

A total of four material parameters and two model constants are required to describe the proposed model, based on the following mathematical expression:

\[
\sigma_R = \varepsilon_R \left( \frac{1}{H_{NM}} \right) K_{NM} \tag{4-20}
\]
where,

\( \sigma_R \) is the stress ratio; which is defined as the ratio of the incremental stress beyond the proportionality limit to the full stress range (the difference between the ultimate stress, \( \sigma_u \), and the proportionality limit stress, \( \sigma_{pl} \)), and is expressed as:

\[
\sigma_R = \frac{\sigma - \sigma_{pl}}{\sigma_u - \sigma_{pl}} \quad (4-21)
\]

\( \varepsilon_R \) is the strain ratio; which is defined as the ratio of the incremental strain beyond the proportionality limit to the full strain range (the difference between the ultimate strain, \( \varepsilon_u \), and the corresponding total strain at the proportionality limit stress, \( \varepsilon_{pl} \)), and is expressed as:

\[
\varepsilon_R = \frac{\varepsilon - \varepsilon_{pl}}{\varepsilon_u - \varepsilon_{pl}} \quad (4-22)
\]

\( K_{NM} \) and \( H_{NM} \) are the model constants; herein referred to as the “knee” parameter and the “heel” parameter respectively.

Due to the nonlinear form of most stress-strain expressions, numerical iterations are sometimes required for inversion of the mathematical formulation. Although the expression of stress as a function of strain may be preferred for certain applications, it may be required, for alternative significance, to present an explicit inverted form of the mathematical expression such that the strain is defined as a function of stress. The inverted form of the proposed expression is formulated using the Product log function (also referred to as the Omega function).

The Product log function is expressed in the following form:

\[ y = xe^x \Leftrightarrow W(y) = x \]

Hence, the closed form inversion of the proposed model is obtained as follows:
\[
\sigma_R = \varepsilon_R \left(1 - \frac{1}{K_{NM}} \right) \\
\ln(\sigma_R) = \ln \left( \frac{\varepsilon_R}{\varepsilon_R} \right) - \frac{1}{K_{NM}} \ln(\varepsilon_R) \\
\ln(\sigma_R) = \frac{1}{K_{NM}} \cdot e^{-\frac{1}{H_{NM}}} \cdot \ln(\varepsilon_R) \cdot \ln(\varepsilon_R) \\
-\frac{1}{H_{NM}} \cdot \ln(\sigma_R) = \frac{1}{K_{NM}} \cdot e^{-\frac{1}{H_{NM}}} \cdot \ln(\varepsilon_R) \cdot \ln(\varepsilon_R) - \frac{1}{H_{NM}} \\
-\frac{1}{H_{NM}} \cdot \ln(\varepsilon_R) = W \left[ -\frac{K_{NM}}{H_{NM}} \cdot \ln(\sigma_R) \right] \\
\varepsilon_R = e^{-H_{NM} \cdot W \left[ -\frac{K_{NM}}{H_{NM}} \cdot \ln(\sigma_R) \right]} \\
\]

The applicability of the proposed expression for describing the typical stress-strain behavior of pipe steel specimens is presented in the following section.

4.7 Methodology for Nonlinear Curve-fitting

Curve-fitting techniques are required to derive the model constants of the proposed stress-strain equation for approximating the shape of the stress-strain curve, given true stress and true strain data experimentally-obtained from a standard axial tension coupon test. The proposed model relies on the determination of the proportionality limit point and the ultimate point, indicated respectively by Point A and Point B in Figure 4-2.
The following procedure should, therefore, be followed for applying a curve-fitting technique to approximate the shape of the stress-strain curve:

1. Obtain the proportionality limit stress and strain values at point A by applying a linearity deviation principle as follows:

\[
\Delta_l(\%) = 100 \times \frac{\varepsilon - \sigma}{\sigma_E} \tag{4-24}
\]

where \(\sigma\) and \(\varepsilon\) represent the incremental stress and incremental strain respectively, and \(E\) is Young’s modulus of elasticity.

2. Determine the ultimate stress and strain values at point B based on the maximum values of the experimental stress and strain data, or at a nominal proof stress and proof strain value.

3. Apply the proportionality limit values and ultimate values to the stress-strain equation.

4. Derive the model parameters using curve-fitting techniques (the “NonlinearModelFit” command in Mathematica is used throughout this research).

The linearity deviation technique makes it easy to handle proportionality limit ambiguities caused by irregularities associated with experimental stress-strain data by specifying an
allowable (and reasonably small) eccentricity between the proportionality limit point and the linear elastic line of the stress-strain curve.

4.8 Validation of Proposed Model (General Application to Metallic Materials)

Park et al. [33,51] explained that the 300 series of austenitic stainless steel (ASS), aluminum alloys, and nickel steel provide high strength and excellent ductility over a wide range of low temperatures hence, they are generally preferred over other metallic materials for cryogenic applications in many industrial fields. In an effort to introduce a robust design scheme for structures used for storing and shipping liquefied natural gas (LNG), they conducted a series of cryogenic tensile tests under various temperatures (110 - 293 K) and strain rates (0.00016 - 0.01 s\(^{-1}\)). The material specimens for the tests were obtained from the three representative types of low-temperature application materials; AISI 304L, AA5083, and Invar steel.

To properly portray the robustness and versatility of the proposed model, the results of the cryogenic tensile tests conducted by Park et al. have been selected for model evaluation. The test matrix for the experiments was designed such that five graduations of temperature (293K, 223K, 153K, 133K, and 110K) were selected, and three strain rates (0.00016s\(^{-1}\), 0.001s\(^{-1}\), 0.01s\(^{-1}\)) were determined as the test variables at each temperature; however, only two arrays of results from the test matrix was utilized for the model evaluation.

The stress-strain data obtained from the results of the experimental studies conducted by Park et al. were converted to the respective true stress and true strain values. However, the portion of the stress-strain curve beyond the ultimate stress (after the onset of necking) was excluded from the model evaluation as it is considered to be practically irrelevant to the applicability of the proposed model. The ultimate stresses (\(\sigma_u\)) used for the model evaluation were taken as the highest values of true stress reported from the experiments, while the ultimate strains (\(\varepsilon_u\)) were taken as the corresponding values of true strain at the respective ultimate stresses.

The proposed model is applied to the stress-strain curve in two segments: the linear elastic portion of the curve is defined by the initial modulus of elasticity of the material, \(E_o\), up to the proportionality limit stress and from the proportionality limit, the nonlinear stress-strain relationship is defined using the proposed expression up to the ultimate limit. Least-squares
curve fitting was used to obtain the best fit between the experimental data points and the model-predicted stress-strain curve by minimizing the sum of the squares of the errors between the model-predicted values and the experimentally-obtained values for each data point. The plots of the model-to-experiment curve-fit evaluations are presented in Figure 4-3 - Figure 4-8.

**Figure 4-3:** Model-to-experiment stress-strain plots for AA5083 at 110K
(strain rate - varied)

**Figure 4-4** Model-to-experiment stress-strain plots for AA5083 at 0.00016/s
(temperature - varied)

**Figure 4-5:** Model-to-experiment stress-strain plots for AISI 304L at 110K
(strain rate - varied)

**Figure 4-6:** Model-to-experiment stress-strain plots for AISI 304L at 0.00016/s
(temperature - varied)
Figure 4-7: Model-to-experiment stress-strain plots for Invar Steel at 110K (strain rate - varied)

Figure 4-8: Model-to-experiment stress-strain plots for Invar Steel at 0.00016/s (temperature - varied)

The R-squared values and values of the model parameters are presented for the strain rate-effect tensile tests and the temperature-effect tensile tests in Table 4-1.

Table 4-1: Model parameters and R2 values for model-to-experiment curve-fit evaluations

<table>
<thead>
<tr>
<th>Material</th>
<th>Model parameters</th>
<th>Strain rate (sec(^{-1}))</th>
<th>Temperature (K)</th>
<th>0.01</th>
<th>0.001</th>
<th>0.00016</th>
<th>293</th>
<th>223</th>
<th>153</th>
<th>133</th>
<th>110</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA 5083</td>
<td>(K_{NM})</td>
<td>2.17</td>
<td></td>
<td>2.79</td>
<td>2.71</td>
<td>2.89</td>
<td>3.25</td>
<td>2.78</td>
<td>2.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(H_{NM})</td>
<td>4.92</td>
<td></td>
<td>3.55</td>
<td>4.26</td>
<td>4.09</td>
<td>4.91</td>
<td>4.24</td>
<td>3.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.9986</td>
<td></td>
<td>0.9988</td>
<td>0.9981</td>
<td>0.9976</td>
<td>0.9984</td>
<td>0.9986</td>
<td>0.9987</td>
<td>0.9989</td>
<td></td>
</tr>
<tr>
<td>AISI 304L</td>
<td>(K_{NM})</td>
<td>1.32</td>
<td></td>
<td>1.74</td>
<td>1.12</td>
<td>1.52</td>
<td>1.53</td>
<td>1.66</td>
<td>1.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(H_{NM})</td>
<td>0.68</td>
<td></td>
<td>0.73</td>
<td>13.53</td>
<td>0.98</td>
<td>0.67</td>
<td>0.62</td>
<td>0.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.9924</td>
<td></td>
<td>0.9962</td>
<td>0.9939</td>
<td>0.9989</td>
<td>0.9961</td>
<td>0.9973</td>
<td>0.9989</td>
<td>0.9985</td>
<td></td>
</tr>
<tr>
<td>Invar Steel</td>
<td>(K_{NM})</td>
<td>1.46</td>
<td></td>
<td>1.25</td>
<td>2.03</td>
<td>1.68</td>
<td>1.58</td>
<td>1.46</td>
<td>1.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(H_{NM})</td>
<td>5.12</td>
<td></td>
<td>12.52</td>
<td>4.02</td>
<td>6.73</td>
<td>7.06</td>
<td>7.17</td>
<td>8.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.9981</td>
<td></td>
<td>0.9993</td>
<td>0.9994</td>
<td>0.9982</td>
<td>0.9998</td>
<td>0.9979</td>
<td>0.9988</td>
<td>0.9996</td>
<td></td>
</tr>
</tbody>
</table>
The high R-squared values presented in Table 4-1, as obtained from the curve-fit evaluations in Figure 4-3 - Figure 4-8, indicate that the proposed model provides a highly accurate approximation of the stress-strain curves for all the experimental results considered.

From the observed consistency in the variation of the obtained results, it is evident that the range of the values of the model parameters is reflective of the shape of the stress-strain curve. An explanation is given of the mean value and standard deviation of the model parameters, for a combination of the temperature- and strain rate-effect tensile tests of the three studied materials, as follows:

**AA5083**- The mean value and standard deviation of $K_{NM}$ are 2.701 and 0.335 respectively, while the mean value and standard deviation of $H_{NM}$ are 4.263 and 0.511 respectively. The mean value of $H_{NM}$ is higher than the mean value of $K_{NM}$, indicating that the convexity of the ‘knee’ of the curve is favored relative to the concavity of the ‘heel’.

**AISI304L**- Considering the values obtained at 0.00016/s and 293K as outliers, the mean value and standard deviation of $K_{NM}$ are 1.577 and 0.143 respectively, while the mean value and standard deviation of $H_{NM}$ are 0.711 and 0.128 respectively. The mean value of $H_{NM}$ is lower than the mean value of $K_{NM}$, indicating that the concavity of the ‘heel’ of the curve is favored relative to the convexity of the ‘knee’.

**Invar Steel**- The mean value and standard deviation of $K_{NM}$ are 1.523 and 0.245 respectively, while the mean value and standard deviation of $H_{NM}$ are 7.533 and 2.602 respectively. The mean value of $H_{NM}$ is higher than the mean value of $K_{NM}$, indicating that the convexity of the ‘knee’ of the curve is favored compared to the concavity of the ‘heel’.

A comparison between the obtained results for AA5083 and Invar Steel indicates that when the value of $K_{NM}$ is significantly reduced (approximately below a value of 2), the positive effect of a higher value of $H_{NM}$ on the convexity of the knee begins to diminish infinitely. Also, a low value of $H_{NM}$ (approximately below a value of 3) typically indicates the presence of a yield plateau in the stress-strain curve. However, the yield plateau diminishes as the ratio of $K_{NM}$ to $H_{NM}$ exceeds a value of 6. The knee-to-heel parameter ratio that causes the yield plateau to vanish reduces as the value of $H_{NM}$ increases.
4.9 Validation of Proposed Model (Application to Pipeline Steels)

The proposed model has been evaluated based on a set of experimental stress-strain curves obtained from the uniaxial tensile test of specimens sampled from different pipeline steels, with grades ranging from API 5L X52 to X100 [1]. All the experimental data were obtained from previous tests conducted at the University of Alberta where strip specimens were machined in the longitudinal direction from X52, X60, X65, X80, and X100 steel pipes, and round specimens were machined in the circumferential direction from X52, X80 and X100 steel pipes [52]. Least-squares curve fitting was used to obtain the best fit between the experimental data points and the model-predicted stress-strain curve and the plots of the model-to-experiment curve fit are presented in Figure 4-9 – Figure 4-13.

Figure 4-9: Model prediction for X-52 pipe steel (longitudinal)

Figure 4-10: Model prediction for X-52 pipe steel (circumferential)

Figure 4-11: Model prediction for X-60 & X-65 pipe steel

Figure 4-12: Model prediction for X-80 pipe steel
The stress-strain curves for longitudinal specimens are indicated using the designation, “-Lo” against the respective pipe steel grade. For the circumferential specimens, the designation, “-Ci” is used.

The R-squared values and values of the model constants, obtained from the curve-fitting procedures, are presented in Table 4-2.

Table 4-2: R-squared values for model parameters

<table>
<thead>
<tr>
<th>Pipe steel</th>
<th>$K_{NM}$</th>
<th>$H_{NM}$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>X52-Lo [1]</td>
<td>2.4</td>
<td>17.3</td>
<td>0.9965</td>
</tr>
<tr>
<td>X52-Lo [2]</td>
<td>1.7</td>
<td>25.1</td>
<td>0.9941</td>
</tr>
<tr>
<td>X52-Ci [1]</td>
<td>3.4</td>
<td>2.1</td>
<td>0.9708</td>
</tr>
<tr>
<td>X52-Ci [2]</td>
<td>3.1</td>
<td>2.6</td>
<td>0.9854</td>
</tr>
<tr>
<td>X60-Lo</td>
<td>5.4</td>
<td>8.9</td>
<td>0.9998</td>
</tr>
<tr>
<td>X65-Lo</td>
<td>5.2</td>
<td>8.3</td>
<td>0.9995</td>
</tr>
<tr>
<td>X80-Lo</td>
<td>21.4</td>
<td>2.3</td>
<td>0.9985</td>
</tr>
<tr>
<td>X80-Ci</td>
<td>25.6</td>
<td>1.9</td>
<td>0.9986</td>
</tr>
<tr>
<td>X100-Lo</td>
<td>17.8</td>
<td>2.1</td>
<td>0.9941</td>
</tr>
<tr>
<td>X100-Ci</td>
<td>24.1</td>
<td>2.5</td>
<td>0.9888</td>
</tr>
</tbody>
</table>
It is noteworthy that, for some of the collected data, the measurement of strains was not
cclusive up to the nominal ultimate strength of the material hence, the ultimate stresses ($\sigma_u$)
and ultimate strains ($\epsilon_u$) used for the model evaluation were taken as the highest values of
stresses and strains reported from the experiments.

From the plots in Figure 4-9 – Figure 4-13, and with the high $R^2$ values presented in Table 4-2,
it is evident that the proposed model provides a highly accurate approximation of the stress-strain
curves for all the experimental results considered.

A clearer illustration of the approximation of the stress-strain of the circumferential X-52 pipe
steel material (with a well-defined yield plateau) is presented using a magnified image of the
yield plateau region in Figure 4-14.

![Figure 4-14: Illustration of yield plateau approximation](image)

As evident in Figure 4-14, there exists a large amount of scatter in the data points around the
yield plateau region; which is a common feature in axial tensile tests of mild strength steel
materials. However, the least-squares optimization procedure, when applied to the proposed
model, provides a remarkably reasonable double-curvature nonlinear curve that passes through
the experimental data points at the yield plateau region and the strain-hardening region. In
addition, the applicability of the proposed model may be extended for the approximation of
much higher magnitudes of yield point elongation (YPE).
4.10 Numerical Model Application

The buckling behavior of a pipe is a direct consequence of its stiffness, as well as the state of stress under which it is subjected due to its loading configuration. Buckling failure is typically characterized by a loss of structural stiffness and may or may not occur prior to the onset of plasticization in the material (elastic or plastic buckling). In the elastic region, the axial stress typically increases simultaneously with the applied force or bending moment until a magnitude is attained whereby the stresses at the extreme fibers of the pipe wall reach the yield stress of the material. Generally, the axial stresses in the pipe wall are derived based on the cumulative effects of the internal pressure, axial force and bending moment [53].

Parks et al. [54] points out that accurate analytical prediction of the buckling behavior of curved and cylindrical shell elements, especially in the post-buckling range, is usually difficult due to factors such as dependency on complex and nonlinear large deflection theories, sensitivity to imperfections and/or edge restraints, and unpredictability of residual stress effects. It is therefore inevitable, in most cases, that the approximation of the compressive strain capacity of such elements is achieved using empirical or semi-empirical procedures.

In consideration of the post-buckling behavior of flat plates and cylinders due to large deformation, Gerard and Becker [55] explain that, under compressive deformation, a cylinder and a flat plate follow a similar load-deformation path prior to buckling. However, at the onset of buckling a flat plate develops significant transverse tensile membrane stresses due to edge restraint conditions whereas a cylinder develops transverse compressive membrane stresses due to inward buckling. Consequently, buckling of an axially compressed cylinder is typically coincident with failure and a subsequent drop in load whereas a flat plate is able to sustain higher loads in the post-buckling range than the theoretical buckling load. For simplicity, FE-modeled flat steel plates are used as a representative model, in this study, for analyzing the buckling response of shell elements subjected to uniform compressive axial loading for various material stress-strain curves.

In the present study, two thickness variations and five material (stress-strain curve) variations are applied to a flat square and a flat rectangular steel plate numerical model, each subjected to a uniform compressive axial load (applied at the shorter edge for the rectangular plate model); using the commercial finite element analysis package, ABAQUS CAE. A 3D model was
generated using linear 4-node reduced-integration (S4R) shell elements with hourglass control and a convergence study was undertaken to determine the optimum number of shell elements required to achieve an accurate approximation of the buckling behavior of the steel plates. The undeformed picture of the rectangular steel plate model is shown in Figure 4-15 below.

![Undeformed Rectangular ABAQUS Steel Plate Model](image)

Figure 4-15: Picture of undeformed rectangular ABAQUS steel plate model; dimensions = 800 mm × 1600 mm × 9 mm

To account for the strain-hardening characteristics, the model constants used to generate the five variations of the stress-strain curves are presented in Table 4-3.

<table>
<thead>
<tr>
<th>Type</th>
<th>$K_{NM}$</th>
<th>$H_{NM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Perfectly plastic</td>
<td></td>
</tr>
<tr>
<td>$B$</td>
<td>3.5</td>
<td>2.0</td>
</tr>
<tr>
<td>$C$</td>
<td>2.5</td>
<td>17.0</td>
</tr>
<tr>
<td>$D$</td>
<td>5.5</td>
<td>9.0</td>
</tr>
<tr>
<td>$E$</td>
<td>24.5</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 4-3: Model constants for stress-strain curves

The dimensions of the rectangular plate model are $800 \text{ mm} \times 1600 \text{ mm}$ while those of the square plate model are $800 \text{ mm} \times 800 \text{ mm}$. Two thickness variations (9 mm and 15 mm) are applied to each of the plate models and the strain-hardening characteristics are incorporated in the material model such that the proportionality limit stress (352.8 MPa) and the ultimate stress (666.8 MPa)
are kept constant while the offset yield strength is allowed to vary. The stress-strain curves generated using the proposed model are plotted as shown in Figure 4-16.

![Stress-strain curves](image)

Figure 4-16: Stress-strain curves of steel plate models with varying strain-hardening characteristics

A value of 205800 MPa and 0.3 is applied for Young’s modulus and Poisson’s ratio respectively. Simply supported boundary conditions are applied to the plate models on all four edges to restrain both in-plane and out-of-plane deformations at the edges, and to prevent the development of edge moments due to lateral deformation of the plate. Paik and Thayamballi [56] posit that the simply supported edges, as adopted for this study, are representative of the boundary conditions generally applied for the modeling and design of the ultimate strength of steel plates in offshore structures and marine vessels.

The load-deformation behavior of the flat plate models is represented using plots of the average compressive stress (applied on the loaded edge of the plates) versus the average longitudinal strain along the length of the plate (adjacent to the loaded edge) in Figure 4-17 – Figure 4-20.
The plots of the load-deformation relationship for the plate models indicate that the strain-hardening characteristics of the steel material have a significant influence on the buckling response of the plate to compressive axial loading. As observed from the plots, increased strain-hardening is accompanied with an increase in the load-carrying capacity of the plates. Additionally, the thickness of the plates has a considerable effect on the ultimate compressive strength whereas the effect of the dimensional aspect ratio (length vs. width) has a much less significant effect.

The proposed stress-strain model, which is this focus of this present study, therefore proves to be an easily applicable tool which can be employed for parameterization of the relationship between the stress-strain relationship and the ultimate compressive strength of plate elements and, invariably, other shell elements such as pipes.
4.11 Conclusions

Complex nonlinearities and plasticization problems are frequently encountered in the design and analysis of civil engineering structures and structural elements. Past research studies indicate that the phase transformations that occur within the microstructure are the most important factors that cause significant changes in the mechanical behavior of metallic materials; especially at varying temperatures and strain rates.

Proper characterization of the stress-strain behavior of materials is therefore important for practical considerations, especially where parametric numerical simulations are required for structural design and analysis. Unfortunately, the widely-applied Ramberg-Osgood stress-strain expression is known to lose accuracy in stress-strain curve approximation beyond a limited strain range. Moreover, subsequent modifications of the Ramberg-Osgood equation seem to either have the disadvantage of complexity or, in some cases, limited applicability.

A novel stress-strain curve model has been developed and presented in this paper to provide a simple, highly-versatile and accurate tool for stress-strain material characterization and parameterization of the strength and strain-hardening characteristics of different structural materials, over a wide range of processing and operational conditions. Characteristically unlike existing equations, which are mostly based on a power law relationship, the proposed stress-strain equation expresses the strain as a function of stress based on a Product Log function. The proposed model is established based on the true stress-true strain relationship and only requires empirical derivation of two model parameters for the approximation of the stress-strain curve over the full range of strains; even for materials with a well-defined yield plateau. The most important characteristic of the proposed model is the ability to describe a continuous transition from yield plateau-type stress-strain curves to continuous hardening-type stress-strain curves; even so that curves that may be regarded as bilinear (as in Figure 4-7 and Figure 4-8) can also be approximated. The robustness and precision provided by the proposed model are illustrated by the model-to-experiment curve-fit evaluations presented in this paper.

As indicated by the simple plate buckling analysis used for testing its applicability to numerical modeling, the proposed model is expected to be widely useful for design and analysis of structures and structural elements, especially for cases where consideration of the effects of
material stress-strain characteristics on large deformation and complex nonlinear problems are imperative.
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5. THE EFFECT OF MATERIAL STRESS-STRAIN CHARACTERISTICS ON THE BUCKLING CAPACITY OF FLAT PLATES SUBJECTED TO UNIFORM AXIAL COMPRESSION

This chapter is derived from the following journal publication:
5.1 Abstract

The buckling capacity of uniformly compressed flat plates has been investigated in this study. Material properties were characterized based on parameterization of the stress-strain curves using a simple and novel mathematical expression. Idealized stress-strain relationships were developed using the proposed material model and extensive parametric numerical analyses were conducted to investigate the effect of the material stress-strain properties on the buckling capacity of flat plates. For stress-strain curves with a yield plateau, the results of the parametric study showed a minimal influence of the material properties on the buckling capacity of the plates whereas a significant effect of the strain-hardening properties was observed in plates with round-house curves. Ultimately, the proposed stress-strain model was shown to be remarkably useful for capturing the relevant intricacies associated with material nonlinearity when predicting the buckling capacity and post-buckling behavior of uniformly-compressed flat plates.

**Keywords:** flat plate, buckling, post-buckling, uniaxial compression, load-axial shortening, ultimate strength, critical buckling strain, deformation capacity, stress-strain model, strain-hardening.

**Abbreviations and Symbols:**

- \( b \)  plate width
- \( b_e \)  effective plate width
- \( CHT \)  continuously-hardening type
- \( CSM \)  continuous strength method
- \( DSM \)  direct strength method
- \( E \)  elastic modulus
- \( E_o \)  Young’s modulus
- \( E-PP \)  elastic-perfectly plastic
- \( H_{NM} \)  Ndubuaku model ‘heel’ parameter
- \( K_{NM} \)  Ndubuaku model ‘knee’ parameter
- \( N_u \)  longitudinally-applied uniform compressive force
In many of the industrial or engineering applications where plates or plate elements are used, they are required to withstand diverse types of in-plane (compressive, tensile, shear, etc.) and/or out-of-plane (flexural, torsional, etc.) loading conditions. Under operational conditions, one of the most common loading phenomena, which is of widespread concern, is the application of in-plane loads to two parallel edges of metal plates (uniaxial/longitudinal compressive or biaxial compressive and/or tensile loading). Where the expected compressive loads on a stiffened plate or plated structural member is significant, the
compressive buckling resistance becomes of primary concern to the designer. Some of the main parameters which are generally considered in the design of axially loaded metal plates include the material properties, geometric properties (width/thickness ratio and aspect ratio) edge boundary conditions, and initial out-of-plane imperfections [1–3].

In various industrial applications and fields of engineering, there is extensive use of moderately thick to thick plates thus introducing complexity in the approximation of the buckling capacity. Besides the inclusion of shear deformation effects, increase in the thickness of compressive axially loaded plates increases the likelihood of inelastic buckling, especially in cases of plates whose uniaxial stress-strain behavior exhibits a relatively low proportionality limit stress compared to the nominal yield stress [4–12].

For almost two centuries, several researchers have investigated the elastic and inelastic buckling phenomenon in metal plates using various analytical, experimental, and numerical approaches, hence a considerable amount of information on the buckling capacity of metal plates is available. Specifically, various numerical and experimental investigations have been recently carried out to determine the buckling and post-buckling behavior of flat, simply-supported metal plates subjected to uniform compression. Rasmussen et al. [13] conducted two experimental tests on single plates cut from a 3 mm-thick UNS31803 stainless steel plate: the nominal widths were chosen as 125 mm and 250 mm, while the nominal length for the two plates was chosen as 750 mm. To simulate the post-buckling behavior of typical mild and higher strength steels used in marine structures, Mateus and Witz [1] developed numerical models for Grade B and API X52 steels respectively: the width of the plate models was fixed at 500 mm while they varied the slenderness ratio of the plate models between 0.5 and 6 and the aspect ratio was varied between 0.5 and 4. Bezkorovainy et al. [14] investigated the effect of material properties on the compressive strength of metal plates using an FE model similar to that used in Rasmussen et al. [13]: however, only square plates, with a width of 100 mm, were modeled in their study and the slenderness ratios were varied between 0.5 and 3. Paik et al. [15] studied the effects of shape, size (depth and diameter), and location of dents on the compressive capacity of dented simply-supported flat plates using the FE modelling approach: the width of the plate models was fixed at

---

2 While in literature, the term “buckling behavior” is generally used in relation to the elastic critical buckling stress, the term “buckling capacity” is used, specifically within the context of this study, to refer to the methodological approximations of the ultimate compressive strength and corresponding uniform axial strain of flat plates subjected to uniform axial compression.
800 mm, and five variations of the aspect ratio (1, 2, 3, 4 and 5) and three variations of the plate thickness (10mm, 15 mm, and 20 mm) were applied. El-Sawy et al. [16] considered the problem of elastic and inelastic buckling of simply-supported perforated rectangular plates subjected to uniform compression using three grades of steel (A36, A572 Grade 50, and A572 Grade 60): two variations of the aspect ratio (1 and 2) were applied to the plate models while the b/t ratios were varied between 30 and 100.

Curve-fitting techniques are generally used to develop strength curve equations that correspond to experimentally and numerically obtained ultimate strengths. To determine the structural design resistance of metallic sections, a distinctive method of cross-section classification is generally used in most structural design codes. The cross-section classification approach is based on a direct strength method (DSM) [17, 18] which relates the ultimate strength of a section to the overall cross-section slenderness. It is, however, based on the assumption of an elastic, perfectly-plastic material model which has been observed to be generalizable for structural sections made of carbon steel or any material with a yield plateau in its stress-strain response. For materials such as aluminum and stainless steel, which have a gradual yielding behavior and an absence of a distinct yield point, the direct strength cross-section classification approach tends to yield unduly conservative results hence, a deformation (strain) based design approach referred to as the continuous strength method (CSM) [19–21] is typically applied to relate the cross-section resistance to the cross-section deformation capacity such that the benefits of strain-hardening in the stress-strain response are accounted for. The measure of the cross-section deformation capacity is derived from the end-shortening corresponding to the ultimate applied load in the compressive axial load-deformation response plot. The accuracy of the CSM has been observed to rely heavily on the correctness of the representation of the stress-strain behavior of the material using an analytical model that can accurately evaluate the stress as a function of the strain [22, 23].

The most notable attempt to examine the effect of material properties on the bucking response of flat plates was by Bezkorovainy et al. [14]; which resulted in the development of a generalized formula for predicting the ultimate strength of uniformly compressed plates using material-dependent parameters based on the Ramberg-Osgood expression (ROE) [24]. Even though the use of the strain-based continuous strength method has been observed to yield a high level of
accuracy of resistance predictions for stainless steel cross-sections subjected to various loading conditions [25], significant work has not been done to investigate the effect of an extensive range of material properties on the deformation capacity of flat plates. Additionally, research by Neupane et al. [26, 27] on the buckling capacity of pipelines indicated that the presence of a yield plateau in the material stress-strain curve has a significant effect on the critical local buckling strain in pipelines; hence, it is important to extend such an investigation of material property effects to flat plates, using an applicable and reasonably accurate model. Previous studies by Liu et al. [28–30] have also highlighted the importance of taking the material stress-strain properties into account in the buckling failure analysis of high-strength pipelines.

Characterization of the strain-hardening behavior of metallic materials typically requires the application of analytical expressions, such as the widely-used ROE, which are useful for mathematically representing the nonlinear aspects of the stress-strain relationship. The ROE, as well as most of the existing stress-strain models, is essentially in the form of a power-law relationship which expresses the strain as a function of the stress. The power-law material characterization approach was originally designed for aluminum and stainless-steel alloys, as well as carbon steels with very small plastic strains, hence it is considered to be generally suitable for so-called ‘round-house’ stress-strain curves with an undefined yield stress, or which exhibit a gradual yielding behavior (CHT materials). However, approximation of the true stress-true strain relationship of metallic materials using the simple power-law expressions has been observed to be inadequate for accurately predicting the stress-strain behavior beyond a limited strain range; hence, a number of researchers have proposed various modifications and piecewise extensions of the simple power-law expressions to improve the accuracy of prediction over the full range of strains [31–35]. Nevertheless, a major setback of the more advanced stress-strain models is characteristic increased complexity due to the requirement of a large number of constituent parameters.

A simple true stress-true strain model is presented in this study; which is capable of accurately approximating the stress-strain relationship of metallic materials over the full range of strains. The proposed stress-strain model is characteristically unlike existing stress-strain models as it is essentially defined by a Product-Log function using two constitutive model parameters, and can capture a reasonable approximation of the yield plateau in the stress-strain curve. With
knowledge of the proportionality limit stress and the ultimate stress, a continuum of nonlinear stress-strain curves can be derived within the natural stress-strain space of any continuously strain-hardening material. Previous studies by Ndubuaku et al. [36, 37] on the applicability of the proposed stress-strain expression, using a highly-advanced computational nonlinear model-fitting algorithm in the Mathematica software package, showed that the model is highly versatile and capable of providing a good approximation of the entire stress-strain curve for a diverse range of material types. They also showed that the proposed model is able to derive a reasonably accurate approximation of the stress-strain curve for different pipeline steels (even with the presence of a yield plateau) using one single equation and without the need for discretization.

Results of extensive parametric numerical analyses conducted to investigate the load-end shortening behavior of simply-supported flat plates subjected to uniform edge compression in the longitudinal direction are presented. The effects of aspect ratio, b/t ratio, and initial out-of-plane imperfection (based on the buckling mode shapes) are briefly examined while the main focus is on using the proposed material stress-strain model to determine the effect of the strain-hardening characteristics and overall shape of the material stress-strain curve on the ultimate compressive strength and strain capacity of the idealized metal plate models.

The analyses in this study were performed using ABAQUS CAE 6.14, a general-purpose finite element analysis (FEA) application, developed by Hibbitt et al. [38]. The application of the FEM for analysis of the behavior of perfect, dented, and perforated metal plates under compressive loading has been extensively validated by past researches [13–16] and is therefore considered by the authors to be suitable for simulating the mechanical response of metal plates subjected to uniform edge compression.

A review of the relevant theoretical postulations on the buckling capacity of simply-supported flat plates subjected to uniform axial compression is presented in Section 5.3 followed by a detailed outline of the proposed material stress-strain model employed for this study in Section 5.4. Parameters and methodology adopted for the creation and analysis of numerical models are outlined in Section 5.5, and the results obtained from the extensive parametric numerical analyses performed in this study are expatiated in Section 5.6.
5.3 Buckling Capacity of Flat Plates

For the general case of simply supported flat plates subjected to uniform axial compression (as illustrated in Figure 5-1), the following fourth order differential equation is required to describe the large deflections in the plate [39, 40]:

\[
\frac{\partial^4 \omega}{\partial x^4} + 2 \frac{\partial^4 \omega}{\partial x^2 \partial y^2} + \frac{\partial^4 \omega}{\partial y^4} = \frac{1}{D} \left( -N_u \frac{\partial^2 \omega}{\partial x^2} \right) 
\]  

(5-1)

Figure 5-1: Schematic of flat plate under uniform axial compression

where \( N_u \) is the longitundinally-applied uniform compressive force.

The function, \( \omega(x,y) \) for the out-of-plane deflection across the surface area of the plate, which satisfies the simply-supported boundary conditions, can be assumed as a product of two harmonic functions:

\[
\omega(x,y) = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \omega_{mn} \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b} 
\]  

(5-2)

where \( m \) and \( n \) are the number of half-sine waves in the \( x \)- and \( y \)-directions respectively. \( a \) and \( b \) represent the dimensions of the plate in the \( x \)- and \( y \)-directions respectively. The amplitude of the out-of-plane deflection is represented by \( \omega_{mn} \) [41].

Flat plates and plated elements are usually idealized as a continuum of longitudinal (\( x \)-direction) strips and transverse (\( y \)-direction) ties with a finite width, and each longitudinal strip is assumed
to behave like an individual column on an elastic foundation. Tensile membrane stresses are
developed in the transverse ties which induce a resistance effect against the mid-length out-of-
plane deflection of the longitudinal strips depending on the width and thickness of the plate.
Thus, a shorter width and/or a larger thickness will increase the buckling resistance of the plate,
and vice versa.
The mode of out-of-plane deflection that occurs in the plate due to buckling indicates that the
lateral restraint provided by the transverse ties reduces from the longitudinal edges towards the
center of the plate. Thus, once the critical buckling stress is reached, the stress distribution across
the width of the plate becomes nonuniform and most of the post-buckling strength is derived
from the longitudinal strips closer to the edges of the plate.
There are typically two approaches that are employed in the evaluation of the buckling capacity
of uniformly compressed simply-supported plates: the effective width concept and the ultimate
stress concept. Based on the effective width concept, as the load applied to a uniformly
compressed and simply-supported flat plate is increased beyond the critical buckling stress, the
nonuniformity of the stress distribution across the width of the plate continues to increase, and
more of the load in the middle longitudinal strips is transferred to the edges. The plate is,
therefore, able to resist the applied loads in the stable post-buckling range until failure occurs at
the load at which the yield stress of the plate material is reached in the two edge strips of equal
width. This approach, therefore, assumes that the load at failure is entirely carried by the edge
strips where the applied stress has attained the yield stress of the material while the rest of the
plate remains unloaded. The effective width, \( b_e \), is given by the widths of the load-carrying edge
strips and may be derived as [1]:

\[
\frac{b_e}{b} = \frac{N_u}{bt\sigma_y}
\]  

(5-3)

where \( N_u \) is the uniform compressive axial force, \( \sigma_y \) is the yield stress of the material, \( b \) is the
actual (unreduced) width of the plate, and \( t \) is the thickness of the plate.
Since the effective width is directly related to the stress distribution across the width of the buckled plate, the effective width ratio, \( b_e / b \), can be expressed in terms of the elastic critical buckling stress, \( \sigma_{cr} \), and the yield strength, \( \sigma_y \), of the plate material as:

\[
\frac{b_e}{b} = \sqrt{\frac{\sigma_{cr}}{\sigma_y}}
\]  
(5-4)

By introducing an arbitrary slenderness ratio coefficient, \( \beta \), which is related to the width-to-thickness \((b/t)\) ratio, material yield strength, \( \sigma_y \), and elastic modulus, \( E \), as follows:

\[
\beta = \frac{b}{t} \sqrt{\frac{\sigma_y}{E}}
\]  
(5-5)

The critical buckling stress-to-yield stress ratio \((\sigma_{cr}/\sigma_y)\) can be expressed in terms of the slenderness parameter:

\[
\frac{\sigma_{cr}}{\sigma_y} = \frac{4\pi^2}{12(1 - \nu^2)} \frac{E}{\sigma_y} \left(\frac{t}{b}\right)^2 = \frac{\pi^2}{3(1 - \nu^2)\beta^2}
\]  
(5-6)

To determine the load-carrying capacity of a flat plate, semi-empirical methods typically employ the ultimate strength concept whereby the plate is measured based on the average stress at failure and the actual (unreduced) width of the plate. The ultimate stress is defined by the average direct stress supported by the plate at failure and is identified as the peak point (or maximum stress reached) on the load-end shortening curve. The average strains (defined as the plate end-shortening distance) which are coincident with the ultimate strength of the plate may be regarded as the local buckling strain or deformation capacity of the plate [19].

Based on the results obtained from a series of experiments on cold-formed lipped channel steel sections, Winter [42] derived the following empirical formula for the effective width of plated structural steel elements subjected to uniform compression:
\[ \frac{b_e}{t} = 1.9 \left( \frac{E}{\sigma_y} \right)^{0.5} \left( 1 - 0.475 \frac{t}{b} \right) \]  

(5-7)

A general approach for assessment of the buckling capacity is to derive median bound analytical models, representing the average curve that fits the envelope of all experimental data points considered, using nonlinear regression techniques. A generalized expression which represents the curve-fitted model of Winter’s empirical derivation for the effective width ratio can be written as [43–45]:

\[ \frac{b_e}{b} = \frac{\sigma_{ult}}{\sigma_y} = \frac{k_1}{\beta} - \frac{k_2}{\beta^2}, \text{ for } \beta \geq 1 \]  

(5-8)

where \( \sigma_{ult} \) is the value of the peak stress on the load-end shortening curve and the constants, \( k_1 \) and \( k_2 \) depend on the plate support and loading conditions (derived by Faulkner [44] as \( k_1 = 2.0 \) and \( k_2 = 1.0 \) for simply-supported plates and \( k_1 = 2.25 \) and \( k_2 = 1.25 \) for fixedly-supported plates).

Guedes Soares [46] suggested that an improvement of the approximation of the ultimate strength curves can be achieved by applying an uncertainty quantification factor, \( B_b \), and a reduction factor, \( R_\delta \), to the generalized model in Eq. (5-8):

\[ \frac{b_e}{b} = \left( \frac{k_1}{\beta} - \frac{k_2}{\beta^2} \right) B_b R_\delta \]  

(5-9)

For practical applications, a realistic estimation of the buckling capacity of actual plates requires a consideration of a myriad of factors including the resultant shear stresses and appropriate shear deformation theory to be applied; the constitutive relationship for the material stress-strain behavior and the applicable hardening law; the existence and extent, as well as distribution, of residual stresses and strains; the yield criterion to be employed; the magnitude and distribution of initial geometric imperfections; and various configurations of loading and support conditions. The numerous factors entail a high level of complex analyses which invariably necessitate the
adoption of parametric semi-empirical approaches for evaluating the buckling response of flat plates; achieved either through extensive experimental testing or, as adopted for the purpose of this study, highly-advanced nonlinear numerical collapse analysis techniques [3, 47–49].

5.4 Proposed Material Model

Bezkorovainy et al. [14] observed that the strength curves obtained using Winter’s empirical formula generally lie below the strength curves based on an extrapolated approximation of the material stress-strain approximation over the full range of strains using the ROE. They, therefore, affirmed that the ultimate strength of uniformly-compressed flat plates may be significantly overestimated if the material model is defined by extrapolating the ROE beyond the 0.2% plastic strain and corresponding equivalent yield stress. For their study on metallic alloys with nonlinear stress-strain curves (such as aluminum and stainless steel), Bezkorovainy et al. [14] adopted the Rasmussen stress-strain model [33] for the formulation of a generalized Winter-curve based on two material-dependent parameters: $e$ and $n$: where $e = \sigma_{0.2} / E_0$ and $n$ is the ROE sharpness parameter. They also applied Rasmussen’s empirically-derived expressions for deriving the second-stage strain-hardening exponent, $m$, the ultimate total strain, $\varepsilon_u$, and the ultimate tensile strength, $\sigma_u$, using the ROE parameters, and opined that, even though the empirical expressions were derived based on the measurement of the stress-strain curves of stainless-steel alloys, the generalized Winter curve expressions developed using the Rasmussen stress-strain model can provide a reasonable approximation of the strength curves of other types of nonlinear materials.

Based on the proposed stress-strain model in this paper two model parameters, which are associated with the strain-hardening characteristics and the shape of the material stress-strain curve, are defined and a parametric study is conducted to investigate the effect of variation of material properties on the buckling capacity and post-buckling behavior of flat uniformly-compressed simply-supported plates.
5.4.1  Model definition

The proposed material stress-strain model, herein referred to as the ‘Ndubuaku model’ is defined based on the true stress-true strain space of a metallic material. The basic form of the proposed equation is defined using a 2D orthogonal x- and y-coordinate system such that:

\[ y = f(x) = x^{\left(\frac{1}{x}\right)} \]  \hspace{1cm} (5-10)

The function, \( f(x) \), has a real and imaginary part, and the real domain for \( f(x) \) can only be obtained for \( x \in \mathbb{X} \) where \( \mathbb{X} \) is the set of all positive real numbers:

\[ \mathbb{X} = \{ x | x \in \mathbb{R} : x > 0 \} \]  \hspace{1cm} (5-11)

The range, \( \mathbb{Y} \), is the set \( f(\mathbb{X}) \), which satisfies:

\[ \mathbb{Y} = \left\{ y | y \in \mathbb{R} : 0 < y \leq e^{\left(\frac{1}{x}\right)} \right\} \]  \hspace{1cm} (5-12)

To define the stress-strain relationship within the possible range for \( \mathbb{Y} \), the full range of stresses and strains is normalized over the entire nonlinear portion of the stress-strain curve, i.e. between the proportionality limit stress and ultimate total stress (on the y-axis) and the proportionality limit strain and ultimate total strain (on the x-axis).

The stress ratio, \( \sigma_R \), is therefore defined as the ratio of the true plastic stress magnitude (stresses beyond the proportionality limit stress) and the full plastic stress range (the difference between the ultimate stress, \( \sigma_u \), and the proportionality limit stress, \( \sigma_{pl} \)):

\[ \sigma_R = \frac{\sigma - \sigma_{pl}}{\sigma_u - \sigma_{pl}} \]  \hspace{1cm} (5-13)
Likewise, the strain ratio, $\varepsilon_R$, is defined as the ratio of the true plastic strain magnitude (strains beyond the proportionality limit strain) and the full plastic strain range (the difference between the ultimate strain, $\varepsilon_u$, and the proportionality limit strain, $\varepsilon_{pl}$):

$$\varepsilon_R = \left(\frac{\varepsilon - \varepsilon_{pl}}{\varepsilon_u - \varepsilon_{pl}}\right)$$

(5-14)

Based on the above-defined expression in Eq. (5-10), the basic form of the proposed stress-strain model can therefore be written as:

$$\sigma_R = \varepsilon_R^{\varepsilon_R}$$

(5-15)

To control the shape of the stress-strain curve, two constitutive model constants are applied to the stress-strain expression. The first constant (herein referred to as the ‘Ndubuaku knee parameter’) is applied directly as an exponent of the strain ratio. The second constant (herein referred to as the ‘Ndubuaku heel parameter’) is applied as an index to the strain-ratio inverse. The final form of the proposed stress-strain model thus defines the stress ratio as a function of the strain ratio based on the following mathematical expression:

$$\sigma_R = \varepsilon_R^{K_{NM} \cdot \left(\frac{1}{\varepsilon_R}\right)^H_{NM}}$$

(5-16)

An illustration of the effect of variation of the constitutive model constants on the proposed model is shown by the nominal plots of the stress ratio, $\sigma_R$ (on the y-axis) versus the strain ratio, $\varepsilon_R$ (on the x-axis) in Figure 5-2 and Figure 5-3.

The transition between a fully concave curve and a fully convex curve (such as the lowest curve and the highest curve respectively in Figure 5-2) is defined by a straight line which may be derived by Eq. (5-16) such that: $K_{NM} = 1$ and $H_{NM} \to 0$. For a convex curve, $K_{NM} < 1$ whereas, $K_{NM} > 1$ for a concave curve.
However, the stress-strain curve is idealized as a combination of a ‘heel’ (representing the lower concave region or yield plateau) and a ‘knee’ (representing the upper convex region). From an observation of the interaction between the model parameters in plots in Figure 5-2 and Figure 5-3, increasing the magnitude of the “knee” parameter, $K_{NM}$, increases the convexity of the upper convex portion of the stress-strain curve and vice versa, while an increase in the “heel” parameter, $H_{NM}$, reduces the concavity of the lower concave portion of the stress-strain curve.

The two parameters are also observed to be somewhat interrelated as a reduction of $K_{NM}$ contributes to the effect of a reduction of $H_{NM}$ and vice versa. Also, an increase in the value of $K_{NM}$ contributes to the effect of an increase in the value of $H_{NM}$ and vice versa.

### 5.4.2 Inverted form of the proposed model

For most of the existing stress-strain models, the strain is expressed as a function of the stress hence, graphical or iterative numerical procedures are typically employed for inversion of nonlinear expressions such that the stress is expressed as a function of the strain; especially in the case of the advanced models. However, due to associated computational demands and occasional numerical convergence problems, iterative procedures are generally considered to be undesirable. It is therefore advantageous to present a closed-form inversion of the proposed model.

In the proposed equation, the true stress is originally expressed as a function of the true strain using a power equation in which the exponent of the strain is also a linear function of the strain.
The inverted form of the proposed model is formulated using the Product log function (also referred to as the Omega function).

As in the case of the Natural log function, which provides a solution to an exponential relationship as follows:

\[ y = e^x \iff \ln(y) = x \quad (5-17) \]

The Product log function is similarly expressed in the following form:

\[ y = xe^x \iff W(y) = x \quad (5-18) \]

The closed form inversion of the proposed model can therefore be derived from the original expression as follows:

\[
\begin{align*}
\sigma_R &= \varepsilon_R K_{NM} \cdot e^{{-}(H_{NM})}
\ln(\sigma_R) &= \ln \left( \varepsilon_R K_{NM} \cdot e^{{-}(H_{NM})} \right) \\
\ln(\sigma_R) &= K_{NM} \cdot e^{{-}(H_{NM})} \cdot \ln(\varepsilon_R) \\
\ln(\sigma_R) &= K_{NM} \cdot e^{{-}(H_{NM})} \cdot \ln(\varepsilon_R) \\
-(H_{NM}) \cdot \ln(\sigma_R) &= -(H_{NM}) \cdot K_{NM} \cdot e^{{-}(H_{NM})} \cdot \ln(\varepsilon_R) \cdot \ln(\varepsilon_R) \\
-(H_{NM}) \cdot \ln(\varepsilon_R) &= -(H_{NM}) \cdot \ln(\varepsilon_R) \cdot e^{{-}(H_{NM})} \cdot \ln(\varepsilon_R) \\
-(H_{NM}) \cdot \ln(\varepsilon_R) &= W \left[ -(H_{NM}) \cdot \ln(\sigma_R) \right] \\
\ln(\varepsilon_R) &= - \left( \frac{1}{H_{NM}} \right) \cdot W \left[ -(H_{NM}) \cdot \ln(\sigma_R) \right] \\
\varepsilon_R &= e^{{-}(H_{NM})} \cdot W \left[ -(H_{NM}) \cdot \ln(\sigma_R) \right] \\
&= e^{{-}(H_{NM})} \cdot W \left[ -(H_{NM}) \cdot \ln(\sigma_R) \right] \quad (5-19)
\end{align*}
\]
5.4.3 Derivation of model constants

To achieve a reasonably accurate representation of the stress-strain relationship of a material over the full range of strains, it may necessary to define “control points” along the stress-strain curve. The control points are stress and corresponding strain values which, if known, can be used to determine the specific values of the constitutive model constants that characterize a stress-strain curve that passes exactly through the predefined points.

Firstly, the knee parameter is expressed as a function of the stress ratio, the strain ratio, and the heel parameter as follows:

\[
\sigma_R = \varepsilon_R K_{NM} \cdot \varepsilon_R^{-(H_{NM})}
\]

\[
\ln(\sigma_R) = K_{NM} \cdot \varepsilon_R^{-(H_{NM})} \cdot \ln(\varepsilon_R)
\]

\[
K_{NM} = \frac{\ln(\sigma_R)}{\ln(\varepsilon_R)} \cdot \left(\frac{1}{\varepsilon_R^{-(H_{NM})}}\right)
\]

\[
K_{NM} = \frac{\varepsilon_R^{(H_{NM})} \ln(\sigma_R)}{\ln(\varepsilon_R)}
\]

(5-20)

Next, two stress control points (\(\sigma_1\) and \(\sigma_2\)) and two strain control points (\(\varepsilon_1\) and \(\varepsilon_2\)) are defined. The corresponding stress ratio expressions for the stress control points are thus defined as:

\[
\sigma_{R1} = \frac{\sigma_1 - \sigma_{pl}}{\sigma_u - \sigma_{pl}} \quad \text{and} \quad \sigma_{R2} = \frac{\sigma_2 - \sigma_{pl}}{\sigma_u - \sigma_{pl}}
\]

(5-21)

Likewise, the corresponding strain ratio expressions for the strain control points are defined as:

\[
\varepsilon_{R1} = \frac{\varepsilon_1 - \varepsilon_{pl}}{\varepsilon_u - \varepsilon_{pl}} \quad \text{and} \quad \varepsilon_{R2} = \frac{\varepsilon_2 - \varepsilon_{pl}}{\varepsilon_u - \varepsilon_{pl}}
\]

(5-22)

By equating the knee parameter for the two defined control points, an elimination procedure is used to express the heel parameter as a function of the stress and strain ratio expressions in Eqs. (5-21) and (5-22):
Based on the above-detailed derivations, a straightforward process for determining the specific values of the constitutive model constants for respective stress-strain curves involves firstly using the expression in Eq. (5-23) to determine the value of the heel parameter and then applying the result to obtain the knee parameter in Eq. (5-20).

5.5 Numerical Simulation of Plate Buckling

5.5.1 Geometric properties/support conditions

The plates were modeled as unstiffened plates with simply-supported boundary conditions on all the edges. There are essentially two alternatives for simply-supported boundary conditions that may be applied to flat plate numerical models: one case restricts in-plane displacement of the unloaded longitudinal edges while the second alternative allows in-plane displacement of the unloaded edges. Results of previous studies however indicate that, for real applications, the ultimate compressive strength of the plate is similar for the two cases; provided the longitudinal edge is kept straight throughout the load application [48, 50, 51].
For the purpose of this study, the longitudinal edges of the plate models were prevented from in-plane displacement while rotation about the two axes perpendicular to each edge was also prevented at all the four edges; thereby ensuring straightness of all the plate edges during load application.

For computational efficiency, only half of the plate models was modeled and to obtain the buckling modes of the plate models, an elastic buckling (linear perturbation) analysis was implemented by applying a unit edge load to the plate in the longitudinal direction. Thereafter, a controlled edge displacement approach was used to obtain the mechanical response of the plate models in the subsequent nonlinear analysis steps.

Based on the results of the elastic buckling analysis, the undulations resulting from the lower buckling modes of the plate models were observed to be symmetric about the centerline of the plate in the longitudinal direction hence only half of the width, but the full length of the plates, was modeled (Figure 5-4).

The full width of the plate models was fixed at 800 mm while three variations of the aspect ratio (1, 2, and 3) were applied. Also, four thickness variations (6 mm, 9 mm, 15 mm, and 27 mm) were used for the plates. However, consistent with the theoretical postulations for the elastic critical buckling stress of a flat simply-supported uniformly-compressed plate, the ultimate compressive strengths of the plate models were observed to be similar for the three different aspect ratios, provided the ratio of the number of buckling waves in the longitudinal direction \((m)\) to the number of buckling waves in the transverse direction \((n)\) is equal to the aspect ratio of the plate. Hence, only results obtained for the plates with an aspect ratio of 3 are presented in this paper as these were observed to provide the best consistency in results.

The four-node reduced integration shell elements (S4R) with hourglass control in the ABAQUS element library were used for all the analyses; enabling up to five integration points through the thickness of the plate models. A mesh convergence study was conducted to establish the optimum number of elements required for the study and a mesh size of 16 was accordingly applied to all the plate models; implying approximately 25 elements in the transverse direction and 150 elements in the longitudinal direction.

A pictorial representation of the meshed plate model implemented in ABAQUS, illustrating the geometric and edge support details, is shown in Figure 5-4.
As indicated in Figure 5-4, the two transverse edges and the bottom longitudinal edge of the plate are simply supported. However, translation in the $x$-direction is only allowed at one of the edges (where the load or displacement is applied) and at the two longitudinal edges (top and bottom). At the top longitudinal edge, the centerline symmetry condition was achieved by restricting translation in the $y$-direction and rotations about the $x$- and $z$-directions.

### 5.5.2 Material properties

For CHT materials, it is usually common in practice to determine the yield strength from the stress-strain curve based on an equivalent yield stress corresponding to either the 0.2% plastic strain ($\sigma_{p,0.2}$) as prescribed by the EN 1993-1-4 stainless steels standard [52] or the 0.5% total strain ($\sigma_{0.5}$) as prescribed by the API 5L pipeline steels standard [53]. Comparison of the differences in the values obtained using the two equivalent stress approaches for three different possible material curves is depicted in Figure 5-5.

The two equivalent stress approaches predict the values of the yield stress such that,

If:

- $\sigma_y = 0.003 \times E_0 ; \sigma_{p,0.2} = \sigma_{0.5}$
- $\sigma_y < 0.003 \times E_0 ; \sigma_{p,0.2} < \sigma_{0.5}$
- $\sigma_y > 0.003 \times E_0 ; \sigma_{p,0.2} > \sigma_{0.5}$
where $E_o$ is Young’s Modulus and $\sigma_y$ is the value of the yield stress. $\sigma_{p,0.2}$ predicts a lesser value for the equivalent yield stress than $\sigma_{0.5}$ when the yield stress is less than $0.003 \times E_o$, and predicts a greater value for the equivalent yield stress than $\sigma_{0.5}$ when the yield stress is greater than $0.003 \times E_o$.

Figure 5-5: Comparison of equivalent stress approaches

The plot presented in Figure 5-5 comprises the idealized true stress vs true strain plots for three different materials with the same elastic modulus (205800 MPa) and proportionality limit stress (400 MPa). The stress-strain curves for the three materials are indicated by the black solid lines with hollow square, hollow circular, and hollow triangular markers. The equivalent yield stresses corresponding to the 0.5% total strain ($\sigma_{0.5}$) are indicated using the dotted red lines while the equivalent yield stresses corresponding to the 0.2% plastic strain ($\sigma_{p,0.2}$) are indicated using the dotted blue lines. The horizontal dotted black line indicates the yield stress at which the values approximated based on both equivalent yield stress approaches coincide (equals $0.003 \times E_o = 617.4$ MPa).

The magnitude of the difference between the equivalent stress values obtained using the two approaches is dependent on the slope of the portion of the stress-strain curve between the two points. A steeper slope will yield a greater magnitude and vice versa.

The concept on which the proposed material stress-strain model is based is the selection of “control points” which are essentially defined by the total strains and corresponding stress values. Hence, the 0.5% total strain method was selected for this study to maintain
correspondence with the “control point” concept of the presented material model. Also, the analogy of the equivalent stress methods presented in Figure 5-5 indicates that the degree of conservativeness of the buckling capacity results obtained using either method is dependent on the strain-hardening properties of the portion of the stress-strain curve between the approximated yield stress values obtained using the two methods. Recognizing this limitation of irregularity in the implementation of the equivalent stress methods, this study aims to present a methodology for representing the material stress-strain relationship which is less dependent on the equivalent yield stress but more focused on an overall characterization of the nonlinear portion of the stress-strain curve, starting at the proportionality limit stress.

To investigate the effect of material stress-strain characteristics on the buckling performance of the modeled plates, it was necessary to generate a significant number of idealized stress-strain curves hence, nine different families of stress-strain curves were created: one family comprised five different bilinear curves with the same proportionality limit stress but varying ultimate tensile strengths (including one elastic-perfectly plastic material), four other families comprised yield plateau type (YPT) materials with different variations in the length of the yield plateau and magnitude of ultimate stress, and the last four families comprised CHT materials with different variations in the proportionality limit stress, yield stress, and ultimate stress. A total of 37 stress-strain curves were thus created using the proposed stress-strain expressions in Eqs. (5-16) and (5-19), and applying the control-point expressions in Eqs. (5-20) – (5-23).

Based on the good agreement observed in Rasmussen et al. [13] between experimental tests and FE analyses of uniformly-compressed simply-supported flat plates, the standard multilinear material definition facility in ABAQUS was used to specify the material stress-strain relationship for each plate model; assuming isotropic hardening plasticity. The Poisson’s ratio and Young’s modulus were fixed as 0.3 and 205800 MPa respectively for all the analyses.

5.5.3 Imperfection modeling

For this study, the initial imperfection was modeled such that the number of half-sine waves in the transverse and longitudinal directions of the half-width plate models was assumed to be 1 and 3 respectively (Figure 5-6). The average model of Smith et al. [54] was used to determine the
maximum amplitude of the initial imperfection and the plates were assumed to be free of residual stresses.

![Elastic buckling mode for initial imperfection](image)

Figure 5-6: Elastic buckling mode for initial imperfection

### 5.6 Results and Discussions

To determine the maximum load-carrying capacity of the plates, load vs. axial shortening curves were plotted using a spreadsheet application based on the values of the average stress applied on the transverse surface of the plate vs. the values of the ratio between in-plane longitudinal shortening due to applied loading and the original length of the plate. The load vs. axial shortening relationship between the models in each family of stress-strain curves was observed to be influenced by the relationship between the proportionality limit stress, the 0.5% equivalent yield stress, and the ultimate stress of the material. Each family of curves was observed to exhibit one of three distinct characteristics: a similar response was observed between the bilinear stress-strain curves and the YPT curves while the CHT curves were observed to exhibit either of the other two characteristics. An illustration of the buckling and post-buckling behavior of the plate models for each family of stress-strain curves is presented for three cases of 9 mm-thick plates in Figure 5-7 – Figure 5-9.

The results presented for the YPT and bilinear families in Figure 5-7 indicate that the strain-hardening characteristics play a significant role in the ultimate strength and post-buckling performance of plates. For both cases, the existence of a distinct yield point introduces a sharp deviation in the load-axial deformation path at the end of the elastic limit such that significantly
more deformation is experienced in the yielded portions of the plate for a relatively slight increase in applied stress. The implication is that if the critical buckling stress is reached before the yield stress of the material as is typically the case of slender plates, the ultimate compressive strength of the plate is governed by the yield stress and plastic flow of the edge longitudinal strips and since the effective width of the plate in the post-buckling range is directly proportional to the thickness of the plates (as previously indicated in Eq. (5-6), a sharp drop is experienced in the load-axial shortening curve immediately the maximum applied average stress is reached. In the case of thicker plates where the yield stress of the material is reached before the critical buckling stress, the post-buckling reserve strength of the plate is higher due to a larger effective width and thus, a more gradual loss of strength is experienced after the maximum stress is reached.

Unlike the load-axial deformation relationship for YPT and bilinear materials, a distinct yield point does not exist in CHT materials hence, the load-axial shortening behavior is influenced by the proportionality limit and strain-hardening characteristics. The load-axial shortening curve for an elastic-perfectly plastic (E-PP) material is included in all the plots to indicate the shared load-deformation path for all the curves and the points of diversion. As shown in Figure 5-8 and Figure 5-9, the point of diversion of the load-axial shortening curves for different materials is observed to be related to the proportionality limit of the material: while the curves in Figure 5-8 have the same proportionality limit and are observed to share a somewhat similar point of diversion analogous to that of the E-PP material, the curves in Figure 5-9 have different proportionality limits and disparate points of diversion in the load-axial shortening curves.

The strain-hardening behavior and equivalent yield stress of the stress-strain curve also impact on the ultimate strength of the plates under uniform axial compression. The curves in Figure 5-8 show a clear difference between the maximum stresses obtained for the different materials indicating that the 0.5% equivalent yield stress has a more significant effect on the ultimate compressive strength of the plates than the proportionality limit stress. For all the materials in Figure 5-9, the proportionality limits are different and the transition of the stress-strain curve from the proportionality limit to the ultimate tensile stress (UTS) alternates at the same equivalent yield stress thus, a smaller disparity is observed between the ultimate strength of the different plates.
The effect of the width-to-thickness ratio and the material stress-strain characteristics on the ultimate strength, $\sigma_{ult}$, and strain capacity, $\varepsilon_{ult}$, of the plates is illustrated in Figure 5-10 – Figure 5-17.

Figure 5-7: YPT curves

Figure 5-8: CHT curves - class 1

Figure 5-9: CHT curves - class 2
(a) Stress-strain curves  
(b) Ultimate strength vs. Slenderness  
(c) Deformation capacity vs. Slenderness

Figure 5-10: Ultimate strength and corresponding strain results for YPT curves with varying lengths of yield plateau and varying UTS

(a) Stress-strain curves  
(b) Ultimate strength vs. Slenderness  
(c) Deformation capacity vs. Slenderness

Figure 5-11: Ultimate strength and corresponding strain results for YPT curves with same lengths of yield plateau and varying UTS
Figure 5-12: Ultimate strength and corresponding strain results for YPT curves with varying lengths of yield plateau and same UTS

Figure 5-13: Ultimate strength and corresponding strain results for YPT curves with varying YPLs and intersecting strain-hardening
Figure 5-14: Ultimate strength and corresponding strain results for CHT curves with varying equivalent YS and varying UTS

Figure 5-15: Ultimate strength and corresponding strain results for CHT curves with varying equivalent YS and same UTS
Figure 5-16: Ultimate strength and corresponding strain results for CHT curves same equivalent YS and varying UTS

Figure 5-17: Ultimate strength and corresponding strain results for CHT curves with same equivalent YS and same UTS...
Details of the ‘knee’ and ‘heel’ parameters used to obtain the stress-strain curves in Figure 5-10 - Figure 5-17 are presented in Table 5-1.

Table 5-1: Constitutive model parameters for derivation of idealized stress-strain curves

<table>
<thead>
<tr>
<th>YPT CURVES</th>
<th>CHT CURVES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designated name</td>
<td>$K_{NM}$</td>
</tr>
<tr>
<td>YPcorr-600TS</td>
<td>21.102</td>
</tr>
<tr>
<td>YPcorr-700TS</td>
<td>25.610</td>
</tr>
<tr>
<td>YPcorr-800TS</td>
<td>24.248</td>
</tr>
<tr>
<td>YPcorr-900TS</td>
<td>20.900</td>
</tr>
<tr>
<td>YPdiff-650TS</td>
<td>19.936</td>
</tr>
<tr>
<td>YPdiff-750TS</td>
<td>33.399</td>
</tr>
<tr>
<td>YPdiff-850TS</td>
<td>48.848</td>
</tr>
<tr>
<td>YPdiff-950TS</td>
<td>66.009</td>
</tr>
<tr>
<td>YPdiff-025EP</td>
<td>4.201</td>
</tr>
<tr>
<td>YPdiff-020EP</td>
<td>5.165</td>
</tr>
<tr>
<td>YPdiff-015EP</td>
<td>7.395</td>
</tr>
<tr>
<td>YPdiff-010EP</td>
<td>14.785</td>
</tr>
<tr>
<td>YPintx-900TS</td>
<td>1.206</td>
</tr>
<tr>
<td>YPintx-800TS</td>
<td>1.448</td>
</tr>
<tr>
<td>YPintx-700TS</td>
<td>1.846</td>
</tr>
<tr>
<td>YPintx-600TS</td>
<td>4.809</td>
</tr>
</tbody>
</table>
The plots in Figure 5-7, Figure 5-8, and Figure 5-9 are zoomed-in versions of Figure 5-10, Figure 5-14, and Figure 5-16 respectively and thus have the same corresponding parameters as presented in Table 5-1.

Three sets of plots are presented in Figure 5-10 - Figure 5-17: the first set (on the left) comprises the plots for the different families of stress-strain curves, the second set of plots (in the middle) comprises the plots of the non-dimensional relative ultimate compressive strength ($\sigma_{ult}/\sigma_{0.5}$) vs. the $b/t$ ratio for each respective family of stress-strain curves, and the third set of plots (on the right) comprises the plots of the strain corresponding to the ultimate compressive strength for each model vs. the $b/t$ ratio.

Since experimental test data for the ultimate strain capacity of simply-supported flat metal plates subjected to uniform axial compression is not available in literature, only the plots for the ultimate compressive strength are validated against experimental data. The experimental results data used for validation are represented by the light grey hollow circles graphically superimposed on the ultimate strength plots and were obtained from the results of an extensive study by Ellinas et al. [55] on structural plating in marine structures.

Even though it is hardly feasible to obtain an exact representation of the real behavior of structural systems using numerical simulation techniques, the results of the FE analyses presented in the ultimate strength plots indicate a close agreement with the trend of the experimental results data. Variations in key conditions such as anisotropic material properties, geometric imperfections, residual stresses, edge support conditions, and loading mechanisms may be considered to be responsible for the large scatter in the experimental data. However, the effect of material stress-strain properties was not explicitly considered in the experiments conducted.

To verify the consistency of the results of this study, the ultimate compressive strengths obtained from the results of the numerical analyses performed in this study (presented in Figure 5-10 - Figure 5-17) were further compared against a graphical plot of the classical Winter curve equation presented in Eq. (5-8).
As indicated in Figure 5-18, overlooking the effect of material property variation in the approximation of the ultimate strength of simply-supported flat plates subjected to uniform compression, and using a single curve such as the Winter curve, may lead to inaccurate results. Comparative observation of the results presented in Figure 5-18 shows that the Winter curve is likely to overestimate the ultimate strength prediction for thick plates, while the ultimate strength of thinner plates may be underpredicted.

The results obtained indicate that for plates made of YPT materials, the ultimate compressive strength is not significantly affected by any variation in either the length of the yield plateau or the magnitude of the UTS, and are observed to be very similar to the results obtained for plates made of E-PP material.

For CHT materials that share the same proportionality limit, the ultimate compressive strength of the plate is governed by the equivalent yield stress of the material hence, the ultimate strength of the plate generally increases as the equivalent yield stress of the material is increased. However, due to elastic and inelastic buckling effects, the magnitude of the maximum average applied stress relative to the equivalent yield stress of the material \((\sigma_{ult}/\sigma_{0.5})\) generally reduces as the strain-hardening improves. This is may be attributed to the acceleration towards collapse of the plate once the proportionality limit of the material is exceeded: acceleration towards collapse is slower in materials with superior strain-hardening hence, such materials tend to fail at a magnitude of applied stress which is farther from the equivalent yield stress of the material compared to materials with inferior strain-hardening.
Typically, the proportionality limit and the strain-hardening properties of CHT materials are somewhat inversely related: CHT materials with a relatively lower proportionality limit stress tend to exhibit superior strain-hardening, and vice versa (as indicated in Figure 5-16(a) and Figure 5-17(a)). The correlative effect of the proportionality limit stress on the ultimate strength is, therefore, more pronounced in slender plates. This may be attributed to the earlier incidence of the critical buckling stress in slender plates compared to stockier plates. In slender plates, buckling typically occurs within the elastic limit hence, for materials with a lower proportionality limit, the plate is unable to take advantage of the superior strain-hardening before reaching collapse at the maximum average applied stress. However, buckling typically occurs beyond the proportionality limit in thick plates so the superior strain-hardening of the material has a positive effect on the ultimate compressive strength of the plate. For CHT materials with different proportionality limits, since all the stress-strain curves share the same equivalent yield stress, the relative ultimate strengths ($\sigma_{\text{ult}}/\sigma_{0.5}$) are observed to exhibit a comparative improvement for lower proportionality limits as the thickness of the plate increases.

In thick plates, the presence of a yield plateau is observed to have a detrimental effect on the strain capacity for YPT materials with superior strain-hardening. This may be attributed to the reduced ductility associated with the sharp change in the slope of the stress-strain curve at the onset of strain-hardening. Hence, the characteristic occurrence of inelastic buckling causes the effect of the reduced ductility to reflect as a lower strain capacity in thick YPT material plates. Contrarily, slender plates experience elastic buckling and since the onset of strain-hardening in the material occurs in the post-buckling range of the plate, superior strain-hardening contributes to the post-buckling reserve strength which translates to a slight improvement in the strain capacity of the plate.

In addition to the magnitude of the UTS, the convexity of the ‘knee’ of the stress-strain curve is also observed to influence the strain capacity of CHT material plates: a greater ‘knee’ convexity tends to favor the strain capacity of thicker plates whereas slender plates seem to exhibit better strain capacity when the change in slope of the stress-strain curve up to the UTS is more gradual. A smaller ‘knee’ convexity leads to increased ductility of slender plates in the post-buckling range whereas thicker plates lose strength due to inelastic buckling, which may result in loss of strain capacity. In comparison, the ductility of slender plates in the post-buckling range reduces
while the loss of strength due to inelastic buckling in thicker plates also reduces as the convexity of the ‘knee’ increases. This phenomenon is more prominent in the families of stress-strain curves with different proportionality limits due to the existence of a larger transition zone between the proportionality limit and the UTS, compared with the families of stress-strain curves with the same proportionality limit.

5.7 Conclusions

A review of relevant theoretical postulations on the buckling and post-buckling behavior of plates was carried out in this study and it was concluded that analytical formulations are only suitable for predicting the mechanical behavior of uniformly compressed plates in the elastic range of the material while advanced computational techniques are generally required for achieving a reasonable estimation of the inevitable and complex nonlinearities associated with real engineering applications.

The finite element method was therefore adopted in this study to investigate the effect of parametric variation of material stress-strain properties on the ultimate strength and strain capacity of simply-supported flat plates subjected to uniform axial compression.

The geometric dimensions, edge support conditions and initial imperfection assumptions applied to the numerical models in this study are consistent with numerical and experimental applications from previous research studies and the results obtained from the FE analyses showed reasonable agreement with results from past studies.

Based on review and consideration of the limitations associated with currently-existing mathematical models in characterizing the true stress-true strain relationship of metallic materials, a novel analytical expression was developed and applied for generating the vast array of stress-strain curves used for parametric variation on this study. The proposed stress-strain model proves to be very versatile in approximating the shape of the stress-strain curve over the entire range of strains, even for materials with a distinct yield point and yield plateau.

Plates with yield plateau type (YPT) materials were all observed to have similar ultimate compressive strengths comparable to that of plates with an elastic-perfectly plastic (E-PP)
material. The strain capacities were however slightly affected by the strain-hardening properties of the stress-strain curve according to the thickness of the plates.

Unlike plates with YPT materials, the mechanical behavior of plates with continuously-hardening type (CHT) materials was observed to be more significantly affected by most of the stress-strain shape parameters including the proportionality limit, equivalent yield stress, strain-hardening behavior, ‘knee’ convexity of the stress-strain curve, and ultimate tensile stress. Summarily, the results show that superior strain-hardening has a positive effect on the ultimate compressive strength and strain capacity of a plate, and this effect becomes more prominent as the plate becomes thicker.

One of the most valuable advantages of the proposed stress-strain model in this study is providing a reasonable approximation of the shape of the stress-strain curve using only two constitutive model parameters, thus easing the process of parameterizing the material stress-strain properties for an extensive array of metallic material variations.
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6. A SEMI-EMPIRICAL MODELLING APPROACH FOR PREDICTING THE DEFORMATIONAL CAPACITY OF AXIALLY-COMPRESSED CYLINDRICAL SHELLS BASED ON A NOVEL MATERIAL STRESS-STRAIN CHARACTERIZATION METHOD
6.1 Abstract

Adoption of cylindrical shell structures for various load-resistance applications has enjoyed wide-spread acceptance in the field of civil, mechanical and aerospace engineering, mainly due to the exceptional structural efficiency of cylindrical shells to withstand significant longitudinal and circumferential in-plane loading without bending. However, where such in-plane loading conditions are compressive, cylindrical shells are likely to exhibit an unstable response characterized by localized out-of-plane deformation. Computerized numerical simulation is often required for accurate and efficient estimation of the strains and resultant stresses in cylindrical shells under loading, especially where the thickness of the shell is sufficient to evoke an inelastic buckling response in the structure. The buckling behavior of thin-walled cylindrical shells subjected to uniform axial compression has been studied in this paper using the finite element (FE) simulation method to assign respective material, geometric, loading and boundary properties to computer-generated cylindrical shell specimens. Extensive parametric analysis, consisting of approximately 720 FE runs, was then conducted based on a full-factorial empirical design, applying ample variations of the relevant parameters that influence the buckling response of axially-compressed cylindrical-shell structures. Nonlinear multiple regression techniques were then employed to derive the coefficients of nonlinear mathematical expressions, each developed as an arithmetic product of appropriate variable functions related to the respective functional sensitivities of the investigated parameters. Strain-hardening properties were incorporated into the mathematical expressions based on the shape constants of the Ndubuaku stress-strain model; which has proven to be remarkably useful for accurate parameterization of the stress-strain behavior over the full range of strains for a wide range of metallic materials, including materials with a well-defined yield plateau. Excellent predictions of FEA-derived values for the critical limit strain limit were obtained and a simple statistical approach was presented to increase the conservativeness of the semi-empirical model as required.
## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>pipe’s outer diameter</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>true strain</td>
</tr>
<tr>
<td>$\varepsilon_{cr}$</td>
<td>critical limit strain</td>
</tr>
<tr>
<td>$\varepsilon_{pt}$</td>
<td>corresponding strain at proportionality limit stress of Ndubuaku model</td>
</tr>
<tr>
<td>$\varepsilon_R$</td>
<td>Ndubuaku model strain ratio</td>
</tr>
<tr>
<td>$\varepsilon_{up}$</td>
<td>corresponding strain at ultimate proof stress of Ndubuaku stress-strain model</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus of elasticity</td>
</tr>
<tr>
<td>$f_p$</td>
<td>pressure factor (ratio of applied pressure to pipe yield pressure)</td>
</tr>
<tr>
<td>$h$</td>
<td>Ndubuaku model heel constant</td>
</tr>
<tr>
<td>$k$</td>
<td>Ndubuaku model knee constant</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Poisson’s ratio</td>
</tr>
<tr>
<td>$n$</td>
<td>Ramberg-Osgood strain-hardening exponent</td>
</tr>
<tr>
<td>$p$</td>
<td>applied internal pressure</td>
</tr>
<tr>
<td>$p_y$</td>
<td>pipe’s circumferential yield pressure</td>
</tr>
<tr>
<td>$R$</td>
<td>pipe’s cross-sectional radius</td>
</tr>
<tr>
<td>$\sigma_{0.5}$</td>
<td>0.5% total strain proof stress</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>true stress</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>elastic critical buckling stress</td>
</tr>
<tr>
<td>$\sigma_{p,0.2}$</td>
<td>0.2% plastic strain proof stress (‘offset’ stress)</td>
</tr>
<tr>
<td>$\sigma_{pt}$</td>
<td>proportionality limit stress of Ndubuaku stress-strain model</td>
</tr>
<tr>
<td>$\sigma_R$</td>
<td>Ndubuaku model stress ratio</td>
</tr>
<tr>
<td>$\sigma_{up}$</td>
<td>ultimate proof stress of Ndubuaku stress-strain model</td>
</tr>
<tr>
<td>$\sigma_{us}$</td>
<td>ultimate tensile stress of pipe material</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>yield stress of pipe material</td>
</tr>
<tr>
<td>$sh_f$</td>
<td>material curve shape factor</td>
</tr>
<tr>
<td>$t$</td>
<td>pipe’s wall thickness</td>
</tr>
<tr>
<td>$CLS$</td>
<td>Critical limit strain</td>
</tr>
</tbody>
</table>
6.2 Introduction

Cylindrical shells comprise some of the most widely-used thin-walled structures for civil and aerospace engineering applications, as well as various industrial applications including pipelines, water reservoirs, submarines, silos, oil storage tanks, nuclear reactors, aircraft fuselages, steel tube towers for mounting of wind turbines, etc. [1–3]. The wide acceptance of cylindrical shells is mainly attributable to their considerable longitudinal strength and ample torsional resistance, as well as their remarkable capacity to withstand high circumferential stresses.

The buckling phenomenon in cylindrical shell structures has remained a matter of research interest and active analytical, experimental and numerical investigation for over a century [4]. The earliest attempts to address the issue of shell buckling comprise the independent works of Lorenz [5], Timoshenko [6] and Southwell [7] which culminated in the derivation of what is regarded as the classical analytical expression for the critical buckling stress of a perfect, isotropic cylindrical shell. However, the analytical expression was derived based on the assumption of simply-supported conditions and a purely-membrane stress state in the pre-buckling range and did not account for the effect of the length-diameter interaction of the structure on the bifurcation stress. The shortcomings of the classical bifurcation load equation became apparent as subsequent results of experimental research studies by a number of researchers [8–10] indicated significant discrepancies between the analytical predictions and experimentally-derived buckling loads of real cylindrical shell structures. A myriad of factors such as boundary conditions, loading eccentricities, and pre-buckling deformations are
considered to be responsible for the inconsistencies in the theoretical predictions and experimental results [11]. However, later theoretical investigations by von Kármán and Tsien [12] and Koiter [13] also observed additional inadequacies of the classical theory in approximating the initiation and growth of wrinkle deformation, and they concluded that the buckling phenomenon in cylindrical shells can only be adequately captured by means of a non-linear large deflection theory. Based on the premises of the advanced theoretical postulations by Ref. [12] and Ref. [13], the form and amplitude of initial geometric imperfections were identified as being chiefly responsible for the discrepancies between analytically-derived estimates of the buckling load and experimental results. Wagner et al. [14] however maintained that the deviation of analytical predictions from experimental buckling loads was not only caused by traditional imperfections or irregularities in the geometric profile but also by non-traditional imperfections like boundary condition imperfections (caused by loading eccentricities) and stiffness imperfections (due to thickness variations). They opined that the leading cause of such deviations in buckling load prediction results from the existence of a generally-overlooked bending moment in experimental investigations which are presumably regarded as pure compression tests.

Geometric defects inevitably result from manufacturing/welding processes and, regrettably, the imperfection profiles of cylindrical shell structures are generally characterized by a high degree of randomness and unpredictability. In practice, geometric irregularities are induced by an exhaustive list of factors, e.g., material memory, sheet metal forming and curing process flaws, residual stresses, thickness variations, shape deviations, ovalization, etc. [15,16]. Owing to the randomness of imperfections, classically-simplified assumptions of pre-buckling deformations and inherent geometric defects are usually adopted for analytical and numerical analyses but are hardly representative of real existing defects. As a means to obtain realistic buckling loads, Arbocz [17] suggested the use of imperfection data generated from measurements of geometric irregularities in a real cylindrical shell structure as the direct input for the imperfection profile of numerical models. The approach suggested by Ref. [17] however has the drawback of being unfeasible, especially at the early design stage where imperfection data is not available. Another concept which has been explored is the implementation of a mathematically-derived “worst possible” imperfection pattern in the governing equations for the critical buckling stress [18]. The method typically involves an analytically rigorous finite element formulation which employs...
a standard isoparametric interpolation scheme with bilinear and biquadratic shape functions, and functions by an algorithm which treats the nodal positions as extra degrees-of-freedom (DOFs) and minimizes the buckling load by changing the imperfection shape. There are three main approaches for implementation of geometric imperfections in numerically-based buckling designs of imperfect cylinders which are based on the single dimple perturbation concept: (1) the “Single-Perturbation Load Approach (SPLA)” induces a single dimple in the side of a cylinder (usually the middle cross-section) by means of a concentrated normal perturbation load [19], (2) the “Single-Perturbation Displacement Approach (SPLA)” involves a displacement-controlled introduction of a constant single buckle imperfection to the side of the cylinder [20], and (3) the “Single Boundary Perturbation Approach (SBPA)” induces a single dimple at the top edge of the shell by boundary perturbation such that a small bending moment is generated in the shell structure under axial compression [21]. Other common methods for FE-based imperfection modeling include [22]: (1) Geometric Dimple-shaped Imperfection (GDI) - which is commonly referred to as a “cosine dimple” and is defined by a cosine function for two (one longitudinal and one circumferential) wavelengths [23], and (2) Axi-symmetric Imperfection- (ASI) – which is a simplified form of the GDI and only requires specification of the cosine function for the longitudinal wavelength [24]. The GDI and ASI methods are similarly implemented by translating the nodes of the FE mesh according to the prescribed cosine function. Castro et al. [22] performed a comparative study of different imperfection methods and reported that the Linear Buckling Mode-shaped Imperfection (LBMI) approach is a widely-preferred method for prescription of the initial nodal displacement field of an FE mesh, especially because the imperfection profile can be easily generated from a linear buckling analysis, and most of the general-purpose FE codes provide an automatic means to prescribe the initial imperfections as an initial state in the nonlinear numerical simulation. They, however, stated that the LBMI approach is highly sensitive to the chosen eigenmode and tends to produce a high degree of variability in obtained results.

There exists an enormous collection of empirical data for axially-loaded cylindrical shells [25] and the generally-adopted procedure for the stress-based design of axially-compressed cylindrical structures based on the critical buckling stress is achieved by means of an empirical knock-down factor (KDF), e.g., NASA SP-8007 [26]. NASA SP-8007 attempts to circumvent
the observed discrepancies in experimentally-obtained results for the critical buckling stress of cylinders under uniform axial compression by defining a design curve based on the statistical lower-bound of a collection of experimental results. Results of comparative studies by a number of researchers have however indicated that the application of empirical KDFs often leads to very conservative and acutely uneconomical designs in the modeling of cylindrical shell structures [14,27,28].

Gellin [29] performed analytical studies on the imperfection sensitivity of axially-compressed cylindrical shells which undergo buckling in the plastic range and he concluded that the collapse loads of such cylinders are less sensitive to imperfections compared to the collapse loads of elastically-buckled cylinders. Ravn-Jensen and Tvergaard [30] applied a computational procedure for incremental finite element analysis of longitudinally-welded cylindrical shells. They affirmed that residual stresses are commonly induced in cylindrical shells during fabrication processes such as welding and cold bending of the parent metal sheets and explained that such residual stresses significantly reduce the bifurcation loads of geometrically perfect shells or may even result in buckling without external loading; as in the case of nonuniformly-heated shells which experience thermal buckling. Results of the analyses by Ref. [30] indicated that residual stresses tend to reduce the sensitivity of cylindrical shell structures to initial geometric imperfections; however, the observed sensitivity-reducing effect gradually disappears as the amplitude of geometric imperfections increases. Results of experimental tests and numerical analyses on longitudinally-welded axially-compressed stub C-H sections by Guo et al. [31] showed that the effect of residual stresses on the load-carrying capacity of cylindrical shells reduces as the $D/t$ ratio is reduced and vice versa. Analytical evaluations by Hutchinson [32] and experimental/numerical investigations by Limam et al. [33] have also indicated that internal pressurization tends to diminish initial geometric imperfections and thus mitigate the imperfection sensitivity of axially-compressed cylindrical shells.

Based on results of a three-part research series of experimental and analytical investigations involving displacement-controlled axial compression of stainless steel specimens with $D/t$ ratios ranging between 23 and 52, Bardi et al. [34] presented a method for estimating the limit load and associated limit strains by tracking the evolution of the axisymmetric wrinkling using the principle of virtual work. They noticed that careful appropriation of the wavelength of induced
initial axisymmetric imperfections and the consideration of non-axisymmetric imperfections is necessary for proper qualitative and quantitative reproduction of experimental results. Hence, their method allowed the assignment of initial imperfections with a combination of axisymmetric and non-axisymmetric components and involved a special algorithm for testing the compressed cylinder for possible bifurcation of initial axisymmetric wrinkles into a non-axisymmetric mode. The shell formulation used in the analytical procedure presented by Ref. [34] did not account for through-thickness shear effects; hence, it was suggested by the authors that the effects of shear deformations on the obtained results should be further explored. However, they established that the limit strain resulting from either axisymmetric or non-axisymmetric wrinkling is significantly influenced by the hardening of the material, and even though the limit strain is influenced by the material yield stress, the effect is relatively secondary. Notwithstanding the reasonable agreement between their analytically-derived results and experimental results by Ref. [34], the existence of fundamental uncertainties in the functional dependence of the obtained results on the uniqueness of the parameters used for the analyses was noted and a more extensive investigation was recommended to ascertain the generalizability of their findings.

Paquette and Kyriakides [35] extended the analytical procedure presented by Ref. [34] to consider the plastic buckling and collapse of cylindrical shells subjected to combined axial compression and internal pressure. The method employed by Ref. [35] estimated the critical buckling stress ($\sigma_C$) and the associated half-wavelength of the buckling mode ($\lambda_C$) based on the deformation theory of plasticity whereas, to account for the non-proportionality of the stress history, the corresponding bifurcation strain ($\varepsilon_C$) was calculated based on the incremental (flow) theory of plasticity. The results of their study showed that increasing the pressure and the hardening of the material increased both the bifurcation strain and the limit strain, however, the effect was significant on the limit strain but marginal on the bifurcation strain. In the same manner, increasing the material hardening and the internal pressure resulted in a corresponding increase of $\lambda_C$ but contrarily, $\sigma_C$ was observed to increase with increased material hardening while increased pressure caused an opposite effect of lowering the material response and resulting in a corresponding decrease of $\sigma_C$. Internal pressure was observed to have a stabilizing effect on the initial axisymmetric deformation, making a transformation into a non-axisymmetric mode less feasible. Assumption of anisotropic material yielding was found to produce better
agreement between the analytically-derived results and experimental results, compared to isotropic yielding. However, Neupane et al. [36,37] investigated the deformation response of numerical pipe models using a combined kinematic hardening material model and concluded that an isotropic material model may be suitable for modeling pipes subjected to low internal pressure by using the material data of the pipe’s longitudinal direction and by using the material data of the pipe’s circumferential direction for modeling pipes subjected to high internal pressure. Despite satisfactory ability to predict the limit state values, the analytically-derived results obtained by Ref. [35] portrayed some discrepancies which are attributable to sensitivity of the analytical procedure to initial assumptions of imperfection.

Dundu [38] recently conducted a detailed review of the evolution of stress-strain models of stainless steel. He concluded that the non-linear stress-strain model, proposed by Ramberg and Osgood [39], and modified by Hill [40] is still the best model for stresses up to the 0.2% proof stress. He went further to discuss various modifications and extensions of the Ramberg-Osgood model which have been proposed by various researchers over time in an attempt to improve the accuracy of stress-strain characterization over the full range of the stress-strain relationship. He, however, pointed out the somewhat inevitable requirement for discretization and, in most cases, a large number of model parameters to improve the description of the stress-strain behavior beyond the 0.2% proof stress. To tackle the limitations of existing stress-strain models, Ndubuaku et al. [41–43] recently developed a novel mathematical expression (referred to as the “Ndubuaku model”) which features a combination of moderate complexity and remarkable accuracy in approximating the true stress-true strain relationship of a diverse range of metallic materials over the full range of strains; including materials with a distinct yield point and yield plateau. The model precludes the need for discretization and, with two constitutive model constants, completely defines any continuously-hardening nonlinear curve extending from the proportionality limit point to a predefined ultimate stress point within the normalized natural stress-strain space.

The applicability of the material model to simply-supported flat plates under uniform axial compression was recently investigated by Ndubuaku et al. [43]. A total of 37 idealized variations of the material stress-strain curve and a four-level variation of the slenderness ratio was used to generate a significant number of FE-simulated flat plate models. The results of the study
indicated that the ultimate stress of the flat plate models is strongly dependent on the yield stress of the plate material but not so much on the material hardening. On the other hand, the strain-hardening behavior and overall shape of the nonlinear portion of the stress-strain curve has a relatively tremendous influence on the deformational capacity of the plate models, compared to the yield stress.

In line with the review on the broad subject of axially-compressed cylindrical shells, the methods employed in this study are focused on the analysis of pipelines or other metallic tubes subjected to axial compression, with or without internal pressurization. A finite element (FE) numerical procedure was developed for this study to evaluate the limit loads and corresponding limit strains of axially-compressed cylindrical shells. An extensive parametric study was subsequently conducted based on the results of the FE analyses and a semi-empirical modeling approach, by means of advanced nonlinear regression techniques, was used to develop mathematical expressions for predicting the limit strain. The four constituent parameters of the derived mathematical expressions, considered to have the most influential impact on the limit strain, are $D/t$ ratio, internal pressure, material strain-hardening, and the proportionality-limit stress. The distinction between yield-plateau type (YPT) stress-strain curves and round-house type (RHT) stress-strain curves for metallic materials was considered in this study; hence, a total of 144 specimens were numerically analyzed (80 YPT specimens and 64 RHT specimens). A five-level variation of the internal pressure was also performed in this study, and a full-factorial design approach was adopted such that all possible combinations of the parametric variations were applied across all the factors considered for the FE analyses. Consequently, a total of 400 runs were performed for the YPT pipes while 320 runs were performed for the RHT pipes bringing the total number of separate numerical simulations conducted to 720.

It is common practice, in the formulation of mathematical models for the prediction of the deformational capacity of pipelines, for the strain hardening properties to be accounted for either by the Ramberg-Osgood hardening exponent, $n$ [44] or the yield-to-tensile stress (Y/T) ratio [45,46]. The approach adopted for material characterization in this study is based on full-range parameterization of the stress-strain relationship and is considered to be more appropriate for incorporation into the mathematical prediction models. The constitutive constants of the Ndubuaku material model are remarkably useful for accurately estimating the stress-strain
relationship with minimal simplification and are therefore used instead of the Ramberg-Osgood hardening exponent for parameterization of the strain-hardening behavior of all the materials investigated in this study.

6.3 Constitutive Model for Material Characterization

The Ndubuaku stress-strain model, Eq. (6-1), mathematically expresses the true stress ($\sigma$) as a function of the true strain ($\varepsilon$) using two constitutive model constants, the “knee” parameter ($k_{nm}$) and the “heel” parameter ($h_{nm}$), thus:

$$
\sigma = \begin{cases} 
E\varepsilon & \sigma \leq \sigma_{pl} \\
\sigma_{pl} + (\sigma_{up} - \sigma_{pl}) \left( \frac{\varepsilon - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}} \right)^{h_{nm} k_{nm}} & \sigma > \sigma_{pl}
\end{cases}
$$

where $E$ is Young’s modulus of elasticity, $\sigma_{pl}$ and $\varepsilon_{pl}$ represent the proportionality limit stress and the proportionality limit strain respectively, and $\sigma_{up}$ and $\varepsilon_{up}$ represent the ultimate proof stress and the corresponding ultimate proof strain respectively. The proportionality limit values and the ultimate proof values are obtained at the lowest point and the highest point, respectively, in the natural stress-strain space under consideration.

A major advantage of the Ndubuaku stress-strain model is the ability to prescribe specific control points which the nonlinear portion of the stress-strain curve is required to pass through. By applying the procedure outlined by Ndubuaku et al. [43], the two model constants can be derived by specifying two stress control points ($\sigma_{c1}$ and $\sigma_{c2}$) and two strain control points ($\varepsilon_{c1}$ and $\varepsilon_{c2}$), using the following expressions:
\[ k_{nm} = \frac{\varepsilon_{R1}^{(h_{nm})} \ln(\sigma_{R1})}{\ln(\varepsilon_{R1})} \text{ or } \frac{\varepsilon_{R2}^{(h_{nm})} \ln(\sigma_{R2})}{\ln(\varepsilon_{R2})} \]  

(6-2)

\[ h_{nm} = \frac{\ln \left[ \frac{\ln(\varepsilon_{R1}) \cdot \ln(\sigma_{R2})}{\ln(\sigma_{R1}) \cdot \ln(\varepsilon_{R2})} \right]}{\left[ \ln(\varepsilon_{R1}) - \ln(\varepsilon_{R2}) \right]} \]  

(6-3)

where,

\[ \sigma_{R1} = \frac{\sigma_{c1} - \sigma_{pl}}{\sigma_{up} - \sigma_{pl}}, \quad \sigma_{R2} = \frac{\sigma_{c2} - \sigma_{pl}}{\sigma_{up} - \sigma_{pl}}, \quad \varepsilon_{R1} = \frac{\varepsilon_{c1} - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}}, \text{ and } \quad \varepsilon_{R2} = \frac{\varepsilon_{c2} - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}} \]

The model features a transition between a fully concave curve and a fully convex curve which is defined by the straight diagonal line that transcends from the proportionality limit point to the ultimate proof point. The straight diagonal line is only achievable if \( k_{nm} \) equals 1 and \( h_{nm} \) equals 0. If \( h_{nm} \) equals 0, then a purely convex curve is obtained for \( k_{nm} < 1 \) otherwise, a purely concave curve is obtained for \( k_{nm} > 1 \). However, the mathematical inference of a zero-value heel factor is a simple power law expression that lacks the essence of the model. The implication of such non-zero constraint on the heel factor is the inevitable existence of a yield plateau for every classification of stress-strain curves. While this attribute poses no challenge for YPT curves, it becomes imperative in the case of RHT curves to employ applicable control measures to specify any desired yield plateau length within acceptable tolerance limits.

The implementation of a YPL-control procedure takes advantage of the double-curvature of the derived stress-strain relationship by specifying the location of the curve inflection point with respect to the strain. The inflection point is derived by equating the second derivative of the stress, evaluated against the strain, to zero as follows:

\[
\frac{d^2 \sigma_{Ri}}{d \varepsilon_{Ri}^2} = \varepsilon_{Ri} \cdot \left( \frac{1}{\varepsilon_{Ri}} \right)^h \cdot \left[ \left( \frac{1}{\varepsilon_{Ri}} \right)^{1+h} \left( k - k. h. \ln[\varepsilon_{Ri}] \right)^2 \right. \\
\left. - \left( \frac{1}{\varepsilon_{Ri}} \right)^{2+h} \cdot (k. h + k. (1 + h)) - k. h. (1 + h). \ln[\varepsilon_{Ri}] \right] = 0 \quad (6-4)
\]
where,
\[
\sigma_{RI} = \frac{\sigma_{ci} - \sigma_{pl}}{\sigma_{up} - \sigma_{pl}} \quad \varepsilon_{RI} = \frac{\varepsilon_{ci} - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}}
\]

\(\sigma_{RI}\) and \(\varepsilon_{RI}\) represent the stress ratio and strain ratio, respectively, derived from the stress control value, \(\sigma_{ci}\) and the corresponding strain control value, \(\varepsilon_{ci}\) at the inflection point.

Rearranging Eq. (6-4) to express the inflection point knee factor, \(k_i\) in terms of the remaining parameters yields:

\[
k_i = -\left(\frac{1}{\varepsilon_{RI}}\right)^{-h_i} \left\{ -1 - 2h_i + h_i \cdot ln[\varepsilon_{RI}] + h_i^2 \cdot ln[\varepsilon_{RI}] \right\}
\]

\[
= \frac{-1 + h_i \cdot ln[\varepsilon_{RI}]}{(1 + h_i \cdot ln[\varepsilon_{RI}])^2}
\]

(6-5)

The flowchart in Figure 6-1 illustrates the iterative procedure which is implemented to minimize the error between the original knee factor, \(k_{nm}\) and the inflection point knee factor, \(k_i\).
Figure 6-1: Flowchart of iterative procedure for derivation of inflection point knee factor
6.4 Theoretical Formulations

Consider the long cylindrical shell shown in Figure 6-2 which has a radius, $R$, and wall thickness, $t$.

![Figure 6-2: Schematic of strain components for axially-compressed cylinder](image)

where $x$, $y$, and $z$ are the longitudinal, circumferential, and radial axes respectively in the mid-thickness layer of the undeformed cylindrical shell while $u$, $v$ ($= R\theta$), and $w$ represent the warping, circumferential and flexural displacement components corresponding to the $x$-, $y$- and $z$-axes respectively.

The governing equations for the circular cylindrical shell are expressed thus [47–50]:

$$\frac{D}{h} \nabla^2 \nabla^2 w - \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 \phi}{\partial y^2} + 2 \frac{\partial^2 w}{\partial x \partial y} \frac{\partial^2 \phi}{\partial x \partial y} - \frac{\partial^2 \phi}{\partial x^2} \left( \frac{\partial^2 w}{\partial y^2} - \frac{1}{R} \right) - \frac{p}{t} = 0$$

$$\frac{1}{E} \nabla^2 \nabla^2 \phi - \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2 + \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 w}{\partial y^2} - \frac{1}{R} \frac{\partial^2 w}{\partial x^2} = 0$$

(6-6)

where,

$$\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}, \ \nabla^2 \nabla^2 = \frac{\partial^4}{\partial x^4} + 2 \frac{\partial^4}{\partial x^2 \partial y^2} + \frac{\partial^4}{\partial y^4}$$

The derived form of the governing equations makes it possible for the exact solutions of the flexural displacement, $w$, and the stress function, $\phi$, to be obtained by simply solving the two equations in Eq. (6-6) simultaneously.
Applying the governing equations outlined in Eq. (6-6), the analytical solutions for the special case of a cylindrical shell subjected to a uniform compressive axial load, \( P \), and zero internal or external pressure can be obtained by neglecting end effects and applying the following assumptions for the initial stresses and initial deformation in the pre-buckling state [47,51]:

\[
N_{x0} = \sigma_{x0} h = \frac{P}{2\pi R}, \quad N_{y0} = \sigma_{y0} h = 0, \quad N_{xy} = \tau_{xy0} h = 0, \quad w_0 = \text{constant}
\]

yielding,

\[
D\nabla^8 w + \frac{Eh}{R^2} \frac{\partial^4 w}{\partial x^4} + \frac{P}{2\pi R} \nabla^4 \left( \frac{\partial^2 w}{\partial x^2} \right) = 0 \tag{6-7}
\]

By representing the unknown deflection by a set of functions, each of which satisfies the boundary conditions, the classical solution for the critical buckling stress of a simply-supported cylindrical shell subjected to uniform axial compression is derived as:

\[
\sigma_c = \frac{E}{\sqrt{3(1-\mu^2)}} \frac{t}{R} \tag{6-8}
\]

Xue [52] pointed out that, in practice, such mathematical derivations prove to be complicated and sometimes infeasible hence approximate methods are often employed to obtain required solutions.

### 6.5 Methodology of Numerical Research

Nonlinear finite element analysis of uniform axial compression of cylindrical shells was performed in this study using the general-purpose finite element program, ABAQUS CAE [53]. As previously indicated, shell buckling typically involves large deflections and large rotations [12,13,54]; hence, it is essential that the displacement- and rotation-induced strains be evaluated using membrane finite strain formulations analogous to the approximations of the Koiter-Sanders shell theory [55].
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6.5.1 Test matrix

The FE pipe models analyzed in this study were generated based on parametric variation of four factors considered to be most influential to the deformational capacity of pipelines: the dimensional factor \((D/t)\) ratio, the load factor (internal pressure), the material grade factor (proportionality limit stress), and the strain-hardening factor (constitutive material model shape constants). In order to properly capture the nonlinearities in the relationships between the deformational response of the pipe and various associated parameters, a minimum of four variations was applied to each of the parameters evaluated. To maintain correspondence with the non-dimensionality of the critical buckling strain, the parameters were also normalized.

6.5.1.1 Dimensional properties

The diameter, \(D\), is normalized with the nominal pipe wall thickness, \(t\), to yield the \(D/t\) ratio. The range of evaluation for the dimensional parameter \((D/t)\) was between 41 and 105 with a four-level variation thus: 41.152 (DT1), 64.078 (DT2), 82.156 (DT3) and 104.622 (DT4). For simplicity of numerical analyses, the same pipe size (i.e., nominal pipe size (NPS) = 36 in) was maintained for all the FE pipe models while the pipe wall thickness was varied according to the prescribed \(D/t\) ratios thus: \(t_1 = 22.22\) mm (for DT1), \(t_2 = 14.27\) mm (for DT2), \(t_3 = 11.13\) mm (for DT3), and \(t_4 = 8.74\) mm (for DT4).

6.5.1.2 Loading conditions

The internal pressure, \(p\), is normalized with the pipe yield pressure \(\left(p_y = \frac{2\sigma_y t}{D}\right)\). The ratio of the applied pressure to pipe yield pressure \(\left(i.e., \frac{p}{p_y}\right)\) is herein referred to as “pressure factor \(f_p\)”.

Values of the internal pressure applied to the FE pipe models were determined based on the pressure-resultant hoop stress corresponding to percentages of the nominal yield stress\(^3\) (YS).

---

\(^3\) The API 5L standard prescribes specific values of the specified minimum yield stress (SMYS) for different grades of pipeline steel which are essentially intended as a quality control guideline for steel pipeline manufactures and provide guidance to pipeline designers and operators on the required material grades for intended operating pressures. However, the yield stress (YS) values specified for this research are intended to more closely reflect practical values obtained from standard tensile tests of pipeline steels and are, therefore, nominally selected at values that are slightly higher than the API 5L SMYS specifications.
Four variations of the YS values were derived according to the material grade specifications of the API 5L standard [56] for pipeline steels thus: X52 grade = 379 MPa, X60 grade = 441 MPa, X70 grade = 503 MPa, and X80 grade = 586 MPa. A five-level variation of the pressure factor (0%, 20%, 40%, 60% and 80%) was then applied to the FE models for each material grade.

\subsection{Material grade}

The proportionality limit stress, $\sigma_{pl}$, for RHT materials is normalized with the ultimate tensile stress, $\sigma_{us}$ to yield $\frac{\sigma_{pl}}{\sigma_{us}}$. The ratio of the proportionality limit stress (PLS) to the ultimate tensile stress (UTS) is herein referred to as the “PLUS” ratio. It is acknowledged that the description of the material grade of RHT metals is customarily based on the nominal yield stress corresponding to either the 0.2% plastic strain ($\sigma_{p,0.2}$) prescribed by the EN 1993-1-4 stainless steels standard [57] or the 0.5% total strain ($\sigma_{0.5}$) prescribed by the API 5L pipeline steels standard [56]. However, it will be shown in a later section that the PLUS ratio has a direct influence on the critical buckling strain of RHT structures while the influence of the yield stress is more or less indirect, i.e., the material characteristics that tend to indicate better deformational capacities in higher grade pipes made of RHT materials are fundamentally more as a result of the superior hardening properties of the material than the higher value of the nominal yield stress.

On the other hand, YPT materials are characteristically defined by a distinct yield point which is coincident for materials of the same grade; hence, the yield stress and the proportionality limit stress are always equal. Nondimensionalization of the material grade factor for YPT materials was therefore achieved by applying the ratio of the yield stress, $\sigma_y$ to the elastic modulus, $E$. The elastic modulus of the steel materials (205800 MPa) was carefully chosen to correspond with results of experimental observations by Kong et al. [58] based on tensile tests performed on pipeline steels with comparable properties, using a state-of-the-art three-dimensional digital image correlation (3D-DIC) technique.

Similar to the YS values, the values for the ultimate tensile stress, $\sigma_{us}$ selected for each material grade were selected according to the API 5L specifications thus: X52 grade = 455 MPa, X60 grade = 565 MPa, X70 grade = 593 MPa and X80 grade = 703 MPa.
### 6.5.1.4 Constitutive material model constants ($k_{nm}$ & $h_{nm}$)

The nonlinear portions of the plots generated to characterize the various stress-strain relationships for the four different material grades analyzed in this study were parameterized using the novel stress-strain model developed by Ndubuaku et al. [43]. For the four selected material grades (X52, X60, X70, and X80), different curves (5 curves each for YPT materials and 4 curves each for RHT materials) were generated, as shown in Figure 6-3 - Figure 6-6, with the same prescribed YS and the same ultimate proof stress (UPS) but different hardening properties. To ensure uniformity in the strain range, the ultimate proof stress was maintained at the stress corresponding to a total strain of 10% (i.e., $\sigma_{10}$), and the nominal yield stress was maintained at the stress corresponding to a total strain of 0.5% (i.e., $\sigma_{0.5}$) for respective material grades of various strain-hardening. The selection of a constant magnitude of total strain = 10% as the elongation for all the material grades studied herein is intended to tackle the inevitable issue of variability in the elongation of stress-strain curves due to factors such as testing conditions and ductility differences. A 10% elongation is therefore defined to effectively capture a reasonable range of the stress-strain curve beyond which the shape of the stress-strain curve has no significant effect on the deformational capacity of pipe segments.

![Figure 6-3: Idealized variations for stress-strain curves of X52-YPT and X52-RHT materials](image-url)
As indicated by the plots in Figure 6-3 - Figure 6-6, the stress-strain relationships for the different material grades exhibit slight differences in the hardening behavior. Each curve is labeled to reflect the peculiarities of its hardening property; hence, the numeric designations for the YPT curve labels are in percentage (%) units and indicate the length of the yield plateau in
terms of the total strain whereas the numeric designations for the RHT curve labels are in megapascal (MPa) units and indicate the proportionality limit stress for the respective curves.

The values of the model constants used to generate the stress-strain curves presented in Figure 6-3 - Figure 6-6 are outlined in Table 6-1.

<table>
<thead>
<tr>
<th>Material Grade</th>
<th>YPT</th>
<th>RHT</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Curve label</td>
<td>$K_f = 1/K_{nm}$</td>
<td>$H_f = 1/H_{nm}$</td>
<td>Curve label</td>
</tr>
<tr>
<td>X52</td>
<td>YP-1.00</td>
<td>20.5077</td>
<td>0.6958</td>
<td>PL-369</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>25.9422</td>
<td>0.5658</td>
<td>PL-359</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>33.6157</td>
<td>0.4692</td>
<td>PL-349</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>45.0310</td>
<td>0.3934</td>
<td>PL-339</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>63.0332</td>
<td>0.3318</td>
<td></td>
</tr>
<tr>
<td>X60</td>
<td>YP-1.00</td>
<td>29.9027</td>
<td>0.6234</td>
<td>PL-401</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>38.8327</td>
<td>0.5078</td>
<td>PL-381</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>51.7336</td>
<td>0.4219</td>
<td>PL-361</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>71.4369</td>
<td>0.3544</td>
<td>PL-341</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>103.465</td>
<td>0.2994</td>
<td></td>
</tr>
<tr>
<td>X70</td>
<td>YP-1.00</td>
<td>57.9192</td>
<td>0.5532</td>
<td>PL-433</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>77.6927</td>
<td>0.4512</td>
<td>PL-403</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>107.0977</td>
<td>0.3755</td>
<td>PL-373</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>153.5094</td>
<td>0.3160</td>
<td>PL-343</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>231.8488</td>
<td>0.2675</td>
<td></td>
</tr>
<tr>
<td>X80</td>
<td>YP-1.00</td>
<td>83.7395</td>
<td>0.5187</td>
<td>PL-486</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>115.2048</td>
<td>0.4221</td>
<td>PL-446</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>162.9859</td>
<td>0.3510</td>
<td>PL-406</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>240.2443</td>
<td>0.2953</td>
<td>PL-366</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>374.3178</td>
<td>0.2501</td>
<td></td>
</tr>
</tbody>
</table>
As may be inferred from Table 6-1, the model constants generally tend to yield values less than 1 hence the values are inverted as listed for convenience of representation and clarity. An isotropic material model was adopted for this study and was assigned to all the generated pipe models using the piecewise linear isotropic hardening stress-strain model definition facility in ABAQUS. The material model was also assumed to obey the von Mises yield criterion and the associative flow rule.

6.5.2 Geometry, mesh, and elements

The mesh of the FE pipe models was created with 4-node quadrilateral finite-membrane-strain shell elements with reduced integration (S4R). The S4R element has been used extensively in previous numerical investigations [59–63] and has proven to be remarkably effective for finite membrane strain shell analyses involving large displacements and rotations. Each node of the doubly-curved S4R element has six degrees of freedom: three translations \((u_1, u_2, u_3)\) in the directions of the global axes and three rotations \((\theta_1, \theta_2, \theta_3)\) about the directions of the three global axes. The S4R element is able to account for changes in the thickness of the shell under load or displacement increments through its characteristic finite membrane strain formulation by evaluating the derivatives of the position vector at points in the deformed configuration of a reference shell surface with respect to respective points in the undeformed configuration. The strain in the direction of the normal to any point on the reference surface of the shell is assumed to remain constant throughout the shell thickness. Bending strains are derived by computing the derivatives of the normal to the mid-thickness surface of the shell and are derived based on small strain assumptions [53].

The S4R is a shear-flexible element which is suitable for modeling the deformational behavior of both thick and thin shells. Default values of the shear stiffness are prescribed in ABAQUS based on the area-to-thickness ratio of the element and are automatically adjusted to prevent transverse shear locking. Transverse shear deformation is generally considered to be negligible in thin shells thus, the S4R element tends to satisfy the assumptions of the classical Kirchoff shell theory for thin shells by imposing a constraint to the vector normal to a reference surface of the undeformed shell such that the vector remains normal to the respective reference surface in the
deformed configuration. To prevent the occurrence of “hourglass” modes of deformation, the transverse shear strain components are evaluated at the mid-edge points of the shell elements [53].

The element has an isoparametric formulation, i.e., each nodal coordinate has the dual function of defining the element’s geometry and describing the element’s nodal displacements hence, the same functions are used to interpolate both displacements and position vectors. Being a reduced-integration element, the S4R has only one integration point on its mid-surface, and ABAQUS forms the element stiffness matrix using a lower-order integration unlike for full-integration elements, where the number of integration points sufficient to integrate the virtual work expression exactly must be generated. Reduced integration potentially optimizes the accuracy of shell load and displacement predictions with reasonable efficiency of computational resources. A mesh sensitivity analysis was performed, and an optimum mesh size of 30 mm was selected. The default number of 5 points was selected for through-thickness integration throughout this study, and the Simpson’s rule was employed to perform the integration.

A value equal to six times the pipe diameter (6*D) was specified as the length of all the pipe models generated in this study, and the average compressive strain in the wrinkle area of all pipe models analyzed in this study was measured using a gauge length of two times the pipe diameter (2*D).

6.5.3 Symmetry, boundary conditions, and loading

To optimize computational effort, longitudinal (i.e., symmetry across the x-y plane) symmetry and horizontal-transverse (i.e., symmetry across the y-z plane) symmetry boundary conditions were applied to the pipe so that only a quarter of each pipe specimen (half-length and half-circumference) was modeled. Hence, to simulate the specified length of 6*D, the ABAQUS pipe models were extruded to a length of 3*D. With the reference point of orthogonal coordinate axes being coincident with the center of the pipe cross-section at the longitudinal symmetry plane, a new reference point was created along the z-axis at the extruded pipe end. The new reference point was fixed in all principal axis directions except to allow longitudinal translation along the z-axis. To allow a uniform stress field along the pipe length under internal pressurization, a kinematic coupling constraint was defined to constrain the motion of the nodes on the pipe-end
cross-section to the to the rigid body motion of the reference point. The kinematic coupling constraint was defined with respect to the cylindrical coordinate system such that all the degrees of freedom, except translational hoop strain, were restricted. Allowing translational hoop strain under the kinematic constraint specification was observed to be relatively most effective for mitigating the stresses generated at the pipe ends under internal pressurization.

Following, the default “Initial” step in ABAQUS CAE, two loading steps were defined using the built-in “Step” module. In the first loading step, internal pressure corresponding to a hoop stress equivalent of respective ratios (or percentages) of the pipe’s YS was applied to the inner surface of the pipe and maintained constant in the subsequent loading step. Since the second loading step was displacement-controlled, the “Static General” step which is performed based on the default “Newton’s method” iterative solution technique in ABAQUS would have been sufficient for evaluating the load-deformation response. However, the displacement-controlled deformation in the second loading step was simulated by incrementally imposing an axial displacement onto the pipe-end reference point using the linearized arc-length Riks algorithm in ABAQUS. Similar results are generally obtained using either the “Static General” method or the “Static Riks” method.

6.5.4 Post-processing

After the completion of the numerical analysis for each pipe model, the incremental values of the axial reaction force (RF3) at the predefined pipe-end reference point were directly obtained from the “ODB field output” in the ABAQUS post-processing module. On the other hand, the incremental values of the average strain had to be derived using the “Operate on XY Data” tool in ABAQUS to calculate the mean of the combined values of axial logarithmic strain (LE11; defined with respect to the cylindrical coordinate system) in all the elements within the prescribed gauge length and area. The incremental values were then exported into a Microsoft Excel spreadsheet, where the average strain corresponding to the peak value of force in the axial force vs. average strain plot was selected as the critical limit strain (CLS).
6.5.5 Imperfection sensitivity analysis

Three different linear combinations of the eigenmodes (Type 1 = mode 1 + mode 7, Type 2 = mode 2 + mode 7, Type 3 = mode 3 + mode 7) were used to create imperfection shapes considered to bear approximate resemblance with the imperfection profiles obtained by Kainat et al. [64–66] and Chen et al. [67]. For each combination, mode 1, mode 2 and mode 3 were five times the scale of mode 7 so that the designation of scale factors was assigned with respect to the primary modes (1, 2 and 3) while mode 7 was considered to be the secondary imperfection. The three imperfection shapes were superposed to perfect models in the nonlinear analysis and a parametric variation of the scale of the imperfections as well as the ASTR was performed (see Figure 6-7 - Figure 6-9).

5×mode 1 + 1×mode 7
5×mode 2 + 1×mode 7
5×mode 3 + 1×mode 7

Figure 6-7: Linear superposition of eigenmodes
Figure 6-8: Plots of $\varepsilon_{cr}$ for 50% scale (all imperfection types)

The plots in Figure 6-7 – Figure 6-9 were obtained for an FE-simulated unpressurized pipe with a $D/t$ ratio of 78. The plots of the CLS against percentage reduction of the mid-length sleeve, presented in Figure 6-8, indicate that difference in the imperfection types has a negligible effect on the deformation response of the pipe, even with a scale factor as high as 50% of the wall thickness, and the results become more similar as the scale factor is reduced. A cumulative plot of all the results obtained for the Type 2 imperfection are presented in Figure 6-9, and the results corroborate the findings of Ref. [31] and Ref. [66] from two aspects: (1) thickness variations have a more significant effect on the deformational capacity than diametric variations, and (2) below a $D/t$ ratio of 100, the effect of geometric imperfections on the load-deformation response becomes negligible.

6.6 Validation of FE Models

For the purpose of this study, geometric imperfections are assumed to have a negligible effect on the deformational capacity of the pipe models within the range of $D/t$ ratios covered herein; hence, a reduced-thickness “buckling trigger” sleeve (3% less than the nominal pipe wall thickness) was introduced at the pipe’s mid-span for analysis of all the FE models. An unpressurized pipe segment of $D/t$ ratio = 64 was modeled using ABAQUS and subjected to pure bending. The FEA result was then compared to experimental test results by Mohareb et al. [63]
and satisfactory correspondence with the results of Ref. [63] was obtained for the moment-curvature response as well as the wrinkling deformation mode at failure (Figure 6-10).

![Figure 6-10: Comparison of FEA result with experimental result (UGA508) by Ref. [63]](image)

Figure 6-10 indicates the ability of the FE model to reproduce the diamond-shape buckling mode obtained from the experimental test of the pipe segment. The Ndubuaku model was used to derive the appropriate shape constants for approximation of the material stress-strain relationship obtained from the ancillary tension coupon test by Ref. [63]. The geometrical and material properties of the experimental test specimen, designated as “UGA508” by Ref. [63], are as follows:

- Outer diameter: 508 mm
- $D/t$ ratio: 64
- Length of pipe: 1690 mm
- Material grade: API X56
- Elastic modulus: 203704 MPa
- Yield stress ($\sigma_{0.5}$): 391 MPa
- Proportionality limit stress: 329 MPa
- Knee constant ($1/K_{nm}$): 3.53
- Heel constant ($1/H_{nm}$): 29.61
- Net-section compressive axial force: 1303 kN
6.7 Results of Numerical Analysis

6.7.1 Parametric study for YPT pipes

Generally, the deformational capacity and post-buckling response of YPT pipes are both inferior compared to RHT pipes, and this is attributable to the abrupt change in the stress-strain curve at the elastic limit of the material. Results of this study, however, indicate the possibility of recovery of the load-deformation response (as shown in Figure 6-11) of YPT pipes at elevated levels of internal pressure and/or for low $D/t$ ratios.

![Plot of axial force vs. average strain for X60 pipe](image)

Figure 6-11: Plot of axial force vs. average strain for X60 pipe with $D/t$ ratio = 104.62, $f_p = 0.8$, and YPL = 1.25.

The plot in Figure 6-11 is obtained for an X60 pipe with a $D/t$ ratio of 104.6 and yield plateau length of 1.25% total strain subjected to an internal pressure equal to 80% YS. The plot shows an initial drop in the peak load which is somewhat catastrophic (as indicated by the sharp drop in the load at approximately 0.1% average axial strain) but as loading continues, the pipe material quickly reaches the strain-hardening portion of the stress-strain curve beyond the yield plateau and the load resistance recovers resulting in a higher CLS ($\approx 0.3\%$). This phenomenon contrasts with the general notion that the material stress-strain behavior of YPT structures can be represented by a bilinear curve. While such bilinear representation may be sufficient for stress-based design, as the difference between the lower and higher loads is not significant, a strain-based design that relies on such bilinear simplification is prone to considerable conservativeness.
6.7.1.1 Influence of D/t ratio

The trend of the FE-predicted CLS with respect to the D/t ratio is presented in Figure 6-12 and Figure 6-13. The plots in Figure 6-12 are obtained for an X70 pipe with a YPL of 1.25% total strain subjected to internal pressures ranging from 0% to 80% YS while the plots in Figure 6-13 are obtained for the same parameters as in Figure 6-12 except with a YPL of 2.0% total strain. The D/t ratio is generally observed to be negatively correlated with the CLS as a decrease in the D/t ratio tends to increase the CLS. However, the influence of the D/t ratio on the CLS is also observed to be affected by the magnitude of internal pressure and, even though slightly, by the YPL.

![Figure 6-12: Plot of ε_cr vs. D/t ratio for X70 pipe (YPL = 1.25)](image)

![Figure 6-13: Plot of ε_cr vs. D/t ratio for X70 pipe (YPL = 2.0)](image)

6.7.1.2 Influence of internal pressure

The four D/t ratios covered in this study are plotted in Figure 6-14 and Figure 6-15 to show the influence of the internal pressure on the CLS for YPT pipes. The plots in Figure 6-14 are obtained for an X52 pipe with a YPL of 1.0% total strain while the plots in Figure 6-15 are for an X70 pipe with a YPL of 1.5% total strain. The results indicate that for high D/t ratios (DT3 and DT4), increase in internal pressure generally has no effect on the CLS until f_p reaches a value of 0.6 whereas, depending on the YPL, the effect of internal pressure on the CLS becomes apparent at 0.4 ≤ f_p ≤ 0.6 for intermediate D/t ratios (DT2), and typically takes effect in low D/t-ratio (DT1) pipes at 0 ≤ f_p ≤ 0.2.
6.7.1.3 Influence of material grade and YPL

The material grade designation of YPT pipes is simply implied by the yield stress of the pipe material. The trends of the CLS with respect to the yield stress of the pipe material are shown in Figure 6-16 and Figure 6-17. The plots in Figure 6-16 are obtained for a pipe with a $D/t$ ratio of 41.15 and $f_p = 0.6$ while the plots in Figure 6-17 are obtained for a pipe with a $D/t$ ratio of 104.62 and $f_p = 0.8$. The numeric designations in the graph legends for Figure 6-16 and Figure 6-17 refer to the YPL.
6.7.2 Parametric study for RHT pipes

The absence of a distinct yield point at the elastic limit, and invariably the nonoccurrence of an abrupt change in the material stress-strain curve, generally affords RHT pipes with superior deformational capacity compared to YPT pipes.

6.7.2.1 Influence of D/t ratio

The trend of the CLS of RHT pipes with respect to the $D/t$ ratio is presented in Figure 6-18 and Figure 6-19. The plots in Figure 6-18 are obtained for an X70 pipe with a PLUS ratio of 0.73 subjected to $f_p$ values ranging from 0.0 to 0.8 while the plots in Figure 6-19 are obtained for an X70 pipe with a PLUS ratio of 0.58 and subjected the same range of $f_p$ values as in Figure 6-18. As in the case of YPT pipes increase in the $D/t$ ratio also is also observed to be detrimental to the CLS of RHT pipes, and the internal pressure effects are also usually negligible except at extreme $f_p$ values. However, the influence of internal pressure on the CLS vs. $D/t$-ratio trends for RHT pipes indicates more gradual variation. Lower values of the PLUS ratio (as in Figure 6-19) indicate superior hardening and are observed to reduce the divergence of the CLS vs. $D/t$-ratio plots.

![Figure 6-18: Plot of $\varepsilon_{cr}$ vs. D/t ratio for X70 pipe (PL/US = 0.73)](image1)

![Figure 6-19: Plot of $\varepsilon_{cr}$ vs. D/t ratio for X70 pipe (PL/US = 0.58)](image2)

6.7.2.2 Influence of internal pressure

The influence of the pressure factor on the CLS of RHT pipes is shown by the plots in Figure 6-20, which are obtained for an X80 pipe with a PLUS ratio of 0.69. Compared to YPT pipes, the
results indicate a better variation in the influence of the $D/t$ ratio on the CLS vs. $f_p$ trends as a tangible difference is recorded in the changes in CLS with respect to the $D/t$ ratio regardless of the magnitude of internal pressure. The trends of the individual CLS vs. $f_p$ plots for RHT pipes are however somewhat similar to those obtained for YPT pipes as the influence of pressure on the CLS of high and intermediate $D/t$-ratio pipes (DT2, DT3, and DT4) is observed to be negligible at low $f_p$ values with a slight increase at $f_p = 0.8$. Internal pressure effects however begin at lower $f_p$ values ($0.0 \leq f_p \leq 0.2$) for low $D/t$-ratio (DT1) pipes.

![Figure 6-20: Plot of $\varepsilon_{cr}$ vs. $f_p$ for X52 pipe (YPL = 1.0)](image)

### 6.7.2.3 Influence of material grade and strain-hardening

The plots in Figure 6-21 and Figure 6-22 are both obtained for a pipe with $D/t$ ratio = 64.08 and $f_p = 0.0$. While Figure 6-21 comprises plots of the CLS against yield stress, Figure 6-22 comprises plots of the CLS against the PLUS ratio. The plots in Figure 6-21 indicate the nonexistence of a smooth relationship between the CLS and the yield stress of the material. Even though nonlinear, the plots in Figure 6-22 portray an inverse relationship between the PLUS ratio and the CLS. The numeric designations in the graph legend for Figure 6-21 refer to the ‘shape factors’ (discussed in Section 6.9).
6.8 Discussion

Pipelines are generally manufactured by two conventional processes: cold-forming and seamless fabrication. Pipes made of the seamless procedure tend to have superior mechanical properties compared to cold-formed pipes as the heat treatment involved in the manufacturing process produces pipes with relatively minimal residual stresses and reduced out-of-roundness. On the other hand, cold-formed pipes are usually less expensive than seamless pipes but are manufactured by a process of circumferential expansion and longitudinal seam welding which introduces directional or spatial mechanical property variations in the pipe material such that they often exhibit higher strength but lower strain hardening capacity in their circumferential direction compared to their longitudinal direction [62,68,69]. Plastic anisotropy in pipe materials may be theoretically accounted for either by treating the material as intrinsically anisotropic [70] or by assuming the anisotropy of the pipe to be due solely to the forming process [36,37]. Liu et al. [45] reported that the findings of previous research studies on the effect of the material’s anisotropy on the deformational capacity of pipes are somewhat inconclusive; especially due to inability to simultaneously represent the longitudinal vs. circumferential differences in the tensile strength and strain hardening properties of the pipe. They maintained that the response of a pipe to local buckling deformation is mainly determined by the compressive stress-strain curve of the pipe’s longitudinal direction and thus recommended the use of isotropic material modeling for buckling analyses of pipes by using the compressive stress-strain curve of the pipe’s longitudinal direction. Results of numerical investigations by Neupane et al. [36,37] however indicate that...
assumption of isotropic yielding based on the longitudinal stress-strain curve will produce results similar to anisotropic yielding at zero or low internal pressures while isotropic yielding based on the circumferential stress-strain curve will produce results similar to anisotropic yielding at high internal pressures. Isotropic yielding assumptions were adopted for this study and are considered to adequately represent the material behavior, especially since dynamic and cyclic loading conditions are not considered in this study.

Detailed FE study by Liu et al. [45] on numerical pipe models subjected to local buckling deformation showed that the deformational capacity of pipes tends to increase as the length of the pipe specimen increases, but the length effect diminishes once the length of the pipe reaches a value equal to approximately six times the pipe diameter (i.e., $6*D$). Also, a consensus by researchers on the measurement criteria for the CLS of locally buckled pipelines, especially with regards to gauge length measurement, does not exist. Various researchers adopt different gauge lengths for measuring the average strain, ranging from a length of $1*D$ up to the full length of the pipe. However, to maintain consistency with the calculation of the strain demand, Liu et al. [45] recommend a gauge length of $2*D$ for pipes subjected to local buckling deformation. According to the recommendations of Ref. [45], the length of the FE pipe models and the gauge length over which the average strain was measured were specified as $6*D$ and $2*D$ respectively, throughout this study.

In the absence of statistical representation of the geometric imperfection profile of a cylinder based on actual measurements of test specimens, it is common practice to apply alternative imperfection modeling schemes for calibrating the load/deformation responses of analytically/numerically analyzed cylindrical shells in order to achieve conformity with results of experimental tests on real cylinders. Two commonly-adopted schemes are the “single dimple” approach [45,60], and the linear eigenmode superposition approach; wherein the latter approach tends to be more desirous for shell buckling analysis due to its relative simplicity of application. With the linear eigenmode superposition approach, an elastic buckling analysis is first carried out to determine the eigenmodes of the cylindrical shell after which one or more eigenmodes are selected and scaled by a prescribed amplitude. A linear combination of the scaled eigenmodes (if more than one) is adopted as the imperfection shape and subsequently superposed to the perfect geometry to produce an approximate representation of a geometrically imperfect cylinder.
With the use of a 3D surface scanner to obtain the geometric imperfection profile of a number of pipe specimens Kainat et al. [64–66] performed a series of rigorous experimental studies on the effect of diametric and thickness deviations from nominal values on the buckling behavior of UOE manufactured steel pipes. By individually taking measurements of the two types of imperfections along the perimeter of the pipe cross-section and plotting the imperfections against the circumferential distance of the pipe wall (with the origin at the longitudinal seam weld), they observed the pattern of the diametric deviation to be in a continuous sinusoidal form while the thickness deviation pattern resembled a bell-curved shape. They pointed out that diametric and thickness variations in the longitudinal direction were insignificant, so their study only focused on circumferential variations. They further performed parametric numerical analyses by incorporating mathematically-derived approximations (an ellipse equation for diametric deviation and a Gaussian function for thickness deviation) of the observed imperfections in their FE models. From the results of their study, they concluded that geometric imperfections in the form of circumferential diametric variation have a negligible effect on the buckling behavior of pipes while thickness variations have a considerable effect. The imperfection profiles obtained by Kainat et al. [64,66] showed strong similarities to the measurements by Chen et al. [67] of the circumferential thickness and diametric variation in a pipe specimen using an ultrasonic thickness gauge and a laser tracking system respectively. Experimental and numerical studies by Guo et al. [31] also indicated that the load-deformation response of axially-compressed steel cylinders is largely unaffected by initial geometric imperfections at $D/t$ ratios below 100. The corrugated modes of diametric imperfection which are commonly observed in pipelines were briefly investigated in this study and were observed to have a negligible effect on the deformational capacity.

### 6.8.1 YPT pipes

The results obtained for YPT pipes suggest that at high $D/t$ ratios, there is negligible change in the CLS with respect to changes in the pipe slenderness for low pressures and high YPL values. However, as the $D/t$ ratio reduces, the influence of pressure and YPL becomes more significant. This is attributable to the tendency of the pipe to experience inelastic buckling for low $D/t$ ratios and high internal pressures hence, buckling occurs in the strain-hardening range of the pipe.
material beyond the yield plateau resulting in a higher capacity of the pipe to sustain higher deformation. Also, the influence of the YPL indicates that the pipe is less capable of taking advantage of material strain-hardening before the limit load is reached as the YPL is increased. The influence of pipe slenderness on the occurrence of inelastic buckling is also considered to be responsible for the observed trends in the CLS-$f_p$ plots. High and intermediate $D/t$-ratio pipes are less likely to experience inelastic buckling and are thus susceptible to catastrophic collapse once the yield point of the material is reached. Since the yield strain (i.e., the strain corresponding to the yield stress) is coincident for all YPT materials of the same grade, the CLS remains unchanged for all cases of buckling in the elastic region or at the elastic limit. However, a deviation from the similarity in the CLS of high and intermediate $D/t$-ratio pipes occurs at a high $f_p$ value of 0.8. At $f_p = 0.8$, the CLS increases progressively as the $D/t$ ratio of the pipe decreases, and this trend is considered to be caused by the resultant stress state in the pipe under internal pressurization, as well as increased stiffness of the pipe wall against catastrophic collapse, which facilitates the recovery of the load-deformation response as pointed out in Figure 6-11. The same phenomenon holds for relatively thick-walled pipes (DT1).

The overall trends indicate a slightly positive influence of the yield stress on the CLS, especially for the occurrence of elastic buckling such as in high and intermediate $D/t$-ratio pipes subjected to low internal pressure. The observed favorable influence is consistent with the assertion that the buckling of high and intermediate $D/t$-ratio pipes is typically within the elastic range hence the CLS is directly related to the yield strain of the pipe material. For high $D/t$-ratio pipes, the influence of the yield stress on the CLS becomes more evident under high pressure (as in Figure 6-17) due to a higher incidence of buckling beyond the elastic range of the material. The YPL also has a more significant influence on the CLS of high $D/t$-ratio pipes at high pressure as a shorter YPL allows the material to recover faster from initial catastrophic collapse and vice versa.

Contrastingly, the influence of the YPL on the CLS of low $D/t$-ratio pipes is somewhat reversed compared to high $D/t$-ratio pipes as the deformational capacity tends to improve with longer YPLs. This trend is attributed to the fact that, unlike high $D/t$-ratio pipes, low $D/t$-ratio pipes do not depend solely on internal pressure to recover from initial catastrophic collapse but are able to utilize the inherent deformational capacity associated with their superior wall thickness to
facilitate their load-deformation response. This, therefore, implies that low $D/t$-ratio pipes have the ability and advantage of deforming gradually over the range of the YPL before eventual collapse. Also, for low $D/t$-ratio pipes (DT1), the influence of the yield stress on the CLS is observed to be negligible (as in Figure 6-16) due to the fact that the buckling of low $D/t$-ratio pipes (DT1) naturally occurs beyond the elastic range of the material; hence, the catastrophic collapse recovery phenomenon, which is essentially afforded by the YPL, implies that materials of different yield stress will buckle at similar strains if they have the same YPL.

6.8.2 RHT pipes

For RHT pipes, a gradual change in the slope of the stress-strain curve commences at the proportionality limit, but metallic materials are known to behave elastically beyond the proportionality limit up to a point referred to as the “elastic limit”, which is considered to characteristically define the yield stress of the material. The portion of the stress-strain curve between the proportionality limit and the elastic limit is commonly overlooked in the stress-based design of RHT structures as reference to the elastic limit has proven to be generally adequate for evaluating the strength capacity. Contrarily, a strain-based design which overlooks the proportionality-to-elastic limit range is prone to erroneous estimation of the strain capacity as the characterization of the strain-hardening properties and overall shape of the stress-strain curve, and invariably calculation of the mechanical behavior, may be inadequate. The material model employed for the parametric FE analysis in this study is based on a complete characterization of the mechanical behavior of the pipe materials such that the entire nonlinear essence of the stress-strain relationship is incorporated into the prediction of the deformation response.

The results obtained for RHT pipes indicate that even though internal pressure tends to improve the deformational capacity of RHT pipes, the resultant gain in the CLS diminishes as the strain-hardening of the material becomes more superior. This is attributable to the increased steepness of the tangent modulus of the stress-strain curve immediately beyond the proportionality limit for low PLUS ratios which causes less change in corresponding strain by alteration of the stress state due to internal pressurization.
Increase in internal pressure systematically facilitates the occurrence of buckling further away from the proportionality limit. However, gain in deformational capacity is only substantial if buckling occurs in the region of the stress-strain curve beyond the elastic limit of the material which is characterized by a more progressive drop in the gradient of the tangent modulus compared to the pre-elastic-limit region. Consequently, due to inherent superior strain resistance capacity of low $D/t$-ratio pipes (DT1), CLS gain is generally significant at all levels of pressure. CLS gain is however observed to be insignificant in high and intermediate $D/t$-ratio pipes (DT2, DT3, and DT4) except at a very high magnitude of pressure ($f_p = 0.8$), which induces a resultant stress state in the pipe material that delays the initiation of buckling beyond the elastic limit.

The material grade of RHT pipes is generally described using an equivalent yield stress approach which is essentially based on statistical estimation of the elastic limit of the material. However, sensitivity studies through FEA by Liu et al. [45] have shown that sole consideration of the yield strength without the variation of the strain-hardening capacity has a secondary effect on the CLS. The plots in Figure 6-21 and Figure 6-22 indicate that the normalization of the proportionality limit stress over the ultimate proof stress (i.e., PLUS ratio) is more useful for predicting the trend of the CLS of RHT pipes with respect to the material grade factor than directly considering the yield stress of the material. The results obtained elucidate that solely considering the yield stress of the material will likely result in a misleading perception of the trends in the CLS with respect to the material grade. Compared to the CLS vs. yield stress plots in Figure 6-21, the CLS vs. PLUS ratio plots in Figure 6-22 provide a more generalizable illustration of the CLS trend with respect to the material grade. Generally, increase in the PLUS ratio is observed to be detrimental to the CLS of RHT pipes.

The numeric designations of the plots in Figure 6-21 are based on a superiority classification of the hardening properties across the four different material grades. While the same numeric designation for different material grades does not imply similarity in the knee and heel constants that describe the shape of the stress-strain curve, the numeric designations stipulate a calibration of the shape constants over a linear scale; with “1” having the lowest hardening capacity (and invariably the highest proportionality limit) and “4” having the highest hardening capacity (and invariably the lowest proportionality limit) for respective material grades. The numeric
designations of the plots in Figure 6-22 refer to the yield stresses (in MPa) according to different material grades.

### 6.9 Semi-Empirical Models for CLS Prediction

Based on systematic sensitivity examination of the four influential factors considered in this study, an appropriate variable function representative of the trend of the CLS with respect to each individual parameter was developed, taking all relevant functional interrelationships into consideration. A multiplicative approach, which has proven to be effective for the formulation of semi-empirical models for pipelines [45,71,72], was employed such that the separate variable functions were multiplied together to form a nonlinear expression having the following basic form:

\[
e_{cr} = f_{cr}([\pi_1, \pi_2, \pi_3, \pi_4, \pi_5]) = f_1 \cdot f_2 \cdot f_3 \cdot f_4 \cdot f_5
\]

(6-9)

In order to ensure that the individual trends and interrelationships of all the parameters considered are suitably integrated into the final form of the nonlinear expression, the basic mathematical form for each variable function is expressed as:

\[
f_i = f([\pi]) = a + b \cdot (f([\pi_i]))^c = f([\pi_{j,k,...}]) + f([\pi_{j,k,...}])f([\pi_{j,k,...}])
\]

(6-10)

where \(a, b,\) and \(c\) may be functions of other parameters according to observed interrelationships. Respective parameters for each variable function are represented by “\(i\)” while other parameters are represented by “\(j,k,...\)”.

The derived forms of the individual variable functions for YPT pipes are given by:
\[ f_1 = f_{dt} = a_1.(\pi_1)^{b_1} \]
\[ f_2 = f_{fp} = (a_2 + b_2\pi_3) + (c_2 + d_2\pi_1).\exp(\pi_2)^{e_2+f_2\pi_3} \]
\[ f_3 = f_{sh} = a_3\pi_4 + (b_3\pi_2 + c_3\pi_1).\pi_3^{d_3} \]
\[ f_4 = f_{hf} = a_4 + (b_4\pi_1).\pi_4^{c_4} \]
\[ f_5 = f_{kh} = a_5 + (b_5\pi_3).\pi_5^{c_5} \]

while the derived forms of the individual variable functions for RHT pipes are given by:

\[ f_1 = f_{dt} = a_1.(\pi_1)^{b_1} \]
\[ f_2 = f_{fp} = (a_2 + b_2\pi_2).[c_2 + (d_2 + e_2\pi_1).\exp(\pi_2)^{f_2}] \]
\[ f_3 = f_{sh} = a_3 + (b_3\pi_2 + c_3).\pi_3^{d_3} \]
\[ f_4 = f_{hf} = a_4 + b_4.\pi_4^{c_4} \]
\[ f_5 = f_{kh} = a_5 + b_5.\pi_5^{c_5} \]

where \( f_1, f_2, f_3, f_4, \) and \( f_5 \) represent the \( D/t \) ratio function \( (f_{dt}) \), the pressure factor function \( (f_{fp}) \), the proportionality limit function \( (f_{pl}) \), the heel factor function \( (f_{hf}) \), and the knee-to-heel ratio function \( (f_{kh}) \) respectively. \( \pi_1 \) represents the \( D/t \) ratio \( \left(\frac{D}{t}\right) \), \( \pi_2 \) represents the pressure factor \( \left(\frac{p}{p_y}\right) \), \( \pi_3 \) represents the ratio of the yield stress to the elastic modulus \( \left(\frac{\sigma_y}{E}\right) \) or the PLUS ratio \( \left(\frac{\sigma_{pl}}{\sigma_{us}}\right) \) for YPT pipes and RHT pipes respectively, \( \pi_4 \) represents the heel factor \( (h_f) \), and \( \pi_5 \) represents the “knee-to-heel” ratio \( \left(\frac{k_f}{h_f}\right) \).

Due to the complex nonlinear interactions between the variables and the CLS, as well as the intricate interrelationships between the individual parameters, development of each form of the variable functions was by a rigorous examination and iterative process. The main rationale for settling on the final form of the overall expression for the CLS was driven by ensuring that the highest possible \( R^2 \) value was achieved hence, modifications to the \( f_i \) terms for each model was continued until each function provided a satisfactory representation of the observed trends and a desired value of \( \geq 0.95 \) was attained for the overall function, \( f_{cr} \). The “NonlinearModelFit” command in the powerful computational package, Wolfram Mathematica [73], was used to
perform the nonlinear regression analysis and obtain the values of the nonlinear regression coefficients (presented in Table 6-2).

Table 6-2: Nonlinear regression coefficients

<table>
<thead>
<tr>
<th>Reg. Coeff.</th>
<th>YPT</th>
<th>RHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>4.652</td>
<td>1.227</td>
</tr>
<tr>
<td>$b_1$</td>
<td>-4.227</td>
<td>-0.7632</td>
</tr>
<tr>
<td>$a_2$</td>
<td>430.7</td>
<td>0.2493</td>
</tr>
<tr>
<td>$b_2$</td>
<td>25840</td>
<td>-0.1831</td>
</tr>
<tr>
<td>$c_2$</td>
<td>-2.738</td>
<td>99.6</td>
</tr>
<tr>
<td>$d_2$</td>
<td>$6.748 \times 10^{-2}$</td>
<td>19.15</td>
</tr>
<tr>
<td>$e_2$</td>
<td>7.311</td>
<td>$-6.49 \times 10^{-2}$</td>
</tr>
<tr>
<td>$f_2$</td>
<td>555.9</td>
<td>3.281</td>
</tr>
<tr>
<td>$a_3$</td>
<td>4.486</td>
<td>-0.158</td>
</tr>
<tr>
<td>$b_3$</td>
<td>$1.178 \times 10^{-4}$</td>
<td>-0.266</td>
</tr>
<tr>
<td>$c_3$</td>
<td>$1.439 \times 10^{-7}$</td>
<td>0.454</td>
</tr>
<tr>
<td>$d_3$</td>
<td>-2.044</td>
<td>6.417</td>
</tr>
<tr>
<td>$a_4$</td>
<td>101.7</td>
<td>$-1.52 \times 10^{-3}$</td>
</tr>
<tr>
<td>$b_4$</td>
<td>1.445</td>
<td>-0.3372</td>
</tr>
<tr>
<td>$c_4$</td>
<td>1.277</td>
<td>-0.8974</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$-4.44 \times 10^{-3}$</td>
<td>$6.418 \times 10^{-2}$</td>
</tr>
<tr>
<td>$b_5$</td>
<td>5.937</td>
<td>0.5704</td>
</tr>
<tr>
<td>$c_5$</td>
<td>0.1017</td>
<td>-0.4785</td>
</tr>
</tbody>
</table>

$R^2$ 0.951074 0.991057

The applicable range for the dimensionless parameters that constitute the developed semi-empirical models is determined by the range of the parameters used in the FE analyses, given in Table 6-3 as follows:
Table 6-3: Applicable range for dimensionless parameters

<table>
<thead>
<tr>
<th>Par.</th>
<th>YPT</th>
<th>RHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>D/t</td>
<td>≥ 41</td>
<td>≥ 41</td>
</tr>
<tr>
<td>f_p</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>σ_y/E</td>
<td>0.0018</td>
<td>0.0029</td>
</tr>
<tr>
<td>σ_pl/σ_us</td>
<td>-</td>
<td>0.52</td>
</tr>
<tr>
<td>sh_f</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The parameter, \( s_h f \), in Table 6-3 represents what is hereafter referred to as the “shape factor” and was formerly introduced as the numeric designations of the plots in Figure 6-21. The shape factor serves to translate the combined effects of the shape constants (\( k_n m \) and \( h_n m \)) and their respective yield stresses onto a linear scale for easier representation.

Within the range of yield stresses covered in this study (i.e., 379 MPa – 586 MPa), the following regression equations can be used to ensure that the shape factor is within the specified ranges in Table 6-3.

For YPT pipes,

\[
sh_{f,YP} = 0.0507483 \times \left( 0.0293137 - 9.86288 \times 10^{-5} \sigma_y \cdot h_f^{1.12036} \right) 
\times \left( 4154.41 + 0.351787 \sigma_y \cdot \ln \left( \frac{k_f}{h_f} \right) \right) \tag{6-13}
\]

For RHT pipes,

\[
sh_{f,RH} = 8.85104 \times 10^{-6} \times \left( 307.19 - 0.312884 \sigma_y \cdot h_f^{0.303706} \right) 
\times \left( 2863.64 + 0.615032 \sigma_y \cdot \ln \left( \frac{k_f}{h_f} \right) \right) \tag{6-14}
\]
6.10 Statistical Accuracy Analysis

To measure the accuracy of the developed semi-empirical models with respect to the FEA, the model-predicted CLS values were plotted against the FEA-derived CLS values as shown in Figure 6-23 and Figure 6-24.

For the semi-empirical model to be considered an unbiased model, the gradient and intercept of the linear equation (represented by the dotted purple line) displayed on each of the charts should have a value of one and zero, respectively. If the value of the gradient is below 1 (as in the YPT model), it implies that higher CLS values are likely to be underpredicted while lower CLS values are likely to be overpredicted. Otherwise, if the value of the gradient is above 1 (as in the RHT model), it implies that higher CLS values are likely to be overpredicted while lower CLS values are likely to be underpredicted. A positive value of intercept (as in the YPT model) implies that all the predicted results are likely to be overpredicted while a negative value of intercept (as in the RHT model) implies that all the predicted results are likely to be underpredicted.

A simple way to correct the bias in the model is to apply specific values to the semi-empirical model such that the gradient and intercept of the linear equation in the chart are set to one and zero, respectively, thus ensuring that the linear model of the FE vs. model prediction scatter plot is perfectly aligned with the diagonal of the chart (represented by the solid black line).

Applying the following correction function to each of the models effectively corrects the bias:

$$y = 0.931659866x + 0.000880626$$

$$y = 1.007237637x - 0.000061824$$
\[ \varepsilon_{cr,corr} = G_{orig} \times \varepsilon_{cr,orig} + I_{orig} \]  

(6-15)

where \( G_{orig} \) and \( I_{orig} \) are the original gradient and intercept values, respectively, for the linear equation of the FEA vs. model prediction scatter plot. \( \varepsilon_{cr,orig} \) and \( \varepsilon_{cr,corr} \) are the original and corrected versions, respectively, of the semi-empirical model.

A procedure is also presented herein which can be easily implemented to control the overpredicted region of the model (i.e., the portion of the FE vs. model prediction plot that lies below the diagonal) and apply knock-down factors as required with respect to various factors, such as initial geometric imperfections, weld defects, induced mechanical defects, etc., which are detrimental to the CLS of pipes.

The procedure is based on manipulation of the distribution of FE-to-predicted (FTP) ratios for the corrected model, \( \varepsilon_{cr,corr} \). FTP ratios are obtained by dividing the FEA-predicted CLS values with the corrected model-predicted CLS values. FTP distributions for the corrected YPT model and the corrected RHT model are presented in Figure 6-25 and Figure 6-26.

![Figure 6-25: FTP distribution for YPT model](image1)

![Figure 6-26: FTP distribution for RHT model](image2)

The histogram charts in Figure 6-25 and Figure 6-26 indicate that the FTP ratios of the corrected model are approximately normally distributed, even though the YPT model is more skewed than the RHT model. The dotted red vertical line in both charts represents the FTP ratio with a mean value of one (i.e., the number of values that are perfectly predicted by the model). The bars on the left and right side of the dotted red line represent the model-overpredicted and model-underpredicted values respectively.
By resetting value of the mean of the FTP-ratio distribution to values higher than one, a more conservative corrected model can be obtained by simply adjusting the linear model intercept, \( I_{orig} \) accordingly. The “Goal Seek” function in Microsoft Excel was used to determine the value of the linear model intercept, \( I_{orig} \) that must be applied to the correction function in Eq. (6-15) to obtain various probabilities of underprediction (POU). POU was calculated by simply dividing the number of model predictions with an FTP ratio greater than 1 by the respective total number of FE runs. The results are presented in Table 6-4.

Table 6-4: Values of linear model intercept for correction function and corresponding POUs

<table>
<thead>
<tr>
<th>Mean</th>
<th>( I_{orig} )</th>
<th>POU</th>
</tr>
</thead>
<tbody>
<tr>
<td>YPT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>0.001259522</td>
<td>0.4875</td>
</tr>
<tr>
<td>1.25</td>
<td>0.00079234</td>
<td>0.6025</td>
</tr>
<tr>
<td>1.50</td>
<td>0.000529142</td>
<td>0.655</td>
</tr>
<tr>
<td>2.00</td>
<td>0.000258156</td>
<td>0.7075</td>
</tr>
<tr>
<td>2.50</td>
<td>0.000128825</td>
<td>0.7275</td>
</tr>
<tr>
<td>RHT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>-8.21956E-05</td>
<td>0.5344</td>
</tr>
<tr>
<td>1.05</td>
<td>-0.000390117</td>
<td>0.6813</td>
</tr>
<tr>
<td>1.10</td>
<td>-0.000664754</td>
<td>0.8125</td>
</tr>
<tr>
<td>1.15</td>
<td>-0.000909808</td>
<td>0.8813</td>
</tr>
<tr>
<td>1.20</td>
<td>-0.001127937</td>
<td>0.9219</td>
</tr>
</tbody>
</table>

The stipulated procedure is effective at making the semi-empirical model more conservative as desired. Due to the spread of YPT model, and consequent heavy distribution of model-predicted values at the tail of the distribution, it was impossible to increase the conservativeness of the model beyond a POU of 0.7275 without obtaining negative model-predicted CLS values. Conversely, the RHT model is better distributed and a high level of conservativeness could be achieved.
For the original (uncorrected) CLS models, the mean and standard deviation of the FTP ratios for YPT pipes are 3.5007 and 5.0635 respectively while the mean and standard deviation of the FTP ratios for RHT pipes are 0.99304 and 0.12099 respectively. Both models follow a normal distribution. The bias-correction procedure presented herein has the potential to reduce the spread of distribution of the CLS model predictions, especially the YPT model, e.g., achieving a mean value of 1.0 for the YPT FTP ratios (as shown in Table 6-4) reduces the standard deviation of the original (uncorrected) YPT CLS model from 5.0635 to 0.38455.

6.11 Conclusions

An FE simulation procedure was implemented in this study to investigate the deformational response of cylindrical shells to axial compression, with and without internal pressurization. Focusing on four main factors that typically influence the deformational capacity of steel cylinders, i.e., dimensional properties, material grade, internal pressure, and the overall shape of the stress-strain curve, a parametric sensitivity analysis consisting of over 700 runs was conducted using the ABAQUS CAE package. Nondimensionalization was performed to convert each of the considered factors to dimensionless parameters required for the development of a constitutive mathematical prediction model. The scope of the dimensional properties comprised $D/t$ ratios ranging between 41.15 and 104.62 while the internal pressure comprised ratios of the equivalent pressure-resultant hoop stress to the yield stress of the steel material ranging between 0.0 and 0.8. The designated yield stress values for four material grades ranging from X52 to X80 were derived based on the API 5L specification for pipeline steels and, keeping the ratio of the yield stress to the ultimate proof stress constant, four and five variations of the stress-strain relationship for each material grade were developed for RHT and YPT materials respectively. The development of the stress-strain curves was achieved using the novel Ndubuaku material model which is easily capable of accurately parameterizing the stress-strain curve of metallic materials (including YPT materials) over the full range of strains. Material characterization using the adopted material model yields two shape constants ($k_{nm}$ and $h_{nm}$) which completely define the stress-strain relationship. Derivation of the shape constants through an iterative procedure which allows prescription of the allowable length of the yield plateau based on an inflection
point control algorithm was presented. The incorporation of the hardening factor in the prediction model therefore required the inclusion of the two shape constants as separate parameters, bringing the total number of constitutive dimensionless parameters for the developed prediction model to five. While the trends of the CLS were not directly compared to the shape constants, factors such as the YPL (for YPT pipes) and the PLUS ratio (for RHT pipes) implicitly represent the curve shape properties of material stress-strain curve and were used to highlight the influence of the material stress-strain properties on the CLS of pipes.

For both YPT pipes and RHT pipes, increase in slenderness ($D/t$ ratio) was observed to reduce the deformational capacity of the pipes while increase in internal pressure improved the deformational capacity. Increasing the yield stress, and invariably the material grade, increased the CLS of YPT pipes but the effect was observed to diminish as slenderness of the pipe reduced. For YPT pipes, long YPLs were observed to be detrimental to the CLS of high and intermediate $D/t$-ratio pipes whereas the CLS of low $D/t$-ratio pipes tends to improve as the YPL is increased. The CLS of RHT pipes generally reduces as the PLUS ratio increases, however, increased PLUS ratio was observed to improve the CLS gain due to increased internal pressure and reduced $D/t$ ratio. The yield stress showed an untraceable influence on the trend of the CLS of RHT pipes.

Two nonlinear mathematical expressions (one for YPT pipes and another for RHT pipes) were subsequently developed using a variable function multiplication approach whereby individual functions for each parameter were derived, based on their respective functional influence on the trend of the CLS, and multiplied together to form a constitutive equation. The final form of both equations includes a number of unknown constants whose values were determined by nonlinear regression analysis using the highly advanced computational tool, Wolfram Mathematica.

The nonlinear regression analysis yielded high $R^2$ values (> 0.95), indicating excellent goodness of fit between the model prediction and the FE-derived results of the CLS. Furthermore, a simple statistical procedure was presented to improve the conservativeness of the developed semi-empirical models by manipulating the linear model intercept derived from the FEA vs. model prediction plot.

It is envisaged that the model equations derived in this study will be useful for predicting the deformational capacity of pressurized and unpressurized pipelines, as well as other
dimensionally and materially similar cylindrical shells, which are predominantly subjected to uniform axial compression under external loads and operational conditions.
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7. A PARAMETRIC STUDY ON THE EFFECT OF UNIFORMLY-INDUCED CURVATURE ON THE DEFORMATIONAL CAPACITY OF STEEL ONSHORE PIPELINES BASED ON A NOVEL MATERIAL CHARACTERIZATION PROCEDURE

This chapter is derived from a research article submitted for publication in the Elsevier Engineering Structures journal.
7.1 Abstract

Onshore pipelines are generally required to transport various hydrocarbon fluids and other liquid consumables over considerably long distances and. In many cases, pipe segments are unavoidably installed across geotechnically unstable environments, making them prone to significant ground deformation-induced stresses and strains which may lead to local buckling or pipe wrinkling, and possible rupture of the pipe wall. Current practice idealizes the typical deformation induced in a pipeline by movement of the surrounding or supporting soil medium as a displacement-controlled loading phenomenon characterized by monotonically-increasing uniform curvature, with or without internal pressurization and/or net-section axial stress. The above idealization is adopted in this study to investigate the moment vs. curvature response of unpressurized and pressurized pipelines, with no axial stress, subjected to uniform bending deformation; with a view to develop a set of constitutive design equations for predicting the critical values of the average strain, measured over a 2D (two times pipe diameter) gauge length, that coincides with the maximum attainable bending moment. The shortcoming of existing equations, which is related to inadequate characterization of the shape of the material stress-strain curve, is effectively tackled by employing a novel stress-strain model, referred to as the ‘Ndubuaku model’, for accurately parametrizing the shape of stress-strain curves, including curves with a distinct yield point and extended yield plateau. Other relevant parameters investigated include the $D/t$ ratio, the internal pressure, and the material grade. A parametric study, comprising about 720 numerical simulations, is implemented herein using finite element methodology. Two semi-empirical equations are developed based on a material curve classification approach that distinguishes between ‘yield-plateau’ stress-strain curve materials and ‘round-house’ stress-strain curve materials. The predictions of the developed models are compared to results of previous experiments on pipe segments subjected to uniform bending, and a good agreement is obtained.
Nomenclature

\( \varepsilon \) true strain
\( \varepsilon_{cr} \) critical limit strain
\( \varepsilon_{pl} \) corresponding strain at proportionality limit stress of Ndubuaku model
\( \varepsilon_R \) Ndubuaku model strain ratio
\( \varepsilon_{up} \) corresponding strain at ultimate proof stress of Ndubuaku stress-strain model

\( E \) Young’s modulus of elasticity
\( f_p \) pressure factor (ratio of applied pressure to pipe yield pressure)
\( h \) Ndubuaku model heel constant
\( k \) Ndubuaku model knee constant
\( n \) Ramberg-Osgood strain-hardening exponent
\( OD \) pipe’s outer diameter
\( p \) applied internal pressure
\( p_y \) pipe’s circumferential yield pressure
\( \sigma_{0.5} \) 0.5\% total strain proof stress
\( \sigma \) true stress
\( \sigma_{pl} \) proportionality limit stress of Ndubuaku stress-strain model
\( \sigma_R \) Ndubuaku model stress ratio
\( \sigma_{up} \) ultimate proof stress of Ndubuaku stress-strain model
\( \sigma_{us} \) ultimate tensile stress of pipe material
\( \sigma_{ys} \) yield stress of pipe material
\( sh_f \) material curve shape factor
\( t \) pipe’s wall thickness

\( CLS \) Critical limit strain
\( D/t \) ratio Ratio of pipe’s outer diameter to pipe’s wall thickness
\( PLUS \) ratio Ratio of proportionality limit stress to ultimate tensile stress
\( RHT \) Round-house type
\( SBD \) Strain-based design
Introduction

Research on the buckling behavior of pipelines has experienced a spike in recent decades. It is, however, not unfounded to attribute this trend to the gradually-unfolding realization, in the energy and public utilities industry, of the inability of traditional pipeline design procedures to sufficiently forestall the incidence of pipeline failures. Field observations have highlighted the harmful consequences that geotechnical movement of the surrounding (for buried pipes) or supporting (for above-grade pipes) soil medium can have on the mechanical and structural integrity of onshore pipelines. Geotechnical movement is typically associated with unfavorable geoenvironmental actions such as landslides, slope failures, ground subsidence, discontinuous permafrost (frost heave and thaw settlement), tectonic shifting, etc. [1–4]. Such displacements tend to induce large deformations and localized curvature of the pipe such that a local buckling phenomenon, characterized by concentrated wrinkling of the pipe wall, is triggered [5–7]. It is quite common for the imposed deformation caused by geotechnical movement to induce longitudinal strains that are significantly greater than the yield strain of the pipe material; hence, the pipeline designer is naturally saddled with the imperative encumbrance of accounting for large nonlinear geometric deformations and simultaneously considering the intrinsic nonlinear material peculiarities of the pipe under various loading [8–10]. There is unquestionably an increasing need for the overall framework of pipeline design, both during installation (especially for offshore pipelines) and during operation, to incorporate strain-based methodologies, especially as more pipelines are inevitably installed in harsher and more geotechnically unstable environments [11–14].

Current industry practice defines the local buckling capacity of pipes as the critical limit strain (CLS), which is derived as the average compressive strain over a prescribed gauge length that
corresponds to the highest possible bending moment experienced in the immediate vicinity of the localized buckle (referred to as the ‘peak moment’ criterion [15–17]). The gauge length spans longitudinally over a typically-acceptable range of one to two times the pipe’s outer diameter. Earlier versions of equations for predicting the CLS in pipes were either formulated analytically, based on classical shell buckling theory, or developed empirically, based on results of small-scale tests and a few large-scale tests. More recently, since the late 1980s and early 1990s, the desire to increase the accuracy and range of applicability of the developed CLS equations, as well as the need to surmount the limitations of the classical theories in accounting for the nonlinear geometric/material intricacies of the shell buckling phenomenon, has led to greater reliance on computerized FEM-based numerical simulation. More comprehensive large-scale experiments have also been conducted by various research organizations in recent years, mainly with an aim to validate the numerical models [18].

Bouwkamp and Stephen [19] observed that the magnitudes of the longitudinal compressive strains due to buckling do not depend on the gauge length in the pre-buckling range of deformation. However, after the strains become non-uniform, in the post-buckling range of the load-deformation response, measurement of the strains becomes dependent on the gauge length. The longitudinal compressive strain averaged over the length of a buckled pipe segment, therefore, decreases as the length of the measured section increases. The observations of Ref [19] significantly highlight the importance of specifying the gauge length used for the evaluation of the strain measurements of a deformed pipe segment, especially in the post-buckling range of deformation, in order to correctly describe its state of deformation.

Murphey and Langner [16] proposed two empirical equations for the CLS of unpressurized pipes, with zero axial loads, subjected to pure bending. Both equations were expressed solely as functions of the pipe $D/t$ ratio; the first equation represents the bending strain corresponding to the maximum bending moment of the pipe’s moment-curvature response while the second equation represents the lower bound of the critical bending strain. Effects of factors such as material plasticity and girth welds were not considered, and the gauge length was not specified. The empirical derivations were based on 40 full-scale laboratory tests, 18 of which were conducted by Sherman [20] on pipes with $D/t$ ratios ranging from 18 to 102. It has been observed
that the predictions by Murphy and Langner’s equations are only consistent with the results of experiments on unpressurized pipes for $D/t > 50$ [18].

Gresnigt [21] conducted 13 full-scale tests on pressurized pipes, with $D/t$ ratios of 80 and 100, under uniform bending and net-section axial stress. A set of semi-analytical equations which are able to account for ovalization of the pipe cross-section under bending were developed for predicting the CLS and validated with the results of the laboratory tests. The proposed expressions for the CLS were derived from the compressive strains corresponding to the maximum bending moment but are based on an idealized elastic-perfectly plastic stress-strain representation and do not account for the yield strength and strain-hardening characteristics of the pipe material. Also, no gauge length was specified and, similar to Murphey and Langner’s equations, Ref [18] pointed out that Gresnigt’s equations also indicate a relatively good agreement with the results of laboratory tests for unpressurized pipes with $D/t > 50$ but result in a few unconservative predictions for $D/t < 50$. In the case of pressurized pipes, the predictions for lower-grade pipes were observed to be overly conservative in some cases and unconservative in other cases while unconservative predictions were generally obtained for pressurized higher-grade pipes.

Lara [22] conducted a series of nonlinear FE analyses to investigate the post-buckling behavior of pressurized pipes under bending and established that local buckling of pipes with low internal pressure is typically characterized by an inward diamond-shaped wrinkle whereas pipes subjected to high internal pressure form an outward bulge-type wrinkle. It was also observed that the compressive axial strain in the pipe model at which a rapid change in the curvature of the wrinkle is observed on the compression side of the model was significantly higher than the compressive axial strain at local buckle initiation; especially at higher values of internal pressure. Ref [22] maintains that, even though less conservative than the buckle initiation criterion, the rapid wrinkle growth criterion represents a more rational critical limit for local buckling strain.

Zimmerman et al. [11] conducted five full-scale laboratory tests on pipe specimens under combined axial loading and uniform bending. A parametric study was subsequently performed using a number of numerical (FE) models, calibrated using the test data from the full-scale experimental work, based on a 2D gauge length. Ref [11] argued that for buried pipelines, where the pipe is laterally and longitudinally restrained by the surrounding soil, the CLS should be
derived based on the compressive strains associated with the hoop tensile strains that develop on the crest of the localized wrinkle. The so-called ‘tensile hoop strain’ criterion was considered to be more rational and less conservative compared to the commonly-employed peak moment criterion and was followed for developing semi-empirical regression equations for the critical limit strain, based on results of the parametric FE analyses.

To study the post-buckling behavior of pipelines, Zhou and Murray [10,23,24] performed sophisticated nonlinear numerical analyses on FE pipe models made of three-dimensional shell elements using an arc-length iterative algorithm. Three classifications of so-called ‘cross-sectional distortion limit states’ were defined based on the modes of deformation associated with the localized wrinkles. Results obtained for the local buckling modes of deformation were observed to be similar to Ref [22]. To improve design practices and relax the conservativeness of design limits, Ref [23] proposed a discretionary approach to limit states design of pipelines based on three criteria: (1) limiting the magnitude of pipe’s cross-sectional distortion according to operational and pigging requirements, (2) avoiding significant softening of the pipe material by limiting the induced pipeline curvature based on quantitative evaluation of critical soil settlement or geotechnical movement, and (3) limiting the growth of wrinkles to avoid rapid localization of non-uniform plastic deformation according to the load-deformation response of pipes. Both internal pressure and axial load were observed to have a significant influence on the post-buckling behavior [25]. Ref [23] posits that the ‘tensile hoop strain’ criterion can be implemented by limiting the diametric expansion at the location of outward-bulge type local buckles such that the magnitude of the circumferential stress at the crest of the buckle is reduced to prevent possible rupture under high internal pressure.

According to Gresnigt and Karamanos [26], the buckling response of a pipe can be considered to be stable as long as the bending moment continues to increase. However, as the bending moment begins to decrease, the curvature becomes concentrated at the deepening imperfection or local buckle, and the response is no longer stable. They proposed the corresponding curvature at the maximum moment as the limit state for local buckling. Ref [9], Ref [27] and Ref [28] studied the pre-buckling and post-buckling behavior of pipes by numerically simulating the response of plain and girth-welded pipe models subjected to various monotonic load combinations. The models were calibrated by full-scale test data, and parametric FE analysis was conducted to
derive equations for the CLS. To examine the influence of initial imperfections on the buckling behavior of pipelines, Dorey et al. [28–30] conducted a series of experimental tests to investigate the buckling response of pipe segments to various load combinations. They further performed an extensive parametric study on the CLS of pipelines, resulting in the development of four generalized equations for critical wrinkle strain; based on variables such as initial imperfection, $D/t$ ratio, girth weld misalignment, internal pressure, and material behavior. Each equation applies to one of four possible combinations: a plain or girth-welded pipe in combination with a round-house type (RHT) stress-strain curve or a yield-plateau type (YPT) stress-strain curve. The Dorey et al. equations were determined using a global versus local curvature plot that describes the bilinear relationships between the local and global strains in the pre-buckling region and post-buckling region. The slope change indicates strain localization and the onset of wrinkle formation, and the critical buckling strain is defined based on the local strain over a $1D$ gauge length at the intersection point of the pre-buckling and post-buckling lines. The equations explicitly account for the magnitude of geometric imperfections and the distinction between plain and girth-welded pipes. The shape of the linear elastic portion of the stress-strain curve is considered but the strain-hardening characteristics of the pipe material are neglected, and the effect of applied net-section axial stress is not accounted for. A comparative evaluation of the CLS predictions by the Dorey et al. equations indicates a close correlation with experimental results as the predicted strains were generally either marginally below or above the test values [18].

A modification of Gresnigt’s equations [21] for the CLS of pressurized pipes was indicated in Annex C of the Canadian pipeline design standard, CSA Z662-15 [31]. The CSA equation does not consider the ovalization effects in Gresnigt’s equation and introduces a cut-off on the strain limit at $\sigma_\theta/\sigma_y = 0.4$. Also, the CSA equations are based on the outside diameter of the pipe whereas Gresnigt’s equations are based on the average (mid-wall) diameter of the pipe. Additionally, the CSA equations do not explicitly account for the yield strength and strain-hardening characteristics of the pipe material, and the gauge length is not specified. For near-zero pressure levels, the CSA equations yield results that are analogous to the results of Gresnigt’s equations whereas for, pressurized pipes, the CSA equations are significantly conservative for both lower and higher-grade pipes except in the case of the X100 pipe grade.
which indicates some degree of non-conservatism. The degree of non-conservativeness observed for the CSA equations for pressurized pipes is generally lower than Gresnigt’s equations [18].

On behalf of C-FER Technologies, Stephens et al. [32,33] obtained results of large-scale experimental data as part of a joint industry program and subsequently performed parametric FE analyses for the sake of extending the empirical investigations beyond the range of the limited experimental parameters. Nonlinear FE pipe models were developed and calibrated according to the obtained experimental data, and a number of curve-fitting and multiple regression techniques were employed to develop a semi-empirical equation for the CLS of pipes based on the peak moment strain criterion. The material characteristics of the pipe were incorporated into the equation by including the “knee-factor” of the Ramberg-Osgood stress-strain relation [34], thereby accounting for the strain-hardening characteristics of the pipe material, while the geometric and loading characteristics of the pipe were described by the $D/t$ ratio and the hoop stress due to internal pressure respectively. The C-FER equation was derived based on a $1D$ gauge length, and the effects of girth-weld defects and geometric imperfections are not accounted for. A comparison, by Ref [18], of the C-FER equation to experimental data indicates a high degree of non-conservatism for combinations of high $D/t$ and low $n$ values.

DNV-OS-F101 [35] also derived an equation to predict the CLS of pipelines subjected to combined loading conditions. The equation accounts for geometric properties based on the $D/t$ ratio and the hoop stress based on the ratio of the internal overpressure to the circumferential yield pressure. A girth weld reduction factor is also incorporated in the equation, but initial geometric imperfections and the effects of net-section axial stress are overlooked. The DNV equation incorporates the influence of the strain-hardening properties of the pipe material as the ratio of the yield stress to the ultimate tensile strength ($Y/T$ ratio). However, the DNV equation is only valid for $D/t \leq 45$ and internal overpressure cases, and no particular gauge length is specified for the predicted CLS. A comparison of predictions with the DNV equation and experimental results by Ref [18] indicates a high degree of non-conservativeness for unpressurized pipes with $D/t \leq 30$, as well as for pressurized pipes with $D/t > 40$, except a safety factor is applied to the equation.

On behalf of Center for Reliable Engineering Systems (CRES), Liu et al. [36] developed a set of equations for predicting the CLS in pipes under displacement-controlled loading by conducting
extensive parametric analyses using experimentally-validated FE pipe models constructed with three-dimensional solid elements. The refined CLS models developed by Ref [36] considered a wide range of parameters including: pipe $D/t$ ratio, internal pressure, $Y/T$ ratio, geometric imperfection (in terms of the peak-to-valley height of initial pipe surface undulation, pipe uniform strain, length of the yield plateau (for YPT materials), and net-section tensile stress. It was opined that using a gauge length of two times the pipe’s outer diameter (i.e., 2*OD) for obtaining the CLS ensures adequate consistency with the definition of the strain demand since LSD is essentially based on a comparison of the CLS and the strain demand. It was also observed that the maximum bending moment and corresponding compressive strain generally increase as the length of the pipe specimen (or FE pipe model) increases. However, the observed positive effect on the maximum bending moment and the CLS diminishes at a specimen-length greater than six times the pipe’s outer diameter (i.e., L ≥ 6*OD). The effect of material anisotropy on the CLS was also investigated, and it was observed that the material-related deformational response of pipes is governed by the pipe’s longitudinal compressive properties hence, the longitudinal compressive stress-strain curves are more appropriate, if available, for evaluating the CLS. The conclusions by Ref [36], however, contrast with the findings of Neupane et al. [37,38] who investigated the deformational response of numerical pipe models using a combined kinematic hardening material model and observed that the longitudinal tensile stress-strain curve produces results similar to the response based on anisotropic yielding assumptions at zero to low internal pressures while the circumferential tensile stress-strain curve produces results similar to the response based on anisotropic yielding assumptions at high internal pressures.

The prediction accuracy of currently existing CLS models has been observed to be hampered by two main factors: (1) inadequate characterization of shape peculiarities of the material stress-strain curve and (2) inaccurate representation of geometric imperfections and manufacturing-induced flaws [9,28,39]. Depending on the type of imperfection, accurate representation can be dicey as geometric undulations are extremely case-specific due to heavy dependence on an exhaustive list of factors, e.g., material memory, sheet metal forming and curing process flaws, residual stresses, thickness variations, shape deviations, ovalization, etc [40,41]. Owing to the randomness of imperfections, systematically-simplified assumptions of pre-buckling deformations and inherent geometric defects are usually adopted for analytical and numerical
analyses but are hardly representative of real existing defects. Compared to geometric imperfections, material stress-strain properties are relatively easier to characterize, and the two commonly-used parameters for incorporating the effects of strain hardening in the CLS equations are the Ramberg-Osgood exponent, “n” [32,33,42,43] or the yield-to-tensile stress (Y/T) ratio [35,36]. However, drawbacks remain inherent in either of these two approaches because: (1) the Ramberg-Osgood model has been observed to lose accuracy in approximating the stress-strain relationship beyond the 0.2% proof stress [44–48], and (2) the Y/T ratio does not accurately reflect the stress-strain behavior in the plastic range as it is possible for bilinear, YPT, and RHT curves to have entirely different shapes but the same Y/T ratios [18].

The overarching objective of this study is to tackle the material-related shortcomings of existing CLS equations by employing a moderately complex, yet reasonably simple, material model for parameterizing the entire shape of the stress-strain curve. A new set of CLS equations are developed herein based on the relevant influencing parameters, and the shape constants of a novel material characterization model, recently developed by Ndubuaku et al. [49–51], are used to represent the strain-hardening properties of the material stress-strain response. The ‘Ndubuaku’ stress-strain model provides the advantage of excellent approximation of any continuously-hardening material curve (i.e., any curve without a zero or negative slope; as is generally the case for the true stress-true strain response of metallic materials); even curves with a distinct yield point and an extended yield plateau. The response of unpressurized and pressurized pipe segments to uniform bending is studied herein by systematically implementing a comprehensive FE-based numerical parametric investigation using the general-purpose finite element analysis (FEA) software package, ABAQUS CAE [52]. Four variations of the pipe’s D/t ratio, five variations of the internal pressure, four variations of the material grade, and four (for RHT curves) or five (for YPT curves) variations of the material curve shape are implemented for the parametric analysis. Hence, adopting a full-factorial design of experiments (DOE) approach, the test matrix for this study consists of 320 and 400 FE simulations for RHT and YPT pipes respectively. The critical values of the average compressive strain are collated for all the simulations, and advanced nonlinear multiple regression techniques are employed for deriving semi-empirical equations for predicting the CLS of pipes under uniform bending.
7.3 Materials and Methods

7.3.1 Stress-strain characterization model

The ‘Ndubuaku’ model [49,50] mathematically defines the material stress-strain response using two expressions; one expression represents the linear elastic portion of the stress-strain curve while the second expression represents the remaining, characteristically nonlinear, portion of the stress-strain curve. The description of the nonlinear portion of the curve is based on normalization of the full stress range and the full strain range of the stress-strain curve such that the exact magnitudes of the values of the stress and strain at any specified reference points are preserved. The constitutive equation comprises two model constants (herein referred to as “shape” constants), the “knee” constant \( k_{nm} \) and the “heel” constant \( h_{nm} \) as follows:

\[
\sigma = \begin{cases} 
E \epsilon & \sigma \leq \sigma_{pl} \\
\sigma_{pl} + (\sigma_{up} - \sigma_{pl}) \left( \frac{\epsilon - \epsilon_{pl}}{\epsilon_{up} - \epsilon_{pl}} \right)^{k_{nm}} \left( \frac{\epsilon - \epsilon_{pl}}{\epsilon_{up} - \epsilon_{pl}} \right)^{h_{nm}} & \sigma > \sigma_{pl}
\end{cases}
\]  

(7-1)

where \( E \) is Young’s modulus of elasticity, \( \sigma_{pl} \) and \( \epsilon_{pl} \) represent the proportionality limit stress (PL-stress) and the corresponding proportionality limit strain (PL-strain) respectively, and the ultimate proof stress (UP-stress) and corresponding ultimate proof strain (UP-strain) are represented by \( \sigma_{up} \) and \( \epsilon_{up} \) respectively.

The standard approach for determining the shape constants of a given curve is by least-squares curve-fitting, however, in the absence of engineering stress-strain data from a uniaxial coupon test, the following expressions can be used to derive the shape constants [51]:
\[ k_{nm} = \frac{\varepsilon_{R1}^{(h_{nm})} \ln(\sigma_{R1})}{\ln(\varepsilon_{R1})} \text{ or } \frac{\varepsilon_{R2}^{(h_{nm})} \ln(\sigma_{R2})}{\ln(\varepsilon_{R2})} \]  

\[ h_{nm} = \frac{\ln \left[ \frac{\ln(\varepsilon_{R1}).\ln(\sigma_{R2})}{\ln(\sigma_{R1}).\ln(\varepsilon_{R2})} \right]}{\ln(\varepsilon_{R1}) - \ln(\varepsilon_{R2})} \]  

where,

\[ \sigma_{R1} = \frac{\varepsilon_{c1}-\sigma_{pl}}{\sigma_{up}-\sigma_{pl}}, \quad \sigma_{R2} = \frac{\varepsilon_{c2}-\sigma_{pl}}{\sigma_{up}-\sigma_{pl}}, \quad \varepsilon_{R1} = \frac{\varepsilon_{c1}-\varepsilon_{pl}}{\varepsilon_{up}-\varepsilon_{pl}} \quad \text{and} \quad \varepsilon_{R2} = \frac{\varepsilon_{c2}-\varepsilon_{pl}}{\varepsilon_{up}-\varepsilon_{pl}} \]

As indicated by the above expressions, the shape constants can be easily obtained by describing four ‘control points’, and since prescribed or standardized values of the yield stress and yield strain, as well as the ultimate stress and ultimate strain (uniform elongation), are usually available, the designer only has to define four additional control points to describe the shape of the stress-strain curve. For RHT materials, the first strain control point, \( \varepsilon_{c1} \), corresponds to the yield strain while the first stress control point, \( \sigma_{c1} \), represents the corresponding ‘offset’ proof stress. Hence the PL-strain and corresponding PL-stress need to be determined, as well as the second strain control point, \( \varepsilon_{c2} \), and the corresponding stress control point, \( \sigma_{c2} \), which can be discretionarily selected as any point on the curve between the offset proof point and the ultimate point. For YPT materials, however, the PL-stress corresponds to the designated yield stress according to the material grade while the PL-strain is analogous to the corresponding yield strain; hence, the first strain control point, \( \varepsilon_{c1} \), is selected at the end of the Lüders plateau and the corresponding stress control point, \( \sigma_{c1} \), is selected as a nominal value that is marginally higher than the yield stress. The second strain control point, \( \varepsilon_{c2} \), and the corresponding stress control point, \( \sigma_{c2} \), can then be selected as any point on the curve between the Lüders control point (\( \sigma_{c1} \) and \( \varepsilon_{c1} \)) and the ultimate point (\( \sigma_{up} \) and \( \varepsilon_{up} \)).
7.3.2 Matrix of parameters

A minimum of four variations is applied to each parameter to ensure that nonlinear trends in the relationship between the CLS and individual parameters are adequately captured. Also, to maintain consistency with the dimensionless form of the CLS, each of the investigated parameters is appropriately nondimensionalized.

The geometric properties of the pipe models are represented by ratio of the pipe’s outer diameter to pipe’s wall thickness (D/t ratio). Four variations of the D/t ratio are applied as follows: DT1 = 41.152, DT2 = 64.078, DT3 = 82.156, and DT4 = 104.622. The pipe size (invariably, the diameter) is kept constant at NPS (nominal pipe size) = 36 inches while the pipe’s wall thickness is varied according to the D/t ratios as: t_1 = 22.22 mm (for DT1), t_2 = 14.27 mm (for DT2), t_3 = 11.13 mm (for DT3), and t_4 = 8.74 mm (for DT4).

The hoop stress is defined based on the ratio of internal pressure (p) to the circumferential yield pressure \( \frac{p}{p_Y} \), and is herein referred to as the ‘pressure factor’ \( f_p = \frac{p}{p_Y} \). Five variations of the pressure factor are applied to the test matrix as follows: \( f_{p00} = 0.0 \), \( f_{p20} = 0.2 \), \( f_{p40} = 0.4 \), \( f_{p60} = 0.6 \), and \( f_{p80} = 0.8 \).

The dimensionless form of the material grade is defined as either of two forms, depending on the material curve shape: for YPT materials, the material grade is represented by the ratio of the nominal yield stress (YS) to the elastic modulus of the material while for RHT materials, the material grade is represented by the ratio of the PL-stress to the UP-stress (herein referred to as the ‘PLUS’ ratio). For this study, the proportionality limit is selected as the material-grade parameter for RHT pipes as it is considered to provide a more precise indication of the material nonlinearity characteristics of pipeline steels, which is more relevant to the deformational capacity. Four variations of the material grades are applied to the matrix, as prescribed by the API 5L pipeline steels standard [53]: API X52 (YS = 379 MPa), API X60 (YS = 441 MPa), API X70 (YS = 503 MPa), and API X80 (YS = 586 MPa). The corresponding ultimate strengths for each material grade are also specified to closely align with API 5L specifications as follows: API X52 = 455 MPa, API X60 = 565 MPa, API X70 = 593 MPa, API X80 = 703 MPa. The elastic modulus of steel is chosen as 205800 MPa for this study.
The strain-hardening properties of the material curves are represented in the test matrix by the shape constants of the ‘Ndubuaku’ material model. The material curve shapes are varied differently for YPT curves and RHT curves: YPT curves are varied by changing the length of the yield plateau while RHT curves are varied by changing the proportionality limit stress (naturally, a lower proportionality limit is accompanied by a higher value of the second stress control point, $\sigma_{c2}$). The standard designations for each material grade are maintained by maintaining constant values for the yield stress and the ultimate stress. A uniform elongation equal to a total strain of 10% is assumed to be constant for all materials and the 0.5% total strain ($\sigma_{0.5}$) ‘offset’ proof stress approach specified by the API 5L standard [53] is adopted for defining the nominal yield stress (YS) for each material grade. The variations of the curve shape for each material grade are graphically presented in Figure 7-1 - Figure 7-4.

Figure 7-1: Idealized variations for stress-strain curves of X52-YPT and X52-RHT materials

Figure 7-2: Idealized variations for stress-strain curves of X60-YPT and X60-RHT materials
In Figure 7-1 – Figure 7-4 above, the numeric designations for the YPT curve labels are specified in percentage (%) units to indicate the length of the yield plateau in terms of the total strain while the numeric designations for the RHT curve labels are specified in megapascal (MPa) units to indicate the proportionality limit stress of each curve shape variation. The shape constants corresponding to each curve shape variation are presented in Table 7-1.
<table>
<thead>
<tr>
<th>Material Grade</th>
<th>YPT</th>
<th>RHT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Curve label</td>
<td>$K_f = 1/K_{nm}$</td>
</tr>
<tr>
<td>X52</td>
<td>YP-1.00</td>
<td>20.5077</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>25.9422</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>33.6157</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>45.0310</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>63.0332</td>
</tr>
<tr>
<td>X60</td>
<td>YP-1.00</td>
<td>29.9027</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>38.8327</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>51.7336</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>71.4369</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>103.465</td>
</tr>
<tr>
<td>X70</td>
<td>YP-1.00</td>
<td>57.9192</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>77.6927</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>107.0977</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>153.5094</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>231.8488</td>
</tr>
<tr>
<td>X80</td>
<td>YP-1.00</td>
<td>83.7395</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>115.2048</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>162.9859</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>240.2443</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>374.3178</td>
</tr>
</tbody>
</table>

7.3.3 Numerical finite element (FE) simulation

The FE pipe models for this study are constructed using three-dimensional shell elements and are subjected to monotonically-increasing curvature, such as to mimic the induced deformation caused by surrounding or supporting ground settlement. Geometric imperfections in form of...
diametric undulations are not explicitly considered herein. However, a 3% reduction in the pipe’s thickness, spanning longitudinally over 5% of the pipe’s length, is applied as a sleeve at the pipe’s mid-length cross-section to trigger the formation and growth of the localized wrinkle at the middle of the pipe’s length without significantly impacting the overall moment vs. curvature response.

To optimize the allocation of computational resources and reduce computational time, symmetry conditions are applied longitudinally (horizontal-transverse symmetry; aligned with the bending plane) and transversely (longitudinal symmetry; aligned with the pipe’s mid-length cross-section) to the pipe models such that only a quarter of the actual pipe segments are modeled and numerically evaluated. The specimen length (6*OD) recommended by Liu et al. [36] is adopted for the pipe models (i.e., 3*OD after applying the symmetry conditions) to forestall interference between the end boundary conditions and the pipe’s mid-length cross-section, where the localized wrinkle is formed. A typical geometry of the full-length FE pipe model is presented in Figure 7-5. The horizontal-transverse symmetry for the quarter pipe model is achieved by restraining the displacements, $u_x$, and the rotations, $\theta_y$ and $\theta_z$, at all the nodes along the longitudinal plane of the symmetry while the longitudinal symmetry is achieved by restraining the displacements, $u_z$, and the rotations, $\theta_x$ and $\theta_y$, at all the nodes on the transverse plane of symmetry (i.e., at the mid-length cross-section of the pipe). A reference point (RP) is created at the loading end of the pipe and the displacements, $u_x$ and $u_y$, as well as the rotations, $\theta_y$ and $\theta_z$, are restrained such that the RP is only allowed to move in the longitudinal direction (i.e., along the $z$-axis; $u_z$) and free to rotate about the axis of bending (i.e., about the $x$-axis; $\theta_x$). The pipe loading end is connected to the nodes at the end cross-section by applying a kinematic coupling constraint in the cylindrical coordinate system which restrains all degrees of freedom at the end cross-section of the pipe except circumferential extension, thereby allowing a uniform stress field under internal pressurization.
The geometry of the pipe models is three-dimensionally assembled using four-node isoparametric quadrilateral shell elements with reduced integration (S4R), which are immune to unconstrained hourglass modes and transverse shear locking. The S4R element has six degrees of freedom, three translations \((u_1, u_2, u_3)\) in the directions of the global axes and three rotations \((\theta_1, \theta_2, \theta_3)\) about the directions of the three global axes, at each of the four nodes. The S4R element is also shear-flexible and is, thus, suitable for modelling the behavior of both thin (Kirchoff) shell and thick (Mindlin) shell. The element has an isoparametric formulation and accounts for finite membrane strains hence it is equipped for handling significant thickness change, large displacements and/or rotations, and transverse shear constraints. The element is also effective for modelling wrinkle formation and evolution in pipes under various loading and imposed deformation conditions and has excellent ability to account for material and geometric nonlinearities. The pipelines modeled in this study are assumed to be made of carbon steel and are therefore considered to have isotropic material properties. Hence, the yield criterion used for modelling is based on the classical large-strain von Mises plasticity model with nonlinear isotropic hardening and is assumed to follow the associated plastic flow rule. Since the simulated deformation is quasi-statically imposed, the isotropic model is assumed to be rate-independent and no cyclic strain responses or dynamic loading effects are considered. Based on the results of a preliminary mesh sensitivity analysis, an approximate global mesh size equal to 3% of the pipe diameter is applied to the FE pipe models.
The boundary/symmetry conditions are applied to the pipe models in the default “Initial” step of the ABAQUS software program followed by definition of a two-step loading scheme to simulate the response of the pipe models to uniform bending. The first step is defined using the “Static General” designation in ABAQUS, which performs the numerical analysis based on the classical Newton’s iterative numerical method. The internal pressure is calculated according to the respective pressure factors for each parametric combination \( p = f_p \times p_y \) and applied as a distributed load to the inner surface of the pipe geometry. The second step of the loading scheme is defined as a “Static Riks” step, which employs a linearized arc-length control technique performed based on the default equilibrium iterative incremental scheme in ABAQUS and is remarkably effective for simulating the load-deformation response of structural systems under various loading conditions. Monotonically-increasing curvature is imposed on the pipe model in the second step of the loading scheme by specifying a finite rotational displacement rotation about the global \( x \)-axes at the RP created at the end cross-section. Incremental values of the average logarithmic axial strain (LE11) and the reaction bending moment (“RM1”) are extracted as X-data and Y-data respectively. The average logarithmic axial strain is obtained in the cylindrical coordinate system of the pipe geometry and calculated as the average value of the recorded longitudinal strains of all the nodal points in the ‘gauge area’. The ‘gauge area’ is defined according to the recommendations of Ref. [36] by a longitudinal span of two times the pipe’s outer diameter (2*OD) and a circumferential distance of approximately one quarter of the pipe diameter (0.25*D), centrally located with respect to the bending plane and the compressive side of the pipe’s mid-length cross-section. The reaction bending moment is simply obtained at the RP created at the pipe’s end cross-section. The CLS is defined by the ‘peak moment criterion’ [8,28] as the value of average strain corresponding to the maximum bending moment for each simulation.

7.4 Validation of FE Model

Mohareb et al. [54] carried out a series of full-scale laboratory experiments to observe the buckling behavior of pipe segments under combined loading and reported the moment-curvature response and wrinkle deformation pattern for different loading conditions. The results of one of
the specimens tested by Ref. [54] is used to validate the FE pipe models and numerical analysis procedures implemented herein. Least-squares curve-fitting was used to determine the Ndubuaku model shape constants corresponding to the stress-strain relationship of the material for the pipe segment tested by Ref. [54]. The geometric and material properties of the experimental test specimen, designated as “UGA508” by Ref. [54], are as follows:

- Outer diameter 508 mm
- $D/t$ ratio 64
- Length of pipe 1690 mm
- Material grade API X56
- Elastic modulus 203704 MPa
- Yield stress ($\sigma_{0.5}$) 391 MPa
- Proportionality limit stress 329 MPa
- Knee constant ($1/K_{nm}$) 3.53
- Heel constant ($1/H_{nm}$) 29.61
- Internal pressure 0 MPa
- Net-section compressive axial force 1303 kN

A good correlation between the experimentally-observed behavior and the FE prediction is obtained for both the moment-curvature response and the localized buckling mode, as shown in Figure 7-6.

![Figure 7-6: Comparison of FEA result with experimental result (UGA508) by Ref. [54]](image-url)
The snapshots of the wrinkle deformation pattern in Figure 7-6 indicate, as expected for unpressurized or low-pressure conditions, that the deformation of a pipe segment after collapse is characterized by a diamond-shaped wrinkle which is evidently nonsymmetric about the pipe’s mid-length cross-section. Hence, an imperative aspect of the FE pipe model validation involved comparison of the full-length and half-length pipe models to determine the existence of any significant discrepancies in the moment-curvature response. The geometric, material and loading properties of the two FE pipe models are as follows:

- Outer diameter 914 mm
- $D/t$ ratio 76.8
- Length of pipe 5486.4 mm
- Material grade API X65
- Elastic modulus 200000 MPa
- Yield stress ($\sigma_{0.5}$) 482 MPa
- Proportionality limit stress 409.7 MPa
- Knee constant ($1/K_{nm}$) 7.41
- Heel constant ($1/H_{nm}$) 7.28
- Internal pressure 0 MPa
- Net-section compressive axial force 0 kN

The plot in Figure 7-7 shows the superimposed moment-curvature responses of the half-length model and the full-length model under zero pressure and induced uniform curvature.
Figure 7-7: Comparison of moment-curvature responses for half-length and full-length pipe model

The evolution of the wrinkle deformation is also graphically presented using the stacked plots in Figure 7-8 and Figure 7-9, for the half-length model and the full-length model respectively.

Figure 7-8: Evolution of wrinkle deformation for half-length pipe model
The numeric designations in the plot legends of Figure 7-8 and Figure 7-9 are traced along the moment-curvature plot in Figure 7-7 and correspond to the iteration steps of the numerical analysis for the respective models. The black markers (4, 8, 12, 16 and 20) show exact or approximate locations of respective iteration steps along the moment-curvature response curve while the purple markers (left; 24,32 and 40) and red markers (right; 24,32 and 40) show exact locations of respective iteration steps along the moment-curvature for the full-length and half-length pipe models respectively.

It can be inferred from the plot in Figure 7-7 that both models have similar moment-curvature responses up to the peak moment and even up to a tangible extent afterward. The symmetrical buckling mode imposed on the half-length model is observed to induce additional deformational capacity in the pipe, compared to the full-length model, after a certain level of deformation. Upon close observation of the evolution of the wrinkle deformation for both models in Figure 7-8 and Figure 7-9 it is realized that, for both pipe models, the wrinkle remains symmetric about the pipe’s mid-length cross-section until around the 24th iteration. Likewise, divergence of the superimposed plots in Figure 7-7 begins at the 24th iteration, which coincides with the transformation of the wrinkle of the full-length model from a symmetric mode to a nonsymmetric diamond-shaped mode. The superior deformational capacity of the half-length can, therefore, be attributed to the symmetrical mode of the wrinkle deformation. Essentially, the above observations indicate that the half-length model is suitable for obtaining the CLS since the
peak moment and corresponding average curvature are not affected by the application of longitudinal symmetry at the pipe’s mid-length cross-section.

7.5 Results of Parametric FE Study

7.5.1 Influence of D/t ratio

The influence of the $D/t$ ratio on the CLS of YPT pipes and RHT pipes is graphically illustrated by the plots in Figure 7-10 and Figure 7-11 respectively. The plots in Figure 7-10 are obtained for a YPT X70 pipe with yield plateau length (YPL) = 1.75 while the plots in Figure 7-11 are obtained for an RHT X52 pipe with PLUS ratio = 0.81. The plots in each figure are for pipes subjected to $f_p$ values ranging from 0.0 to 0.8.

![Figure 7-10: Plot of $\varepsilon_{cr}$ vs. D/t ratio for YPT X70 pipe (YPL = 1.75)](image)

![Figure 7-11: Plot of $\varepsilon_{cr}$ vs. D/t ratio for RHT X52 pipe (PL/US = 0.81)](image)

The plots in Figure 7-10 and Figure 7-11 indicate the $D/t$ ratio generally has a negative correlation with the CLS of both YPT pipes and RHT pipes. The effect of the $D/t$ ratio on the CLS is also observed to be significantly influenced by internal pressure as the steepness of the CLS vs. $D/t$ ratio trends is observed to increase as the pressure factor is increased. The observed parametric interrelationship between the $D/t$ ratio and the internal pressure is more evident in YPT pipes, compared to RHT pipes, especially at high internal pressure ($f_p = 0.8$) and low $D/t$ ratio (DT1). The effect of the internal pressure on the CLS vs. $D/t$ ratio trends of RHT pipes is observed to be relatively moderate, compared to YPT pipes.
7.5.2 Influence of internal pressure

The relationship between the internal pressure and the CLS of YPT pipes and RHT pipes is represented by the plots in Figure 7-12 and Figure 7-13: Plot of $\varepsilon_{cr}$ vs. $f_p$ for respectively. The plots in Figure 7-12: Plot of $\varepsilon_{cr}$ vs. $f_p$ for are obtained for a YPT X60 pipe with YPL = 2.0 while the plots in Figure 7-13: Plot of $\varepsilon_{cr}$ vs. $f_p$ for are obtained for an RHT X52 pipe with PLUS ratio = 0.81. Each plot in Figure 7-12: Plot of $\varepsilon_{cr}$ vs. $f_p$ for and Figure 7-13: Plot of $\varepsilon_{cr}$ vs. $f_p$ for corresponds to one of the four $D/t$ ratios investigated.

The CLS vs. $f_p$ plots clearly indicate a positive correlation between the CLS and internal pressure for both YPT pipes and RHT pipes. At pressure-resultant hoop stress levels less than or equal to 60% YS (i.e., $f_p \leq 0.6$) there is no significant effect of internal pressure variation on the CLS of YPT pipes and RHT pipes with intermediate $D/t$ ratios (DT2 and DT3) and high $D/t$ ratio (DT4). Contrastingly, the effect of internal pressure variation on the CLS of low-$D/t$ ratio (DT1) pipes is observed to significant at all hoop stress levels. Strong similarities are observed between the CLS vs. $f_p$ trends of YPT pipes and RHT pipes except at a low $D/t$ ratio (DT1) or under high internal pressure ($f_p = 0.8$) where the internal pressure is observed to have a greater effect on YPT pipes compared to RHT pipes.
7.5.3 Influence of material grade

The material grades for YPT pipes are represented in the matrix of parameters by the ratio of the 0.5% total strain ‘offset’ proof stress ($\sigma_{o.5}$) to the elastic modulus while for RHT pipes, the material grades are represented by the ‘PLUS’ ratio. The plots in Figure 7-14 and Figure 7-15 provide a graphical illustration of the relationship between the respective dimensionless material grade parameters and the CLS. The plots in Figure 7-14 show the relationship between the yield stress ($\sigma_{o.5}$) and the CLS for a YPT DT1 pipe with YPL = 1.25 while the plots in Figure 7-15 show the relationship between the PLUS ratio and the CLS for an RHT DT3 pipe under hoop stress = 20% YS (i.e., $f_p = 0.2$). The numeric designations in the plot legend of Figure 7-14 correspond to the pressure factor, $f_p$ while the numeric designations in the plot legend of Figure 7-15 represent the yield stress (in MPa) according to respective material grades.

![Figure 7-14: Plot of $\varepsilon_{cr}$ vs. $\sigma_{ys}$ for YPT DT1 pipe (YPL = 1.25)](image)

![Figure 7-15: Plot of $\varepsilon_{cr}$ vs. PL/US for RHT DT3 pipe ($f_p = 0.20$)](image)

The plots in Figure 7-14 indicate that the relationship between the material grade and the CLS of YPT pipes is generally linear and positive except at high internal pressure ($f_p = 0.8$), where the CLS vs. $\sigma_{o.5}$ trend may exhibit a slightly negative linear slope. The slope of the CLS vs. $\sigma_{o.5}$ trend is also observed to progressively reduce as the internal pressure is increased. However, this is peculiar to the $D/t$ ratio presented (i.e., DT1) as, even though not shown here, no significant change in slope is observed, due to internal pressure, at higher $D/t$ ratios. On the other hand, a generally nonlinear negative relationship exists between the PLUS ratio and the CLS of RHT pipes, irrespective of the material grade.
7.5.4 Influence of material curve shape

Pipe segments with the range of $D/t$ ratios covered in this study are prone to inelastic buckling. Hence, their deformational response is significantly influenced by the shape of the nonlinear portion of the material stress-strain curve beyond the proportional limit [19,20]. The material curve shapes are represented in Figure 7-16 and Figure 7-17 by numeric designations, referred to as “shape factors” ($sh_f$). The shape factors are arbitrarily defined to combine the two shape constants that describe the nonlinear portion of the stress-strain curve of respective material grades. The shape factors are calibrated onto a linear scale of one to four for RHT pipes and one to five for YPT pipes. For both YPT pipes and RHT pipes, $sh_f = 1$ represents a curve with the highest value of the heel constant ($H_f$) and lowest value of the knee constant ($K_f$) while $sh_f = 4$ and $sh_f = 5$ represent, respectively, RHT curves and YPT curves with the lowest values of the heel constant ($H_f$) and highest values of the knee constant ($K_f$). Invariably, a lower $sh_f$ indicates a shorter YPL of YPT curves or a higher proportionality limit stress (inferior strain-hardening) in RHT curves, and vice versa.

Figure 7-16 comprises the plots of the CLS against $sh_f$, obtained at all five levels of internal pressurization investigated, for a YPT X70 DT1 pipe while Figure 7-17 comprises plots of the CLS against $sh_f$, also obtained at all five levels of internal pressurization investigated, for a YPT X52 DT3 pipe. Pressure factors are indicated by 0.0 – 0.8 in the plot legends.

![Figure 7-16: Plot of $\varepsilon_{cr}$ vs. $sh_f$ for YPT X70 pipe (D/t = 41.152)](image1)

![Figure 7-17: Plot of $\varepsilon_{cr}$ vs. $sh_f$ for YPT X52 pipe (D/t = 82.156)](image2)
It can be inferred from Figure 7-16 that, at a low $D/t$ ratio, the slope of the CLS vs. $sh$ trends of YPT pipes increases progressively as the internal pressure is increased such that the relationship between the CLS and the shape factor tends from a negative correlation, at zero-to-moderate pressure factors ($0.0 < f_p < 0.6$), to a slightly-positive correlation, at high internal pressure ($f_p > 0.6$). However, for RHT pipes, the relationship between the CLS and $sh$ is generally positive and somewhat linear.

7.6 Development of CLS Equations

Derivations of the nonlinear constitutive equations for predicting the CLS follow a semi-empirical modeling approach and are presented in this section. Considering the significant distinctions observed in the trends of the CLS of YPT pipes and RHT pipes, with respect to the various investigated parameters, a feasible approach requires the development of two separate equations for each material curve shape classification. The functional relationships between each parameter and the CLS are deciphered visually from combined graphical plots, as presented above, and representative mathematical expressions (individual variable functions) are assigned to respective parameters accordingly. Graphical illustrations also highlight any significant interrelationships between the individual parameters, which can then be incorporated in the individual variable functions that make up each of the constitutive equations. Each constitutive equation is formed based on a direct combinative multiplication concept [29,36,55], whereby all the individual variable functions are simply multiplied together, as follows:

$$\varepsilon_{cr} = f_{cr}[\pi_1, \pi_2, \pi_3, \pi_4, \pi_5, \pi_6] = f_1 \cdot f_2 \cdot f_3 \cdot f_4 \cdot f_5$$

(7-4)

where $f_1, f_2, f_3, f_4,$ and $f_5$ represent the $D/t$ ratio function ($f_{dt}$), the pressure factor function ($f_{fp}$), the strain-hardening function ($f_{sh}$), the heel factor function ($f_{hf}$), and the knee-to-heel ratio function ($f_{kh}$). $\pi_1$ represents the $D/t$ ratio ($\frac{D}{t}$), $\pi_2$ represents the pressure factor ($\frac{p}{p_y}$), $\pi_3$ represents the ratio of the yield stress to the elastic modulus ($\frac{\sigma_{ys}}{E}$) for YPT pipes or the PLUS
ratio $\left( \frac{\sigma_{pl}}{\sigma_{yus}} \right)$ for RHT pipes, $\pi_4$ represents the heel factor $(h_f)$, and $\pi_5$ represents the “knee-to-heel” ratio $\left( \frac{k_f}{h_f} \right)$.

Achieving good correspondence between the prediction of the developed constitutive equations and the results of the parametric FE analysis requires a thoroughly-implemented iterative process whereby the functional forms of the individual variable functions are changed repeatedly and the coefficient of multiple determination (R-squared) is evaluated. The guiding principle followed herein ensures that the highest possible R-squared value, not less than 0.95, is achieved.

The individual variable functions for YPT pipes are:

\[
\begin{align*}
    f_1 &= f_{dt} = a_1.(\pi_1)^{b_1} \\
    f_2 &= f_{fp} = a_2 + (b_2 + c_2\pi_1).Exp(\pi_2)^{(d_2+e_2\pi_4)} \\
    f_3 &= f_{sh} = a_3\pi_4 + (b_3\pi_2 + c_3\pi_1). (\pi_3)^{d_3} \\
    f_4 &= f_{hf} = a_4 + (b_4\pi_1). (\pi_4)^{c_4} \\
    f_5 &= f_{kh} = a_5 + (b_5\pi_3). (\pi_5)^{c_5} 
\end{align*}
\]

The individual variable functions for RHT pipes are:

\[
\begin{align*}
    f_1 &= f_{dt} = a_1.(\pi_1)^{b_1} \\
    f_2 &= f_{fp} = (a_2 + b_2.\pi_2). [c_2 + (d_2 + e_2\pi_1).Exp(\pi_2)^{(f_2)}] \\
    f_3 &= f_{sh} = a_3 + (b_3\pi_2 + c_3). (\pi_3)^{d_3} \\
    f_4 &= f_{hf} = a_4 + b_4. (\pi_4)^{c_4} \\
    f_5 &= f_{kh} = a_5 + b_5. (\pi_5)^{c_5} 
\end{align*}
\]

To obtain the regression coefficients for each constitutive equation, nonlinear multiple regression techniques are implemented using the highly-versatile general-purpose computational software program, Wolfram Mathematica [56]. The obtained coefficients and the final R-squared value for each equation are presented in Table 7-2.
Table 7-2: Constitutive equation coefficients

<table>
<thead>
<tr>
<th>Reg. Coeff.</th>
<th>YPT</th>
<th>RHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>6.815</td>
<td>0.903</td>
</tr>
<tr>
<td>$b_1$</td>
<td>-3.099</td>
<td>-1.001</td>
</tr>
<tr>
<td>$a_2$</td>
<td>-686.6</td>
<td>0.5172</td>
</tr>
<tr>
<td>$b_2$</td>
<td>-166.2</td>
<td>0.6262</td>
</tr>
<tr>
<td>$c_2$</td>
<td>-0.2087</td>
<td>104.4</td>
</tr>
<tr>
<td>$d_2$</td>
<td>5.725</td>
<td>113.8</td>
</tr>
<tr>
<td>$e_2$</td>
<td>-3.05</td>
<td>-0.09382</td>
</tr>
<tr>
<td>$f_2$</td>
<td>-</td>
<td>-2.862</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.0133</td>
<td>0.1651</td>
</tr>
<tr>
<td>$b_3$</td>
<td>-420.1</td>
<td>0.2068</td>
</tr>
<tr>
<td>$c_3$</td>
<td>9.243</td>
<td>-0.4652</td>
</tr>
<tr>
<td>$d_3$</td>
<td>1.546</td>
<td>6.797</td>
</tr>
<tr>
<td>$a_4$</td>
<td>155.4</td>
<td>0.003259</td>
</tr>
<tr>
<td>$b_4$</td>
<td>-0.0902</td>
<td>0.1204</td>
</tr>
<tr>
<td>$c_4$</td>
<td>-1.297</td>
<td>-0.985</td>
</tr>
<tr>
<td>$a_5$</td>
<td>-0.07135</td>
<td>0.2484</td>
</tr>
<tr>
<td>$b_5$</td>
<td>8.452</td>
<td>1.921</td>
</tr>
<tr>
<td>$c_5$</td>
<td>0.07316</td>
<td>-0.5125</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.977358</td>
<td>0.993308</td>
</tr>
</tbody>
</table>

The applicable range for the dimensionless parameters that constitute the developed nonlinear regression equations is limited to the scope of investigation for each parameter in the test matrix as presented in Table 7-3:
Table 7-3: Applicable range for dimensionless parameters

<table>
<thead>
<tr>
<th>Par.</th>
<th>YPT</th>
<th>RHT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\geq$</td>
<td>$\leq$</td>
</tr>
<tr>
<td>$D/t$</td>
<td>41</td>
<td>105</td>
</tr>
<tr>
<td>$f_p$</td>
<td>0.0</td>
<td>0.8</td>
</tr>
<tr>
<td>$\sigma_y/E$</td>
<td>0.0018</td>
<td>0.0029</td>
</tr>
<tr>
<td>$\sigma_p/\sigma_{us}$</td>
<td>-</td>
<td>0.52</td>
</tr>
<tr>
<td>$sh_f$</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

The peculiarities that exist with respect to the values of the shape constants for each material grade must be considered in defining the shape factor. Essentially, the implication is that different material grades with the same shape factor will be defined by unsimilar combinations of shape constants. The same techniques implemented for developing the CLS equations are therefore employed to derive two nonlinear regression equations for calculating the shape factor as follows:

For YPT pipes,

$$sh_{f,yp} = 0.0507483 \times (0.0293137 - 9.86288 \times 10^{-5} \cdot \sigma_y \cdot h_f^{1.12036})$$

$$\times \left( 4154.41 + 0.351787 \cdot \sigma_y \cdot ln \left( \frac{k_f}{h_f} \right) \right)$$  \hspace{1cm} (7-7)

For RHT pipes,

$$sh_{f,RH} = 8.85104 \times 10^{-6} \times (307.19 - 0.312884 \cdot \sigma_y \cdot h_f^{0.303706})$$

$$\times \left( 2863.64 + 0.615032 \cdot \sigma_y \cdot ln \left( \frac{k_f}{h_f} \right) \right)$$  \hspace{1cm} (7-8)

### 7.7 Goodness-of-Fit

Besides simply obtaining a high R-squared value, the predictive accuracy of the developed constitutive equations is further examined by plotting the model-predicted CLS values against the FEA-derived CLS values for using the scatter plots in Figure 7-18 and Figure 7-19.
As evident in Figure 7-18 and Figure 7-19, the nonlinear regression technique is formulated to obey laws of central tendency and therefore produces a median model that is centrally aligned with the diagonal of the scatter plot. A simple two-step statistical procedure is presented to introduce a desired level of conservativeness in the semi-empirical model by shifting the data points above the diagonal line of the scatter plot.

The first step in the procedure attempts to correct any bias in the linear equation of the scatter plot using the following expression:

\[ \varepsilon_{cr,\text{corr}} = G_{\text{orig}} \times \varepsilon_{cr,\text{orig}} + I_{\text{orig}} \]  \hspace{1cm} (7-9)

where \( G_{\text{orig}} \) and \( I_{\text{orig}} \) are the original gradient and intercept values, respectively, for the linear equation of the FEA vs. model prediction scatter plot. \( \varepsilon_{cr,\text{orig}} \) and \( \varepsilon_{cr,\text{corr}} \) are the original and corrected versions, respectively, of the semi-empirical model.

By applying the above expression to the CLS equation, the gradient and intercept of the linear scatter-plot equation are effectively changed from the original values to approximately one and zero respectively, implying a more perfect alignment with the diagonal of the scatter plot.

In the second step of the procedure, the FTP ratios (i.e., ratios of the FEA-predicted CLS values to the model-predicted CLS values of the corrected model, \( \varepsilon_{cr,\text{corr}} \)) are calculated and the mean FTP ratio, derived as the average value of all the individual FTP ratios, is set to a value above one according to the desired conservativeness.
The “Goal Seek” function in Microsoft Excel is used to iteratively compute the value of the linear model intercept, $I_{\text{orig}}$ that is required to achieve various mean FTP ratios and corresponding probabilities of underprediction (POU). The POU is a measure of the conservativeness of the corrected model and is calculated by simply dividing the number of simulations with FTP ratio > 1 by the total number of simulations. The results are presented in Table 7-4.

Table 7-4: Values of $I_{\text{orig}}$ for correction function and corresponding POUs

<table>
<thead>
<tr>
<th>Mean</th>
<th>$I_{\text{orig}}$</th>
<th>POU</th>
<th>Max. FTP Ratio</th>
<th>Min. FTP Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>YPT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>0.000560356</td>
<td>0.515</td>
<td>1.7983</td>
<td>0.5028</td>
</tr>
<tr>
<td>1.10</td>
<td>0.000122098</td>
<td>0.6225</td>
<td>2.4404</td>
<td>0.5240</td>
</tr>
<tr>
<td>1.20</td>
<td>-0.000201315</td>
<td>0.6775</td>
<td>3.3133</td>
<td>0.5409</td>
</tr>
<tr>
<td>1.30</td>
<td>-0.000441248</td>
<td>0.7375</td>
<td>4.5102</td>
<td>0.5541</td>
</tr>
<tr>
<td>1.40</td>
<td>-0.00061954</td>
<td>0.7675</td>
<td>6.1650</td>
<td>0.5644</td>
</tr>
<tr>
<td>1.50</td>
<td>-0.000751753</td>
<td>0.78</td>
<td>8.4696</td>
<td>0.5722</td>
</tr>
<tr>
<td>RHT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>-4.40626E-05</td>
<td>0.546875</td>
<td>1.3441</td>
<td>0.6816</td>
</tr>
<tr>
<td>1.10</td>
<td>-0.000816296</td>
<td>0.80625</td>
<td>1.5402</td>
<td>0.7974</td>
</tr>
<tr>
<td>1.20</td>
<td>-0.001439957</td>
<td>0.928125</td>
<td>1.7459</td>
<td>0.9008</td>
</tr>
<tr>
<td>1.30</td>
<td>-0.001948625</td>
<td>0.990625</td>
<td>2.0403</td>
<td>0.9733</td>
</tr>
<tr>
<td>1.40</td>
<td>-0.002364886</td>
<td>1.0</td>
<td>3.0525</td>
<td>1.0219</td>
</tr>
<tr>
<td>1.50</td>
<td>-0.002701604</td>
<td>1.0</td>
<td>5.0990</td>
<td>1.0650</td>
</tr>
</tbody>
</table>

The max. FTP ratio and min. FTP ratios in Table 7-4 are included to indicate the boundary consequences of adjusting the conservativeness of the CLS model. The results presented also allude to the higher accuracy of the RHT CLS model as high POU values are achieved without significantly compromising the boundaries of the model. Unlike the RHT model, the YPT CLS
model has a larger spread of prediction and, thus, requires a significantly greater shift of the upper boundary of the model to achieve tangible change in the conservativeness of the model. For the original (uncorrected) models, the mean and standard deviation of the FTP ratios for YPT pipes are 1.1095 and 0.31942 respectively while the mean and standard deviation of the FTP ratios for RHT pipes are 0.99595 and 0.11172 respectively.

7.8 Discussion

The ambiguity surrounding the representation of geometric imperfections in literature is considered to be quite significant hence it is opined that more substantial imperfection data, preferably analyzed using more rigorous statistical techniques such as probabilistic assessment methodologies, are required to derive adequate safety factors for incorporating the effects of geometric imperfections in the CLS equations. The commonly-adopted geometric dimple-shaped imperfection (GDI) approach, which is commonly referred to as a “cosine dimple” and is defined by a cosine function of two (one longitudinal and one circumferential) wavelengths, is considered to be simplistic and limited in applicability and representativeness. Moreover, results of an experimental/numerical study by Kainat et al. [57–59] on the effect of circumferential deviations of the pipe diameter and thickness from nominal values on the buckling behavior of UOE-manufactured steel pipes indicate that that geometric imperfections in form of circumferential diametric variation have a negligible effect on the buckling behavior of pipes while thickness variations have a relatively considerable effect. Consequently, geometric imperfections in form of diametric undulations are not explicitly considered in this study. The relationships observed between the various investigated parameters and the CLS, as illustrated in Figure 7-10 - Figure 7-17, lead to a cumulative inference that the material stress-strain behavior plays a pivotal role in the deformational response of pipe segments under uniform bending. The deformational response can be said to mechanically trace the stress-strain curve of the pipe material and is therefore significantly affected by even slight variations in the material curve shape. The geometric slenderness of the pipe segment (represented by the $D/t$ ratio), as well as the internal pressure, impact directly on the bending rigidity of the pipe segment. A higher $D/t$ ratio implies higher slenderness and lower bending rigidity whereas a lower $D/t$ ratio
implies lower slenderness and higher bending rigidity. Also, higher internal pressure directly increases the bending stiffness of the pipe segment thereby improving the deformational response. Besides the direct ‘global’ impact of internal pressure on the bending stiffness of pipes, a less noticeable, but crucial, effect of increased internal pressure is the resultant increase in the wavelength, as well as extension the evolution process, of the longitudinal wrinkles such that localization is delayed, and the structure is more stable to resist bending deformation [60].

The direct consequence of the increased stiffness associated with lower D/t ratios of the pipe segment during bending deformation is a shift of the location where local wrinkle formation is triggered at a point farther along the material stress-strain curve. In other words, for lower D/t ratios, significant plastification of the pipe wall occurs before local buckling. At intermediate-to-high D/t ratios (DT2 to DT4) and zero-to-moderate internal pressures ($f_p^{20}$ to $f_p^{60}$), for YPT pipes, the herein-called ‘trigger point’ is coincident with the yield plateau of the material as the pipe is unable to mobilize any additional strength to withstand the yielding of the wrinkle, which is triggered by the abrupt zeroing of the slope of the stress-strain curve at the instance of the yield point. Contrastingly, at a low D/t ratio (DT1) and high internal pressure ($f_p = 0.8$), the YPT pipe has sufficient stiffness to withstand the initial yielding of the at the yield plateau of the material stress-strain curve, and subsequently mobilizes additional strength and corresponding increase in deformational capacity such that wrinkle formation is delayed until the strain-hardening portion beyond the yield plateau of the material stress-strain curve is reached.

The plots in Figure 7-10 and Figure 7-11 indicate that an increase in a pipe’s D/t ratio negatively affects the deformational capacity of the pipe under bending. The relationship between the D/t ratio and the CLS is also significantly nonlinear for both YPT pipes and RHT pipes and the CLS vs. D/t ratio trends exhibit a progressive increase in slope, from negative to zero, as the D/t ratio increases. This implies that the detrimental effect of a higher pipe wall slenderness on the CLS diminishes at higher D/t ratios. The nonlinearity of the slope of the CLS vs. D/t ratio trends is also observed to increase progressively as the internal pressure is increased; the only exemption being the CLS vs. D/t ratio relationship of YPT pipes under high internal pressure ($f_p = 0.8$) which is characterized by an almost-linear trend.

The plots of the CLS vs. $f_p$ relationship in Figure 7-12 and Figure 7-13 are somewhat interrelated with the CLS vs. D/t trend plots in Figure 7-10 and Figure 7-11. However, contrary to the CLS
vs. $D/t$ trend, the CLS vs. $f_p$ trends indicate a positive nonlinear relationship and a progressive increase in slope, from negative to zero, as the internal pressure decreases. This implies that, at lower pressures, there is no significant gain in CLS due to increase in internal pressure. In RHT pipes, the change in slope of the CLS vs. $f_p$ trends is observed to be gradual over the entire range of internal pressure variation while the slope of the CLS vs. $f_p$ trends for YPT pipes is characterized by an abrupt change between $f_p = 0.6$ and $f_p = 0.8$. In both YPT pipes and RHT pipes, the nonlinear trend in the slope of the CLS vs. $f_p$ relationship diminishes at a low $D/t$ ratio (DT1).

Plots of the influence of the material grade of YPT pipes on the CLS, presented in Figure 7-14, indicate a direct linear relationship between the CLS and the yield stress ($\sigma_{ys}$), which is distinctively derived as the value of the stress that coincides with the yield plateau of the pipe material. The slopes of the individual CLS vs. $\sigma_{ys}$ trends are observed to progressively decrease, from positive to negative, as the internal pressure is increased even though, as earlier mentioned, the observed change in slopes is virtually nonexistent in pipes with higher $D/t$ ratios (DT2, DT3, and DT4). The near-perfect alignment of the various CLS vs. PLUS ratio plots along a similar trend path, as shown in Figure 7-15, suggests that the yield stress has no relevance to the deformational capacity of RHT pipes as the stress-strain curve can be entirely characterized by the PLUS ratio and the strain-hardening transition (represented by the material model’s shape constants) from the proportionality limit point to the ultimate point. The combination of the PLUS ratio and the shape constants better represents the pipe material’s nonlinear properties compared to the Y/T ratio adopted by some of the existing CLS prediction models [35,36].

Increase in the PLUS ratio is observed to be detrimental to the deformational capacity of RHT pipes, as indicated by the negative nonlinear trend in Figure 7-15. The CLS vs. PLUS ratio trend also exhibits a progressive decrease in slope, from positive to zero, as the PLUS ratio decreases implying that the positive effect of a lower PL-stress (which implies ‘superior strain-hardening’) on the CLS diminishes at lower PLUS ratios.

The trends observed in Figure 7-16 and Figure 7-17 indicate an almost-linear relationship between the CLS and the shape factor, for both YPT pipes and RHT pipes. The shape factor has different implications for either of the material curve shapes: it is directly related to the YPL of YPT pipes and indicates the strain-hardening properties of RHT pipes. The observed variation in
the CLS vs. $sh_f$ trends due to internal pressure, as shown in Figure 7-16, is somewhat peculiar to YPT DT1 pipes as, even though not shown here, the effect of internal pressure on the CLS vs. $sh_f$ trends of YPT pipes diminishes at higher $D/t$ ratios (DT2, DT3, and DT4) except at a high internal pressure ($f_p = 0.8$) wherein the slope of the CLS vs. $sh_f$ trend at higher $D/t$ ratios (DT2, DT3, and DT4) shows a similar trend with the slope for $f_p = 0.8$ in DT1. The positive slope indicated by the CLS vs. $sh_f$ plots for RHT pipes in Figure 7-17 is generally unaffected by changes in the $D/t$ ratio. However, there is a slight tendency for the slope of the CLS vs. $sh_f$ trends to become smaller as the $D/t$ ratio decreases and as the nominal ‘offset’ yield stress ($\sigma_{0.5}$) increases.

The more gradual trends in the CLS vs. $D/t$ ratio plots and the CLS vs. $f_p$ plots for RHT pipes allude to the presupposition about the cardinal role of the material curve shape on the deformational response of pipe segments under bending, as RHT pipes are characterized by a continuous stress-strain relationship void of abrupt changes in slope. The same principle of shifting the ‘trigger point’ in the stress-strain curve as the bending stiffness is increased also applies to RHT pipes; however, since the response is continuous, the deformational capacity is primarily affected by the tangential modulus of the stress-strain curve. Generally, a smaller tangential modulus tends to improve the deformational capacity of pipes; a lower PLUS ratio implies that the deformational response of a pipe proceeds earlier along a smaller tangential modulus, compared to a higher PLUS ratio, and may consequently attain higher strains before wrinkle formation and resultant collapse of the bending moment. The diminishing benefit of superior strain hardening (implying a lower PL-stress) as the ‘offset’ yield stress is increased can also be attributed to the above phenomenon, as the deformational response of the pipe has to progress farther along a higher tangential modulus of the stress-strain curve before buckling, compared to a lower yield stress. The advantageous effect of a superior strain-hardening on the CLS also tends to decline as the $D/t$ ratio decreases and this is due to the fact that the ‘trigger points’ for different material curve shapes are likely to converge close to the ‘offset’ yield stress point along the stress-strain curve at low $D/t$ ratios.

Except for the combination of a stiff pipe (at the lowest $D/t$ ratio) and higher internal pressures ($f_p > 0.6$), a higher yield stress translates to a higher deformational capacity in YPT pipes. The CLS vs. $\sigma_{ys}$ plots in Figure 7-14 indicate that at a low $D/t$ ratio and highest internal pressure ($f_p =$
0.8), increase in the yield stress is associated with a slight decrease in the CLS of YPT pipes. This may be attributed to the higher tendency for buckling to be initiated before the strain-hardening portion beyond the yield plateau of the stress-strain response is reached when internal pressures are low and $D/t$ ratios are moderate-to-high, thereby causing the deformational capacity to be mainly influenced by the yield strain of the material. The yield strain marginally increases as the material grade becomes higher hence the positive trends of the CLS vs. $\sigma_{ys}$ slopes at higher $D/t$ ratios and lower internal pressures. Conversely, a combination of significantly high internal pressure and significantly low pipe wall slenderness causes buckling to be initiated further beyond the yield plateau of the pipe material’s stress-strain response. As a result, lower material grades are more likely to take advantage of the strain-hardening of the stress-strain response before the limit load is reached, compared to higher material grades which may experience a drawback in the deformational response due to the longer path of the linear elastic portion of the stress-strain curve that precedes the yield plateau and strain-hardening response. Also, Figure 7-16 indicates that at lower internal pressures, for a low-$D/t$ ratio (DT1) YPT pipe, a longer YPL makes it less feasible for the pipe material to mobilize additional strength and deformational capacity at the strain hardening portion beyond the yield plateau of the material curve. However, as the internal pressure is increased, mobilization of additional strength becomes more feasible and a longer YPL implies that the mobilization of additional strength is farther along the stress-strain curve thereby allowing the pipe to sustain higher deformation.

7.9 Comparison of CLS Model with Existing Equations

The developed CLS models are benchmarked against two of the most-recently developed CLS prediction models; the Dorey model [28,29] and the PRCI-CRES model [36,39]. These models, outlined below, are chosen for comparison mainly because, like the equations developed in this study, the RHT vs. YPT material curve classification is considered in both models.
(1) The Dorey model (for plain pipes)

\[
\varepsilon_{cr,YPT}(\%) = 40.4 \left( \frac{1}{D/t} \right)^2 \times (1 - 0.906f_p)^{-1} \times \left( \frac{E}{\sigma_{ys}} \right)^{0.8} \times \left[ 1.12 - \left( \frac{h_g}{t} \right)^{0.15} \right] 
\]

for YPT pipes

\[
\varepsilon_{cr,RHT}(\%) = 1.0 \left( \frac{2.9398}{D/t} \right)^{1.5921} \times (1 - 0.8679f_p)^{-1} \times \left( \frac{E}{\sigma_{ys}} \right)^{0.8542} \times \left[ 1.2719 - \left( \frac{h_g}{t} \right)^{0.1501} \right] 
\]

for RHT pipes

(7-10)

(2) The PRCI-CRES model

\[
\varepsilon_{cr,PRCI}(\%) = \min(\varepsilon_u, F_{LD} \times \varepsilon_r) 
\]

\[
F_{LD} = \begin{cases} 
1 - 0.5 \times (1 - 0.75\varepsilon_r^{-0.23}) \times [1 + \tanh(8\frac{\varepsilon_e}{\varepsilon_r} - 8.2)] & \text{for YPT pipes} \\
1 & \text{for RHT pipes} 
\end{cases} 
\]

\[
\varepsilon_r(\%) = F_{DP} \times F_{YT} \times F_{GI} \times F_{NF} 
\]

\[
F_{DP} = \begin{cases} 
980 \left[ 0.5 \left( \frac{D}{t} \right)^{-1.6} + 1.9 \times 10^{-4} \right] & \text{for } f_p < f_{pc} \\
980 \left( 1.06f_p + 0.5 \right) \left( \frac{D}{t} \right)^{-1.6} & \text{for } f_p \geq f_{pc} 
\end{cases} 
\]

\[
f_{pc} = 1.8 \times 10^{-4} \times \left( \frac{D}{t} \right)^{1.6} 
\]

\[
F_{YT} = 2.7 - 2.0\xi 
\]

\[
F_{GI} = 1.84 - 1.6 \left( \frac{h_g}{t} \right)^{0.2} 
\]

\[
F_{NF} = \begin{cases} 
1.2f_n^2 + 1 & \text{for } f_p \geq 0 \\
1 & \text{for } f_p < 0 
\end{cases} 
\]

where \( h_g \) represents the peak-to-valley height of the initial geometric imperfection, \( \varepsilon_e \) is the value of total strain at the end of the Lüder's extension (analogous to the YPL parameter in the current model), \( \xi \) is the \( Y/T \) ratio, and \( f_n \) is the net-section stress factor (i.e., the ratio between the
longitudinal stress induced by the net-section force and pipe's yield strength). Other parameters are according to the specifications applied to the current model.

The plots in Figure 7-20(a), Figure 7-20(b) and Figure 7-20(c) show the predictions of the CLS with respect to the $D/t$ ratio, at $f_p = 0.0$, 0.4 and 0.8 respectively, for an RHT X60 pipe while the plots in Figure 7-21(a), Figure 7-21(b) and Figure 7-21(c) show the predictions of the CLS with respect to the $D/t$ ratio, at $f_p = 0.0$, 0.4 and 0.8 respectively, for an RHT X70 pipe. The plots in Figure 7-22(a), Figure 7-22(b) and Figure 7-22(c) show the predictions of the CLS with respect to the $D/t$ ratio, at $f_p = 0.0$, 0.4 and 0.8 respectively, for a YPT X60 pipe while the plots in Figure 7-23(a), Figure 7-23(b) and Figure 7-23(c) show the predictions of the CLS with respect to the $D/t$ ratio, at $f_p = 0.0$, 0.4 and 0.8 respectively, for a YPT X70 pipe.

Data points from various test results collated by Ref. [18] are superimposed onto each of the plots to illustrate the agreement between the prediction of the CLS by the different models and the experimental test results. The exact values of the material and geometric parameters are not reported but agreement between the model and the test results can be inferred from the alignment of the model-predicted values with the trends of the experimental data points. The data points in Figure 7-20(a), Figure 7-21(a), Figure 7-22(a) and Figure 7-23(a) are obtained from results of tests on unpressurized plain pipes while the data points in the remaining plots are obtained from results of tests on plain pipes subjected to various values of pressure factor, ranging from 0.69 to 0.83. Since geometric imperfections are not considered in this study, the imperfection parameters in the two existing equations are set to zero to ensure unbiased comparison of the different models. The net-section axial tensile force parameter in the PRCI-CRES model is also set to zero since the effect of axial stress is not covered in this study. Values of 441 MPa and 503 MPa are assigned to the yield stress parameter ($\sigma_{ys}$; in the Dorey model) for the X60 pipes and the X70 pipes respectively. The Y/T parameter ($\xi$; in the PRCI-CRES model) is given as 0.78 and 0.85 for the for the X60 pipes and the X70 pipes respectively, similar to the values assigned for the parametric analysis in this study. A value of 1.5 is assigned to the Lüder’s strain parameter in the PRCI-CRES model ($\varepsilon_{\text{e}}$).
Figure 7-20: Comparison of CLS models with experimental test results for RHT X60 pipe:

(a) $f_p = 0.0$, (b) $f_p = 0.4$, and (c) $f_p = 0.8$

Figure 7-21: Comparison of CLS models with experimental test results for RHT X70 pipe:

(a) $f_p = 0.0$, (b) $f_p = 0.4$, and (c) $f_p = 0.8$

Figure 7-22: Comparison of CLS models with experimental test results for YPT X60 pipe:

(a) $f_p = 0.0$, (b) $f_p = 0.4$, and (c) $f_p = 0.8
Figure 7-23: Comparison of CLS models with experimental test results for YPT X70 pipe:

(a) $f_p = 0.0$, (b) $f_p = 0.4$, and (c) $f_p = 0.8$

The plots presented in Figure 7-20 – Figure 7-23 indicate a good agreement between the current CLS model and the test results for most of the cases observed. The predictions of the current model also show considerable correspondence with the predictions of the PRCI-CRES model whereas the Dorey model is observed to overpredict the CLS in virtually all the cases. The highest value on the vertical axis of each plot is strategically truncated to improve legibility; hence, some of the high-value predictions of the Dorey model are excluded from the graphs. For RHT pipes, the current model and the PRCI-CRES model exhibit significant divergence in prediction as the $D/t$ ratio decreases, and the divergence progresses even further as the internal pressure is increased. The assumptions made based on the RHT X70 material grade (Figure 7-21) are observed to produce a slightly better correlation with the trends of the experimental results compared with the RHT X60 material grade (Figure 7-20). Both RHT material grade assumptions, however, seem to produce lower predictions than the experimental results at median and high internal pressures ($f_p = 0.4$ and $f_p = 0.8$) and low pipe wall slenderness ($D/t$ ratio < 55). Underprediction of experimental results at low $D/t$ ratios is observed to be less prominent where YPT X60 and YPT X70 material grade assumptions are applied for unpressurized conditions ($f_p = 0.0$) and high internal pressure ($f_p = 0.8$). However, there exists a tendency to overpredict the experimental results at $D/t$ ratios greater than 50 where YPT material grade assumptions are applied at high internal pressure ($f_p = 0.8$).

The observed discrepancies may be attributed to lack of fundamental information about the parametric framework of the presented experimental results; hence, consequent inaccuracy in assumptions regarding test loading conditions and material strain-hardening behavior. It has been
established in previous figures that the deformational capacity of pipes is highly sensitive to material properties, especially as the $D/t$ decreases or the internal pressure increases; hence, more accurate deformation capacity values may be realized if the actual material properties are known and applied to the current model.

7.10 Conclusions

Extensive parametric analysis has been performed in this study, based on a significant number of numerical simulations of FE pipe models subjected to monotonically-increasing curvature. The FE pipe model used for this study were generated using the general-purpose FEA software package, ABAQUS CAE, and the pilot model was validated with reference to the results of a full-scale experiment. Excellent agreement was obtained between the moment-curvature response of the pilot pipe model and the experimental results. The matrix of parameters was derived based on a full-factorial design of experiments concept such that each possible combination of the investigated parameters was included as a singular simulation in the analyses. Two matrices of parameters, one for each material curve shape classification (YPT and RHT), were developed to accommodate the observed material-related distinctions in the buckling response and deformational capacities. Four variations of the pipe’s $D/t$ ratio, five variations of the internal pressure, four variations of the material grade, and four (for RHT curves) or five (for YPT curves) variations of the material curve shape were specified as the test matrix for the FE simulations; hence, the adopted full-factorial design approach yielded a total of 400 simulations for YPT pipes and 320 simulations for RHT pipes. The ‘peak moment criterion’ was used to derive the CLS for each simulation as the average 2D-gauge-length compressive strain corresponding to the maximum attained bending moment of the moment vs. curvature response plots extracted from the ABAQUS software program. Graphical presentations of the typical trends between each investigated parameter and the CLS were employed to visually decipher the functional relationships between the CLS and various parameters, as well as to detect any interrelationships between the individual parameters.
A semi-empirical modeling approach was subsequently adopted to develop two constitutive equations for predicting the CLS of pipe segments under uniform bending. The functional
relationships between the CLS and each parameter, determined by visual inspection of the graphical plots of CLS trends, provided needed guidance for specifying a representative mathematical expression for each individual parameter. A multiplicative approach was then applied to arithmetically combine all individual variable functions to form the constitutive equation for each material curve shape classification. Subsequently, advanced nonlinear multiple regression techniques were utilized for deriving the unknown constants for each constitutive equation, and high $R^2$ values (> 0.95) were obtained for each model, indicating an excellent goodness-of-fit between the model-predicted CLS and the FE-derived CLS. A statistical procedure to apply a desired level of conservativeness to the developed equations was presented afterward.

The developed equations were benchmarked against two of the most recent and most advanced existing CLS equations (the Dorey model and the PRCI-CRES model), and the current model was observed to align reasonably well with the PRCI-CRES model. A number of data points for the CLS of pipelines, obtained from previous full-scale experiments on unpressurized and pressurized pipe segments subjected to uniform bending and combined loading conditions, were superimposed onto the benchmarking plots. The current model and PRCI-CRES model were observed to give good predictions of the CLS whereas the Dorey model seemed to overpredict the CLS in virtually all the cases considered. Also, the agreement of the current model’s predictions with experimental data alludes to the somewhat negligible effect of initial geometric imperfections on the CLS of pipelines within the range of $D/t$ ratios covered in this study.

The constitutive equations developed in this study are useful for preliminary design purposes, in predicting the deformational capacity of pressurized and unpressurized onshore pipelines which are predominantly subjected to uniform bending due to significant deformation of the surrounding or supporting soil medium.
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8. DEVELOPMENT OF NONLINEAR REGRESSION EQUATIONS FOR PREDICTING THE CRITICAL LIMIT STRAIN OF STEEL PIPELINES SUBJECTED TO COMBINED UNIFORM AXIAL COMPRESSION AND BENDING USING A NOVEL MATERIAL CURVE SHAPE PARAMETERIZATION APPROACH

This chapter is derived from a research article submitted for publication in the Elsevier International Journal of Solids and Structures.
8.1 Abstract

The pipe wall slenderness properties of onshore pipelines typically fall within the range of $D/t$ ratios wherein the pipe segment is likely to undergo inelastic (or plastic) buckling on the side of the cross-section that experiences the highest compressive longitudinal strain. Accurate prediction of the bifurcation instabilities and collapse mechanisms in the plastic range, therefore, requires the implementation of appropriate asymptotic post-buckling theories that are able to predict the nonlinear load-deflection path associated with the material stress-strain relationship. The mechanical behavior of unpressurized and pressurized steel pipes is analyzed in this study using finite-element simulation methodology, with the purpose of estimating their deformational capacity against local buckling. Numerical pipe models are developed and subjected to a net-section compressive axial force followed by induced curvature, and the incremental average strains over a 2D gauge length are reported. The average value of strain corresponding to the highest attained resultant bending moment is taken as the critical limit strain for each simulation.

Pipe models with $D/t$ ratios ranging from 41 to 105, as commonly used for onshore pipeline applications, are subjected to internal pressures ranging from zero to 80% of the nominal yield pressure as well as uniform compressive stresses ranging from 20 to 80% of the maximum attainable compressive axial limit stress. Four material grades are defined and classified according to material curve shapes, which are varied for each material grade and parameterized using the shape constants of the ‘Ndubuaku’ material model. A full-factorial design is adopted to perform extensive parametric analyses yielding a total of 1280 and 1600 simulations for each of the two material curve shape classifications. Two nonlinear equations are defined based on the observed functional relationships between individual parameters and the critical limit strain, and advanced regression techniques are used to obtain the regression coefficients for each of the developed equations. Excellent predictive accuracy is obtained for the developed nonlinear regression equations.
Nomenclature

\( \varepsilon \)  
true strain

\( \varepsilon_{cr} \)  
critical limit strain

\( \varepsilon_{pl} \)  
corresponding strain at proportionality limit stress of Ndubuaku model

\( \varepsilon_{R} \)  
Ndubuaku model strain ratio

\( \varepsilon_{up} \)  
corresponding strain at ultimate proof stress of Ndubuaku stress-strain model

\( E \)  
Young’s modulus of elasticity

\( f_c \)  
compression factor (ratio of applied compressive stress to pipe’s limit stress)

\( f_p \)  
pressure factor (ratio of applied pressure to pipe yield pressure)

\( h \)  
Ndubuaku model heel constant

\( k \)  
Ndubuaku model knee constant

\( \mu \)  
Poisson’s ratio

\( n \)  
Ramberg-Osgood strain-hardening exponent

\( OD \)  
pipe’s outer diameter

\( p \)  
applied internal pressure

\( p_y \)  
pipe’s circumferential yield pressure

\( r \)  
pipe’s cross-sectional radius

\( \sigma_{0.5} \)  
0.5% total strain proof stress

\( \sigma \)  
true stress

\( \sigma_c \)  
applied compressive stress

\( \sigma_l \)  
pipe’s maximum compressive stress capacity (limit stress)

\( \sigma_{pl} \)  
proportionality limit stress of Ndubuaku stress-strain model

\( \sigma_{R} \)  
Ndubuaku model stress ratio

\( \sigma_{up} \)  
ultimate proof stress of Ndubuaku stress-strain model

\( \sigma_{us} \)  
ultimate tensile stress of pipe material

\( \sigma_{ys} \)  
yield stress of pipe material

\( s_hf \)  
material curve shape factor
Introduction

Pipelines are generally regarded as an efficient means for transporting water, hydrocarbons, and several other fluids over considerable distances, and across various onshore or offshore environments. The main considerations for the design of onshore pipelines typically focus on (1) limiting the internal pressure below a recommended fraction of the circumferential yield pressure to prevent loss of containment, and (2) limiting the axial stress caused by temperature differentials of the fluids being transported by the pipeline below the yield stress of the pipe material [1]. On the other hand, offshore pipelines are susceptible to propagating collapse caused by ambient hydrostatic pressure. Propagating collapse, which is essentially a buckling instability phenomenon, is triggered in the pipeline once the ‘collapse pressure’ is reached, followed by flattening of the pipe cross-section that extends progressively in the longitudinal direction of the pipeline at a pressure (referred to as ‘propagation pressure’) which is usually about 15-20% of the ‘collapse pressure’ [2]. Results of parametric studies indicate that the ‘collapse pressure’ is highly sensitive to initial geometric imperfections, particularly initial ovality, and is more likely to occur during periods of significant external overpressure such as during installation or shutdowns for maintenance [3–5].

\[ t \] pipe’s wall thickness

\[ CLS \] Critical limit strain

\[ D/t \ ratio \] Ratio of pipe’s outer diameter to pipe’s wall thickness

\[ PLUS \ ratio \] Ratio of proportionality limit stress to ultimate tensile stress

\[ RHT \] Round-house type

\[ SBD \] Strain-based design

\[ UTS \] Ultimate tensile stress

\[ YPL \] Yield plateau length

\[ YPT \] Yield-plateau type

\[ YS \] Nominal yield stress

\[ Y/T \ ratio \] Ratio of yield stress to ultimate tensile stress
Inevitably, limit states design of onshore and offshore pipelines must complement the traditional allowable stress design approach, which focuses on resultant or applied stresses, with adequate considerations of the deformational capacity of pipelines, especially in regions susceptible to significant deformation of the supporting medium or soil. Ground deformation tends to be more prevalent in onshore pipelines but may also present as seabed instabilities in offshore pipelines, and is typically caused by disastrous environmental scenarios such as landslides, slope failures, ground subsidence, soil liquefaction, seismic-related fault movements, frost heave, and thaw settlements, etc. [6,7]. Excessive deformation of pipelines due to surrounding (or supporting) ground movement may have serviceability limit state and ultimate limit state implications — excessive bending results in constriction of the cross-section of the pipe which hinders the passage of pigging devices used for monitoring of the pipeline. Flow assurance is also compromised due to constriction of flow caused by reduction of the area of the pipe’s cross-section. Ultimate limits may also be exceeded resulting in rupture of the pipe wall due to excessive tensile strains in the locally buckled regions of the pipe where wrinkles or bulges have developed.

Below a $D/t$ ratio of 100, the bifurcation instability characteristics and overall buckling response of cylindrical shells under pure bending are primarily governed by interaction between the induced ovalization and the nonlinear strain-hardening properties of the material stress-strain relationship [8]. Ades [9] assumed that the cross-section of a thick-walled cylinder under bending undergoes uniform ovalization and transforms into an elliptical shape, and applied the $J_2$ deformation theory of plasticity to account for the effect of the nonlinear material behavior on the moment-curvature response. Tugcu and Schroeder [10] assumed a linear strain-hardening material model using the $J_2$ deformation theory of plasticity and adopted the elliptical cross-sectional deformation concept put forward by Ref [9]. The results obtained by Ref [10] for the moment-curvature response were observed to be consistently higher than experimental values. Gellin [11] sought to improve the accuracy of the numerical solutions by Ref [9] using a set of improved kinematic relations originated from thin shell theory presented by Sanders [12]. The results obtained for bifurcation instability were generally observed to differ from the results obtained for the limit load instability, and the disparity was more pronounced in the case of the critical curvature than for the critical moment. Kyriakides and Shaw [13] performed
experimental and analytical investigation of the response and stability of circular cylindrical shells under combined bending and external pressure. A refinement of the analytical formulation and numerical solution procedure presented by Ref [11] was obtained using the deformation theory of plasticity with the Ramberg–Osgood nonlinear material model to characterize the inelastic material behavior. Ju and Kyriakides [8] analyzed the bifurcation instability of long initially-straight aluminum cylinders bent into the plastic range. Analytical formulations were derived using Sander’s shell kinematics and following the principle of virtual work while the discretization and numerical solution of the instability problem were achieved using a Rayleigh–Ritz procedure and Newton’s iteration method respectively. The inelastic material behavior was characterized through the $J_2$ flow theory of plasticity with isotropic hardening based on the Ramberg-Osgood nonlinear material model while bifurcation buckling calculations were carried out using the $J_2$ deformation theory of plasticity. Corona et al. [14] examined the results obtained by Ref [8] and observed that the predicted bifurcation curvature was consistent with experimental values whereas the predicted wrinkle wavelengths were generally longer than the experimental measurements. To correct the observed discrepancies, the anisotropy material properties of the cylinder specimens were measured and incorporated in the flow theory of plasticity for the pre-buckling calculations. Anisotropy was then accounted for in the bifurcation buckling evaluation by deformation theory of plasticity compatible with Hill’s quadratic anisotropic yield function, and better correspondence with the experimental results was achieved for the bifurcation curvature and the wrinkle wavelength.

Weingarten [15] employed an analytical procedure to determine the moment at which significant deformations begin to appear in a pressurized cylinder and revealed that the critical bending stress is slightly higher, depending on the $D/t$ ratio, than the values obtained for unpressurized cylinders. A few experimental campaigns have extended the research on the inelastic buckling response of cylinders beyond the domain of cylindrical shells under pure bending towards investigating and characterizing the buckling response of pipe segments under combined pressure and flexure. Based on results of a series of experimental tests Suer et al. [16] concluded that, provided the pretension stress due to internal pressure is balanced by a compressive axial stress, the critical bending stress for pressurized metal cylinders under bending is equal to the classical critical buckling stress (independently identified by Lorenz [17], Timoshenko [18], and
Southwell [19]) under uniform axial compression. Gresnigt et al. [20] performed a series of tests on X42 steel pipe specimens with $D/t$ ratio of 100 and demonstrated that internal pressurization significantly increases the deformational capacity of pipelines. Suzuki et al. [21] conducted large-scale experimental tests, as well as numerical simulations, on internally-pressurized NPS-30 pipes made of API-X80 grade line pipe steel with $D/t$ ratio of 49 and observed that the ratio of the limit moment curvature of the pipes to the curvature at the onset of wrinkling is increased due to internal pressure. Limam et al. [5,22] systematically conducted a combination of small-scale experimental tests and numerical analyses to investigate the inelastic mechanical response of 1 1/2-inch-diameter stainless-steel seamless pipes with $D/t$ ratio of 52 subjected to internal pressures ranging between 0% and 75% of the yield pressure and bent until failure. A finite element (FE) shell model was developed for the numerical analysis to track the development and evolution of longitudinal wrinkles up to collapse, and a custom bifurcation buckling analysis was initially performed such that the bifurcation solution wavelength was introduced as initial geometric imperfections in the FE shell models. An inward kink was reported as the mode of deformation at collapse for unpressurized pipelines whereas the mode of deformation at collapse was characterized by an outward bulge for pressurized pipelines. In correspondence with the findings of Ref [21], the ability of the pipe specimens to sustain the induced bending curvature before collapse was observed to progressively increase as the internal pressure levels were increased. Ref [5] explained that internal pressure tends to counteract the resultant ovalization due to the induced curvature, thereby increasing the wavelength of the longitudinal wrinkles and stabilizing the structure so that the bending response is characterized by a significantly higher pipe curvature compared to unpressurized pipes. It was also pointed out that the ‘higher-deformability’ advantage that is derived from internal pressurization is only realizable if the pipe’s material exhibits considerable ductility and initial geometric imperfections are sufficiently small.

Numerous large-scale experiments [23–26] have been conducted at the University of Alberta, Canada (UofA) on steel pipelines of various sizes and material properties. Dorey et al. [27] developed a 3D FE pipe model, validated using the experimental data for the specimens in the UofA database, and performed extensive parametric analyses to produce a set of nonlinear semi-empirical equations for predicting the critical limit strain (CLS) of pressurized and unpressurized
pipe segments subjected to uniformly-induced curvature. Liu et al. [28] conducted extensive parametric numerical analyses using experimentally-validated FE pipe models constructed with three-dimensional solid elements, and employed nonlinear multiple regression techniques to develop a set of equations for predicting the CLS in pipe segments subjected to combined internal pressure, net-section tensile stress and displacement-controlled bending moment.

The buckling instability phenomenon in cylindrical shells essentially presents as a multivariate problem in which diverse constitutive parameters are sometimes non-linearly related to the buckling response, and also tend to exhibit complex non-linear interrelationships. It is therefore largely infeasible for purely-theoretical design expressions to be derived from first principles based on the laws of fundamental mechanics [27]. The development and steady expansion of the capabilities of computerized applications, however, make it feasible for experimentally-validated numerical simulations to be extensively conducted in order to empirically derive suitable equations for predicting the mechanical behavior of cylindrical shells subjected to various loading conditions and load combinations. Several numerical studies [6,28–34], performed using various FE-based codes embedded in standard structural computer programs, have established that finite element analysis (FEA) can be relied upon for robust and accurate representation and simulation of the buckling response of real cylinders under various loading.

Agreement between FEA-derived CLS values and experimental data has been observed to be strongly dependent on very accurate representation of the material inelastic properties defined by the shape of the material stress-strain curve [5,35,36]. Dorey et al. [35] examined the sensitivity of the deformational response to the material grade and the general shape of the material stress-strain curve of numerically-simulated pipes. Experimental data indicated a bilateral distinction between the material stress-strain curves according to the material curve shape hence two material curve shape classifications were presented; one classification (herein referred to as “round-house type” or “RHT” curves) for specimens with a “smooth” strain-hardening transition from the proportionality limit stress to the ultimate stress and the second classification (herein referred to as “yield-plateau type” or “YPT” curves) for specimens with a distinct yield point and an extended yield plateau. Material curve shape classification showed a minimal effect on the global moment capacity whereas the deformational performance was strongly influenced by the
material curve shape. Interestingly, increase in the proportionality limit stress was observed to decrease the deformational capacity of the pipe models and vice versa.

The Ramberg-Osgood expression [37], the most widely-adopted material stress-strain characterization model till date, has been observed to lose accuracy beyond a limited range of strains [38]. Various modifications of the Ramberg-Osgood model have been proposed by numerous researchers [39–47] to improve the accuracy of stress-strain characterization over a larger range of strains. However, the improved models are characterized by a common drawback; they are conceptually derived as multi-stage or piecewise partitions of the stress-strain curve thereby undermining the inherent simplicity of the original Ramberg-Osgood model. A unique mathematical formulation has been developed by Ndubuaku et al. [48–50] which has proven to be a simple and robust tool for accurate approximation of the stress-strain relationship for various metallic materials, regardless of the material curves shape classification. The ‘Ndubuaku’ stress-strain model makes it easy for the overall shape of the stress-strain curve to be parameterized using two constitutive model constants, referred to as ‘shape constants’.

Review of literature reveals that none of the existing CLS prediction models explicitly considers the effect of net-section compressive axial stress on the deformational capacity of pipe segments under uniform bending. Hence, the buckling behavior, particularly the deformational capacity, of pipe segments subjected to combined axial compression and induced curvature is investigated in this study. Representation of geometric and material properties, as well as simulation of loading/boundary conditions and resultant stresses/deformations, is achieved using a series of 3D FE shell models created using the general-purpose finite element software package, ABAQUS CAE [51]. Extensive parametric analysis is performed based on a full-factorial design of simulations such that every possible combination of the relevant parameters is modeled and reported. Five parameters are investigated, including: (1) the diameter-to-thickness ratio ($D/t$ ratio), (2) the level of internal pressurization, (3) the material grade, (4) the level of uniform axial compression prior to bending, and (5) the material curve shape factor. To adequately capture any nonlinearities in the relationship between the CLS and respective parameters, a minimum of four variations are applied to each parameter thus: four variations of the $D/t$ ratio, five variations of the pressure factor, four variations of the material grade, four variations (for RHT curves) or five variations (for YPT curves) of the material curve shape factor, and four variations of the
compression factor. Consequently, based on the full-factorial design adopted for the analyses, a total of 1280 simulations (for RHT pipes) plus 1600 simulations (for YPT pipes) are performed in this study. Finally, nonlinear multiple regression is performed to derive the regression coefficients of two expressions, one for each material curve shape classification, for predicting the critical limit strain of pipes subjected to combined axial compression and bending.

8.3 Material Curve Shape Characterization

The ‘Ndubuaku’ material model establishes the characteristic nonlinear relationship between the true stress ($\sigma$) and the true strain ($\varepsilon$) using the following special power law expression consisting of two model constants, the “knee” constant ($k_{nm}$) and the “heel” constant ($h_{nm}$):

$$
\sigma = \begin{cases} 
E\varepsilon & \sigma \leq \sigma_{pl} \\
\sigma_{pl} + (\sigma_{up} - \sigma_{pl}) \left( \frac{\varepsilon - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}} \right)^{k_{nm} \frac{\varepsilon - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}}^{h_{nm}}} & \sigma > \sigma_{pl}
\end{cases}
$$ (8-1)

where $E$ is Young’s modulus of elasticity, $\sigma_{pl}$ and $\varepsilon_{pl}$ represent the proportionality limit stress (PL-stress) and the corresponding proportionality limit strain (PL-strain) respectively, and the ultimate proof stress (UP-stress) and corresponding ultimate proof strain (UP-strain) are represented by $\sigma_{up}$ and $\varepsilon_{up}$ respectively. The relationship between the stress and the strain is linear up to the PL point and is simply defined by $E$ as indicated in the first part of Eq. (8-1). The second part of Eq. (8-1) defines the curve shape over the entire nonlinear portion of the stress strain relationship, up to the UP-stress and corresponding UP-strain.

Where experimental data is available, regression techniques can be used for curve-fitting and derivation of the model constants. However, where only the manufacturer’s specifications are known, the material model stipulates a procedure for estimating the model constants based on the designation of two ‘stress-control points’ ($\sigma_{c1}$ and $\sigma_{c2}$) and two corresponding ‘strain-control points’ ($\varepsilon_{c1}$ and $\varepsilon_{c2}$) according to the following expressions [50]:
\[ k_{nm} = \frac{\varepsilon_{R1}^{(h_{nm})} \ln(\sigma_{R1})}{\ln(\varepsilon_{R1})} \text{ or } \frac{\varepsilon_{R2}^{(h_{nm})} \ln(\sigma_{R2})}{\ln(\varepsilon_{R2})} \]  

\[ h_{nm} = \frac{\ln[\ln(\sigma_{R1}) \cdot \ln(\sigma_{R2})]}{[\ln(\varepsilon_{R1}) - \ln(\varepsilon_{R2})]} \]  

(8-2)

(8-3)

where,

\[ \sigma_{R1} = \frac{\sigma_{c1} - \sigma_{pl}}{\sigma_{up} - \sigma_{pl}} \quad \sigma_{R2} = \frac{\sigma_{c2} - \sigma_{pl}}{\sigma_{up} - \sigma_{pl}} \quad \varepsilon_{R1} = \frac{\varepsilon_{c1} - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}} \quad \text{and} \quad \varepsilon_{R2} = \frac{\varepsilon_{c2} - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}} \]

Feasibility of the above procedure is somewhat contingent upon prior knowledge of at least two points on the stress-strain curve, typically corresponding to the yield stress and ultimate stress values as well as respective corresponding strains. The two stress-control and corresponding strain-control points can then be selected at any other locations along the stress-strain curve. For YPT curves, the proportionality limit stress is equal to the yield stress of the material hence the curve is defined based on the required length of the yield plateau such that the first stress-control point is located at the end of the yield plateau and the second stress-control point is located at any other point between the end of the yield plateau and the ultimate stress. The height of the second control point can be adjusted to reflect various strain-hardening properties. For RHT curves, values of the yield stress and ultimate stress are selected for each material grade according to API 5L specifications for line pipe steel [52] and to achieve better control of the curve shape, the first stress-control point is selected as the API-specified yield stress while the second point is located at any other point between the yield stress and the ultimate stress. A higher value of stress for the second control point indicates superior strain-hardening and is accompanied by a lower proportionality limit stress and vice versa.

### 8.4 Test Matrix

The non-dimensionality of the derived equations has been preserved in this study by appropriate normalization of the constitutive parameters.
(1) The geometric parameter is represented by a dimensionless ratio of the outer diameter of the pipe’s cross-section to the pipe’s wall thickness (i.e., $D/t$ ratio). Four variations of the $D/t$ ratio are adopted and assigned respective nominal designations as follows: DT1 = 41.152, DT2 = 64.078, DT3 = 82.156, and DT4 = 104.622. The $D/t$ ratios are achieved by keeping the pipe size constant at NPS (nominal pipe size) = 36 inches while varying the pipe’s wall thickness according to the $D/t$ ratios as: $t_1 = 22.22$ mm (for DT1), $t_2 = 14.27$ mm (for DT2), $t_3 = 11.13$ mm (for DT3), and $t_4 = 8.74$ mm (for DT4).

(2) The internal pressure ($p$) is normalized against the circumferential yield pressure ($p_y = \frac{2\sigma_{ys}t}{D}$), and herein referred to as the ‘pressure factor’ ($f_p = \frac{p}{p_y}$). The circumferential yield pressure relates to the internal pressure corresponding to the nominal yield stress (YS) in the hoop direction of the pipe cross-section. Five variations of the pressure factor are adopted to determine the required amount of internal pressure to be applied to the pipe models: 0 (corresponding to an unpressurized pipe model), 0.2, 0.4, 0.6, and 0.8.

(3) The standard designation of material grades for YPT pipes is simply the yield stress whereas an equivalent approach has been established for specifying the material grade of RHT pipes based on the value of the ‘proof stress’ corresponding to either the 0.2% plastic strain ($\sigma_{p,0.2}$), as prescribed by the EN 1993-1-4 stainless steels standard [53], or the 0.5% total strain ($\sigma_{0.5}$), as prescribed by the API 5L pipeline steels standard [52]. Hence, the material grade is made dimensionless depending on the curve shape classification: nondimensionalization is achieved directly for YPT curves by rationing the nominal yield stress ($\sigma_{ys}$) with respect to the modulus of elasticity of the steel material ($E$) whereas, due to non-significance of the yield stress to the CLS, a subparameter is defined for RHT pipes based on the ratio of the proportionality limit stress ($\sigma_{pl}$) to the ultimate stress ($\sigma_{us}$) and herein referred to as the ‘PLUS’ ratio ($\frac{\sigma_{pl}}{\sigma_{us}}$). Basically, however, four standard material grades are selected for this study: API X52 ($YS = 379$ MPa), API X60 ($YS = 441$ MPa), API X70 ($YS = 503$ MPa), and API X80 ($YS = 586$ MPa). The corresponding ultimate strengths for each material grade are: X52 = 455 MPa, X60 = 565 MPa,
X70 = 593 MPa, X80 = 703 MPa. A value of 205800 MPa is applied as the elastic modulus for the pipe materials.

(4) The compressive stress applied uniformly in the longitudinal direction of the pipe prior to inducement of curvature (σ_C) is normalized against the maximum axial stress capacity (σ_L) and herein referred to as the ‘compression factor’ (f_c = σ_c/σ_L). The maximum axial stress capacity is obtained directly from the numerical evaluation of a similar pipe model (i.e., with the same combination of all other parameters) under uniform axial compression as the peak load on the axial load vs. longitudinal end-shortening curve. Four variations of the compression factor are adopted to determine the required amount of compressive axial stress to be applied to the pipe models prior to bending: 0.2, 0.4, 0.6, and 0.8.

(5) The two dimensionless shape constants derived from the Ndubuaku material model are automatically applied as subparameters for the material curve shape factor. For the four selected material grades (X52, X60, X70, and X80), different curve shapes (five each for YPT materials and four each for RHT materials) are defined, as shown in Figure 8-1 - Figure 8-4. The curves for each material grade share the same YS and the same ultimate strength but exhibit different strain-hardening properties. The curve shapes for YPT materials are defined by varying the length of the yield plateau while the curve shapes for RHT materials are defined by varying the proportionality limit stress. To maintain uniformity in the range of the stress-strain relationship for all selected material grades, the uniform elongation is assumed to be constant for all materials, and equal to a total strain of 10%. The 0.5% total strain (σ_0.5) equivalent yield stress approach specified by the API 5L standard is adopted for defining the YS of each material grade.
Figure 8-1: Idealized variations for stress-strain curves of X52-YPT and X52-RHT materials

Figure 8-2: Idealized variations for stress-strain curves of X60-YPT and X60-RHT materials

Figure 8-3: Idealized variations for stress-strain curves of X70-YPT and X70-RHT materials
Variations of the strain-hardening properties for each material grade are illustrated in the above figures. Each curve is labeled to reflect the peculiarities of its hardening property: the numeric designations for the YPT curve labels are in percentage (%) units and indicate the length of the yield plateau in terms of the total strain whereas the numeric designations for the RHT curve labels are in megapascal (MPa) units and indicate the proportionality limit stress for the respective curves.

The values of the model constants used to generate the stress-strain curves in the above figures are presented in Table 8-1.
Table 8-1: Model constants for derivation of stress-strain curves

<table>
<thead>
<tr>
<th>Material Grade</th>
<th>YPT Curve label</th>
<th>$K_f = 1/K_{nm}$</th>
<th>$H_f = 1/H_{nn}$</th>
<th>RHT Curve label</th>
<th>$K_f = 1/K_{nn}$</th>
<th>$H_f = 1/H_{nn}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>X52</td>
<td>YP-1.00</td>
<td>20.5077</td>
<td>0.6958</td>
<td>PL-369</td>
<td>1.9578</td>
<td>16.4530</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>25.9422</td>
<td>0.5658</td>
<td>PL-359</td>
<td>3.3881</td>
<td>7.6640</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>33.6157</td>
<td>0.4692</td>
<td>PL-349</td>
<td>5.2603</td>
<td>5.0535</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>45.0310</td>
<td>0.3934</td>
<td>PL-339</td>
<td>8.5164</td>
<td>3.4226</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>63.0332</td>
<td>0.3318</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X60</td>
<td>YP-1.00</td>
<td>29.9027</td>
<td>0.6234</td>
<td>PL-401</td>
<td>3.8457</td>
<td>7.7602</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>38.8327</td>
<td>0.5078</td>
<td>PL-381</td>
<td>6.1646</td>
<td>4.9322</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>51.7336</td>
<td>0.4219</td>
<td>PL-361</td>
<td>9.3150</td>
<td>3.6322</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>71.4369</td>
<td>0.3544</td>
<td>PL-341</td>
<td>15.359</td>
<td>2.6046</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>103.465</td>
<td>0.2994</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X70</td>
<td>YP-1.00</td>
<td>57.9192</td>
<td>0.5532</td>
<td>PL-433</td>
<td>9.5412</td>
<td>4.3644</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>77.6927</td>
<td>0.4512</td>
<td>PL-403</td>
<td>17.4955</td>
<td>2.9594</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>107.0977</td>
<td>0.3755</td>
<td>PL-373</td>
<td>29.5817</td>
<td>2.2654</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>153.5094</td>
<td>0.3160</td>
<td>PL-343</td>
<td>58.0424</td>
<td>1.6629</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>231.8488</td>
<td>0.2675</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X80</td>
<td>YP-1.00</td>
<td>83.7395</td>
<td>0.5187</td>
<td>PL-486</td>
<td>11.5448</td>
<td>3.9814</td>
</tr>
<tr>
<td></td>
<td>YP-1.25</td>
<td>115.2048</td>
<td>0.4221</td>
<td>PL-446</td>
<td>21.1099</td>
<td>2.7531</td>
</tr>
<tr>
<td></td>
<td>YP-1.50</td>
<td>162.9859</td>
<td>0.3510</td>
<td>PL-406</td>
<td>35.3391</td>
<td>2.1374</td>
</tr>
<tr>
<td></td>
<td>YP-1.75</td>
<td>240.2443</td>
<td>0.2953</td>
<td>PL-366</td>
<td>69.2445</td>
<td>1.5847</td>
</tr>
<tr>
<td></td>
<td>YP-2.00</td>
<td>374.3178</td>
<td>0.2501</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8.5 FE Model

The FE pipe model developed for this study is intended for simulation of the mechanical response of an actual pipe segment, both pressurized and unpressurized, subjected to a combination of constant uniform compressive net-section axial stress and monotonically-
increasing curvature. Initial imperfections, either in form of geometric irregularities, residual stress, corrosion or girth-weld misalignment, are not explicitly considered in the developed model. However, a reduced-thickness sleeve (Figure 8-5) is introduced as a trigger zone immediately adjacent to the mid-length cross-section of the pipe to facilitate initiation of buckling at the middle of the pipe’s length. A 3% reduction in thickness spanning longitudinally over 5% of the pipe’s length, applied to the mid-length sleeve as shown in Figure 8-5, is considered to be sufficient for triggering buckling at the middle of the pipe’s length without significantly impacting the overall moment-curvature response.

![Figure 8-5: Pipe mid-length reduced-thickness sleeve (not drawn to scale)](image)

To optimize computational resources, double symmetry is applied to the model with respect to both the bending plane and the mid-length cross-section such that only a quarter of the actual pipe segment is modeled for the numerical simulation. In line with the recommendations of Liu et al. [54] for avoiding interference between end boundary conditions and the buckling mechanism at the pipe’s mid-span, the quarter pipe models are extruded to 3 times the pipe’s outer diameter (3*OD), implying an actual length equal to 6 times the pipe’s outer diameter for the full pipe segment.

### 8.5.1 FE mesh & elements

A preliminary mesh sensitivity assessment was performed, and an approximate global size equal to 3% of the pipe diameter was determined as the optimum size of mesh partitions to apply to the pipe models. A large-strain von Mises plasticity model with isotropic hardening, assumed to follow the associative flow rule, is applied to the pipe material. The four-node doubly curved,
reduced integration S4R shell element, with in-plane and rotational hourglass control, is used to assemble the pipe models. The S4R element has six degrees of freedom per nodal point: three translations \((u_1, u_2, u_3)\) in the directions of the global axes and three rotations \((\theta_1, \theta_2, \theta_3)\) about the directions of the three global axes. The S4R element is shear-flexible and suitable for modelling the mechanical behavior of thin to moderately thick shell structures with material and geometric nonlinearities. The element has a finite membrane strain formulation effective for modelling shell deformation mechanisms where significant thickness change, large displacements and rotations, and transverse shear constraints need to be considered.

8.5.2 Boundary conditions

The longitudinal alignment of the pipe model is in the direction of the global \(z\)-axis while the bending plane is aligned with the global \(y\)-\(z\) plane (i.e., curvature is induced at the pipe’s end cross-section about the global \(x\)-axis). Horizontal-transverse symmetry boundary conditions are applied to the top and bottom longitudinal edges of the pipe such that displacement in global \(x\)-direction and rotation about the global \(y\)- and \(z\)-axes are fixed (i.e., \(u_x = \theta_y = \theta_z = 0\)). Longitudinal symmetry boundary conditions are applied to the mid-length cross-section of the pipe such that displacement in global \(z\)-direction and rotation about the global \(x\)- and \(y\)-axes are fixed (i.e., \(u_z = \theta_x = \theta_y = 0\)). A reference point (RP) is created at the geometric centroid of the end cross-section to relate the nodal displacements and rotations at the end cross section of the specimen to the displacements and rotation of the reference point. The RP is allowed to move in the longitudinal direction (i.e., along the \(z\)-axis) and free to rotate about the axis of bending (i.e., about the \(x\)-axis) while the other components of displacement and rotation are restrained (i.e., \(u_x = u_y = \theta_y = \theta_z = 0\)). A kinematic coupling constraint is defined in the cylindrical coordinate system to restrain all degrees of freedom except circumferential extension, thereby inducing in a uniform stress field at the end cross-section of the pipe under internal pressurization.
8.5.3 Loading sequence

Two loading steps are created: an initial load-controlled step followed by a displacement-controlled step. In the load-controlled step, a constant internal pressure is applied to the inner surface of the pipe while a constant compressive axial force is applied to the RP at the end cross-section of the pipe. The load-controlled step is defined as a “Static General” step which is performed based on the default “Newton’s method” iterative solution technique in ABAQUS. In the displacement-controlled step, a finite rotational displacement is specified about the x-axis at the end cross-section RP such that the pipe is subjected to monotonically-increasing curvature. The displacement-controlled step is defined as a “Static Riks” step which is performed based on the default equilibrium iterative incremental scheme in ABAQUS. The ABAQUS Riks method employs a linearized arc-length control technique which is able to provide a solution corresponding to an increase in displacements even when the reactive forces decrease. The applied bending moment is directly obtained at the end of each simulation as the reaction moment at the end cross-section RP.

8.5.4 Output and post-processing

To obtain appropriate results for the longitudinal strain, a cylindrical coordinate system is defined for the pipe model assembly whereas the reaction moment is derived in the default standard coordinate system. The recommendation by Ref. [54] for obtaining an average value of the longitudinal strains is adopted herein by calculating the average of the individual elemental compressive axial strains over a gauge length equal to 2 times the pipe diameter (2*OD). The incremental values of the average strain are evaluated by using the “Operate on XY Data” tool in ABAQUS to calculate the mean of the combined values of axial logarithmic strain (LE11; defined with respect to the cylindrical coordinate system) in all the elements within the prescribed gauge length and area. On the other hand, the incremental values of the reaction moment (RM1) at the RP are obtained directly from the “ODB field output” module in ABAQUS. The calculated incremental values of compressive axial strain, as well as the directly-obtained incremental values of the reaction moment, are exported to a Microsoft Excel spreadsheet using the “Report XY data” tool in ABAQUS. The ‘peak moment criterion’
[6,26,27] is applied for deriving the CLS for each simulation as the average strain that corresponds to the onset of “softening” in the moment-curvature response.

8.6 Results of FE Analysis

As indicated above, the buckling response of pipe segments is strongly influenced by the overall shape of the stress-strain curve. Effort is therefore made to highlight the notable distinctions in the deformational capacity of pipelines that are largely attributable to the material curve shape classification.

8.6.1 FE model validation

The FE models developed in this study are validated by thorough comparison with results of experimental tests by Mohareb et al. [6,55] on a real pipe segment. Satisfactory correspondence between the FEA results and the experimental results of Ref. [55] was obtained for both the moment-curvature response and the wrinkling deformation mode at failure (Figure 8-6).

![Figure 8-6: Comparison of FEA result with experimental result (UGA508) by Ref. [55]](image)

Figure 8-6 shows a reasonably accurate prediction of the experimentally-obtained diamond-shape buckling mode by the FE model. The Ndubuaku model was used to derive the appropriate material curve shape constants for approximation of the stress-strain behavior obtained from the
ancillary tension coupon test by Ref. [55]. The geometrical and material properties of the experimental test specimen, designated as “UGA508” by Ref. [55], are as follows:

- Outer diameter: 508 mm
- D/t ratio: 64
- Length of pipe: 1690 mm
- Material grade: API X56
- Elastic modulus: 203704 MPa
- Yield stress ($\sigma_{0.5}$): 391 MPa
- Proportionality limit stress: 329 MPa
- Knee constant ($1/K_{nm}$): 3.53
- Heel constant ($1/H_{nm}$): 29.61
- Net-section compressive axial force: 1303 kN

8.6.2 Influence of D/t ratio

The deformational capacities are plotted against the $D/t$ ratio for YPT pipes and RHT pipes in Figure 8-7 and Figure 8-8 respectively. The plots in Figure 8-7 are obtained YPT pipes with YPL = 1.75% while the plots in Figure 8-8 are obtained for RHT pipes with PLUS ratio = 0.811. The plots in both figures are all obtained for X52 pipes subjected to compression factor, $f_c = 0.2$, and $f_p$ values ranging from 0.0 to 0.8.

![Figure 8-7: Plot of $\varepsilon_{cr}$ vs. D/t ratio for X52 pipe (YPL = 1.75%, $f_c = 0.2$)](image)

![Figure 8-8: Plot of $\varepsilon_{cr}$ vs. D/t ratio for X52 pipe (PL/US = 0.811, $f_c = 0.2$)](image)
The CLS trends for both YPT an RHT pipes generally indicate a negative nonlinear correlation, as well as secondary effects of the internal pressure. For pressure levels below 80% YS ($f_p < 0.8$), the effect of internal pressure is less for RHT pipes compared to YPT pipes at a low $D/t$ ratio (DT1) while the effect of internal pressure at intermediate $D/t$ ratios (DT2 and DT3) and at a high $D/t$ ratio (DT4) is largely unaffected by the material curve shape. At a high pressure level ($f_p = 0.8$), the deformational capacity of YPT pipes becomes significantly larger than RHT pipes for low $D/t$ ratio (DT1) and intermediate $D/t$ ratios (DT2 and DT3).

### 8.6.3 Influence of internal pressure

Plots illustrating the effect of internal pressure on the CLS are presented in Figure 8-9 and Figure 8-10 for YPT and RHT pipes respectively. The plots in Figure 8-9 are obtained YPT pipes with YPL = 1.50% while the plots in Figure 8-10 are obtained for RHT pipes with PLUS ratio = 0.674. The plots in both figures are all obtained for X60 pipes subjected to compression factor, $f_c = 0.4$, and presented for all four $D/t$ ratios (DT1, DT2, DT3, and DT4) investigated herein.

![Figure 8-9: Plot of $\varepsilon_{cr}$ vs. $f_p$ for X60 pipe (YPL = 1.50%, $f_c = 0.4$)](image1)

![Figure 8-10: Plot of $\varepsilon_{cr}$ vs. $f_p$ for X60 pipe (PL/US = 0.674, $f_c = 0.4$)](image2)

The CLS trends shown in Figure 8-9 and Figure 8-10 indicate strong implication of the trends in Figure 8-7 and Figure 8-8 regardless of the difference in material curve and material grade properties. The CLS vs. internal pressure relationship is nonlinear and positive. The nonlinearity is however more evident in YPT pipes unlike the CLS trends of RHT pipes which indicate are
more gradual over the entire range of pressure levels. The nonlinearity of the CLS vs. \( f_p \) trends for both YPT and RHT pipes is observed to diminish at a low \( D/t \) ratio (DT1).

### 8.6.4 Influence of material grade

The effect of the material grade on the CLS is depicted by the plots in Figure 8-11 and Figure 8-12 for YPT pipes and RHT pipes respectively. The plots in Figure 8-11 show the relationship between the CLS and the yield stress for the five pressure levels investigated herein, obtained for YPT pipes subjected to compression factor, \( f_c = 0.8 \) with YPL = 1.0% and \( D/t \) ratio = 82.16. The CLS values are plotted against the PLUS ratio in Figure 8-12 for all four material grades of RHT pipes with \( D/t \) ratio = 64.08 subjected to compression factor, \( f_c = 0.6 \) and pressure factor, \( f_p = 0.2 \).

![Figure 8-11: Plot of \( \varepsilon_{cr} \) vs. yield stress for DT1 pipe (YPL=1.0%, \( f_c =0.8 \))](image1)

![Figure 8-12: Plot of \( \varepsilon_{cr} \) vs. PLUS ratio for DT2 pipe (\( f_p =0.2, f_c =0.6 \))](image2)

The results presented in Figure 8-11 indicate a positive correlation between the CLS of YPT pipes and the yield stress. The secondary effect of the internal pressure on the CLS vs. yield stress relationship is also observed to be negligible except at a high level of pressure (\( f_p < 0.8 \)). The plots in Figure 8-12 indicate a negative and highly nonlinear correlation between the CLS and the PLUS ratio: the plots show a gradual loss of deformational capacity for PLUS ratio approximately below 0.75. For PLUS ratio approximately greater than 0.75, the change in slope increase indicating a progressively greater loss of deformational capacity.
8.6.5 Influence of material curve shape

The plots in Figure 8-13 and Figure 8-14 illustrate the effect of the overall shape of the material stress-strain curve on the CLS for YPT pipes and RHT pipes respectively. The material curve shapes are assigned numeric designations (herein referred to as the “shape factor”, $sh_f$) which represent the calibration of parametric combinations for each curve over a linear scale such that “1” represents an RHT pipe with the highest PL-stress (or a YPT pipe with the shortest YPL) and “4” represents an RHT pipe with the lowest PL-stress (or “5” represents a YPT pipe with the longest YPL) for respective material grades. A lower PL-stress implies ‘superior’ strain-hardening while a higher PL-stress implies ‘inferior’ strain hardening.

Figure 8-13: Plot of $\varepsilon_{cr}$ vs. $sh_f$ for (a) X70 DT1 pipe and (b) X70 DT3 pipe ($f_c = 0.4$)

Figure 8-14: Plot of $\varepsilon_{cr}$ vs. $sh_f$ for (a) X52 DT1 pipe and (b) X52 DT3 pipe ($f_c = 0.4$)

Figure 8-13(a) and Figure 8-13(b) comprise plots of the CLS against the $sh_f$ for all five pressure levels, obtained for YPT X70 pipes with $D/t$ ratio = 41.15 and $D/t$ ratio = 82.16 respectively, and subjected to compression factor, $f_c = 0.4$. The CLS values are plotted against the $sh_f$ in Figure
8-14(a) and Figure 8-14(b) for all five pressure levels for RHT X52 pipes with $D/t$ ratio = 41.15 and $D/t$ ratio = 82.16 respectively, and subjected to compression factor, $f_c = 0.4$.

Figure 8-13(a) indicates a change in the slope of the CLS vs. $s_{hf}$ plots from a negative trend to a positive trend as the pressure is increased. However, the observed effect of pressure on the CLS vs. $s_{hf}$ trends diminishes as the $D/t$ ratio increases, as indicated by Figure 8-13(b). The correlation between the CLS and $s_{hf}$ is observed to be generally positive for the various $D/t$ ratios considered, however, in contrast to the observed trends in YPT pipes, the effect of pressure on the CLS vs. $s_{hf}$ trends diminishes as the $D/t$ ratio decreases.

8.6.6 Influence of compressive net-section axial force

The effect of compressive net-section axial force on the CLS of pipes under various levels of internal pressure, and subjected to monotonically-increasing curvature is depicted in Figure 8-15 and Figure 8-16. The relationship between the CLS and the compression factor, $f_c$, is represented by the plots in Figure 8-15 for YPT X52 pipes with $D/t$ ratio = 64.08 and YPL = 1.50%. Figure 8-16 comprises CLS vs. $f_c$ plots for RHT X52 pipes with $D/t$ ratio = 64.08 and PLUS ratio = 0.811. Each plot corresponds to a respective level of internal pressure as indicated by the elements of the graph legends.

![Figure 8-15: Plot of $\varepsilon_{cr}$ vs. $f_c$ for X52 DT2 pipe (YPL=1.50%)](image1)

![Figure 8-16: Plot of $\varepsilon_{cr}$ vs. $f_c$ for X52 DT2 pipe (PL/US = 0.811)](image2)

The plots in Figure 8-15 and Figure 8-16 indicate that, for all combinations of all parameters besides the compression factor, the CLS of both YPT and RHT pipes reduces
progressively and somewhat nonlinearly as the compressive net-section axial force is increased from 0% to 100% of the limit stress obtained under uniform axial compression.

8.7 Semi-empirical Modelling

8.7.1 CLS equations

The FEA-predicted CLS values corresponding to 1600 and 1280 different parametric combinations for YPT pipes and RHT pipes, respectively, have been collated into large global matrices of independent variables (6 parameters) and a dependent variable (the CLS). The phenomenological association between the CLS and respective parameters are visually observed and translated into individual variable functions which provide a reasonable mathematical description of the respective relationships. Physical interrelationships between parameters are strategically incorporated into individual variable functions to account for underlying secondary effects in each association. A constitutive nonlinear equation is formed as an arithmetic product of all individual variable functions, based on an established multiplicative concept [27, 54, 56] as follows:

$$\varepsilon_{cr} = f_{cr}[\pi_1, \pi_2, \pi_3, \pi_4, \pi_5, \pi_6] = f_1 \cdot f_2 \cdot f_3 \cdot f_4 \cdot f_5 \cdot f_6$$

(8-4)

where $f_1, f_2, f_3, f_4, f_5$ and $f_6$ represent the $D/t$ ratio function ($f_{dt}$), the pressure factor function ($f_{fp}$), the strain-hardening function ($f_{sh}$), the heel factor function ($f_{hf}$), the knee-to-heel ratio function ($f_{kh}$), and the compression factor function ($f_{fc}$) respectively. $\pi_1$ represents the $D/t$ ratio ($\frac{D}{t}$), $\pi_2$ represents the pressure factor ($\frac{p}{p_y}$), $\pi_3$ represents the ratio of the yield stress to the elastic modulus ($\frac{\sigma_{ys}}{E}$) for YPT pipes or the PLUS ratio ($\frac{\sigma_{pl}}{\sigma_{us}}$) for RHT pipes, $\pi_4$ represents the heel factor ($h_f$), $\pi_5$ represents the “knee-to-heel” ratio ($\frac{k_f}{h_f}$), and $\pi_6$ represents the compression factor ($f_c$).
The final form of the constitutive equation is determined by an iterative refinement process involving several adjustments of the individual variable functions and recomputation of the overall goodness-of-fit between the FEA-derived CLS and the semi-empirical derivations until the highest possible value of the coefficient of multiple determination ($R^2$) is achieved. An $R^2$ value greater than 0.95 was considered to be a satisfactory goodness-of-fit between the FEA-derived CLS values and the predictions of the derived nonlinear expressions.

The individual variable functions for YPT pipes are:

\[ f_1 = f_{dt} = a_1 \cdot (\pi_1)^{b_1} \]
\[ f_2 = f_{fp} = a_2 + (b_2 + c_2 \pi_1) \cdot \text{Exp}(\pi_2)^{(d_2 + e_2 \pi_4)} \]
\[ f_3 = f_{sh} = a_3 \pi_4 + (b_3 \pi_2 + c_3 \pi_1) \cdot (\pi_3)^{d_3} \]
\[ f_4 = f_{hf} = a_4 + (b_4 \pi_1) \cdot (\pi_4)^{c_4} \]
\[ f_5 = f_{kh} = a_5 + (b_5 \pi_3) \cdot (\pi_5)^{c_5} \]
\[ f_6 = f_{fc} = a_6 + (b_6 \pi_2 + c_6 \pi_1) \cdot (\pi_6)^{d_6} \]

The individual variable functions for RHT pipes are:

\[ f_1 = f_{dt} = a_1 \cdot (\pi_1)^{b_1} \]
\[ f_2 = f_{fp} = (a_2 + b_2 \pi_2) \cdot [c_2 + (d_2 + e_2 \pi_1) \cdot \text{Exp}(\pi_2)^{f_2}] \]
\[ f_3 = f_{sh} = a_3 + (b_3 \pi_2 + c_3) \cdot (\pi_3)^{d_3} \]
\[ f_4 = f_{hf} = a_4 + b_4 \cdot (\pi_4)^{c_4} \]
\[ f_5 = f_{kh} = a_5 + b_5 \cdot (\pi_5)^{c_5} \]
\[ f_6 = f_{fc} = a_6 + (b_6 \pi_1) \cdot (\pi_6)^{c_6} \]

Advanced nonlinear regression analysis is performed, using the “NonlinearModelFit” command in the powerful computational package (Wolfram Mathematica [57]), to derive the nonlinear regression coefficients for the individual variable functions, as well as respective coefficients of multiple determination ($R^2$) for YPT pipes and RHT pipes. Results are presented in Table 8-2.
Table 8-2: Nonlinear regression coefficients

<table>
<thead>
<tr>
<th>REG. COEF</th>
<th>YPT</th>
<th>RHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( a_1 )</td>
<td>0.9828</td>
<td>0.01271</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>-2.924</td>
<td>-0.8317</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>394.2</td>
<td>0.9942</td>
</tr>
<tr>
<td>( b_2 )</td>
<td>95.79</td>
<td>-0.5198</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>-0.2963</td>
<td>283.5</td>
</tr>
<tr>
<td>( d_2 )</td>
<td>6.121</td>
<td>52.44</td>
</tr>
<tr>
<td>( e_2 )</td>
<td>-2.775</td>
<td>-0.06258</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>-</td>
<td>2.458</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>0.003257</td>
<td>0.01682</td>
</tr>
<tr>
<td>( b_3 )</td>
<td>-167.4</td>
<td>0.01475</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>3.658</td>
<td>-0.03324</td>
</tr>
<tr>
<td>( d_3 )</td>
<td>1.569</td>
<td>4.991</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>103.3</td>
<td>-0.0009634</td>
</tr>
<tr>
<td>( b_4 )</td>
<td>-0.1003</td>
<td>0.3471</td>
</tr>
<tr>
<td>( c_4 )</td>
<td>-1.295</td>
<td>-0.9193</td>
</tr>
<tr>
<td>( a_5 )</td>
<td>-0.0286</td>
<td>0.1134</td>
</tr>
<tr>
<td>( b_5 )</td>
<td>4.982</td>
<td>1.1132</td>
</tr>
<tr>
<td>( c_5 )</td>
<td>0.02787</td>
<td>-0.5012</td>
</tr>
<tr>
<td>( a_6 )</td>
<td>-79.15</td>
<td>74.71</td>
</tr>
<tr>
<td>( b_6 )</td>
<td>-45.71</td>
<td>-0.2031</td>
</tr>
<tr>
<td>( c_6 )</td>
<td>0.9977</td>
<td>2.331</td>
</tr>
<tr>
<td>( d_6 )</td>
<td>3.211</td>
<td>-</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.974349</td>
<td>0.992728</td>
</tr>
</tbody>
</table>
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The applicable range for the dimensionless parameters that constitute the developed semi-empirical models corresponds to the range of values for each variable in the parametric analysis, given in Table 8-3 as follows:

<table>
<thead>
<tr>
<th>Par.</th>
<th>YPT</th>
<th>RHT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≥</td>
<td>≤</td>
</tr>
<tr>
<td>(D/t)</td>
<td>41</td>
<td>105</td>
</tr>
<tr>
<td>(f_p)</td>
<td>0.0</td>
<td>0.8</td>
</tr>
<tr>
<td>(\sigma_y/E)</td>
<td>0.0018</td>
<td>0.0029</td>
</tr>
<tr>
<td>(\sigma_p/\sigma_{as})</td>
<td>-</td>
<td>0.52</td>
</tr>
<tr>
<td>(sh_f)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>(f_c)</td>
<td>0.2</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The applicable range of the shape constants is peculiar to the various material grades investigated in this study. Hence the shape factor \((sh_f)\), reported in Figure 8-13 and Figure 8-14, is represented by the following regression equations to translate the respective combinations of shape constants \((k_{nm} \text{ and } h_{nm})\) and material grade onto a linear scale ranging from 1 to 5 for YPT pipes and ranging from 1 to 4 for RHT pipes:

For YPT pipes,

\[
sh_{f,YP} = 0.0507483 \times \left(0.0293137 - 9.86288 \times 10^{-5} \cdot \sigma_y \cdot h_f^{1.12036}\right) \\
\times \left(4154.41 + 0.351787 \cdot \sigma_y \cdot \ln\left(\frac{k_f}{h_f}\right)\right)
\]  

(8-7)

For RHT pipes,

\[
sh_{f,RH} = 8.85104 \times 10^{-6} \times \left(307.19 - 0.312884 \cdot \sigma_y \cdot h_f^{0.303706}\right) \\
\times \left(2863.64 + 0.615032 \cdot \sigma_y \cdot \ln\left(\frac{k_f}{h_f}\right)\right)
\]  

(8-8)
Ideally, the regression equations in Eq. (8-7) and Eq. (8-8) are only valid within the range of yield stresses investigated in this study. However, the yield stress is observed to be largely irrelevant to the CLS of RHT pipes and the interaction between the ‘knee-to-heel’ ratio \( \left( \frac{k_f}{h_f} \right) \) and the yield stress \( (\sigma_{ys}) \) is incorporated in the CLS equation for YPT pipes hence, the shape factor essentially serves as a material modelling guide to ensure that approximated stress-strain relationships portray substantial similarity with the material curve parameters used in this study.

### 8.7.2 Limit stress equations

Additional parametric analyses were performed to determine the functional relationships between the parameters investigated in this study and the limit stress of YPT pipes and RHT pipes under uniform axial compression. The plots of the limit stress \( (\sigma_L) \) vs. the \( D/t \) ratio, internal pressure and yield stress are presented in Figure 8-17 and Figure 8-18 for YPT pipes and RHT pipes respectively. The plots in Figure 8-17(a) show the influence of the \( D/t \) ratio on \( \sigma_L \) at various internal pressure levels for a YPT X60 pipe with \( YPL = 1.75\% \) while the plots in Figure 8-17(b) show the influence of the pressure factor on \( \sigma_L \) for a YPT DT4 pipe of various material grades with \( YPL = 1.25\% \) and the plots in Figure 8-17(c) show the influence of the material grade (yield stress) on \( \sigma_L \) for a YPT DT1 pipe of various material curve shapes at internal pressure = 20% YS. The plots in Figure 8-18(a) show the influence of the \( D/t \) ratio on \( \sigma_L \) at various internal pressure levels for an RHT X70 pipe with \( PL/US = 0.629 \) while the plots in Figure 8-18(b) show the influence of the pressure factor on \( \sigma_L \) for an RHT DT1 pipe of various material grades with \( sh_f = 2 \) and the plots in Figure 8-18(c) show the influence of the material grade (yield stress) on \( \sigma_L \) for an RHT DT3 pipe of various material curve shapes at internal pressure = 40% YS.
The results for YPT pipes in Figure 8-17 indicate a negative and slightly nonlinear relationship between the $D/t$ ratio and the limit stress. The effect of the $D/t$ ratio on the limit stress however diminishes as the internal pressure reduces. The relationship between the pressure factor and the limit stress is also observed to be nonlinear and negative, and the effect of internal pressure on the limit stress is much more significant compared to the $D/t$ ratio. There is a positive correlation, but no significant nonlinearity, between the yield stress and the limit stress and the effect of the shape factor on the limit stress is negligible. There is strong similarity between the trends of the RHT plots and the trends of the YPT plots, indicating significant correspondence of the functional relationships for both material curve classifications. However, the internal pressure is observed to have a relatively negligible effect on the relationship between the $D/t$ ratio and the limit stress for RHT pipes compared to YPT pipes. On the other hand, the effect of the shape factor on the limit stress is observed to be relatively more significant for RHT pipes compared to YPT pipes.

Nonlinear regression procedures were also employed to derive suitable regression equations for predicting the limit stress for both YPT pipes and RHT pipes. The developed equations are necessary prerequisites for determining the maximum allowable uniform axial stress on a pipe, given the respective parameters considered herein. To reduce computational requirements while also being conservative, variation of the shape factor was considered to have a negligible
influence on the limit stress and only one set of values, corresponding to $sh_f = 5$ for YPT pipes and $sh_f = 1$ for YPT pipes, were included in the regression analyses. Hence, only 80 FE simulations each were implemented for derivation of the limit stress expressions for YPT pipes and RHT pipes. With the following regression equations, the appropriate fractions of the limit stress that feed into the semi-empirical equations for evaluating the CLS of pipes subjected to combined axial compression and bending can be evaluated:

For YPT pipes,
\[
\sigma_{lim,YP} = 6.163(\sigma_{ys}) \times [(8.496 - 7.192.\pi_2) \times (\pi_1^{-0.3075})] \\
\times [(-8.36548) + 8.36562 \times (Exp(\pi_2)^{5.598 \times 10^{-6}})] \\
\times [(1.523.\pi_1) + 350.3 \times (\pi_3^{-0.03885})]
\] (8-9)

For RHT pipes,
\[
\sigma_{lim,RH} = 5.451(\sigma_{ys}) \times [(7.321 - 6.485.\pi_2) \times (\pi_1^{-0.107})] \\
\times [(8.416) + 6.906 \times (Exp(\pi_2)^{0.8432})] \\
\times [(5.232) + 7.782 \times (\pi_4^{-0.4513})] \\
\times [(-5.67028) + 5.67057 \times (\pi_5^{-2.72 \times 10^{-6}})]
\] (8-10)

where $\pi_1$, $\pi_2$, $\pi_4$, and $\pi_5$ correspond to the respective parameter designations specified in Eq. (8-4).

8.7.3 Goodness-of-fit

The CLS values predicted using the developed nonlinear regression equations in Eq. (8-4), Eq. (8-5) and Eq. (8-6) are compared to the FEA-derived values and graphically represented as shown in Figure 8-19.
For the original (uncorrected) CLS models, the mean and standard deviation of the FTP ratios for YPT pipes are 1.2601 and 0.77815 respectively while the mean and standard deviation of the FTP ratios for RHT pipes are 0.99801 and 0.11207 respectively. Both models follow a normal distribution.

The predictions of the limit stress using the regression equations in Eq. (8-9) and Eq. (8-10) are also compared with the FEA-derived values, and graphically presented in Figure 8-20.

For the limit stress models, the mean and standard deviation of the FTP ratios for YPT pipes are 1.0568 and 0.08855 respectively while the mean and standard deviation of the FTP ratios for RHT pipes are 0.99648 and 0.04592 respectively. Like the CLS models, both limit stress models also follow a normal distribution.
A statistical procedure is implemented to introduce a desired level of conservativeness in the regression equations. The procedure consists of two simple steps:

(1) Correct any bias in the semi-empirical model by applying the following correction functions such that the gradient and intercept of the linear equation obtained from the scatter plot of the model-predicted CLS values vs. the FEA-derived CLS values (shown in Figure 8-19) are set to one and zero respectively:

\[
\varepsilon_{cr, corr} = G_{orig} \times \varepsilon_{cr, orig} + I_{orig}
\]  \hspace{1cm} (8-11)

where \( G_{orig} \) and \( I_{orig} \) are the original gradient and intercept values, respectively, for the linear equation of the FEA vs. model prediction scatter plot. \( \varepsilon_{cr, orig} \) and \( \varepsilon_{cr, corr} \) are the original and corrected versions, respectively, of the semi-empirical model.

(2) Manipulate the distribution of FE-to-predicted (FTP) ratios for the corrected model, \( \varepsilon_{cr, corr} \) by resetting the value of the mean to values higher than one. FTP values are obtained by dividing the FEA-predicted CLS values with the corrected model-predicted CLS values.

The results presented in Table 8-4 are obtained using the “Goal Seek” function in Microsoft Excel to determine the value of the linear model intercept, \( I_{orig} \) that is required to achieve various mean values for the FTP-ratio distribution and respective probabilities of underprediction (POU). The POU is a measure of the conservativeness of the corrected (unbiased) model and is calculated by simply dividing the number of model predictions with FTP ratio > 1 with the total number of FE runs for each model.
Table 8-4: Values of $I_{\text{orig}}$ for correction function and corresponding POUs

<table>
<thead>
<tr>
<th>Mean</th>
<th>$I_{\text{orig}}$</th>
<th>POU</th>
<th>Max. FTP Ratio</th>
<th>Min. FTP Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YPT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>0.000727887</td>
<td>0.4475</td>
<td>2.9253</td>
<td>0.2904</td>
</tr>
<tr>
<td>1.10</td>
<td>0.000400072</td>
<td>0.5600</td>
<td>4.3491</td>
<td>0.3014</td>
</tr>
<tr>
<td>1.20</td>
<td>0.000165768</td>
<td>0.6263</td>
<td>6.6690</td>
<td>0.3098</td>
</tr>
<tr>
<td>1.30</td>
<td>-2.46573E-07</td>
<td>0.6725</td>
<td>10.7212</td>
<td>0.3161</td>
</tr>
<tr>
<td>1.40</td>
<td>-0.000114999</td>
<td>0.6956</td>
<td>18.4845</td>
<td>0.3206</td>
</tr>
<tr>
<td>1.50</td>
<td>-0.000190134</td>
<td>0.7094</td>
<td>35.1491</td>
<td>0.3235</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RHT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>-2.81919E-05</td>
<td>0.5125</td>
<td>1.4374</td>
<td>0.5549</td>
</tr>
<tr>
<td>1.10</td>
<td>-0.000735982</td>
<td>0.8039</td>
<td>1.6627</td>
<td>0.6607</td>
</tr>
<tr>
<td>1.20</td>
<td>-0.001305543</td>
<td>0.9484</td>
<td>1.9803</td>
<td>0.7765</td>
</tr>
<tr>
<td>1.30</td>
<td>-0.001765174</td>
<td>0.9852</td>
<td>3.4843</td>
<td>0.8971</td>
</tr>
<tr>
<td>1.40</td>
<td>-0.002126621</td>
<td>0.9969</td>
<td>8.6519</td>
<td>0.9399</td>
</tr>
<tr>
<td>1.50</td>
<td>-0.002329618</td>
<td>0.9984</td>
<td>51.7887</td>
<td>0.9657</td>
</tr>
</tbody>
</table>

The results presented in Table 8-4 indicate the gains in the conservativeness of the semi-empirical model that are achievable by adjusting the linear model intercept, $I_{\text{orig}}$. The last two columns (“Max. FTP ratio” and “Min. FTP ratio”) are useful for guiding the designer to implement the outlined procedure within desired tolerance limits of the maximum and/or minimum allowable FTP ratios. One of the benefits of the bias-correction procedure presented herein is the potential to reduce the spread of distribution of the CLS model predictions, especially the YPT model, e.g., achieving a mean value of 1.0 for the YPT FTP ratios (as shown in Table 4) reduces the standard deviation of the original (uncorrected) YPT CLS model from 0.77815 to 0.28765.
8.8 Discussion

Plasticity theories have highlighted the fundamental significance of the overall shape of the material stress-strain curve to the load-deformation response of pipe segments under various loading conditions [58–63]. Depending on the initial state of stress (such as residual stresses), as well as the initial state of deformation (such as dimensional irregularities), the mechanical response of a pipe segment under progressively-increasing applied loading or induced deformation is essentially governed by a combination of the nonlinearity of the change in stiffness of the overall structure and, if applicable; as with plastic buckling, the nonlinear evolution of the material stress-strain response path. Inferences can, therefore, be made about the CLS trends with respect to the various investigated parameters based on either or both of the above fundamental factors: structural rigidity and material behavior.

The CLS-\(D/t\) ratio trends generally exhibit a negative nonlinear slope. The nonlinearity is however less evident in RHT pipes compared to YPT pipes. Also, the spread of the CLS-\(D/t\) ratio trends with respect to the internal pressure is smaller for RHT pipes compared to YPT pipes. The plots in Figure 8-7 and Figure 8-8, both obtained for X52 pipes, indicate a negligible difference in the CLS of YPT pipes and RHT pipes of the same material grade at zero (\(f_p = 0.0\)), low (\(f_p = 0.2\)) and intermediate (\(f_p = 0.4\) and \(f_p = 0.6\)) pressure levels for intermediate \(D/t\) ratios (DT2 and DT3) and high \(D/t\) ratios (DT4). The difference in the CLS of the YPT pipe and the RHT pipe, however, becomes significant for a low \(D/t\) ratio (DT1). The effect of internal pressure on the CLS-\(D/t\) ratio trends of YPT pipes is more significant at a high pressure level (\(f_p = 0.8\)) compared to RHT pipes. It can, therefore, be inferred that the increase in bending rigidity which results from a higher internal pressure or a lower \(D/t\) ratio only has a significant effect on the deformational capacity if the internal pressure is sufficiently high or the \(D/t\) ratio is sufficiently low, especially for YPT pipes. The above assertion is less beneficial to RHT pipes due to the gradual strain-hardening transition of the material curve beyond the proportionality limit. Higher internal pressure and lower \(D/t\) ratio tend to shift the initiation of buckling farther along the material curve, away from the proportionality limit such that more plastification occurs in the pipe wall before local buckling. The farther the point along the material curve where buckling is initiated, the lesser the ratio of the tangential modulus to the elastic modulus and the higher the deformational capacity. However, the tangential modulus of the RHT curve is
generally only slightly less than the elastic modulus at the instance of buckling hence there is a small gain in the deformational capacity of RHT pipes compared to YPT pipes at zero, low and intermediate pressure levels, as well as for intermediate and high \( D/t \) ratios. Interestingly, the buckling responses of both material curve types exhibit a reversal in trends at high internal pressure or low \( D/t \) ratio. The sudden change in the slope of the YPT curve tends to cause a herein-called ‘flash’ initiation of buckling, however, high internal pressure or low \( D/t \) ratio introduces sufficient bending rigidity in the pipe causing a somewhat ‘snap-through’ buckling response characterized by recovery of the initial softening of the load-deformation response such that eventual collapse occurs at a much higher value of average longitudinal strain.

The assertions made in the above paragraph are further corroborated by the plots in Figure 8-9 and Figure 8-10. The CLS-\( f_p \) trends in Figure 8-9 and Figure 8-10 are both obtained for X60 pipes with various \( D/t \) ratios. For YPT pipes of intermediate \( D/t \) ratios (DT2 and DT3) and high \( D/t \) ratios (DT4), there is no significant change in the CLS, except at pressure levels with \( f_p > 0.6 \). However, YPT pipes of low \( D/t \) ratio (DT1) exhibit a constant and significant increase in the CLS at all pressure levels. Unlike YPT pipes the CLS-\( f_p \) trends of RHT pipes are characterized by a positive nonlinear, but gradual, slope indicating a small effect of internal pressure on the deformational capacity of RHT pipes at all pressure levels. Also, the CLS-\( f_p \) trend for a low-\( D/t \) ratio (DT1) RHT pipe does not show any marked difference from the CLS-\( f_p \) trends at higher \( D/t \) ratios (DT2, DT3, and DT4) indicating a small effect of \( D/t \) ratio on the deformational capacity of RHT pipes.

The ‘flash’ buckling phenomenon associated with YPT pipes makes it possible for smooth trends of the CLS to be plotted against the yield stress since buckling is primarily initiated at the same value of yield stress and corresponding strain for materials of the same grade. Variations in the CLS of same-grade YPT pipes may, however, be obtained at low \( D/t \) ratios as the initiation of buckling is likely to extend beyond the yield plateau of the material curve. The plots in Figure 8-13 show significant effects of the YPL and the internal pressure on the CLS of YPT pipes at a low \( D/t \) ratio (DT1). From Figure 8-13(a) it can be deduced that the benefit of a longer YPL on the CLS of YPT pipes continues to increase as the internal pressure increases, due to the combinational effect of the internal pressure and the \( D/t \) ratio on the bending rigidity of the pipe
segment. The effects of the YPL and internal pressures are depicted by the plots of the resultant moment vs. the average strain in Figure 8-21 and Figure 8-22 respectively.

Figure 8-21: Resultant end moment vs. average compressive strain plot for X52-DT1 YPT pipe (fp=0.0, fc=0.2)

Figure 8-22: Resultant end moment vs. average compressive strain plot for X52-DT1 YPT pipe (YPL = 1.0%, fc=0.2)

Figure 8-21 and Figure 8-22 indicate that at low internal pressure (fp = 0.0), a shorter YPL facilitates initiation of buckling at the end of the yield plateau such that the pipe response can take advantage of the strain-hardening portion of the material curve. However, as the YPL gets longer, large plastic deformations are induced throughout the pipe’s length without any increase in the stresses which might cause instabilities leading to a decrease in the CLS. The increase in the internal pressure reduces the moment capacity of the pipe segment but increases the pipe’s deformational capacity such that initiation of buckling is more likely to be delayed until the strain-hardening portion of the material curve is attained, even with a considerable YPL. This implies that compressed regions along the pipe’s length are able to sustain higher deformation before local buckling.

A lower PLUS ratio is generally observed to have a positive effect on the CLS of RHT pipes, and vice versa. A lower proportionality limit stress implies an earlier diversion from the linear elastic path of the material response such that the transition from the stiff elastic response to the slightly-less stiff plastic response translates to higher deformability. However, as indicated in Figure 8-14(a), the effect of the PLUS ratio on the CLS of various RHT pipes of the same material grade may diminish at high internal pressure (fp = 0.8) and low D/t ratio (DT1). This is
attributed to the initiation of buckling closer to the yield stress which is characterized by the convergence of the various material curves with different PLUS ratios.

It can be inferred from the plots in Figure 8-15 and Figure 8-16 that increase in the magnitude of an applied net-section compressive force prior to inducement of curvature in a pipe speeds up the incidence of bifurcation instability, thus reducing the moment capacity and the corresponding compressive axial strain. The CLS values at $f_c = 0.0$ and $f_c = 1.0$ are expected to coincide with the CLS values obtained under uniform bending and uniform axial compression respectively; hence, the CLS-$f_c$ trends in Figure 8-15 and Figure 8-16 can be inferred to correspond to the transition of the loading conditions from zero-compression bending state to a zero-bending compression state. The obtained results indicate that the ratio of the CLS under a zero-compression bending state to the CLS under a zero-bending compression state (herein referred to as the ‘bending-to-compression’, or BTC, ratio) ranges from about 1.1 to as high as 4.5, depending on the $D/t$ ratio and internal pressure. For YPT pipes, lower BTC ratios are typically obtained under zero to moderate internal pressures ($0.0 \leq f_p \leq 0.6$) than at high internal pressures ($f_p = 0.8$). RHT pipes generally tend to have lower BTC ratios than YPT pipes and are not significantly affected by internal pressure variation. BTC ratios generally tend to be higher at lower $D/t$ ratios.

8.9 Comparison of CLS Model with Experimental Results

The performance of the developed CLS models is evaluated using results of experiments, reported by Liu et al. [54], conducted independently by eight different researchers on the CLS of RHT pipes subjected to monotonically-increasing curvature under the additional influence of a net-section compressive axial stress. Details of the geometric properties, loading conditions, and material-specific input parameters are outlined in Table 8-5. Experimentally-obtained CLS values and model-predicted CLS values are also presented, indicating the respective test-to-predicted (TTP) ratio for each test. The CLS and TTP predictions of the original model are respectively indicated in Table 8-5 by CLS (Orig) and TTP (Orig). The bias-correction procedure presented above was subsequently applied to the original model to produce better alignment of the linear equation of the scatter plot of the experimental vs. model-predicted CLS with the
diagonal of the graph. The CLS and TTP predictions of the corrected model are respectively indicated in Table 8-5 by CLS (Corr) and TTP (Corr).

| No. | Ref. | Grade | D/t | \( \sigma_{ys} \) (MPa) | Y/T | \( f_p \) | \( H_f \) | K/H | \( \sigma_a \) (MPa) | \( f_c \) | CLS (Expt.) | CLS (Orig) | TTP (Orig) | TTP (Corr) | CLS (Corr) | TTP (Corr) |
|-----|------|-------|-----|-----------------|-----|---------|--------|----|-----------------|-------|-------------|------------|------------|------------|------------|------------|------------|
| 1   | [64] | X60   | 53.0| 441             | 0.80| 0.00    | 8.90  | 0.607| 0.00            | 0.000| 0.79        | 1.007      | 0.784      | 1.218      | 0.648      |
| 2   | [65] | X60   | 103.9| 441             | 0.78| 0.76    | 8.90  | 0.607| -89.14          | 0.493| 0.57        | 0.659      | 0.865      | 0.550      | 1.037      |
| 3   |      | X60   | 103.9| 441             | 0.78| 0.75    | 8.90  | 0.607| -93.63          | 0.499| 0.47        | 0.653      | 0.720      | 0.537      | 0.875      |
| 4   |      | X60   | 103.9| 441             | 0.78| 0.02    | 8.90  | 0.607| -187.36         | 0.478| 0.27        | 0.564      | 0.479      | 0.366      | 0.737      |
| 5   |      | X60   | 103.9| 441             | 0.78| 0.77    | 8.90  | 0.607| -21.68          | 0.122| 0.82        | 0.699      | 1.174      | 0.625      | 1.312      |
| 6   |      | X60   | 103.9| 441             | 0.78| 0.12    | 8.90  | 0.607| -110.32         | 0.297| 0.26        | 0.583      | 0.446      | 0.404      | 0.644      |
| 7   |      | X60   | 103.9| 441             | 0.78| 0.77    | 8.90  | 0.607| -21.68          | 0.122| 0.41        | 0.699      | 0.587      | 0.625      | 0.656      |
| 8   |      | X65   | 85.4 | 503             | 0.83| 0.09    | 8.30  | 0.627| -112.12         | 0.251| 0.57        | 0.654      | 0.871      | 0.540      | 1.055      |
| 9   |      | X60   | 103.9| 476             | 0.84| 0.11    | 8.90  | 0.607| -105.22         | 0.261| 0.23        | 0.512      | 0.450      | 0.266      | 0.863      |
| 10  | [66] | X70   | 91.7 | 503             | 0.84| 0.00    | 4.30  | 2.209| -105.18         | 0.216| 0.52        | 0.625      | 0.832      | 0.484      | 1.075      |
| 11  |      | X70   | 91.7 | 503             | 0.84| 0.19    | 4.30  | 2.209| -74.64          | 0.171| 0.51        | 0.638      | 0.799      | 0.510      | 1.000      |
| 12  |      | X70   | 91.7 | 503             | 0.84| 0.39    | 4.30  | 2.209| -44.11          | 0.117| 0.71        | 0.667      | 1.064      | 0.565      | 1.256      |
| 13  | [67] | X70   | 95.2 | 503             | 0.90| 0.00    | 4.30  | 2.209| -99.75          | 0.205| 0.04        | 0.480      | 0.834      | 0.206      | 1.946      |
| 14  | [68] | X65   | 44.2 | 483             | 0.84| 0.00    | 8.30  | 0.627| 0.00            | 0.000| 1.36        | 1.113      | 1.222      | 1.421      | 0.957      |
| 15  | [6]  | X52   | 51.0 | 379             | 0.83| 0.00    | 17.30 | 0.121| -101.83         | 0.281| 1.1         | 1.098      | 1.001      | 1.393      | 0.790      |
| 16  |      | X52   | 51.0 | 379             | 0.83| 0.35    | 17.30 | 0.121| -58.99          | 0.205| 1.62        | 1.161      | 1.395      | 1.513      | 1.071      |
| 17  | [69] | X56   | 64.3 | 393             | 0.90| 0.00    | 7.70  | 0.442| -105.73         | 0.273| 0.92        | 0.806      | 1.142      | 0.831      | 1.107      |
| 18  |      | X56   | 64.3 | 393             | 0.90| 0.41    | 7.70  | 0.442| -57.35          | 0.195| 1.16        | 0.926      | 1.252      | 1.062      | 1.092      |
| 19  |      | X56   | 64.3 | 393             | 0.90| 0.81    | 7.70  | 0.442| -8.96           | 0.057| 2.13        | 1.193      | 1.785      | 1.575      | 1.352      |
| 20  |      | X52   | 51.0 | 379             | 0.83| 0.00    | 17.30 | 0.121| -101.83         | 0.281| 0.68        | 1.098      | 0.619      | 1.393      | 0.488      |
| 21  |      | X52   | 51.0 | 379             | 0.83| 0.35    | 17.30 | 0.121| -58.99          | 0.205| 1.26        | 1.161      | 1.085      | 1.513      | 0.833      |
| 22  |      | X52   | 51.0 | 379             | 0.83| 0.71    | 17.30 | 0.121| -19.66          | 0.107| 1.93        | 1.353      | 1.426      | 1.882      | 1.025      |
| 23  | [21] | X80   | 48.9 | 676             | 0.86| 0.45    | 3.90  | 2.949| 0.00            | 0.000| 2.15        | 1.081      | 1.989      | 1.359      | 1.582      |

<table>
<thead>
<tr>
<th>Mean</th>
<th>TTP (Orig)</th>
<th>Mean</th>
<th>TTP (Corr)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.992</td>
<td></td>
<td>1.017</td>
</tr>
<tr>
<td>S-dev</td>
<td>TTP (Orig)</td>
<td>S-dev</td>
<td>TTP (Corr)</td>
</tr>
<tr>
<td></td>
<td>0.402</td>
<td></td>
<td>0.327</td>
</tr>
</tbody>
</table>
The Y/T ratio was reported by Ref. [54] as the input parameter for strain-hardening. However, since the PLUS ratio is required for CLS estimation using the developed models, a simple assumption was made to derive the ratio of the proportionality limit stress to the ultimate stress (P/T ratio) by applying a constant ‘knockdown’ value (P/Y ratio) to the Y/T ratio. An optimization procedure was, therefore, employed to produce a mean TTP (Orig) ratio close to a value of 1.0 thereby producing a P/Y ratio equal to 0.834. Assumptions were also made to produce the model curve shape constants (Hf and K/H) based on values obtained from previous research [49] on the typical values of the shape constants for pipeline steels. The compression factor (f_c) was calculated by first determining the limit stress using the limit stress equations presented above, and then calculating the ratio of the applied net-section axial stress to the limit stress.

The mean value (0.992) and the standard deviation (0.402) of the TTP ratios obtained using developed model indicates a fairly-good estimation of the experimental CLS values, notwithstanding the several material-related assumptions that were made. As shown in Figure 8-23 and Figure 8-24, using the values of the original gradient (G_{orig} = 1.9196) and the original intercept (I_{orig} = −0.7157), corrects the original bias of the model prediction and improves the standard deviation of the TTP ratios from 0.402 to 0.327.
8.10 Conclusions

The numerical investigations performed in this study focused on estimating the critical strains associated with induced curvature, combined with uniform axial compression, in pressurized and unpressurized pipelines. A range of $D/t$ ratios between 41.15 and 104.62, considered to be typical candidates for onshore pipeline applications [7], have been covered herein. Purely theoretical formulations for predicting the resultant stresses and bending moments in cylinders under induced curvature have been reviewed and deemed limited in applicability to analysis of buckling behavior in thin-walled cylinders, which typically undergo elastic buckling. Moreover, studies have shown that pipelines with $D/t$ ratio less than 100 typically experience inelastic (or “plastic”) buckling [65,70] which is characterized by initiation of buckling in the pipe beyond the elastic limit of the material stress-strain response. The implication of nonlinearity in the material behavior is the associated complexity in estimating the moment-curvature response, thereby making the derivation of a solution to the buckling problem from first principles, based on fundamental mechanics theory, an arduous and often infeasible endeavor [27]. It, therefore, becomes imperative to resort to numerical computation techniques for estimating the resultant stress/moment and associated strain/curvature in pipes subjected to various loading phenomena. Computerized numerical analysis based on finite element discretization procedures has been employed for buckling analysis in this study as it offers an excellent and robust approach for simulating the buckling phenomena in pipe segments, and for tracking the development and up-to-collapse evolution of longitudinal wrinkles and cross-sectional flattening due to bifurcation or ovalization instabilities.

The test matrix for this study consists of four variations of the $D/t$ ratio, five variations of the pressure factor (ratio of applied internal pressure to circumferential yield pressure), four variations of the material grade (YS), four variations (for RHT curves) or five variations (for YPT curves) of the material curve shape factor (comprising the two shape constants of the Ndubuaku material model), and four variations of the compression factor (ratio of the applied compressive stress to the limit stress of a similar pipe under uniform axial compression). A full-factorization testing approach was implemented to consider every possible combination of the investigated parameters, leading to extensive FE parametric analysis involving 1600 simulations for YPT pipes and 1280 simulations for RHT pipes. Visual observation of the graphical plots of
the critical limit strain (CLS) against the various parameters informed the development of appropriate mathematical expressions to characterize the influence of respective parameters on the pipe’s deformational capacity, as well as to account for any observed significant interrelationships between the parameters.

In general, for both YPT pipes and RHT pipes, an inverse relationship is observed between the $D/t$ ratio and the CLS while a direct relationship is observed between the pressure factor and the CLS. The yield stress directly correlates with the CLS of YPT pipes while the PLUS ratio exhibits a highly-nonlinear inverse correlation with the CLS of RHT pipes. At a low-$D/t$ ratio, the relationship between the YPT shape factor (governed by the yield plateau length) and the CLS of YPT pipes varies from a negative relationship to a positive relationship, depending on the level of internal pressure. However, as the $D/t$ ratio increases the effect of the shape factor on the CLS diminishes, as well as the indirect influence of the internal pressure on the CLS vs. YPT shape factor relationship. The CLS of RHT pipes is however observed to exhibit a generally-positive correlation with the RHT shape factor and, contrary to YPT pipes, more evidently at higher $D/t$ ratios. The plot of the CLS features a negative shallow slope with respect to the compression factor; for both YPT pipes and RT pipes. The limit stress is negatively correlated with the $D/t$ ratio and the internal pressure but positively correlated with the yield stress for both YPT pipes and RHT pipes. Typically, sudden transitions (as indicated in the YPT pipes) lead to instabilities and decrease in the CLS whereas more gradual transitions (as indicated in the RHT pipes), especially at lower PLUS ratios, leads to higher deformational capacities.

Four constitutive nonlinear regression equations (two equations for the CLS and two equations for the limit stress) were formulated, according to material curve shape classification, as an arithmetic product of the individual parameter functions. Advanced regression techniques were then employed, using Wolfram Mathematica, to derive the regression coefficients for the separate equations. An excellent goodness-of-fit between the model-predicted values and the FE-derived values, indicated by a high value (i.e., $> 0.95$) of the coefficient of multiple determination ($R^2$) was obtained for all four equations. Finally, a simple statistical bias-correction procedure was presented to apply a desired level of conservativeness to either of the two CLS models. The bias-correction procedure was applied for improving the CLS prediction of the developed models in comparison to a collection of experimental CLS values reported
independently by eight different researchers on the CLS of RHT pipes subjected to combined axial compression and bending.

The extensive and rigorous approach adopted for the parametric study in this paper fulfills the desire of the authors to develop a set of useful equations which, unlike any existing CLS prediction model, can be confidently and widely applied for strain-based design of pipelines subjected to combined axial compression and bending. The results obtained in this study indicate a significant variation in BTC ratios for different material classifications, pipe wall slenderness, and operating pressures; hence the prediction models presented herein are suitable for appropriate consideration of relevant input parameters to ensure better accuracy in the estimation of the CLS of pipe segments under combined axial compression and bending. Due to numerous uncertainties typically associated with the existence, form, and distribution of geometric imperfections in pipelines, explicit consideration of imperfection types has been omitted herein. However, the statistical procedure presented above provides a knockdown-factor avenue for including the effects of imperfections based on results of more elaborate statistical, and possibly probabilistic, assessment of real pipelines, or at the discretion of the designer.
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9. INTEGRATING THE SHAPE CONSTANTS OF A NOVEL MATERIAL STRESS-STRAIN CHARACTERIZATION MODEL FOR PARAMETRIC NUMERICAL ANALYSIS OF THE DEFORMATIONAL CAPACITY OF HIGH-STRENGTH X80-GRADE STEEL PIPELINES

This chapter is derived from a research article submitted for publication in the MDPI Applied Sciences journal.
9.1 Abstract

Pipelines typically exhibit significant inelastic deformation under various loading conditions, especially when subjected to displacement-controlled loading, as is the case when impacted by significant ground movement. It is therefore imperative for the limit state design of pipelines to include considerations for the deformational capacity of pipelines. The morphology of API-X80 grade line pipe steel is essentially characterized by an acicular ferrite microstructure consisting of grouped domains of bainite and dispersions of martensite/austenite (MA). The methods employed to achieve higher strength of API X80 line pipe steels during the plate manufacturing process tend to increase the hardness of the pipe material, howbeit at the cost of ductility and strain hardenability. This study features a simple and robust material model which is able to account for very slight variations in the stress-strain relationship of metallic materials and is able to mathematically characterize the shape of the stress-strain curve, even for materials with a distinct yield point and an extended yield plateau. Extensive parametric finite element analysis is performed to study the relationship between relevant parameters and the deformational capacity of API X80 pipelines subjected to uniform axial compression, uniform bending, and combined axial compression and bending, and the constitutive material model constants are included as dimensionless parameters. Nonlinear regression analysis is then employed to develop six nonlinear semi-empirical equations for the critical limit strain corresponding to the three loading conditions considered for each of two material classifications (i.e., yield-plateau type materials and round-house type materials). The goodness-of-fit of the developed equations was statistically evaluated, and excellent predictive accuracy was obtained for all six equations.

Nomenclature

\[ \varepsilon \] true strain
\[ \varepsilon_{cr} \] critical limit strain
\[ \varepsilon_{pl} \] corresponding strain at proportionality limit stress of Ndubuaku model
\[ \varepsilon_R \] Ndubuaku model strain ratio
\[ \varepsilon_{up} \] corresponding strain at ultimate proof stress of Ndubuaku stress-strain model
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>Young’s modulus of elasticity</td>
</tr>
<tr>
<td>$f_c$</td>
<td>compression factor (ratio of applied compressive stress to pipe’s limit stress)</td>
</tr>
<tr>
<td>$f_p$</td>
<td>pressure factor (ratio of applied pressure to pipe yield pressure)</td>
</tr>
<tr>
<td>$h$</td>
<td>Ndubuaku model heel constant</td>
</tr>
<tr>
<td>$k$</td>
<td>Ndubuaku model knee constant</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Poisson’s ratio</td>
</tr>
<tr>
<td>$n$</td>
<td>Ramberg-Osgood strain-hardening exponent</td>
</tr>
<tr>
<td>$OD$</td>
<td>pipe’s outer diameter</td>
</tr>
<tr>
<td>$p$</td>
<td>applied internal pressure</td>
</tr>
<tr>
<td>$p_y$</td>
<td>pipe’s circumferential yield pressure</td>
</tr>
<tr>
<td>$r$</td>
<td>pipe’s cross-sectional radius</td>
</tr>
<tr>
<td>$\sigma_{0.5}$</td>
<td>0.5% total strain proof stress</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>true stress</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>applied compressive stress</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>pipe’s maximum compressive stress capacity (limit stress)</td>
</tr>
<tr>
<td>$\sigma_{pl}$</td>
<td>proportionality limit stress of Ndubuaku stress-strain model</td>
</tr>
<tr>
<td>$\sigma_R$</td>
<td>Ndubuaku model stress ratio</td>
</tr>
<tr>
<td>$\sigma_{up}$</td>
<td>ultimate proof stress of Ndubuaku stress-strain model</td>
</tr>
<tr>
<td>$\sigma_{us}$</td>
<td>ultimate tensile stress of pipe material</td>
</tr>
<tr>
<td>$\sigma_{ys}$</td>
<td>yield stress of pipe material</td>
</tr>
<tr>
<td>$sh_f$</td>
<td>material curve shape factor</td>
</tr>
<tr>
<td>$t$</td>
<td>pipe’s wall thickness</td>
</tr>
<tr>
<td>$CLS$</td>
<td>Critical limit strain</td>
</tr>
<tr>
<td>$D/t \text{ ratio}$</td>
<td>Ratio of pipe’s outer diameter to pipe’s wall thickness</td>
</tr>
<tr>
<td>$PLUS \text{ ratio}$</td>
<td>Ratio of proportionality limit stress to ultimate tensile stress</td>
</tr>
<tr>
<td>$RHT$</td>
<td>Round-house type</td>
</tr>
<tr>
<td>$SBD$</td>
<td>Strain-based design</td>
</tr>
<tr>
<td>$UTS$</td>
<td>Ultimate tensile stress</td>
</tr>
</tbody>
</table>
9.2 Introduction

Pipelines are commonly used as the primary means for transmission of hydrocarbon fluids in the energy industry, and for transportation of water resources in the public utility industry. Previous investigations into the main causes of damages and loss of mechanical and structural integrity in pipelines have highlighted the detrimental impacts of geological conditions or environmental actions associated with various time-dependent thermomechanical phenomena such as ground subsidence, soil liquefaction/land sliding, discontinuous frost heave/thaw settlement, fault movement due to seismic action, etc. [1–3]. Large displacements tend to induce significant strains in the wall of pipe segments which may ultimately result in the failure of a pipeline either due to tensile rupture, especially at welded regions, or due to bulging/wrinkling deformation of the pipe under the influence of compressive stresses [4–6]. As a result of the inevitable requirement for pipelines to traverse large geographical areas, a majority of pipelines in the onshore energy and public utility industry are installed below the soil surface. It is observed that, compared to above-ground pipelines, the mechanical behavior of buried pipelines is significantly influenced by the geophysical properties of the surrounding soil; hence, the intricacies of the mutual interaction between the pipe and the surrounding soil are regarded as an important consideration in the design of buried continuous pipelines [7–10].

The common consequence of ground movement and thermal buckling deformation on pipelines is the experience of high longitudinal stresses and strains. Conventional pipeline design procedures are generally based on an “allowable stress” concept which aims to limit the resultant longitudinal and circumferential stresses in pipelines, either due to load-controlled or displacement-controlled conditions, to a prescribed fraction of the yield stress of the pipe material. Unfortunately, the allowable stress design (ASD) approach tends to be severely limited by its inability to distinguish between stable and unstable failure modes, as well as between loss
of serviceability and loss of containment [11]. A strain-based design (SBD) approach has therefore been regarded as more appropriate, and has been recently more adopted, by various pipeline design standards (e.g., API RP 1111 [12], DNV-OS-F101 [13], ABS 2006 [14], CSA Z-662 [15]) for design of pipelines expected to experience high longitudinal strains caused by displacement-controlled environmental and operational conditions in service [16,17]. SBD circumvents the inherent conservativeness of the ASD approach by permitting a limited amount of plastic strain while maintaining relevant ultimate and serviceability limit state considerations. However, rather than consider the SBD and ASD approaches as independent techniques, best design practice recommends the application of SBD as a complementary tool to the more traditional ASD procedure [18]. SBD employs a limit state design approach whereby the in-service longitudinal tensile or compressive strain that a pipeline is expected to experience due to displacement-controlled loading conditions (i.e., strain demand) is evaluated and compared to the tolerable limit of strain which the pipeline has intrinsic ability to withstand (i.e., strain capacity). Estimation of strain demand in pipelines typically involves a rigorous and often complex process which requires all-inclusive consideration of numerous interrelating factors related to environmental, geological, and the pipe’s mechanical properties. The strain demand is also highly dependent on a number of peculiar, and sometimes transient, environmental conditions making the development of deterministic prediction models difficult and often necessitating the use of probabilistic and reliability-based estimation techniques for the SBD [19,20]. Unlike strain demand, evaluation of the strain capacity is essentially based on the inherent mechanical resistance of the pipe segments and has relatively less dependency on external factors hence, analytical evaluation and deterministic prediction of strain capacity is thus relatively more straightforward as parameterization of influencing factors for incorporation in the SBD is relatively less complicated. Extensive studies have been conducted by numerous researchers to investigate the limit load instability and deformational capacity of pipe segments, and cylindrical shells in general, subjected to various loading conditions. The earliest recorded investigations on the buckling behavior of pipe segments were analytical studies performed by Lorenz [21], Timoshenko [22] and Southwell [23] at the inception of the 20th century, which focused on deriving constitutive theoretical formulations for predicting the elastic critical buckling stress of perfect isotropic
cylindrical shells subjected to pure axial compression; known as the classical shell buckling theories. Subsequent experimental and analytical studies [24–28] pointed out some shortcomings of the classical shell buckling theories and prescribed the extension of the classical equations to include nonlinear large-deflection considerations, as well as adequate characterization of material, geometric, and boundary characteristics. An analytical study by Brazier [29] on the circumferential flattening mode of distortion (referred to as “ovalization” or “Brazier instability”) observed in an infinitely long, circular tube subjected to pure bending led to the derivation of an expression for the limit moment. Brazier’s theory is based on the relationship between the strain energy per unit tube length and the change in axial curvature such that the limit moment is directly related to the ovalization of the circular tube. Subsequent experimental studies [30–33] however indicate that bifurcation instability (buckling) in the form of longitudinal wrinkling or bulging may precede the limit moment in pipes subjected to bending due to increase in axial stress on the compression side of the pipe. Corona and Kyriakides [34] explained that bifurcation instability is more likely to precede Brazier instability in “thinner” tubes, and vice versa in “thicker” tubes. They further speculated that the transition between one preceding instability phenomenon and the other occurs in the range of D/t (diameter/thickness) ratios between 35 and 45. Mathon and Limam [35] performed statistical evaluation of results obtained from (1) experimental tests of circular tubes under pure bending [36], (2) empirically-derived analytical formulations for cylinders under combined axial compression and bending [37], and (3) semi-empirical derivation of the critical buckling stress for pressurized circular tubes subjected to uniform bending [38]. They observed that the critical buckling stress of cylinders under pure bending is generally between 20 to 60% higher, depending on the diameter-to-thickness ratio (D/t ratio), than that of cylinders under pure axial compression.

Using a special-purpose non-linear finite element technique, Houliara and Karamanos [39] studied the structural stability of long uniformly pressurized thin elastic tubular shells subjected to in-plane bending. They observed that external overpressure reduces the buckling moment and corresponding curvature but increases the buckling wavelength, whereas internal overpressure tends to increase the buckling moment but reduce the cross-sectional ovalization and the buckling wavelength. Following a systematic series of experiments and by Limam et al. [40] involving stainless steel tubes bent to failure at fixed values of internal pressure, it was shown
that cross-sectional ovalization and circumferential extension occur simultaneously due to bending and internal pressure respectively. Ref [40] also performed computational simulation of the evolution of wrinkling and its eventual localization using a finite element (FE) shell model and observed that internal pressure tends to stabilize the structure and increase the wavelength of the wrinkles while also shifting the initiation of buckling towards the plastic range of the material. Ref [40] indicate that accurate simulation of the structural stability of tubular shells requires accurate characterization of the nonlinear inelastic properties of the material stress-strain behavior, including yield anisotropies, as well as adequate representation of initial geometric imperfections. Highlighting the significant effect of the material properties on the moment-curvature relationship, Ref [34] established that for pipes with $D/t$ ratios less than 200, the mechanical and structural instabilities of the structure are strongly influenced by the interaction of the induced ovalization and the plastic/nonlinear characteristics of the material.

This study focuses on the deformational capacity of high-strength API-X80 [41] grade pipelines subjected to various loading conditions. The continuous increase in world energy demand has compelled the hydrocarbon industry to venture into more remote and more environmentally hostile environments in search of fossil fuels. This predicament necessitates the construction and operation of pipelines with the best possible transport efficiency and at the lowest possible cost, therefore initiating a tendency towards using line pipes of larger diameter and/or maintaining higher operational pressures. High-strength steel grades provide the advantage of forming line pipes with high material yield strength thus reducing the wall thickness requirement for internal (or external in the case of deep to ultra-deep offshore environments) pressure containment [42]. Suzuki and Toyoda [43] explained that the peak moment strain, and invariably the deformational capacity of line pipes is strongly influenced by the strain-hardening characteristics of the pipe material. In a numerical study of API-X100 line pipes subjected to axial compression and/or bending moment, Suzuki et al. [44] pointed out that high-strength pipe steels tend to have inferior strain hardening properties, and consequently lower deformational capacity, compared to conventional pipeline steels of lower yield strength. However, results of a few experimental studies have shown that by carefully manipulating the thermomechanical control processes (TMCP) of slab reheating, rolling and cooling during the manufacture of parent steel plates, the
microstructural and mechanical properties of steel can be adjusted to produce line pipe steels with improved deformability, toughness, and resistance to strain-aging [45–47]. Kong et al. [48] explained that the basic morphology of most high-strength pipeline steels is a multiphase structure composed of ferrite, bainite, and martensite. While bainite and martensite ingredients naturally improve the strength and hardness of line pipe steel, ductile and plastic deformation capacities tend to be compromised. Also, variability in manufacturing processes of parent steel plates makes it inevitable for line pipes of the same grade classification to exhibit slight differences in material properties [49,50]. While manufacturing variability may be regarded as the primary cause of differences in the strain-hardening characteristics of materials with the same grade classification, other factors such as strain aging have also been observed to cause significant alteration of the material properties leading to higher yield strength but lower deformational capacity [51]. Moreover, it has been established that the buckling response of pipes is highly sensitive to the material behavior, especially in the nonlinear range of the stress-strain relationship; hence it is imperative that the mathematical model that serves for characterization of the material stress-strain relationship should simultaneously provide reasonable simplicity and representative accuracy. Recent studies by Ndubuaku et al. [52–54] have led to the development of a novel stress-strain expression, referred to as the ‘Ndubuaku model’, which has proven to be exceptionally convenient and effective for parameterizing the true stress-true strain relationship of any metallic material with a non-negative gradient throughout the stress-strain curve; including materials with a distinct yield point and an extended yield plateau. The ‘Ndubuaku model’ approximates the material stress-strain curve over the full range of strains using only two constitutive model constants (or ‘shape’ constants) referred to as the ‘knee’ constant and the ‘heel’ constant.

The bifurcation instability phenomenon in tubular shells typically presents as a multivariate problem involving a number of influencing parameters with complex inter-relationships, thus rendering the development of purely analytical formulations for the estimation of the limit stress/moment and deformational capacity of pipes a rigorous and highly-complicated process [55]. In view of this, the procedures implemented in this study for estimating the peak moment strain (i.e., the average strain corresponding to the peak value of the moment on the moment-curvature curve) and the compressive limit strain (i.e., the average strain corresponding to the
peak value of the compressive stress on the axial load-end shortening curve) take a cue from the semi-empirical modelling approach adopted by various prominent pipeline design standards [12–15]. A tubular FE shell model was created for this study using the general-purpose finite element package, ABAQUS CAE [56], and subjected to three different loading conditions: uniform axial compression, uniform bending, and combined axial compression and bending. To obtain the buckling response of the pipe models to combined axial compression and bending, a four-level variation of a constant uniform axial stress was initially applied to the ends of the pipe model followed by a monotonically-increasing rotation of the pipe ends to simulate the bending deformation. Four and five variations of the $D/t$ ratio and applied internal pressure respectively were also applied to the pipe models. The ‘Ndubuaku model’ was used to create two sets of stress-strain curves according to the two main classifications of stress-strain curves for metallic materials, i.e., round-house type (RHT) curves and yield-plateau type (YPT) curves. Four and five variations of RHT and YPT curves respectively were created so that the numerical analyses performed in this study culminated in a total of 1080 separate FE runs; 180 runs for uniform axial compression, 180 runs for uniform bending, and 720 runs for combined axial compression and bending. Advanced nonlinear regression techniques were subsequently employed to develop mathematical expressions for predicting the critical limit strain (CLS) for each loading condition using a powerful computational package, Wolfram Mathematica [57]. The strain-hardening peculiarities of the stress-strain curves were parameterized by the model ‘shape’ constants of the ‘Ndubuaku model’ and incorporated in the derived semi-empirical models.

### 9.3 Characterization of Material Stress-Strain Behavior

The ‘Ndubuaku model’ was adopted in this study to adequately capture the slight variations that are generally observed to exist in the stress-strain response of metallic materials. The mathematical form of the material model derives the true stress ($\sigma$) as a function of the true strain ($\epsilon$) using two ‘shape’ constants, the “knee” constant ($k_{nm}$) and the “heel” constant ($h_{nm}$):
\[ \sigma = \begin{cases} E \varepsilon & \sigma \leq \sigma_{pl} \\ \sigma_{pl} + (\sigma_{up} - \sigma_{pl}) \left( \frac{\varepsilon - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}} \right) k_{nm} \left( \frac{\varepsilon - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}} \right)^{h_{nm}} & \sigma > \sigma_{pl} \end{cases} \]  \tag{9-1}

where \( E \) is Young’s modulus of elasticity, \( \sigma_{pl} \) and \( \varepsilon_{pl} \) are the proportionality limit stress and the proportionality limit strain respectively, and the ultimate proof stress and corresponding ultimate proof strain are represented by \( \sigma_{up} \) and \( \varepsilon_{up} \) respectively. The first part of Eq. (9-1) represents the linear (elastic) portion of the stress-strain curve where the relationship between the stress and the strain is simply defined by the elastic modulus, \( E \), while the second part characterizes the entire nonlinear portion of the stress strain curve, beginning at the proportionality limit stress (PLS) and terminating at the nominal ultimate proof stress (UPS).

The ‘Ndubuaku model’ is easily applicable for generating any desired number of idealized strain curves by simply specifying two stress control points \( (\sigma_{c1}, \varepsilon_{c1}) \) and \( (\sigma_{c2}, \varepsilon_{c2}) \) according to the following expressions [54]:

\[ k_{nm} = \frac{\varepsilon_{R1}(h_{nm}) \ln(\sigma_{R1})}{\ln(\varepsilon_{R1})} \quad \text{or} \quad \frac{\varepsilon_{R2}(h_{nm}) \ln(\sigma_{R2})}{\ln(\varepsilon_{R2})} \]  \tag{9-2}

\[ h_{nm} = \ln \left[ \frac{\ln(\varepsilon_{R1}) \cdot \ln(\sigma_{R2})}{\ln(\sigma_{R1}) \cdot \ln(\varepsilon_{R2})} \right] \frac{\ln(\sigma_{R1}) \cdot \ln(\varepsilon_{R2})}{\ln(\sigma_{R1}) \cdot \ln(\varepsilon_{R2})} \]  \tag{9-3}

where,

\[ \sigma_{R1} = \frac{\sigma_{c1} - \sigma_{pl}}{\sigma_{up} - \sigma_{pl}}, \quad \sigma_{R2} = \frac{\sigma_{c2} - \sigma_{pl}}{\sigma_{up} - \sigma_{pl}}, \quad \varepsilon_{R1} = \frac{\varepsilon_{c1} - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}}, \quad \text{and} \quad \varepsilon_{R2} = \frac{\varepsilon_{c2} - \varepsilon_{pl}}{\varepsilon_{up} - \varepsilon_{pl}}. \]

To ensure conformity with API 5L [41] specifications for X80 grade line pipe steels, the material model was employed such that all the stress-strain curves for this study (shown in Figure 9-1) are characterized by the same nominal yield stress and nominal ultimate proof stress but different strain-hardening properties.
As indicated by the plots in Figure 9-1, the nominal yield stress (586 MPa) was maintained at the stress corresponding to a total strain of 0.5% (i.e., $\sigma_{0.5}$) while the nominal ultimate proof stress (703 MPa) was maintained at the stress corresponding to a total strain of 10% (i.e., $\sigma_{10}$). The value of the elastic modulus was selected as 205800 MPa. The strain-hardening for the YPT materials was varied by simply changing the yield plateau length (YPL) of the stress-strain curves while the various strain-hardening properties of the RHT curves were obtained by adjusting the proportionality limit stress (PLS) of the stress-strain curves. The numeric designations of the elements of the graph legends for the stress-strain curves in Figure 9-1(a) and Figure 9-1(b) represent the YPL and the PLS respectively. The YPLs are defined in terms of the total strain in percentage (%) units while the PLSs are defined in megapascal (MPa) units. The constitutive model constants which define the shapes, and invariably the strain-hardening characteristics, of the generated stress-strain curves are presented in Table 9-1.
Table 9-1: Model shape constants for the derivation of stress-strain curves

<table>
<thead>
<tr>
<th>Curve label</th>
<th>( K_f = 1/K_{NM} )</th>
<th>( H_f = 1/H_{NM} )</th>
<th>Curve label</th>
<th>( K_f = 1/K_{NM} )</th>
<th>( H_f = 1/H_{NM} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>YP-1.00</td>
<td>83.7395</td>
<td>0.5187</td>
<td>PL-486</td>
<td>11.5448</td>
<td>3.9814</td>
</tr>
<tr>
<td>YP-1.25</td>
<td>115.2048</td>
<td>0.4221</td>
<td>PL-446</td>
<td>21.1099</td>
<td>2.7531</td>
</tr>
<tr>
<td>YP-1.50</td>
<td>162.9859</td>
<td>0.3510</td>
<td>PL-406</td>
<td>35.3391</td>
<td>2.1374</td>
</tr>
<tr>
<td>YP-1.75</td>
<td>240.2443</td>
<td>0.2953</td>
<td>PL-366</td>
<td>69.2445</td>
<td>1.5847</td>
</tr>
<tr>
<td>YP-2.00</td>
<td>374.3178</td>
<td>0.2501</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For better representation of the shape constants two new designations, the ‘knee’ factor \( (K_f) \) and the ‘heel’ factor \( (H_f) \), are defined in Table 9-1 as inverse functions of the ‘knee’ constant, \( K_{nm} \), and the ‘heel’ constant, \( H_{nm} \), respectively.

9.4 Methodology of Numerical Analysis

Pipelines made of API X80-grade line pipe steel were numerically simulated in this study using a tubular FE shell model developed with ABAQUS/Standard in order to study the stability of steel pipelines when subjected to uniform axial compression, uniform bending, or combined axial compression + bending. The parameters investigated in the FE study were selected according to three factors considered to be most influential to the buckling response and respective limit strains of tubular shell structures, i.e., the dimensional factor (related to the \( D/t \) ratio), the load factor (related to internal or external overpressure), and the strain-hardening factor (related to shape of stress-strain curve). Four variations of the \( D/t \) ratio were specified thus: DT1 = 41.152, DT2= 64.078, DT3 = 82.156 and DT4 = 104.622. The \( D/t \) ratio was varied by maintaining the pipe’s outer diameter (OD) at a constant nominal pipe size (NPS) of 36 inches (914.4 mm) and respectively changing the wall thickness of the pipe models thus: \( t_1 = 22.22 \text{ mm} \) (for DT1), \( t_2 = 14.27 \text{ mm} \) (for DT2), \( t_3 = 11.13 \text{ mm} \) (for DT3), and \( t_4 = 8.74 \text{ mm} \) (for DT4). In addition to non-
pressurized conditions, four levels of internal pressure corresponding to 20%, 40%, 60% and 80% of the yield pressure in the circumferential direction were applied to the pipe models. To properly account for the influence of the material’s strain-hardening properties on the CLS, three material-related parameters each were derived for both YPT curves and RHT curves. The two parameters obtained for both RHT and YPT pipes comprised the two model ‘shape’ constants ($K_{nm}$ and $H_{nm}$) while the yield plateau length (YPL) was applied as the third parameter for YPT pipes and the ratio of the PLS to the UPS (herein referred to as the “PLUS” ratio) were considered as the third parameter for RHT pipes.

The pipe geometry was modeled as a 3D deformable shell structure, and for computational efficiency, symmetric boundary conditions were applied in the longitudinal and transverse directions of the pipe so that only a quarter of the full pipe specimen (half of the specified length and half of the circumference) was modeled. The numerical analysis procedure conducted in this study is a geometric and material nonlinear type; hence, the boundary conditions applied to create the X- and Z-symmetries for the assumed quarter models are able to provide an accurate representation of the actual response of the full pipe models. With the application of the Z-symmetry boundary condition (symmetry across the $X$-$Y$ plane), the quarter pipe models were therefore extruded to three times the pipe diameter ($3.0 \times D$). The assigned length of the pipe model was selected according to the recommendations of Liu et al. [58] to ensure that there are no interactions between the end boundary conditions and the strain and stress distribution at the pipe mid-length where initiation of local buckling deformation is expected to occur. At the loading end of the pipe model (i.e., the end where the rotation or axial displacement was applied), a reference point was created at the center of the pipe cross-section and restrained such that only translation along the Z-axis was allowed for uniform axial compression, and rotation about the X-axis plus translation along the Z-axis was allowed for uniform bending and combined axial compression + bending. A kinematic coupling constraint was then assigned for connecting the nodes at the loading end to the reference point to allow the end of the pressurized pipe to expand in the radial direction throughout the applied loading. The kinematic coupling constraint was defined in the cylindrical coordinate system to permit only one degree of freedom, i.e., circumferential extension, thereby inducing in a uniform stress field and consequently facilitating the initiation of buckling at the mid-length cross-section of the pipe segment.
The four-node reduced integration shell elements (S4R) with hourglass control in the ABAQUS element library were used for all the analyses; enabling up to five integration points through the thickness of the pipe models. The S4R elements are suitable for the analysis of thin to moderately thick shell structures with material and geometric nonlinearities. A mesh convergence study was conducted to establish the optimum number of elements required for the FE simulation, and a mesh size approximately equal to 3% of the pipe diameter (0.03*D) was applied respectively to all the FE pipe models. A large-strain von Mises plasticity model with isotropic hardening was applied to the line pipe steel material. Calibration of the material response is assumed to be related to the true stress vs. true strain relationship from a uniaxial tensile test performed on a coupon specimen of the pipe materials hence respective stress-strain curves were assigned to the pipe models using the standard multilinear material definition facility in ABAQUS.

For the three different loading conditions considered in this study, two loading steps (an initial load-controlled step followed by a displacement-controlled step) were defined in addition to the default “Initial” step in ABAQUS CAE for each simulation. To adequately track the nonlinear equilibrium path of deformation at the reference critical portions of the pipe segment, recording of the resultant moment and resultant compressive force, as well as the corresponding limit strains, was performed at the displacement-controlled stage of each simulation. The first loading step was defined as a “Static General” step which is performed based on the default “Newton’s method” iterative solution technique in ABAQUS. The second step for each run was defined as a “Static Riks” step which executes an equilibrium iterative procedure combined with a linearized arc-length control technique for sufficiently evaluating the buckling and post-buckling responses of the simulation process. In the initial load-controlled step of the simulation for uniform axial compression, specified levels of internal pressure were applied to the pipe models while a monotonically-increasing uniform axial displacement was applied to the loading-end reference point in the following displacement-controlled step. Internal pressure was applied in the load-controlled step for uniform bending while a monotonically-increasing rotation was subsequently applied to the loading-end reference point in the “Static Riks” step. For the load-controlled phase of the combined axial compression and bending, a finite compressive axial force was applied to the loading-end reference point while respective percentages of the circumferential yield
pressure were simultaneously applied to the internal surface of the pipe models. A monotonically-increasing rotation was then applied to the loading-end reference point in the second step. For combined axial compression + bending, the compressive axial force applied to the pipe prior to the monotonically-induced curvature was measured as respective percentages (20%, 40%, 60%, and 80%) of the peak force under uniform axial compression.

For uniformity of estimation, the same measurement scheme was employed to determine the average values of compressive strain in the pipe models. The measurement scheme was defined with reference to the pipe model under uniform bending by evaluating the average value of the compressive strain of all the meshed elements on the compressive side of the pipe model. The measurement area was selected immediately adjacent to both the Z-symmetry plane and the X-symmetry plane, and corresponded to a longitudinal distance of one times the pipe diameter (1.0*D) and a circumferential distance of approximately one-quarter of the pipe diameter (0.25*D) respectively (shown in Figure 9-2). The measurement scheme for the average compressive strain is adopted for this study in line with the recommendations of Liu et al. [58]. The critical limit strain was derived from the results of the individual FE runs in this study based on a “peak load criterion” [59] which regards the “critical” value as the resultant compressive longitudinal strain measured at the onset of local buckling, and is derived as the average strain that corresponds to the onset of “softening” in the load-deformation response (i.e., the X-Y plot of the average compressive strain on the X-axis versus the loading-end reaction moment or the loading-end reaction force on the Y-axis). A cylindrical coordinate system (with the origin at the center of the pipe cross-section) was assigned to the pipe model for obtaining the average longitudinal strains while the loading-end reaction moment and the loading-end reaction force were obtained in the default Cartesian coordinate system.

![Figure 9-2: Meshed area for average strain measurement](image)
9.5 Numerical Results

Based on the stipulated parameters, and using the above numerical simulation techniques, the post-processing module in ABAQUS CAE was used to extract field output data after each run such that the recorded incremental values for the reaction force (“RF3”) or reaction moment (“RM1”) and the corresponding average compressive strains over the gauge length area were exported to a Microsoft Excel spreadsheet to estimate the critical limit strain of API X-80 grade steel pipelines. The individual variable functions that form the semi-empirical models generated in this study emanate from the observed trends of the CLS with respect to the various parameters investigated.

9.5.1 Validation of numerical model

The pilot FE pipe model was validated by comparing the result obtained for pure bending of an unpressurized pipe model of $D/t$ ratio = 64 to the result of an experimental study by Mohareb et al. [60] and satisfactory correspondence between the FE result and the experimental result was obtained for the end reaction bending moment vs. average induced curvature response, as well as the diamond-shaped wrinkling deformation at failure (Figure 9-3).

![Figure 9-3: Comparison of FEA result with experimental result](UGA508) by Ref. [60]
9.5.2 Evolution of stress in pipes

The evolution of the resultant stress along the length of pipe segments due to applied loads and induced deformation is portrayed in the following figures using contour plots of the von Mises stress. The contour plots are captured at various points along the path of the load-displacement (or moment-curvature) curve which coincide with three of the strategic stages of the load-deformation response, i.e., pre-buckling, limit load, and post-buckling. Figure 9-4(a) and Figure 9-5(a) represent the axial load-displacement plots of YPT pipes and RHT pipes, respectively, under uniform axial compression. Figure 9-6(a) and Figure 9-7(a) represent the moment-curvature plots of YPT pipes and RHT pipes, respectively, under uniform bending. The longitudinal distribution of the von Mises stress at the extreme of the compression side of the pipe’s cross-section which is aligned with the bending plane is plotted in Figure 9-4(b) and Figure 9-5(b) for YPT pipes and RHT pipes, respectively, under uniform axial compression. The longitudinal stress distribution is plotted in Figure 9-6(b) and Figure 9-7(b) for YPT pipes and RHT pipes, respectively, under uniform bending. Contour plots of the von Mises stress at specified stages of the load-deformation response are respectively presented in Figure 9-4(c) and Figure 9-5(c) for YPT pipes and RHT pipes under uniform axial compression while the contour plots for YPT pipes and RHT pipes under uniform bending are presented in Figure 9-6(c) and Figure 9-7(c) respectively. The results presented in Figure 9-4 – Figure 9-7 are for DT4 pipes with $f_p = 0.4$; where the YPL = 1.0% for the YPT pipes and the PLUS ratio = 0.691 for the RHT pipes. The von Mises contour plots are longitudinally aligned with the longitudinal stress distribution plots such that the left end is the load end and the right end is the mid-length cross-section of the pipe.
Figure 9-4: Axial load-displacement response and stress evolution in YPT DT4 pipes under uniform axial compression (YPL = 1.0\%, f_p = 0.4)
Figure 9-5: Axial load-displacement response and stress evolution in RHT DT4 pipes under uniform axial compression ($PL/US = 0.691, f_p = 0.4$)

Figure 9-6: Moment-curvature response and stress evolution in YPT DT4 pipes under uniform bending ($YPL = 1.0\%, f_p = 0.4$)
Figure 9-7: Moment-curvature response and stress evolution in RHT DT4 pipes under uniform bending (PL/US = 0.691, $f_p = 0.4$)

The plots presented in Figure 9-4 – Figure 9-7 indicate that the von Mises stress is constant over the entire length at the compression zone of the pipe from the beginning of load application until buckling occurs (i.e., in the pre-buckling stage). Buckling is associated with the formation of a longitudinal wrinkle and may either precede the limit load, as in Figure 9-5(a), Figure 9-6(a), and Figure 9-7(a), or coincide with the limit load, as in Figure 9-4(a). The limit load is typically reached when the von Mises stress in the extreme compression fibers of the pipe reaches the yield stress of the pipe material, after which localization of strains and resultant stresses commences at the mid-length region of the pipe and the remaining portions of the pipe experience stress relief. Attainment of the limit load is essentially followed by load collapse and softening of the load-deformation response. The above plots indicate that, beyond the limit load, the von Mises stresses in the compression zone evolve such that the stress at the mid-length
cross-section advances towards the UPS while the stress in the remaining portions of the pipe continues to decrease.

9.5.3 Results of parametric analysis

The influence of the $D/t$ ratio, internal pressure, and material strain-hardening (represented by the YPL for YPT pipes, and PLUS ratio for RHT pipes) on the CLS of X80 pipes is outlined herein for the three different loading conditions considered. The PLUS ratios, defined as the ratios of respective values of the proportionality limit stress (as indicated by the stress-strain curve labels in Figure 9-1) to the specified value of the ultimate proof stress (703 MPa), are obtained as: $PL_{486} = 0.691$, $PL_{446} = 0.634$, $PL_{406} = 0.577$, $PL_{366} = 0.520$. The ratio of applied internal pressure to the circumferential yield pressure is herein referred to as the ‘pressure factor’, $f_p$, and various levels of internal pressurization are assigned numeric designations (0.0, 0.2, 0.4, 0.6, and 0.8) according to respective percentages (0%, 20%, 40%, 60%, and 80%) of the yield pressure. For combined axial compression + bending, the ratio of the applied stress to the limit stress of the pipe (obtained under uniform axial compression conditions) is herein referred to as the ‘compression factor’, $f_c$, and various levels of axial compression are assigned numeric designations (0.2, 0.4, 0.6, and 0.8) according to respective percentages (20%, 40%, 60%, and 80%) of the limit stress.

9.5.3.1 Influence of $D/t$ ratio

The plots in Figure 9-8 and Figure 9-9 illustrate the relationship between the CLS and the $D/t$ ratio of YPT and RHT pipes respectively. The plots in Figure 9-8 are obtained for YPT pipes with YPL = 1.50% while the plots in Figure 9-9 are obtained for RHT pipes with PLUS ratio = 0.634. The plots for combined axial compression + bending in Figure 9-8(c) and Figure 9-9(c) are both obtained for pipes subjected to compression factor, $f_c = 0.6$. The CLS trends are presented for all five levels of internal pressure considered.
The most obvious aspect of the plots above is the nonlinear negative correlation between the CLS and the D/t ratio. The plots indicate the tendency for the CLS to reduce as the D/t ratio increases and even more evident is this phenomenon in YPT pipes, especially at high levels of internal pressure. It is also reasonable to deduce that the influence of internal pressure on the CLS vs. D/t ratio trends is minimal in RHT pipes compared to YPT pipes as the change in the slope of the CLS vs. D/t ratio trends for RHT pipes is observed to be generally much lower than for YPT pipes. The relationship between the CLS of YPT pipes and the D/t ratio becomes nearly linear at internal pressure = 80%. For intermediate D/t ratios (DT2 and DT3) and high D/t ratios (DT4), RHT pipes are observed to have a higher deformational capacity than YPT pipes at internal pressure ≤ 60% YS. However, at high internal pressure (f_p = 0.8) and/or low D/t ratio (DT1), the deformational performance of YPT pipes tends to supersede that of RHT pipes. The CLS of pipes under uniform bending is generally observed to surpass the CLS under uniform axial compression while the CLS under combined axial compression and bending is somewhat bounded by the uniform axial and uniform bending CLS values.
9.5.3.2 Influence of internal pressure

The relationship between the CLS and internal pressure for YPT and RHT pipes is illustrated by the plots of CLS vs. $f_p$ in Figure 9-10 and Figure 9-11 respectively. The plots in Figure 9-10 are obtained for YPT pipes with YPL = 1.25% while the plots in Figure 9-11 are obtained for RHT pipes with PLUS ratio = 0.691. Similar to the plots in Figure 9-8 and Figure 9-9, the plots for combined axial compression + bending in Figure 9-10(c) and Figure 9-11(c) are both obtained for pipes subjected to compression factor, $f_c = 0.6$. The CLS trends are presented for all four $D/t$ ratios considered.

Figure 9-10: Plots of CLS vs. $f_p$ of YPT pipes with YPL = 1.25% for (a) uniform axial compression, (b) uniform bending, and (c) combined loading ($f_c = 0.6$)

Figure 9-11: Plots of CLS vs. $f_p$ of RHT pipes with PL/US = 0.691 for (a) uniform axial compression, (b) uniform bending, and (c) combined loading ($f_c = 0.6$)

Unlike the relationship between the CLS and the $D/t$ ratio, the correlation between the CLS and internal pressure is characteristically positive and is more evident in YPT pipes. In conformance with the deductions from the CLS vs. $D/t$ ratio plots in Figure 9-9, variation of the internal pressure is observed to have a negligible influence on the CLS of RHT pipes for all $D/t$ ratios. On the other hand, the influence of internal pressure on the CLS of YPT pipes is only minimal at intermediate $D/t$ ratios (DT2 and DT3) and high $D/t$ ratios (DT4) for internal pressures $\leq 60\%$
YS. The most significant influence of internal pressure is observed in YPT pipes of low $D/t$ ratios (DT1).

### 9.5.3.3 Influence of strain-hardening properties

The strain-hardening properties relate to the YPL of the stress-strain curve for YPT pipes, and the PLUS ratio for RHT pipes. The influence of variations in $D/t$ ratio on the relationship between the CLS and the strain-hardening properties is considered to be significant and is therefore included in the CLS-trend illustrations in Figure 9-12 - Figure 9-15. The plots in Figure 9-12 and Figure 9-13 are both obtained for YPT pipes with $D/t$ ratio = 41.15 and 82.16 respectively. The plots in Figure 9-14 and Figure 9-15 are both obtained for RHT pipes with $D/t$ ratio = 41.15 and 82.16 respectively. The plots for combined axial compression + bending in Figure 9-12(c), Figure 9-13(c), Figure 9-14(c), and Figure 9-15(c) are all obtained for pipes subjected to compression factor, $f_c = 0.2$.

Figure 9-12: Plots of CLS vs. YPL of YPT DT1 pipes for (a) uniform axial compression, (b) uniform bending, and (c) combined loading ($f_c = 0.2$)

Figure 9-13: Plots of CLS vs. YPL of YPT DT3 pipes for (a) uniform axial compression, (b) uniform bending, and (c) combined loading ($f_c = 0.2$)
Figure 9-14: Plots of CLS vs. PLUS ratio of RHT DT1 pipes for (a) uniform axial compression, (b) uniform bending, and (c) combined loading ($f_c = 0.2$)

Figure 9-15: Plots of CLS vs. PLUS ratio of RHT DT3 pipes for (a) uniform axial compression, (b) uniform bending, and (c) combined loading ($f_c = 0.2$)

The plots above indicate that the influence of the strain-hardening properties of the pipe material is more prevalent in pipes with low $D/t$ ratios (DT1) for YPT pipes; as the $D/t$ ratio of the pipe increases, the influence of the YPL on the CLS diminishes. For YPT pipes of low $D/t$ ratio (DT1), a positive relationship is observed between the YPL and the CLS at high internal pressure ($f_p = 0.8$). The YPL indicates a progressively negative correlation with the CLS as the internal pressure drops below 60% YS. On the other hand, a negative correlation between the PLUS ratio and the CLS is more apparent at higher $D/t$ ratios and the influence tends to diminish as the $D/t$ ratio decreases. As is the case for YPT pipes with low $D/t$ ratio (DT1), a positive (but relatively less significant) relationship between the PLUS ratio and the CLS of RHT pipes with low $D/t$ ratio (DT1) is also observed at high internal pressure ($f_p = 0.8$).

9.5.3.4 Influence of compressive net-section axial force for combined loading

The effect of a compressive net-section axial force on the CLS of pipes subjected to monotonically-increasing curvature is depicted in Figure 9-16 and Figure 9-17. The relationship between the CLS and the compression factor, $f_c$, is represented by the plots in
Figure 9-16 for YPT pipes with $D/t$ ratio = 64.08 and YPL = 1.25%. Figure 9-17 comprises CLS vs. $f_c$ plots for RHT pipes with $D/t$ ratio = 41.15 and PLUS ratio = 0.577. Each plot corresponds to a respective level of internal pressure as indicated by the elements of the graph legends.

An inverse relationship is observed between the compression factor and the CLS for both YPT and RHT pipes. Observation of various parametric combinations of the factors investigated in this study shows a strong and general indication that the upper and lower bounds of the CLS for pipes subjected to combined axial compression + bending is coincident with the CLS under uniform bending and the CLS under uniform axial compression respectively. The observed upper and lower bound phenomenon is portrayed accordingly on the horizontal axes of the plots in Figure 9-16 and Figure 9-17 such that a $f_c = 0$ represents uniform bending and $f_c = 1$ represents uniform axial compression. It can therefore be inferred that, for all combinations of investigated parameters, the CLS of both YPT and RHT pipes reduces progressively and somewhat nonlinearly from a state of uniform bending to a state of uniform axial compression as the compressive net-section axial force is increased from 0% to 100% of the limit axial stress.
9.6 Derivation of Semi-Empirical Models

9.6.1 CLS derivation

The CLS trends obtained with respect to the various considered parameters were examined to derive appropriate individual variable functions for each parameter while taking any significant inter-relationships between the constitutive factors into consideration. Taking a cue for successful development of semi-empirical models for prediction of mechanical performance in pipelines from recent numerical studies (e.g., Ref. [58], Ref. [59], Ref. [61]), a multiplicative approach was employed for development of six nonlinear mathematical expressions, each formed as a product of the individual variable functions for the respective constitutive parameters. The basic form of the nonlinear expressions for the CLS of YPT and RHT pipes under the three loading conditions investigated is:

\[ \varepsilon_{cr} = f_{cr}[\pi_1, \pi_2, \pi_3, \pi_4, \pi_5, \pi_6] = f_1.f_2.f_3.f_4.f_5.f_6 \]  \hfill (9-4)

where \( f_1, f_2, f_3, f_4, f_5 \) and \( f_6 \) represent the \( D/t \) ratio function \( (f_{dt}) \), the pressure factor function \( (f_{fp}) \), the strain-hardening function \( (f_{sh}) \), the heel factor function \( (f_{hf}) \), the knee-to-heel ratio function \( (f_{kh}) \), and the compression factor function \( (f_{fc}) \) respectively. \( \pi_1 \) represents the \( D/t \) ratio \( \left( \frac{D}{t} \right) \), \( \pi_2 \) represents the pressure factor \( \left( \frac{p}{p_{yu}} \right) \), \( \pi_3 \) represents the yield plateau length \( (YPL) \) for YPT pipes or the PLUS ratio \( \left( \frac{\sigma_{pl}}{\sigma_{us}} \right) \) for RHT pipes, \( \pi_4 \) represents the heel factor \( (h_f) \), \( \pi_5 \) represents the “knee-to-heel” ratio \( \left( \frac{k_f}{h_f} \right) \), and \( \pi_6 \) represents the compression factor \( (f_c) \).

For simplicity of presentation, the three loading conditions investigated are hereafter assigned the following alphanumeric designations: LC1 for uniform axial compression, LC2 for uniform bending, and LC3 for combined axial compression + bending.

An iterative process was thoroughly implemented for deriving the final form of the individual variable functions by targeting the highest possible value of the coefficient of multiple determination \( (R^2) \). An \( R^2 \) value greater than 0.95 was considered to be a satisfactory goodness-
of-fit between the FEA-derived CLS values and the predictions of the derived nonlinear expressions.

The individual variable functions for YPT pipes are outlined thus:

\[ f_1 = f_{dt} = a_1.(\pi_1)^{b_1} \]
\[ f_2 = f_{fp} = \left[ a_2 + (b_2 + c_2\pi_1).\exp(\pi_2)^{(d_2+e_2\pi_4)} \right] \quad (LC1 \& LC3) \]
\[ a_2\pi_4 + (b_2 + c_2\pi_1).\exp(\pi_2)^{(d_2+e_2\pi_4)} \quad (LC2 \text{ only}) \]
\[ f_3 = f_{sh} = a_3\pi_4 + (b_3\pi_2 + c_3\pi_1).\pi_3^{d_3} \quad (LC3 \text{ only}) \]
\[ f_4 = f_{hf} = \left[ a_4 + (b_4\pi_1 + c_4\pi_2).\pi_4^{d_4} \right] \quad (LC1 \& LC2) \]
\[ a_4 + (b_4\pi_1).\pi_4^{c_4} \quad (LC3 \text{ only}) \]
\[ f_5 = f_{kh} = a_5 + (b_5\pi_3).\pi_5^{c_5} \]
\[ f_6 = f_{fc} = a_6 + (b_6\pi_2 + c_6\pi_1).\pi_6^{d_6} \quad (LC3 \text{ only}) \]

The individual variable functions for RHT pipes are given by:

\[ f_1 = f_{dt} = a_1.(\pi_1)^{b_1} \]
\[ f_2 = f_{fp} = (a_2 + b_2.\pi_2).\left[ c_2 + (d_2 + e_2\pi_1).\exp(\pi_2)^{(f_2)} \right] \]
\[ f_3 = f_{sh} = a_3 + (b_3\pi_2 + c_3).\pi_3^{d_3} \]
\[ f_4 = f_{hf} = a_4 + (b_4\pi_1).\pi_4^{c_4} \quad (9-6) \]
\[ f_5 = f_{kh} = a_5 + (b_5\pi_5)^{c_5} \]
\[ f_6 = f_{fc} = a_6 + (b_6\pi_1).\pi_6^{c_6} \quad (LC3 \text{ only}) \]

The nonlinear regression coefficients and coefficients of multiple determination (R^2), obtained by advanced nonlinear regression analysis using the “NonlinearModelFit” command in the powerful computational package (Wolfram Mathematica [57]), are presented in Table 9-2.
Table 9-2: Nonlinear regression coefficients

<table>
<thead>
<tr>
<th>Reg. Coeff.</th>
<th>YPT</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LC1</td>
<td>LC2</td>
<td>LC3</td>
<td>LC1</td>
<td>LC2</td>
<td>LC3</td>
<td>LC1</td>
<td>LC2</td>
<td>LC3</td>
<td>LC1</td>
<td>LC2</td>
<td>LC3</td>
<td>LC1</td>
<td>LC2</td>
<td>LC3</td>
<td>LC1</td>
<td>LC2</td>
<td>LC3</td>
<td>LC1</td>
<td>LC2</td>
<td>LC3</td>
</tr>
<tr>
<td>a₁</td>
<td>0.07582</td>
<td>0.003171</td>
<td>0.7302</td>
<td>1.586</td>
<td>1.231</td>
<td>0.1829</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b₁</td>
<td>-2.192</td>
<td>-2.386</td>
<td>-4.256</td>
<td>-0.5804</td>
<td>-1.112</td>
<td>-0.6736</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a₂</td>
<td>0.06014</td>
<td>18.57</td>
<td>-386.2</td>
<td>2.919</td>
<td>0.4872</td>
<td>0.947</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b₂</td>
<td>0.005009</td>
<td>0.000358</td>
<td>-7.111</td>
<td>0.7857</td>
<td>-0.1282</td>
<td>-0.2245</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c₂</td>
<td>-0.00003623</td>
<td>8.397 × 10⁻⁶</td>
<td>0.02827</td>
<td>-218.1</td>
<td>-48.49</td>
<td>170.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d₂</td>
<td>8.186</td>
<td>11.66</td>
<td>7.735</td>
<td>-34.63</td>
<td>-16.93</td>
<td>6.393</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e₂</td>
<td>0.6897</td>
<td>3.537</td>
<td>-2.354</td>
<td>0.1272</td>
<td>-0.2596</td>
<td>-0.02223</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f₂</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.565</td>
<td>1.335</td>
<td>2.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a₃</td>
<td>-</td>
<td>-</td>
<td>72.59</td>
<td>-1.513</td>
<td>0.500779</td>
<td>7.783</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b₃</td>
<td>-</td>
<td>-</td>
<td>182.2</td>
<td>-1.234</td>
<td>6.915 × 10⁻⁵</td>
<td>14.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c₃</td>
<td>-</td>
<td>-</td>
<td>1.116</td>
<td>3.225</td>
<td>-0.501086</td>
<td>1.263</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d₃</td>
<td>-</td>
<td>-</td>
<td>3.632</td>
<td>0.2451</td>
<td>0.000284</td>
<td>4.778</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a₄</td>
<td>86.44</td>
<td>15.09</td>
<td>-30.34</td>
<td>-2.608</td>
<td>-1.272</td>
<td>3.37183</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b₄</td>
<td>0.5966</td>
<td>0.004361</td>
<td>-1.788</td>
<td>1.392</td>
<td>2.396</td>
<td>-3.37182</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c₄</td>
<td>-136.5</td>
<td>1.019</td>
<td>1.665</td>
<td>-0.1513</td>
<td>2.458</td>
<td>-1.127 × 10⁻⁶</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d₄</td>
<td>0.07415</td>
<td>-3.204</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a₅</td>
<td>40.73</td>
<td>271.9</td>
<td>2.464 × 10⁻⁵</td>
<td>-1.40902</td>
<td>-0.2618</td>
<td>-5.336</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b₅</td>
<td>-0.0003071</td>
<td>-1.189</td>
<td>1.216</td>
<td>1.40905</td>
<td>0.4994</td>
<td>4.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c₅</td>
<td>1.274</td>
<td>0.6593</td>
<td>-1.615</td>
<td>4.185 × 10⁻⁶</td>
<td>0.9315</td>
<td>-0.1044</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a₆</td>
<td>-</td>
<td>-</td>
<td>30.23</td>
<td>-</td>
<td>-</td>
<td>-18.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b₆</td>
<td>-</td>
<td>-</td>
<td>-200.4</td>
<td>-</td>
<td>-</td>
<td>0.03894</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c₆</td>
<td>-</td>
<td>-</td>
<td>3.893</td>
<td>-</td>
<td>-</td>
<td>2.456</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d₆</td>
<td>-</td>
<td>-</td>
<td>-0.199</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The applicable ranges for the constitutive factors of the developed semi-empirical models are determined by the range of the parameters used in the FE analyses, given in Table 9-3 as follows:
Table 9-3: Applicable range for dimensionless parameters

<table>
<thead>
<tr>
<th>Par.</th>
<th>YPT</th>
<th>RHT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≥</td>
<td>≤</td>
</tr>
<tr>
<td>π₁</td>
<td>41</td>
<td>105</td>
</tr>
<tr>
<td>π₂</td>
<td>0.0</td>
<td>0.8</td>
</tr>
<tr>
<td>π₃</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>π₄</td>
<td>0.250</td>
<td>0.519</td>
</tr>
<tr>
<td>π₅</td>
<td>161</td>
<td>1497</td>
</tr>
<tr>
<td>π₆</td>
<td>&gt; 0.0</td>
<td>&lt; 1.0</td>
</tr>
</tbody>
</table>

9.6.2 Limit stress derivation

The nonlinear regression procedures employed for deriving the above semi-empirical equations for the CLS were extended to obtain two nonlinear expressions for the limit stress; for YPT pipes and RHT pipes. The values of the limit stress were obtained based on the values of the peak load on the axial load vs. axial deformation plots for pipes subjected to uniform axial compression. The following regression equations are required for determining the appropriate fractions of the limit stress that feed into the semi-empirical equations for evaluating the CLS of pipes subjected to combined axial compression + bending:

For YPT pipes,

\[
s_{lim,YP} = 6.163 (\sigma_{ys}) \times [(8.496 - 7.192 \cdot \pi_2) \times (\pi_1^{-0.3075})] \\
\times [(-8.36548) + 8.36562 \times (Exp(\pi_2)^{5.598 \times 10^{-6}})] \\
\times [(1.523 \cdot \pi_1) + 350.3 \times (\pi_3^{-0.03885})] \\
\times [(\pi_6) + 350.3 \times (\pi_5^{-0.03885})] \\
\times [(\pi_6) + 350.3 \times (\pi_5^{-0.03885})]
\]

(9-1)

For RHT pipes,

\[
s_{lim,RH} = 5.451 (\sigma_{ys}) \times [(7.321 - 6.485 \cdot \pi_2) \times (\pi_1^{-0.107})] \\
\times [(8.416) + 6.906 \times (Exp(\pi_2)^{0.8432})] \\
\times [(5.232) + 7.782 \times (\pi_4^{-0.4513})] \\
\times [(-5.67028) + 5.67057 \times (\pi_5^{-2.72 \times 10^{-6}})]
\]

(9-8)
9.7 Goodness-of-fit

In addition to highlighting the coefficients of multiple determination which indicate the level of correspondence between the predictions of the developed semi-empirical equations and the FEA results, the plots in Figure 9-18 and Figure 9-19 are presented to provide graphical illustrations of the accuracy of the developed models. The model-predicted CLS values were plotted against the FEA-derived CLS values in Figure 9-18 and Figure 9-19, respectively, for YPT pipes and RHT pipes subjected to (a) uniform axial compression, (b) uniform bending, and (c) combined axial compression + bending.

![Figure 9-18: Model prediction vs. FEA results for YPT pipes for (a) LC1, (b) LC2, and (c) LC3](image)

![Figure 9-19: Model prediction vs. FEA results for RHT pipes for (a) LC1, (b) LC2, and (c) LC3](image)

9.8 Discussion of Results

The results obtained for YPT and RHT pipes indicate that the CLS varies inversely with the $D/t$ ratio for all combinations of parameters. For the CLS of RHT pipes, however, the effect of varying the $D/t$ ratio is observed to be mild for all cases considered. The CLS trends for RHT pipes feature an average of a 30% drop in the CLS between DT1 and DT2 whereas the drop in CLS from DT2 to DT3 and from DT3 to DT4 is approximately 10%. The CLS trend observed
for RHT pipes also seems to apply to the three loading conditions considered. The CLS trend of YPT pipes, on the other hand, is observed to be less apparent as the influence of the $D/t$ ratio is observed to vary with respect to the level of internal pressure as well as with respect to the loading condition. For YPT pipes under uniform axial compression, there is generally a sudden drop ranging from approximately 50% to approximately 90%, depending on the pressure level, between DT1 and DT2. However, there is virtually no effect of $D/t$ ratio variation from DT2 to DT4 for pressure levels between 0% and 60% YS. Under bending and combined loading, the effect of $D/t$ ratio variation becomes more apparent between DT2 and DT4 for pressure levels between 0% and 60% YS. The results, however, seem to generally portray an almost-linear drop of approximately 75% in the CLS of YPT pipes subjected to a high level of internal pressure ($f_p = 0.8$) for all three loading conditions. The observed deformation behavior, with respect to the $D/t$ ratio, may be attributed to the somewhat dichotomous phenomenon associated with the buckling response of cylindrical shell structures as the initiation of buckling transitions from the elastic region of the material stress-strain curve (elastic buckling) to the nonlinear region of the material stress-strain curve (inelastic/plastic buckling). RHT pipes exhibit continuous strain-hardening, and invariably a gradual reduction in the tangential modulus of the stress-strain curve, beyond the proportionality limit point and therefore do not experience significant changes in deformational capacity due to the delay of buckling initiation. The effect of $D/t$ variation on the CLS of RHT pipes can therefore be deduced to be predominantly influenced by the increase in axial or bending rigidity of the pipe due to decrease in slenderness of the pipe wall and vice versa. YPT pipes, on the other hand, feature a sudden zeroing of the slope of the stress-strain curve at the proportionality limit and subsequent strain-hardening that commences toward the end of a significantly-extended yield plateau. The existence of a distinct yield point in the stress-strain curve tends to cause an automatic trigger of buckling instability in YPT pipes once the initiation of buckling extends beyond the elastic region of the pipe material. However, there exists the possibility of recovery from initial softening of the load-deformation or moment-curvature response if intrinsic properties (e.g., $D/t$ ratio) and/or loading conditions (e.g., internal pressure) provide additional stiffness that sufficiently counteracts the detrimental impact of the yield plateau on the deformational response of the pipe.
The deformational response of a pipe to uniform axial compression is characteristically different from the response to bending, even with the additional application of a compressive force. Under uniform axial compression, the entire cross-section of the pipe is susceptible to buckling, and the pipe relies on geometric, material, loading and boundary conditions for sustenance against induced deformation. Under bending, however, the pipe gains additional stiffness due to the counteractive interaction between tensile and compressive stresses in the pipe’s cross-section. This can, therefore, be considered to be responsible for the more apparent effect of $D/t$ variation on the CLS of YPT pipes subjected to uniform bending and combined bending and axial compression at pressure levels between 0% and 60% YS. The deformational response of a YPT pipe subjected to all three loading conditions at a high level of internal pressure ($f_p = 0.8$) is analogous to the deformational response of RHT pipes as an almost-linear relationship is observed between the CLS and the $D/t$ ratio. This is attributable to the tendency that a pressure level of 80% YS significantly increases the stability of the pipe’s response such that catastrophic collapse leading to failure of the pipe inevitably takes advantage of the strain-hardening portion of the stress-strain curve at the end of the yield plateau. This also implies that the influence of $D/t$ ratio variation on the CLS will be predominantly impelled by the stiffness of the pipe response associated with pipe wall slenderness factors.

The results presented for the influence of internal pressure on the CLS further substantiate the assertion that increase of the internal pressure in a pipe results in a corresponding increase in the stability of the pipe’s response to loading. Internal pressure hinders the localization of wrinkling and bulging deformation and also increases the tendency for buckling to be initiated further along the stress-strain curve. The results indicate a negligible influence of internal pressure variation on the CLS of RHT pipes at all levels of pressure. On the other hand, the CLS of YPT pipes tends to be unaffected by changes in internal pressure between 0% and 60% YS whereas at higher pressure ($f_p = 0.8$), there is a spike in the CLS depending on the $D/t$ ratio.

For YPT pipes, varying the length of the yield plateau is observed to have a higher effect on the CLS as the $D/t$ ratio of the pipe decreases. For YPT pipes with $D/t$ ratio = 41.15, the CLS is likely to be negatively affected by an increase in YPL at levels of internal pressure between 0% and 60% YS whereas the YPL positively correlates with the CLS at a high level of internal pressure ($f_p = 0.8$). Unlike YPT pipes, varying the PLUS ratio tends to have a less significant
influence on the CLS of RHT pipes as the $D/t$ ratio decreases. At DT1, however, the influence of the PLUS ratio on the CLS of RHT pipes is observed to be negligible except at a level of pressure equal to 80% YS. It can be inferred from the results for YPT pipes that improvement of the CLS for pipes with lower $D/t$ ratio and/or high internal pressure is not necessarily automatic as the length of the yield plateau exhibits a secondary, but significant, influence on the deformational capacity. Figure 9-12(b) and Figure 9-12(c) further illustrate that subjection of a pipe to bending considerably enhances the stiffness response of the pipe, even at zero-to-low levels of internal pressure. Enhanced stiffness is, therefore, accompanied by an increased tendency for buckling to be initiated in the nonlinear region of the material stress-strain curve. The higher stiffness of a pipe under bending, compared to a pipe under uniform axial compression, leads to a relatively greater positive effect of a longer YPL on the CLS of a pipe under bending, especially at internal pressures as high as 80% YS. However, additional benefits of a longer yield plateau tend to diminish once the YPL exceeds 1.75%. For levels of internal pressure between 0% and 60% YS, increasing the length of the yield plateau results in a reduced ability of the pipe to recover from initial softening of the mechanical response before reaching the actual peak stress or moment. A decrease in the PLUS ratio for RHT pipes implies a lower proportionality limit point and, invariably, superior strain-hardening and vice versa. At higher $D/t$ ratios, initiation of buckling tends to occur before the yield point of the material is reached implying that materials with a lower proportionality limit have a softer inelastic response which translates to higher deformability. As the $D/t$ ratios become lower, initiation of buckling shift towards the yield point of the material where the stress-strain curves of materials with different PLUS ratios converge hence, the effect of PLUS ratio variation becomes negligible. However, beyond the yield point, the stress-strain curve of higher-PLUS ratio materials exhibits a softer response; hence, if the initiation of buckling is delayed beyond the yield point of the material (as is likely the case when internal pressure is as high as 80% YS) a higher PLUS ratio (i.e., inferior strain hardening) may have a positive effect on the deformational capacity of an RHT pipe, and vice versa.
9.9 Conclusions

A comparison is made herein between three different loading conditions, uniform axial compression, uniform bending, and combined axial compression and bending, for the relationships between the CLS and the relevant influencing parameters. The YPT steel material features a sudden drop in the slope of the stress-strain curve at the instance of the yield point whereas the transition of the stress-strain curve from the proportionality limit to the ultimate stress is gradual in RHT pipes. This distinction in the nonlinear strain-hardening of YPT and RHT pipes has been observed in previous studies [62-66] to significantly impact on the deformational capacity of pipes but marginally affect the limit stress and limit moment. An extensive parametric study was therefore conducted to derive the functional relationships between nondimensionalized parameters representing the relevant factors and the deformational performance of pipes made of API X80 grade line pipe steel while considering the material behavior under two classifications, according to the strain-hardening peculiarities that commonly exist.

Characterization of the material stress-strain relationship is imperative for proper evaluation of the CLS of pipes subjected to various loading conditions and particularly, the three loading conditions investigated in this study. A simple and robust mathematical expression for approximating the material stress-strain behavior over the full range of strains was employed. The material model features two constitutive model constants which fully describe the shape of the nonlinear portion of the stress-strain curve of the material - the shape constants were therefore included as dimensionless parameters in developing semi-empirical models for predicting the CLS.

Increase in the $D/t$ ratio was generally observed to be detrimental to the CLS and vice versa whereas variation of the internal pressure had a generally positive correlation with the CLS. Variation of the material strain hardening properties was found to have a significant effect on the CLS, especially in low-$D/t$ ratio YPT pipes subjected to high internal pressures. Less dispersion was obtained for the CLS of RHT pipes, even at high pressures and low $D/t$ ratios and this was attributed to the characteristically gradual strain hardening of the material stress-strain curves.

Individual variable functions were developed to mathematically represent the trends of the CLS with respect to the parameters that constitute the semi-empirical models. A multiplicative
approach was then employed to combine the individual variable functions to form nonlinear mathematical expressions for respective loading conditions and material property classification. Advanced nonlinear multiple regression was performed using Wolfram Mathematica to obtain the nonlinear regression coefficients for each of the derived semi-empirical equations and effort was made to achieve the highest possible $R^2$ value for each nonlinear expression by accounting for the complex interrelationships between the different parameters. The nonlinear regression analysis yielded high $R^2$ values (> 0.95), indicating an excellent goodness-of-fit between the model prediction and the FEA-derived results of the CLS.

The semi-empirical models developed in this paper are considered as handy tools for evaluating the deformational capacity of both unpressurized and pressurized API X80 line pipes subjected to various loading conditions. The results clearly demonstrate that the CLS values for pipes subjected to combined axial compression and bending typically exist in a spectrum between the CLS obtained for uniform bending and that obtained for uniform axial compression. It is, however, the prerogative of the designer to determine the level of axial compression to consider, especially in the case of displacement-controlled loading conditions where the axial stress is not readily derivable. For cases such as this, it may be necessary to conservatively adopt the models for uniform axial compression as a lower bound measure of the CLS.

9.10 References


10. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS
10.1 Summary

This research was conceptualized, designed and implemented to thoroughly and extensively investigate the effects of base metal stress-strain properties on the deformational response of onshore steel pipelines subjected to various loading combinations, with an overall objective to develop a set of constitutive design equations for predicting the deformational capacity. The equations presented in this study are intended to overcome the material-related limitations that exist in currently-available prediction models for the critical limit strain (CLS) of pipelines hence, a significant portion of the parametric composition of the constitutive equations is devoted to material characterization quantities.

The fundamental challenge in developing such constitutive CLS prediction models is the requirement of a suitable analytical model, devoid of prohibitive complexity, that is capable of effectively and accurately approximating the stress-strain behavior of the pipe material. A detailed review of literature reveals that while virtually all the existing CLS prediction models explicitly incorporate material-related parameters such as the elastic modulus and the yield stress in the constitutive equation, only a few models extend consideration of material influence to reflect the strain-hardening property, which naturally extends beyond the yield stress and/or the elastic limit of the stress-strain curve. It has, however, been established that the geometric attributes of onshore pipelines classify them into the group of cylindrical shell structures that are susceptible to inelastic buckling ramifications, the implication being that adequate consideration of the inelastic properties of the pipe material is imperative for appropriate estimation of the deformational capacity of pipe segments subjected to various loading conditions. The few attempts by researchers to incorporate the strain-hardening properties of the pipe material into the constitutive relationship for CLS estimation has either relied on a rather simplistic derivation of the ratio of the yield stress to the ultimate tensile stress (Y/T ratio) or a more representative measure of the nonlinearity of the stress-strain curve known as the Ramberg-Osgood strain-hardening exponent, “n”. Unfortunately, the above strain-hardening parameterization approaches are fraught with drawbacks that negatively impact on the validity and appropriateness of existing CLS prediction models: on one hand, the Y/T ratio is hardly representative of the strain-hardening behavior as it is simply based on the upper and lower bounds of the nonlinear portion of the stress-strain curve and does not account for the shape (or ‘flow’) of the deformational
response while on the other hand, the applicability of the Ramberg-Osgood stress-strain model has been observed by several researchers to be severely hampered by significant loss in accuracy of approximation beyond a limited strain range. A number of researchers have developed various modified versions of the Ramberg-Osgood stress-strain model but the accuracy of modified models tends to be achieved at a considerable cost to simplicity of expression and/or moderateness of constitutive parameters. Also, the only stress-strain models that are capable of approximating the stress-strain behavior of materials with a distinct yield point and an extended yield plateau rely on a cumbersome piecewise discretization procedure characterized by a large number of model constants.

In view of the above, the preliminary endeavor for developing a new set of highly-valid and strongly material-focused CLS prediction models was to create a versatile mathematical tool for accurately parameterizing the actual shape of the nonlinear portion of the material stress-strain curve. The developed stress-strain model is characteristically unlike existing stress-strain models as it mathematically relates the true stress to the true strain by a Product-Log (Omega) function, based on only two model constants (herein referred to as the ‘heel’ constant and the ‘knee’ constant) and four material parameters (the proportionality limit stress and corresponding strain, and the ultimate limit stress and uniform elongation strain). The concept behind the formulation of the stress-strain model is the normalization of the full stress range and the full strain range of the entire nonlinear portion of the stress-strain curve such that the exact magnitudes of the values of the stress and strain at any specified reference points are preserved. The developed model is also remarkably effective for capturing a reasonable approximation of the yield plateau in the stress-strain curve.

Least-squares curve-fitting techniques were employed to validate the applicability of the developed mathematical model for characterization of the stress-strain behavior of common pipeline steels, defined according to the API 5L pipeline steels standard. Experimental data points from uniaxial tensile tests, conducted at the University of Alberta on specimens of X52, X60, X65, X80 and X100 grade pipeline steel material steel pipes, were approximated using the developed stress-strain model. The model constants obtained from the curve-fitting procedure were observed to produce an excellent representation of the stress-strain behavior of the different pipeline steels. More generic application of the developed stress-strain model for stress-strain
characterization of various metallic materials was also explored based on experimental stress-strain data obtained from cryogenic tensile tests of three different metallic materials; 300 series austenitic stainless steel (AISI 304L), 5000 (Al–Mg) series aluminum alloy (AA5083), and nickel steel alloy (Invar steel-FeNi36). Using the developed stress-strain model, excellent approximations of the nonlinear load-deformation behavior of the tested specimens were also observed over the full range of the true stress-true strain relationship.

To improve the manipulability and accuracy of representation of the developed stress-strain model, a ‘control point’ approach was presented to allow the definition of specific values of the constitutive model constants that characterize a stress-strain curve that exactly passes through predefined points in the stress-strain curve. Four ‘stress-control points’ and four corresponding ‘strain-control points’ were defined and a simple procedure for deriving the two model constants was outlined. An extension of the ‘control point’ technique was also presented to control the yield plateau length of the stress-strain curve by iteratively manipulating the stress or strain values at the inflection point of the curve.

Adapting the developed stress-strain model for shell stability analysis was first performed by a parametric study on the effect of material stress-strain properties on the buckling and post-buckling behavior of uniformly-compressed metallic flat plates. The finite element (FE) simulation method was utilized to assign respective material, geometric, loading and boundary properties to computer-generated flat plated shell specimens. The plates were modeled as unstiffened plates with simply-supported boundary conditions on all the edges. An aspect ratio of three, and four variations of the plate thickness, was assigned to the plate models, which were assembled using S4R shell elements in ABAQUS. A total of 37 idealized stress-strain curves were developed for the parametric study using the developed stress-strain model and grouped according to three material curve shape classifications: bilinear (elastic-perfectly plastic) curves, yield-plateau type (YPT) curves, and round-house type (RHT) curves. XY plots of the average axial end-shortening vs. the applied axial stress were extracted from the ABAQUS software program and the maximum load-carrying capacity of the plate models (derived as the peak point on the axial load vs. axial deformation curves), as well as the corresponding end-shortening strain values (representative of the deformational capacity), was reported for each respective family of stress-strain curves.
A finite element (FE) numerical procedure was developed to evaluate the limit loads and corresponding limit strains of cylindrical shells under various loading combinations. Three different loading conditions were investigated including uniform axial compression (no bending), uniform bending (zero axial compression), and uniform axial compression with monotonically increasing curvature (combined axial compression and bending) of both unpressurized and pressurized pipe segments. FE pipe models were created using ABAQUS and were assembled, similar to the flat plate models, using S4R shell elements. To obtain the buckling response of the pipe models to uniform axial compression, internal pressure was initially applied to the inner surface of the pipe model followed by a displacement-controlled deformation, simulated by incrementally imposing an axial displacement onto the pipe-end cross-section. Simulating the buckling response of the pipe models to uniform bending was achieved by first applying internal pressure to the inner surface of the pipe, followed by a monotonically-increasing curvature, induced by specifying a finite rotational displacement rotation about the global x-axes at the pipe-end cross-section. The buckling response of the pipe models to combined axial compression and bending was simulated by simultaneously applying internal pressure onto the inner surface of the pipe models and applying a compressive axial force (derived as a percentage of the critical limit axial stress; herein referred to as the ‘compression factor’) onto the pipe-end cross-section, followed by inducing uniform curvature to the pipe segments by applying a displacement controlled rotation about the global x-axes at the pipe-end cross-section. The displacement-controlled loading schemes were implemented using the arc-length ‘Static Riks’ algorithm in ABAQUS, which executes an equilibrium iterative procedure combined with a linearized arc-length control technique for sufficiently evaluating the buckling and post-buckling responses of the simulation process.

To adequately capture any nonlinearities in the relationship between the CLS and respective parameters, a minimum of four variations were applied to each investigated parameter as follows: four variations of the $D/t$ ratio, five variations of the internal pressure, four variations of the material grade, four variations (for RHT curves) or five variations (for YPT curves) of the material curve shape factor, and four variations of the compression factor (applied for only combined axial compression and bending). For YPT materials, the material grade is represented by the ratio of the nominal yield stress (YS) to the elastic modulus of the material whereas for
RHT materials, the material grade is represented by the ratio of the proportionality limit stress to the ultimate proof stress (herein referred to as the ‘PLUS’ ratio). A full-factorial design-of-experiments (DOE) concept was applied to derive the parametric matrix for each loading condition. Hence, 320 simulations (for RHT pipes) plus 400 simulations (for YPT pipes) were performed for uniform axial compression, 320 simulations (for RHT pipes) plus 400 simulations (for YPT pipes) were performed for uniform bending, and 1280 simulations (for RHT pipes) plus 1600 simulations (for YPT pipes) were performed for combined axial compression and bending. Using nonlinear multiple regression techniques, two constitutive CLS prediction equations were developed for each loading condition according to the material curve type specifications. An excellent goodness-of-fit between the model-predicted values and the FE-derived values, indicated by a high value (i.e., > 0.95) of the coefficient of multiple determination ($R^2$) was obtained for all the developed constitutive equations. A simple statistical procedure was also presented to apply a desired level of conservativeness to the CLS prediction models.

10.2 Conclusions

The following are the main conclusions reached as a result of the extensive parametric numerical analyses conducted in this study on the effect of material stress-strain properties on the inelastic stability response of cylindrical shell structures.

1. The novel stress-strain model developed in this project has advanced capabilities to mathematically characterize any continuously-hardening (i.e., no strain-softening) stress-strain curve, such as is typical for metallic materials; including stress-strain curves of materials with a well-defined yield plateau.

2. The developed stress-strain model is able to mathematically represent the entire stress-strain curve using only two model constants namely: the ‘heel’ constant and the ‘knee’ constant. The ‘heel’ constant tends to control the concavity whereas the ‘knee’ constant tends to control the convexity of the stress-strain curve.

3. The mathematical form of the developed model engenders an inherent double curvature in the stress-strain approximation, even for RHT curves, as a fully convex curve can only be achieved if the heel constant has a value of zero. It is, therefore, necessary for control measures to be put in place to limit the inevitably-existent yield plateau in RHT curves to
infinitesimal proportions of the strain range. The double-curvature feature of the developed stress-strain model allows a desirable length of the yield plateau to be specified by performing an iterative procedure to determine the value of stress that corresponds to a specified value of strain at the inflection point of the curve.

4. In general, the ultimate strength and deformational capacity of simply-supported flat plates under uniform compression both have a negative nonlinear relationship with the slenderness ratio. However, under uniform compression, the existence of a yield plateau in the stress-strain relationship makes the load-deformation response of simply-supported plates unsusceptible to changes in the overall shape of the stress-strain curve. Contrastingly, the load-carrying capacity and deformational capacity of plates made of an RHT material are highly sensitive to slight variations in the overall shape of the material stress-strain curve.

5. Overlooking the effect of material property variation in the approximation of the ultimate strength of simply-supported flat plates subjected to uniform compression, and using a single curve such as the Winter curve, may lead to inaccurate results. Comparative evaluation of FE-derived results for the ultimate compressive strength with the Winter curve indicates a high likelihood of overestimating the ultimate strength of thick plates by the Winter curve and possible underestimation for thinner plates.

6. The effect of initial geometric imperfections on the CLS of pipe segments is not explicitly considered in this research. There is the tendency for geometric imperfections to have a more profound effect on the CLS of pipes under bending, compared to pipes under uniform axial compression. However, such presumption is strongly contingent on the coincidence of imperfections with the bending plane, as well as the compression side, of the pipe segment. On the other hand, circumferential variation in the nominal thickness of the pipe wall has a relatively more significant effect on the CLS compared to the commonly-existing corrugated modes of initial geometric imperfection. There is, however, very limited data on measured pipe wall thickness variation, which makes it difficult for adaptation to CLS prediction models.

7. At the later stages of collapse, the mode of deformation in a pipe segment is characterized by formation of a diamond-shaped wrinkle that is longitudinally nonsymmetric at the
localized buckle location, especially under zero or low internal pressure conditions. The use of a half-length pipe model, however, imposes no errors to the evaluation of the CLS as the half-length pipe model and full-length pipe model follow the same trajectory of the moment-curvature response up to and slightly beyond the limit point. In the early stages of local buckling deformation, both models exhibit an outward-bulge mode of deformation which is longitudinally symmetric, and divergence in the moment-curvature response only commences beyond the limit point, when the wrinkle deformation of the full-length model transforms into a nonsymmetric mode.

8. The relationship between the pipe’s $D/t$ ratio and the CLS is generally negative and nonlinear for all loading conditions investigated. The nonlinearity of the CLS vs. $D/t$ ratio relationship tends to increase due to a rise in the internal pressure. This trend is slightly different in YPT pipes subjected to a high level of internal pressure whereby the CLS vs. $D/t$ ratio relationship features an almost-linear, but still negative, trend. The nonlinearity of the CLS vs. $D/t$ ratio trends is more prominent in YPT pipes, compared to RHT pipes, especially at lower $D/t$ ratios.

9. The relationship between the CLS and the internal pressure generally exhibits a positive nonlinear trend for all three investigated loading conditions. Similar to the CLS vs. $D/t$ ratio relationship, nonlinearity of the CLS vs. internal pressure relationship is more prominent in YPT pipes, compared to RHT pipes.

10. A positive linear relationship tends to generally exist between the CLS of YPT pipes and the yield stress of the material. However, as the $D/t$ ratio reduces, and the internal pressure increases, the slope of the linear trendline between the CLS and the yield stress reduces progressively and may become negative. On the other hand, the trend that characterizes the relationship between the PLUS ratio and the CLS of RHT pipes is generally negative and nonlinear. The CLS vs. PLUS ratio relationships for different material grades tend to be aligned along the path of a singular trendline indicating a negligible relevance of the material grade (i.e., the offset yield stress) to the CLS of RHT pipes.

11. At moderate-to-high $D/t$ ratios, the length of the yield plateau (YPL) has no significant effect on the CLS of YPT pipes. However, at a low $D/t$ ratio, the relationship between the
CLS of YPT pipes and the YPL ranges from a negative almost-linear trend (at zero internal pressure) to a positive almost-linear trend (at high internal pressure). Contrarily, superior strain hardening tends to generally improve the deformational capacity of RHT pipes and vice versa. However, the overall effect of strain-hardening on the CLS of RHT pipes tends to diminish as the pipe’s $D/t$ ratio decreases.

12. Derivation of constitutive semi-empirical models for prediction for the CLS of pipes under various loading combinations can be effectively achieved using the combinative multiplication approach adopted in this study, even for a large number of parameters. However, reasonable accuracy is only guaranteed if the mathematical form of the individual variable functions is systematically constructed to adequately reflect the interrelationships between the constituent parameters.

10.3 Recommendations

The equations developed in this study are not exhaustive of all possible combinations of the parameters considered to be most relevant to the deformational capacity of onshore pipelines under various loading conditions. However, the equations can be applied directly for preliminary design purposes but should be used with caution, especially for parameter values that fall outside the ranges considered herein.

This study stems from an attempt to fine-tune the material characterization process for application to mechanical response modeling purposes. However, the associated risk of the fine-tuning process is the greater possibility of misrepresentation with improper application. It is therefore recommended that the material model should be used with caution in order to avoid the potential consequences of wrong prediction of the CLS of pipes when using the developed equations.

The developed CLS prediction models are highly sensitive to the shape constants and the PLUS ratio (for RHT pipes) hence, the specific procedures that have been adopted for the material characterization procedure in this research should, as much as possible, be replicated in applying the developed stress-strain model to the CLS prediction models. Two very important aspects to carefully consider are: (1) determination of the proportionality limit stress, and (2) determination of the ultimate proof stress. In accordance with the procedures implemented in this research, the
ultimate proof stress at a uniform elongation equal to a total strain of 10% should be used to obtain the shape constants for the stress-strain curves. Deriving the proportionality limit point from available tensile coupon test data can be a tricky task. The rule of thumb adopted herein is to calculate the deviation of strain values from the linear elastic path of the stress-strain curve and pick the proportionality limit stress as the experimentally-obtained stress corresponding to the experimentally-obtained strain closest to a 20% deviation from the linear elastic path of the curve, i.e., a lower or higher value of strain than the nominal 20% deviation strain value can be selected, whichever is closest.

The precision of the developed stress-strain model makes it possible for an extremely large range of values to be obtained for either of the shape constants when a least-squares curve fitting method is utilized. A typical example is the heel constant obtained for the UGA508 material stress-strain curve used for experimental validation of the FE pipe models for this research (in Section 6.6). The initial value obtained from the least-squares curve fitting was $1.266 \times 10^7$ hence it became necessary to perform a simple sensitivity analysis to determine a reasonable value of the heel constant that does not significantly compromise the accuracy of the stress-strain curve approximation. The R-squared value is plotted against various values of the heel constant to illustrate the sensitivity analysis.

![Figure 10-1: Plot of Curve-fitted R-squared value vs. heel constant](image)

The plot in Figure 10-1 indicates that a value of the heel constant close to 30 gives a reasonable approximation of the stress-strain curve without significantly compromising the goodness-of-fit.
Values of the heel constant above 40 are, however, unnecessary as they do not produce any significant improvement in the goodness-of-fit and may lead to flawed predictions of the CLS when applied to the CLS prediction models. Nevertheless, it is recommended that future studies be conducted to further optimize the applicability of the developed stress-strain model for material stress-strain characterization.

It may be necessary to extend the research conducted herein to investigate the effect of material properties of the parent metal to the buckling response of spiral-welded and longitudinally-seamed pipe segments, and ultimately derive similar constitutive equations, or simply produce knock-down factors to the current prediction models, if required.

Material anisotropy has been observed in past researches to be more prevalent in high strength steel materials and is not considered in this study. However, the effect of material anisotropy has been observed to be strongly dependent on the level of internal pressure as the buckling response of pipes under zero-to-low internal pressure tends to be governed by the longitudinal compressive stress-strain curve of the pipe material, whereas the buckling response of pipes under moderate-to-high internal pressure tends to be governed by the circumferential tensile stress-strain curve of the pipe material. Research has also shown that the effect of material anisotropy on the CLS tends to diminish at high internal pressures, therefore indicating that the longitudinal compressive stress-strain curve may be generally sufficient for predicting the deformational capacity of pipe segments under various loading combinations. It is therefore recommended that the developed material model should be used to characterize experimentally-obtained longitudinal compressive stress-strain curves and full-scale tests should be conducted to investigate and determine the appropriate stress-strain curve for better predicting the CLS.

Reports on axial tension coupon tests of various metallic materials indicate that the rate of application of displacement-controlled loading has a negligible effect on the stress-strain response. Review of past researches on the buckling behavior of buried pipelines subjected to seismic excitations also indicates that at the strain rate prevalent in earthquakes, a buried pipe buckles dynamically under an axial compressive stress or strain that is practically identical to the static buckling stress or strain. The effect of strain rate is therefore not accounted for in this research as the deformation induced by the ground displacements considered herein (e.g., slope failures) are assumed to be applied very slowly such that static application can be assumed. It is,
however, recommended for future research that the effect of dynamic application of loading on the CLS should be studied to properly ascertain its significance.

On a final note, it is recommended that the procedures implemented in this research should be extended to consider lower values of the $D/t$ ratio (i.e., < 41), more material types (e.g. aluminum and other types of steel), more material grades for pipeline steels (i.e., lower grades than X52 and higher grades than X80), and a larger spread of variations of the material curve shapes for the different material grades. For higher grade steels, material anisotropy effects can be further explored, and the developed material model can be employed for incorporation into future CLS prediction models.
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APPENDIX: MATHEMATICA CODES FOR IMPLEMENTING NEW MATERIAL STRESS-STRAIN CHARACTERIZATION PROCEDURE
YPT Model

(Young's modulus is inputted here)

\[ E_E = 210000; \]

(*The allowable deviation (in percentage) of the proportionality limit point from the linear elastic line is specified here*)

\[ \text{perc} = 20; \]

(*The following implements the linearity deviation technique*)

\[
\text{LinDev}[\text{data_}] := \\
\text{For}[i = 1, \text{And}[i \leq \text{Length}[\text{data}], \\
 \text{((data[[1, 1]] - data[[1, 2]] / E_E)/(data[[1, 2]] / E_E)) - (\text{perc}/100) \leq 0], i = i + 1; \\
\text{If}[i > \text{Length}[\text{data}], "N/A", \{\text{data}[[i, 1]], \text{data}[[i, 2]], i\}]
\]

(*The experimentally-observed true stress and true strain data are inputted here*)

\[
\text{NMData} = \{(0.000001, 1), (0.000683845735032329, 151.12800774468), \}
\{(0.012786211651489, 277.991903097307), (0.0139138350424701, 301.677780970505), \}
\{(0.015963733678318, 350.004760147913), (0.0171934711881737, 376.549566709815), \}
\{(0.0192181369384947, 397.413099536876), (0.0214963619515995, 447.4134077525), \}
\{(0.02856137978247, 428.146545044879), (0.0302408580040041, 430.823271206064), \}
\{(0.0370532714055431, 419.026545927621), (0.043698516609097, 434.489148208372), \}
\{(0.049624394096016, 441.39365938589), (0.0574860856306168, 422.417778047161), \}
\{(0.065239622100882, 435.743111268571), (0.0714585075753904, 437.60024869059), \}
\{(0.0797104002079821, 420.500334915249), (0.0888711905166728, 440.90502547118), \}
\{(0.0959904522515132, 450.758819458258), (0.112244043203596, 450.855039560893), \}
\{(0.118839525756212, 454.020982155237), (0.126038854651928, 439.038365991147), \}
\{(0.135258592726335, 449.339903655948), (0.143154462691631, 449.69483772923), \}
\{(0.150538544929348, 444.911300260419), (0.159331637173941, 447.54278220019), \}
\{(0.164482616055076, 454.497118258187), (0.168520743737888, 453.399455817776), \}
\{(0.174574879435691, 450.858961594804), (0.177600573356042, 460.223297281019), \}
\{(0.178810594647707, 450.18586349246), (0.180322915383379, 435.335089680526), \}
\{(0.183850774585687, 452.811854742244), (0.187075157082903, 450.711563424419), \}
\{(0.239025513090791, 472.090991236808), (0.29319974526301, 474.006795286038), \}
\{(0.346288870578243, 502.614169489397), (0.400083912823866, 506.308704695383), \}
\{(0.4552586102552, 514.383971550511), (0.5059740376116739, 523.825593243647), \}
\{(0.56353804098976, 529.98041016429), (0.619365301134391, 530.601822913627), \}
\{(0.675745343557101, 546.06983401041), (0.731332269217274, 548.436016700827), \}
\{(0.786611919563617, 552.839068557977), (0.84234254972417, 562.09609982075), \}
\{(0.898045819429076, 563.857701572909), (0.956164257194953, 549.468908905424), \}
\{(1.0140965910448, 575.667985547079), (1.07125195636788, 579.31822596681), \}
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(The following outputs the PL stress and PL strain*)
prop = LinDev[ NMdata ];

(The following value slightly scales up the PL stress and PL strain to indeterminacy issues*)
scale = 1.001;

(The following truncates the linear elastic portion of the original stress and strain data*)
n = Length[ NMdata ] - prop[[3]]; PLdata = Table[0, {i, 1, n}]; Do[PLdata[[1]] = NMdata[[1 + prop[[3]]]], {i, 1, n}]; PLdata;
PLdata = Prepend[ PLdata, scale * { prop[[1]], prop[[2]] } ];

(The following defines reference point inputs for the stress-strain model equation*)
epsprop = prop[[1]] (*PL strain*)
sigprop = prop[[2]] (*PL stress*)
epsmax = NMdata[[ Length[ NMdata ], 1 ]] (*Ult. strain*)
sigmax = NMdata[[ Length[ NMdata ], 2 ]] (*Ult. stress*)
epsrang = epsmax - epsprop; (*strain range*)
sigrang = sigmax - sigprop; (*stress range*)

(The following executes the curve-fitting command and derives the model constants; kr & hr, as well as goodness-of-fit parameters*)
NMmod = sigprop + sigrang * ((eps - epsprop) / epsrang) ^ (kk * (((eps - epsprop) / epsrang) ^ hh));
```math
\text{NMfit = NonlinearModelFit[PLdata, NMmod, \{kk, hh\}, \{eps\},}
\text{ MaxIterations} \rightarrow 1000000000];
\text{du = Normal[NMfit];}
\text{NMfit["RSquared"]}
\text{NMfit["ParameterConfidenceIntervalTable"]}
\text{knm = kk /. NMfit["BestFitParameters"]};
\text{hnm = hh /. NMfit["BestFitParameters"]};
\text{Print["Knee factor, } k_f = \text{", 1/knm]}
\text{Print["Heel factor, } h_f = \text{", 1/hnm]}
```

(*The following creates superimposed plots of the original stress-
strain data points and the model-approximated curve*)

```math
\text{NMplot =}
\text{Piecewise[\{\{Ee \cdot \text{eps, eps < (sigprop/Ee)}\},}
\text{ (sigprop + sigrang \cdot ((\text{eps - epsprop}) / epsrang) \cdot}
\text{ (knm \cdot ((\text{eps - epsprop}) / epsrang) \cdot hnm)), \text{ eps > (sigprop/Ee)\}]}
```

(*The following performs some of the above-
detailed procedures for approximating the shape of the stress-
strain curve using the Ramberg-Osgood model*)

```math
\text{sigY = 391;}
\text{R0data = Reverse[NMdata, 2];}
\text{R0mod = (sig/Ee) + cc \cdot ((sig/sigY)^nn);}
\text{R0fit = NonlinearModelFit[R0data, R0mod, \{cc, nn\}, \{sig\},}
\text{ MaxIterations} \rightarrow 1000000000];
\text{dv = Normal[R0fit];}
\text{R0fit["RSquared"]}
\text{R0fit["ParameterConfidenceIntervalTable"]}
\text{cro = cc /. R0fit["BestFitParameters"];
\text{nro = nn /. R0fit["BestFitParameters"];
\text{Print["C-factor, } c = \text{", cro]
Print["N-factor, } n = \text{", nro]
\text{R0plot = Table[\{(sig/Ee) + cro \cdot ((sig/sigY)^nro), sig\}, \{sig, 0, sigmax, 1\}];
Plot[NMplot, \{eps, 0, epamax\}, Epilog \rightarrow \{PointSize \rightarrow Medium, Point[NMdata],
\text{ AxesLabel} \rightarrow \{"True Strain", \"True Stress\}, PlotRange \rightarrow \text{All}
\text{ListLinePlot[R0plot, Epilog \rightarrow \{PointSize \rightarrow Medium, Point[NMdata],
\text{ AxesLabel} \rightarrow \{"True Strain", \"True Stress\}, PlotRange \rightarrow \text{All}
```
**Ndubuku Model**
R-squared = 0.999751

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Standard Error</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>kk</td>
<td>0.273714</td>
<td>(0.225972, 0.321456)</td>
</tr>
<tr>
<td>hh</td>
<td>-0.432764</td>
<td>(-0.521513, -0.344016)</td>
</tr>
</tbody>
</table>

Rm factor, \( k_f = 3.65945 \)
Heel factor, \( h_f = -2.31073 \)

**Ramberg-Osgood Model**
R-squared = 0.985441

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Standard Error</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>cc</td>
<td>0.00380454</td>
<td>(0.00277257, 0.00483651)</td>
</tr>
<tr>
<td>nn</td>
<td>8.66015</td>
<td>(7.97402, 9.34628)</td>
</tr>
</tbody>
</table>

C-factor, \( c = 0.00380454 \)
N-factor, \( n = 8.66015 \)
RHT Model

\[ \text{Young's modulus is inputted here}\]

\[ E_e = 203704; \]

(*The allowable deviation (in percentage) of the proportionality limit point from the linear elastic line is specified here*)

\[ \text{perc} = 20; \]

(*The following implements the linearity deviation technique. This procedure selects the proportionality limit point at the strain value closest to (i.e., greater or less than) the specified linearity deviator value (perc). Validity of the procedure relies on the premise that all successive strains are greater than the strains at each point on the stress-strain curve*)

\[ \text{LinDev}[\text{data}] := \]

For[\(i = 1, \text{And}[i \leq \text{Length}[\text{data}] - 1,\]

\[\text{Abs}[(\text{perc}/100) - \text{Abs}[(\text{data}[[i, 1]] - \text{data}[[i, 2]]/E_e)/(\text{data}[[i, 2]]/E_e)]];\]

\[\text{Abs}[(\text{perc}/100) - \text{Abs}[(\text{data}[[i + 1, 1]] - \text{data}[[i + 1, 2]]/E_e)/(\text{data}[[i + 1, 2]]/E_e)];\], i = i + 1;]

If[\(i > \text{Length}[\text{data}] - 1, "N/A", \{\text{data}[[i, 1]], \text{data}[[i, 2]], i\}\)];

(*The experimentally-obtained true stress and true strain data are inputted here*)

\[ \text{NMdata} = \{0.000001, 0.204, 0.001, 204, 0.001998, 329, 0.002996, 374, 0.003992, 384, 0.004988, 393, 0.00995, 406, 0.019803, 418, 0.039221, 435, 0.058269, 450, 0.076961, 463, 0.182322, 520\}; \]

(*The following outputs the PL stress and PL strain*)

\[ \text{prop} = \text{LinDev}[\text{NMdata}]; \]

(*The following value slightly scales up the PL stress and PL strain to prevent indeterminacy issues*)

\[ \text{scale} = 1.001; \]

(*The following truncates the linear elastic portion of the original stress and strain data*)

\[ \text{n} = \text{Length}[\text{NMdata}] - \text{prop}[3]; \]

\[ \text{PLdata} = \text{Table}[0, \{i, 1, \text{n}\}]; \]

Do[\(\text{PLdata}[[i]] = \text{NMdata}[[i + \text{prop}[3]]],\{i, 1, \text{n}\};\]

\[ \text{PLdata}; \]

\[ \text{PLdata} = \text{Prepend}[\text{PLdata}, \text{scale} \ast \{\text{prop}[1], \text{prop}[2]\}]; \]

(*The following defines reference point inputs for the stress-strain model equation*)

\[ \text{epsprop} = \text{prop}[1]; \]

(*PL strain*)

\[ \text{sigprop} = \text{prop}[2]; \]

(*PL stress*)

\[ \text{epsmax} = \text{NMdata}[[\text{Length}[\text{NMdata}], 1]]; \]

(*Ult. strain*)

\[ \text{sigmax} = \text{NMdata}[[\text{Length}[\text{NMdata}], 2]]; \]

(*Ult. stress*)

\[ \text{epsrang} = \text{epsmax} - \text{epsprop}; \]

(*strain range*)
sigrang = sigmax - sigprop; (*stress range*)
(*The following executes the curve-
fitting command and derives the model constants; kr and hr,
as well as goodness-of-fit parameters*)
NMmod =
sigprop + sigrang * ((eps - epsprop) / epsrang) ^ (kk * (((eps - epsprop) / epsrang) ^ hh));
NMfit = NonlinearModelFit[PLdata, NMmod, {kk, hh}, {eps},
   MaxIterations -> 1000 000 000];
du = Normal[NMfit];
NMfit["RSquared"]
NMfit["ParameterConfidenceIntervalTable"]
knm = kk /. NMfit["BestFitParameters"];
lnm = hh /. NMfit["BestFitParameters"];
Print["Knee factor, kr = ", 1 / knm]
Print["Heel factor, hr = ", 1 / lnm]
(*The following creates superimposed plots of the original stress-
strain data points and the model-approximated curve*)
NMplot =
   Piecewise[
     {{{Be * eps, eps < (sigprop / Be)},
        {sigprop + sigrang * ((eps - epsprop) / epsrang) ^
         (knm * (((eps - epsprop) / epsrang) ^ lnm)), eps >= (sigprop / Be)}}}];
(*The following performs some of the above-
detailed procedures for approximating the shape of the stress-
strain curve using the Ramberg-Osgood model*)
sigY = 391;
ROdata = Reverse[NMdata, 2];
ROmod = (sig / Be) + oo * ((sig / sigY) ^ nn);
ROfit = NonlinearModelFit[ROdata, ROmod, {oo, nn}, {sig},
   MaxIterations -> 1000 000 000];
dv = Normal[ROfit];
ROfit["RSquared"]
ROfit["ParameterConfidenceIntervalTable"]
oro = oo /. ROfit["BestFitParameters"];
nro = nn /. ROfit["BestFitParameters"];
Print["C-factor, o = ", oro]
Print["N-factor, n = ", nro]
ROplot = Table[
   {{{sig / Be) + oro * ((sig / sigY) ^ nro), sig}, {sig, 0, sigmax, 1}}];
Plot[NMplot, {eps, 0, epsmax}, Epilog -> {PointSize -> Medium, Point[NMdata]},
AxesLabel -> {"True Strain", "True Stress"}, PlotRange -> All]
ListLinePlot[ROplot, Epilog -> {PointSize -> Medium, Point[NMdata]},
AxesLabel -> {"True Strain", "True Stress"}, PlotRange -> All]
Nishiyama Model
\[ R^2 = 0.999723 \]

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Standard Error</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>kk</td>
<td>0.353291</td>
<td>0.0297784</td>
</tr>
<tr>
<td>hh</td>
<td>0.035917</td>
<td>0.0207502</td>
</tr>
</tbody>
</table>

Knee factor, \( k_f = 2.83053 \)
Heel factor, \( h_f = 27.842 \)

Ramberg-Osgood Model
\[ R^2 = 0.985771 \]

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Standard Error</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>cc</td>
<td>0.0127469</td>
<td>0.00200115</td>
</tr>
<tr>
<td>nn</td>
<td>9.35125</td>
<td>0.5982</td>
</tr>
</tbody>
</table>

C-factor, \( c = 0.0127469 \)
N-factor, \( n = 9.35125 \)

---

ND Model

True Stress vs. True Strain

R-O Model

True Stress vs. True Strain