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Abstract
The broad context in which this dissertation falls js multi-
[ 4
var1ate‘developmentalNpsychology. Being theoretical and\nonempirica1

in nature, the intent is to exp]ore certain foundational issues such

RN

that the area of mult1var1ate developmental psycho]oqy may be secured.

The.central theme involves considering changes in either ability factor N

]badings<;;actor scores, and/or interfactor re]gzionships. More,
specifically, after some general introductory comments jn Chapter 1
concerning changes.’in ability factops;‘thdpter 2 considers the concepts of
quantltatlve, structura}, and quant1struttural change as these have

been characterized from a mu1t1var1ate perspect1ve, where the latter

1s‘a hybrid of the former two types of change. In‘Chapter 3 the
"relationships between learning, trensfgr, and ability fac;ors are
reviewea. After defining transfer ;nd ]earninq~w1th1n tHE'fattoQ_
analytic model, a ﬁu]tivariate change model is presented in which

;. Cchanges in ability faoyp; socres (cognitive structure) and factbr
toadinQS'(task structure) provide the theoretical underpinnings for

the process of transfer. In_Chabter 4, the relationships between
learning, development, and ability facfﬁ?s are considered. This

involves integrating Qagnéls tjpes of learning with conceptualizations

of the devclopment of ability factors. This actount provides for a
learning stage Qiew.of the growth of abiTity factors. [In Chapter 5 threc
basic ideal factor relation types are outlined, i.e., divergence,
convergence and para]lel1sm Concepts coqsidered,which provide fof an
analytlt statement as to the possiblle ontogenetic changes jn structure,
lncludg cumulation VS. non cumuléti of factors, and h1éh2r order ‘
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factors. - The multivariate ontoqenetic change madel deveTOped is applied;
to the classical, d1fferent1a] "and ipsatjve appranhes td§ﬁeve1opmenta\

change, as well as several deve]oPmenta] concepts In Chapter 6‘ tﬁe

'

developmental models of Baltes, Cattell, and SChaie are br1ef1y}rev16wed
L

»

Baltes' bifactor model (age and cohort), wHich Snvolvvs ]onq1tud1na].and

)

cross-sectional sequential methods for ddtd qather1nq, is extended‘%b

include a thlrd strategy in the form of the time-lag sequent]d] M@thod‘

\’4

A new p0551b111ty for applying the bifactor develoggenta] model@to

ability factors is considered, i.e., changes in gognitive compﬂex1ty ’ o

L T

or the trait pattgrn (the pmmber of factors and qhei[}interrelé\ionsh1pg),

In Chapter 7, the concepts of inter-individual Z?fferghces, intra-
individual differen;es, and intra—individual thanges are definé% in ﬁerms
of sanpling across one of the 3 dimensions of individ;a]s, occasions,

and variables respectively. Out of the total of 15 data gathering
strategies considered, 11 are all defined in part b;;%he occasion

dimension and are therefore capabie of dealing with chahge. In Chapter 8

multivariate approaches to the structuring pf behavior are considered

“with respect to mapping out developmental causal networks. A geﬁera]

recursive-nonrecursive model is presented in which both unidirectional
(recursi&e) and bidirectional (nonrecursive’ inf]uen;e properties are
considered. The generality of thé que{ is stressed by noting that

the components may assume any of the fo]]owingje lower order factors,

higher order factors, simple variables, and complex criterion variables,

'
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QHAPTER ] |
SO INTRODUCTIQN B .
T

Stnce his manuscr1pt does  not fal] 1nto the category
of a typica; d1ssertation that is carried out withln the f1e1d of
psycho]oggr some peneral'preliminary‘remarks are,ih order‘ The reader
~ 1. Wwill first note that the traditional chapter headjngs used‘ﬁor organizing . \
an emp1rica1 research aré absent Thus there is no genera] 1ntroductory
rev1ew of the literature that leads up to the formulation of a spec1f1c
sét of emp1r1ca1 hypotheses, fo]]owed by sections on method, resu]ts, _ |
and discuss1on\ Be1ng theoretica1 and nonepp1r1ca1 1n nature the format
(. adopted here has been to g1ve chapter head1ngs to certain spec1fic 1ssues
| ‘or aspects 1nv01ved in changes in abilities from a mu1t1var1ate deve]op- RO
mentaI perspective In. this way, the pert1nent literature for each top1c ;i,».
or: 1ssue is 1ntroduced\as requ1red thereby facflttat1ng the presentation,v
e,argument, and understandingloffeach of: the separate “‘&p}:rs : In this
- sense, éach of the 6hapters torm: a. sem1—autonomous unit, \htCh may stand
-iaor fall large1y on s, own merit o 'j e %- - QQ' | t.‘
‘M.}fffg' If the reader comes away with the fee11ng that each chapter% "\ T
,"i"almost reads Tike a separate paper, this wou]d be essent1a11y a correct o

NN RS
+ ; . i~

p" conclus1onddn a certain sense, and is due to the manner tn whdch this

s i A

?Qf‘\d1ssertatiﬂnwevoived That 1s over the last 12 : 15 months the wrlter

‘f;q; has been engaged in a self-stimu1at1ng process where after de1ving into

e et

3fdssues and qugstions Bﬁéame'apparent wh1ch 1ed to~thevnext oghpter, and

Thus an11n1t1a1 1nterest in learning as 1t reiates tghpbilitw
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freedom to follow u‘p 1nterest1n§ leads should also exist in.an empir:1cal
. reseafbh.ﬂit seems that an exclusive concern with conceptual and theoret-
'1ca1 i{ssues provides an added advantage\ﬁﬁ'this regard since one is not
réstricted b& such practical problems as having the available resources
to follow one's hunches (g.g. time, f1nupc1a1 backing, lécating and .
testing apprqpriate subjects, etc.). PN

. . Pl
Having alerted the reader to the distinctiveness of each of thz::-\
.chapters that follows, 1t should be qu1ck1y'stated that there truly 1s

)

4 'thesis' here. The overnillpg theme or topic is mu1tivar1ate develop-

mental psxcho]qu, an area that is beg1nﬂ1ng to take shape and which

perhaps can be considered as being estab\ished as an ‘'area' with Coan S
(1966) p10neeripg chapter. The purpose of the present work is largely
to forge ahead in this.rapidly expanding field, systematizfng and organ-
121n§ preéious work and p01ntiﬁg the wé} for future developments. With-
in the broader framework of multivarfate developmental psychology, |

the major focug of. attention in the present text is upon changes 1n

' ability fu:tqrs More specifically, changes in factor scores, factor

loadjngs,ﬁand/or 1nterfactor re1at1onshigs are usuallx_the focus of

' lattention It s §n this sense that the subject ~atter dealt with here
- may be viewed as bgingwfather spucific and cfrcumscribed. At the same
time, the present trgatmept may be éonsid;red as quite broad in nature
zbecause of thé severgl d}fferént'ways of 1qoking at changes in ability
»  factors that are considered below.
~ While thére has been considerable effort to develop change
moJSIS within the facto;'analytic mode1 it L;zﬂhfortunate that much of

this work has been go1n9 on divorced of the e substantive areas in .

-\ *‘NpsychOIOgy such as Oearning and development). Thus,it would seem '

e

L]
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advantageous to embed the notioo of changes in abilﬂty factors within

. the context of those variables that determine change, ‘that is, within a

1earn1hg and develbpmental context This brings us to the important
point that the major qontr;gg}10n of the present work is not in the

area of develop1ng and exténding the more technical aspects of measuring

AT
¢

changes in factors, but rather in integrating the concept of changes in
ob111ty factors within %uostahtive learning and dgve]opmenta1 theory.

In other words , the.hppro;ch taken is a 'model building' one rather than
constdoring ;né coﬁplex‘grob]ems assocfated w1th‘actuélly measuring changes

in factdf‘scores..faotor Toadings, and.1nterfactor re]étionships. In

‘this sense, much of.the theoretical work that fol]ows may be considered

'futuristic', since operationalizing many of the models to a completely
sat1sfactory degree depends upon much more sophisticated psychometric

and ‘scaling techniques than are presently available. A]though these
scol1ng and psychometric probTems have been largely bracketed in the

main text in order to facilitate the development of the central {issues

with which the wrfter {s concerned, it would be irresponsible to completely
ignore these problems. It is for this reason that a brief summary state-

ment of the problems in deteécting '‘real' changes in factor scores, factor

loadings, and interfactor relationships {is presented in Appendix A.

‘Appendik‘A should probably be read concurrently with Chapter 2, although

an understanding of the latter is not depeodenf upon the former.

Having indicated a major assuﬁptidn'that is ‘'unique to the present
treatment, a second nonunique assumption should be mentioned that
charatterizes much multivariate work in general. This is the gssumption

of linearity. and a brief d1scussion of this topic may be found in
Appendix Essentiq]ly the 1dea here is that the factor analytic model



\1s'linear and compensatory in nature, unabie§£§3deteﬁt interactional
rg]ationﬁhipsvas well as disjunctive and conjunctive aspects in the data.
! In concluJing these introductory remarks, 1t may be helpful to

the riader to offer a brief summary stgpement‘of the remaining chapters.
‘Chapter 2 sets out tHe conceptual framework for changes in factor load-
ings and factor scores. Chapter 3 makes use of th® idea of such changes
An providing the theoretica] underp1nn1ngs for the process of transfer. _
Chapter 4 develops a 1earn1ng stage theory in the development of gbility
factors and relates this 1dea to changes 1in ability factor loadings and
scores . Chapter 5 tonceptrates on changes in the interfactor rela§1on—
ships within a qeve]opmentaj context. Chapter 6 considers changes in

the 1ﬁterfactor relationships within cu(reﬁt developmental models that
~ separate age-related and cohort-related effects. Chapter 7 sets out
several data gathering stﬁ%tegies'for person X variable X occasion data
w1th1n the familiar concepts of inter- 1nd1v1dual differences, intra- o
' 1ndiv1dua] differences, and intra-individual changes' Finally, Chapter
8 considers recursive and nonrecursive properties of factors and develop-

-~

’mental causal networks.

i} &
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CHAPTER 2 .
A MULTIVARIATE MODEL OF QUANEITATIVE, STRUCTURAL, AND
QUANTISTRUCTURAL ONTOBENETIC.CHANGE'

0N
The -issue of quantitatﬁve vs. qualitative (structural) onto-

genet1c (age related) change has been a continuing source for discussion
1n deve]opmenta] psycho]ogy (Flavell and Wohlwill, 1969; Reese and
Overton, 1970; Werner, 1957). Recent]y, a smel] number of people with

a multivariate orientation towards the sfrqctur1ngvof age-related
behavioral change have foensed\upon this issue. Ihus; Emmerich (1968)‘“;
has noted the fo]]owtng/possib111ties as indicating structural change in
factors (he uses the term discontinuous): changes in the meaning of a
factor as reflected by changes in factor loadings; khanges in the number

of dimensionsvrequjred to account for the common veriance; changes in

the absolute amount of common variance accounted for by a factor; changes

in the relative amount of, common variance accounted for by a factor, and

finally,"changes in the intercor lations among factors. Quant1tat1ve

change in factors-may be 1dent1f1ed with what Emmerich calls 1nstabi1ity
of the rank of 1ndiv1duals on factors. although a prerequisite heré woule//

seem to involve no structura] change or what Emmerich calls continu1ty

)
-

Coan (1966 1972) has also.considered the question of change,
in factors over the 1ife-span, and outlined several theoretical pos-‘*

sibilities for structural change as well as presentingkgraphS-of quen—

“titative change or changes in' the level of factors. The former included:

factor metamorphos1s whereby the factor changes in its basic natqre v

« Pl .
factor emeggenc e which involves the appearance of a factor due to SRR

-3 %

“A version of this chapter is to eppeariin Buss;(397;a),{

*



increasing covariation with age; factor convergence.of the coming to-

gether of two earlier factors into a single one; factor disintegration

which comes about as a result of a decrease in covariance; factor
divergence or the splitting of a single factor into two factors; and

finally, factor component interchange in which a regrouping of components

‘9ef1n1ng a'factor occurs due to changes in covariation.
| A1l of the conceptual distinctions that Emmerich and Coan have

made with regard to quant1tative and structural change in factors must
ultimately hinge upon soph1st1cated technical and psychometric cons1dera—
tions with respect to two concepts. That is to say, it must be possible
to‘determine "real" changas:, as opposed to spurious chanées, in factor
scores ‘and factor loadings acrbss popu]ations (same or different
1ndivi%uals)that are'defined'ﬁy age differenées. Bracketing for present
purposes‘the scaling problems associated witg determining genuine age—‘
re]ated'changés in factor scores and factor loadings (see Appendix A for
~ a brief discussion of ‘these issues), it should be noted that the distinc-
tion between multivariate quantitativé and structural changes through
ontogeny has in fact been recently hade'within.the framework of changes
in factor‘scores and facto& lo(?dings (Baltes and'*Ne_sselroade, ]970‘ 1973;
Emmerich 1964, 19661 19685 Nesselroade, 1970; Nesselroade and Bartsch,
1973). Although the details of these conceptualizations of quanti‘at1ve
and structural change w111 be examined in greater depth below, it can be
‘mentioned here that the term1n;iogy fias not always been uniform

across investigatars. In addit}on; it will be seen that it is

s 2
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passible to apply the terms quantttative and structural change'to a
factorially complex or multi-dimensional criterion variable, as Opposéd .
to a factor. To compound the comp]exity of this issue, changes in
factor scores and factor ]oadings have also been used by some of the§é‘
same people for discriminating between trait and state factors. .

The purpose of the present chapter is to offer a conceptual
framework that will systematige and extend previous ;hinking on multi-
variate ontogenetic quant%tative and structural change. It will be seen
thatidifferent types of changé are'possible when both the trait-state
factor distinction and short versus long Eerm time—gpans between the
occasions that allow for determining change are co—considerg . In
addition, the separation of congidering changes in factdria]ly complex
criterion variables, that span more than one domain (e.g. atility,
temperament, motivation), fron(tﬁq;ﬁqf a factor, will be seen to have
important imp]ications for generating the total types of possible
change through the ijefspaﬁ. Find1ly, the change concepts deveioped
will be app]%ed to h1eﬁarchica1 factor modeis.

Changes in Gomplex Multi-Dimensional Criterion Variables

" Before considering»spec5f1cally changes in complex multi-
dimgnsional criterion variables, it will be advantageous to devg]op the
logic of change within the factor-analytic model. Eﬁctor ana]ysié
takes as its goal the determination of a relatively §ha1]’set of factors
which permit the generation‘of a larger set.of data. It begin§ wfthta
set of variables in the form of a symmetric correlation matrix and
through‘a series of mathematical operations (see Harman, 1967; Mulaik,

1972), arrives at a more basic set of latent constructs (factors)

revealed by the inherent covariance relat{onships among the original
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variables. This procedure permits the specific t{on ofm?n individual's
score on any of the variables in terms of the underlying factors. The
latter re]aEionship is embodied in what has been \a]]ed the basic factor
equation, or pattern equation, or what Cattell (]957) ca]fs the
specificatibn equation. This equation, with the vaniance associated
with uniqueness set aside, may be stated as: { o

C B T habyi tBofai e By (1]

where 2.4 1s the common part of individual i's standard performance score

on variable x, the b's are the k factor 1oﬂﬁnngs, and the F's are the K

factor scores. Equation [1] specifiés a person's score on a variable
as an additivé funéﬁion of his wéighted factor scores. The factor
scores are unique for individual i and remain invariant ncross any
variable considered (no vériab]e sUbscrfp@), while the factor_]oéq[ngs
are unique for variable x and remain invariant across any indiyidual
considered (no person subscript). The latter statement need§ito be
qualified by the restriction that it necessarily holds only when con-
sidering the specification of scores on varigbles at one’'point in time,
since it is possible that both factor scores|and loadings may change
over time and thné éonfndnd the two invariant relationships just men-
tioned. The latter possibility is the centra] jssue that is considered
in tnis paper. . | o ‘L o o

A coup]e of additional comments can be made concerning the
, relationsh1p expressed in Equation [1] F1rst, it may be he]pful to
think of Equation [l] as a Special type of Tinear regress}gn equation
where a variable is regressed on factors. Second, the reason for nog
consider1ng Equation [1] as just another regression equation stems from

hgw the compqnents-tha}.are regressed upon,vthat is, tbe‘factors. are

RS i, ’ ) i
\ N ' .
e - - . el

VY
‘»
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viewed. A substantia] literature exists on cons1der1ng factors as

valuable theoretica] constructs with inferential’ power which is the

view adopted here' (Cattell, 1957, 1966a; Coan, 1964; Gui]ford, \967;

Henrysson, 1957; Royce, 1963; Rozeboom, 1966; Thurstone, 1947) rather 7&3_

than simply being descr1ptive compénents iof {he 1mmed1ate data (Burt, - é§

1949; E}senck & Eysenck, 1969,‘Thomson,\\g:6; Vernon, 1950).

Consider now Equationhtlj as spe 1fying the performénce of a = \

given 1ndiv1dua] on a given variable a} an.occasion 9+ It 1s p0551b1e

~ to construct a similar equation for occasion o %5 in wh1ch changes on

'variable x will be a function of either changes in factor scores,

factor loadings, or bothv(Nesse[roade, 1970), where it is assumed that

the "same" factors are involved (ﬁualifications to be‘dzscussed).

Consider first the case'for‘changes in factor scores or F's. This

situation may be represented by: o : T
B ® bably * bl ¢t hfly s
LA ‘ =

where the symbols are the same as in Equation [ljvandvthe asterisk (*)

indicates values on occasion o 9% that are dffferent from values on
occasioen oi Equation []] may now be subtracted from Equation [2] 1n .

 the fol]owing straightforward manner: o N Kot

-z-;’i ' -—xi P-x] (Ef 'E]l) +‘ P.xz(f.gl'ﬁz-i_)* oo t P_i(f_i:]"iki ) [3] 1

which may be considered as representing ggantitative change in a multi-

dimensfjhal.variable ‘That_ is to say, the change 1n performance in

variablé x from occasion o] to occas1on _2.-comes about as Py result of

-1

1ncreases or decreases on factors whose basic natures-are assumed to .

- remain 1nvar1ant since the factor loadings remain the same. The \\\\\\ , "‘
. . Y - : o ' b s
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implication here is that the theoretical underpinnings for quantitative

‘ chuﬂge in a multi-dimensional variable reside in the factor scores (F's),

and that for a given individual i, such changes in factor scores will

'yieid quantitative changes across multi-dimensional variables, assuming

constant factor loadings for those variables.

Consider now that situation where a change in performance on
variable l_from occasion 93 to occasion 92 is a result of changes iQ the
factor loadings or h's, which may be interpreted as a change in the
factor demands of variable x over time. This situation can be represented
in a similar manner as was done in Equation t3] for changes in factor

scores, that is,

TN (Eii"ﬁxi g+ B bolfpy * oor * g by dfyy T4

where the only difference from Equation [3] is that the change in variable
X 1s now due to changes in factor loadings’ rathér than factor scores.
Equation [4].represents structural change in a multi-dimensional

variab]e, since.such change comes about as a result of structural changes
in the underlying factor demands that define variab]e;5, This brings‘

us to the conclusion that the'theoretical"underpinnings for structural

change in a muiti-dimensiona] variable reside in the task démands (b's),

and as such ‘will occur across persons for that variable assuming constant

- E's-for other persons., This follows, since it will be recalled that the

R loadings change across occasions. It is not’ possible to represent this

: subtractiorr of one specification equation from another in terms of the‘

factor loadings have no person subscript.

The third possibility for change ina multi- dimensiona]

' variable invoives that situation where both factor scores and factor e

-



N .‘ 'l‘]
oo 'o’ ‘
individual subtraction of both component factor scores and factor load-
ings, since no simple algebraic solution exists when both of these

o components change. This third possibility may be represented, howeﬁer,

'by:

B - 2y O ) - (bl bgfy) (8

which simply involves determining each of the separate values on
variable x before: the subtraction operation is carried out. ~ Since this

type of change in variabie X invo]ves both qﬁﬁ%titative change (changes

in F's) and structural change (changes inb's), it will hereafter be

| referred to as quantistructurai change, which will be the only neoiogism

1ntroduced in this chapter X

at Several commefits are in order on the developments thus far.
Mention shou}d be made of the fourth possibiiity invo]ving no change

in factor scores and fﬂCtOF loadings and thus no change in variable x.
This)g;se wiil be designated as tabilitz MQse specificaiiy, by - |
"stabi'iity" it is meant that the rank order&"indiiiduais scores.

g across occasions is constant. since it woulgrge poi:ibie to. have a

., constant absoiute increase in factor scores acruss individuals for

exippie and yet have identical standardized factor scores across .

" . e *

’ occasions If one were to adopt a notion of stabiiity that necessitated ‘
.aﬁ"

) [)
v constant absoiute raw, variabie scores and factor: scores as well as

) constant factor ioadings it w0uid be necessary to consider standard-
- izing across occasions rather»than within occasions, the variabie '}j“‘i -
,ij scores and factor scores. That is, the combined or pooled scores acros§;§f;in*

occasions would be standardized as a singie»group qt wou]d also be -

necessary to consider the factor ‘loadings as b coefficients rather i:han S
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beta weights, since the former are not restandardized-within occasions

thus avoiding spurious changes. The factor—anaiytic techntques designed
to deai with these problems are reviewed in Appendix A These foUr
possibilities involving either change or stabiiity»dbr'each of factor ,
scores and factor ioadings, are represented in Figure ] where A
indicates stability, B - quantitative change, C - structurai change,
and D - quantistructura] change.

| Concerning the three typés of change outlined above and as
represented in Equations (31, [41, and [5], it shouid be appreciated
that iogicaiiy, any one of them may occur even though there .is no
change 1in the manifest score on variable x. This becomes apparent once

it is realized that the baSic factor equation which Specffies perfor-

mance on variable x 1is compensatogy in nature That is to say, if there

were compensatory (or trading off) changes on whatever component is
being considered (factor scores factor 1oadings or both), it is

possible that quantitative structurai or quantistructurai change will

e occur with respect to the source. constructs specifying performance on

variable X, while the manifest performance score of a particuiar
indiVidual i remains constant (assuming that there are some indiViduais
that do change on some variabies, thus aitering the factor ioadings and/
or factor scores) This 1mplies that the Zero manifest change on this

variable across occasions for a particdlar individuai 1 is the. result

f_j of precise compensatory changes with regard to the originai performance

S score on variabie x, in either factor scores factor 1oadings or. both

This point ieads us to an important concl;sion with respect to the types

\fka:f of change on’ a mu]ti—dimensionai variabie.. Strictly speaking, the

5'"“f;distinctions stability and quantitatives structurai and quantistructural ”

" f', E T ‘\“
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. and invariant versus,noninvariant factor ioadings. They quite gor- m:\

14

[

change, apply to the latent source determinants of individual differences’,

in'variable x rather thafl the manifeSt change score of variable x. -That

is to say, the change properties outlined hcre refer changes
Y
mhiti ~dimensional’ variable (the latent source factors) rather than to

| changes -on such variab]es (the manifest variable score)

The types of change presented above embody nrev1ous statements

on this issue with some minor modifications Thus Nesselroade (1970)
. N

- identified quantitative change in the same mannen as\inTEquation (3],

‘ : X M
_but considered structural change as refiected by Equatidn [5] (called
here quantistructurai) rather than by Equation [4] 'Ba]tes and '
Nesse]roade (1970) have made the same four fold distinctions as in

|
Figure 1 u51ng mhe terminoiogy stab]e\versus f]uctuant factors scores

i

el o . .
reétiy“argued that quiggitative change must have as a prerequisite

g

structura] stability, although they do not con51der the p0551bility

that structurai change should have as_ a prerequisite quantitative

oA stability Emmerich (T964 1966, ]968) has used the terminoiogy

o stabi]ity versus instabi]ity for factor scores- and con inuity versus ¥~i;

s
,,y

fii;and moduiating indices respectively The latter co

discontinu/ty for factor 1oadings Aiso reiated to the present treat—'.

ﬂ,differential weights“that ar”5‘”‘igned to certain CJ:cepts (e, .,fﬂ,’,

ment is Cattell s f1971) trivector structured 1earning modei where a.
change‘in variabie X brought about through 1earn1ng is represented}by
three vectors that capture changes in the factor loadings, factor scones, \'

eot refers to
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It will be advantageous to consider the distinctions made

above with respect to the types of change possibie for the source .

' constructs specifying performance on a variable x ~as appiying tq that

situation where variable x is a cgmplex criterion variable that is
'extra' the originai factor” anaiysis . Such a move is by no means
radicai, since there has been considerab]e\WOrk re]ating source factors
in the personality, abiiities, and motivationa] domains, to such per-
formance. variab]es as schooi achievement (e.g. Cattell and Butcher,
1968) and occupationai performance (e. g Selis, 1966) through the use .of'
muitipie correlation and regression technigues This slight conceptua]
shift will serve the purpose of ciarifying previous treatments of this
issue ‘as weii as lay the ground work fLr subsequent extensions that
wiii be made concerning the change concepts deveioped thus far

PreVious writers (Baites qnd Nesseiroade, 1970 Emmerich 1964 1966
1968; Nesseiroade 1979) have adopted the framework of considering a

muiti-dimenSionai variable*that has been inciuded in the originai

factor anaiysis whiie there can be no. criticism of this approach on

technicai grounds it'seems to the writer that there may be a danger .

IS
“wr

here of overgeneraiizing from the correct conoiusion that if there are

'5fwhiie this conclusio“mﬁht]foiiow for that case where the mu]ti--ﬁ
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| Concerning that case where the mult1ld1men51onal variable 15
a comp]ex criterion variable that is extra' the or191nal factor
analysis, - 1: is conceivab]e‘that performance on such a variable x~on
two separate occas1ons will result in changes in factor 1oad1ngs while
retaining structural 1nvar1ance‘y1th respect to the nature of the . |
factors 1nvo]ved ﬂFor examdie;»consider performance in history.
In1tially, the abi]ity factor memory may be 1mportant 1?,produc1ng
1nd1Vidual differences and recgives a large we1ght ‘On a later
occasion one’may find that such a factor is of little importance’ for

producing ?nd{vid q] di. ferences, but the ability factor deduction may

-

-

be 1mportaﬁt Ihe ihterpﬁj}u%1on here is that 1 itial]y one needs to
memorize "facts' to do re]ativeTy well in historj, but at a latter
ftime forrshe same 1nd1v1duel,,once a reasonab]e number of ‘facts' have
been‘stored away, relatively high performance now requires the deduction
of certain princ1p]es. trends, 1mp11cation55 etc.\‘fhere has been
structural change in this examp{e from occasion 9 to occasion 2 with
respect to the degree the source factors are involved in spec1fy1ng
*indfvidual differences in perfo ' in history (assuming for the sake
of argument no change in the leve(?bf factor scores). It by no means
fo]lows automatically -that the fActors themselves as represented by the
F's have undergone scrxctural change. It'is quite possible that the
memory and deducgjvestacﬁgrs are basically the same (structurally
T Nes

invariant) across ocCesions The distinctions being-hinted_.at here

‘will become‘exp]icit in the fol]owing section Assuming for present
. A B P

purposes then. th
complex multi sdimens ANt

original factor ani iy

- B R T ‘l‘ o ) : =
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greater detail the idea of changes in factors.

A

Changes in Factors
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Al

It is possible to conceﬁtualize performance on a factor in a

-~

£

_,;’&ar1able. This would be represented by:

v +

similar manner as was done in ﬁquétion,[]] for'a multi-dimensional

WeaVoi * oo P ey (6]

where ff1 {s the est1mated factor score on factor f for individual 1

and the w's and V's are the j salient variable loadings and salient

variable scores respectively.

By Saltent variables it is meant those

variables ip the origiﬁal factor ana]ysis that reflect or specify the

intrinsic nature of the féctor.

Thus in Equgtion [6], the salient

va:?ab]es are not considered as "determining" individual differences

in factor scores, since factors are viewed th odghout this paper as the

more basfc sources of individual differences.
set out, hqzever,

a factor in terms of salient variables.

E 3

What Equation [6] does

is a definition or the basic nature or meaning of

{

By a similar argument as

before, it 1s possible to sﬁmtt{y stability and quantitative structura1

ard quantistru

:jsral ch;%QQan ttrms of change or no change for sa]ient

variabbe scg%e and ]oadingsm\\This possibility is set out in Figure 2,

where us1ng lower case letters to refer to these distinctions with

respect to a-factor rather than the prev1ous upper case_letters for a

multi-dimensiomal variable, a represents stability, é;- quantitative "

" change, ¢ - structural change, and d - quantistructural chahge; It has

already been noted that Coan (1966) hes considered quangitative chariges

in sévera] persdnality factors over the 1ife-span as well as structural

changes in the nature of the factors themselves. Examples of the latter

r

*

LA

-

(4
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include the expression of many factors bécominéljncreasingly internalrzed
or more covert ugth age, as well as strutﬁora1 changes due to the
socializat1on process (e.g. dom1nance proéresses from mere aggressive-
ness to more socially acceptable assertiveness associated with success).

Reconsider now that s1tuation where equations of the type [l]
specify performance on two separate occasions for a complex multi-
dimensional criterion variable x that is 'extra' the originai'factor
analysis. A little reflection here will make it apparent that, in :
addition to characterizing the latent source constructs of this equatioq,
in terms of the four fold classification of change properties, the i
factor scores or F values in this equation can themselves bé-similarly
characterized as implied by Equation [6] and Figure 2. In other words,
in considering\the.sources for change on a complex multi-dimensional
criterion Variable (factor scores‘and factor loadings), one of these
two constructs (factor scores) may be further analyzed withlrespect
to change properties. This implies a two-level analysis of change-
properties for a comp]ex multi-dimensional criterion variab1e where
(the paradigm 1s: deep change property of a factor > surque change
property of a complex multi -dimensional criterdﬁn variable + observed,

change (or no change) on manifest score of complex multi- d1mensjopa1

r -

-

criterion variable. . "“ o
Further comment 1s necessary regarding the rationa]e of the
two-level ana]ysis of change properties. While it could be argued - -
that any giyen salient variable could also be considered extra' 1n any
particular factor analysis, and therefbre lead-to an, 1nf1n1te regress,

this prob]em i$ avoidélfby the following assumptions and dectsion

criteria. F1rst, it 1s assumed that ghe salient variables defining a

i

/

A
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! o
factor are arrived at via representative sampling of a particular domain

(e.q., ability,'temperamént, motivation). Cattell's (1957) concept of

personality sphere is critical here, where one theoretically samples

from the sum total of behaviors for -each of the ability, temperament,

and motivational domains in arriving at a more basic set of éerce
factors. A sa]ient Qariab]e, according to this view, would be relatively
specific”anq confined to a single domain. Second, it is important to
keep in mind that the va;iab1es which are 'extra' the original factor
analysis are assumed to be comﬁ]ex criterion performance variables

which usually span more than one domain. Given these two éssumptions,

it would not make éonteptua] sense_to include such cross-domain.
criterion performance ‘variables in the basic factor-analyses which

are focused on identifying the primitive source constructs within each

domain. Similarly, to consider a particular highly salient variable as-

('extra‘ the original factor anélyses (as defined above), would not be in

keeping with the logic developed hgre, that is, using factor analysis to
identify the within domain source factors (in terms of relatively
Specificlsa]1ent variables), and then using such factors in multiple
regression and correlation procedures for specifying individual dif-
ferences in more complex criterion performance variables.

Figure 3 sets out the somewhat complex totality of logical

combinations of this two-level analysis, where the four change properties

“character1z1ng factors interact with (i.e., are coupled with) the four

change properties characterizing cohp]ex'mg]ti—dimehsional criterion
variables, thus resu1t1ng in a 4X4 matrix. To simplify matters, it will

be advantageous to assume that thiﬁghange properties characgérizing each

I B
g
i T

of the F's in a given Equation [1 e identical. This point will

1
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receive further consideration in a subsequent section.

Each of the cells of the matrix in Figure 3 are 1ndexed by one
of three genera] propert1es, where s indicates s tab111tz, 1 - 1mgossib]e,
and ¢ - change, Ffor examp]e, cons1der that case where the salient
variable scores and loadings defininq a factor as in Equation [6] are
constant across occasions, (which ;mplies constant f's in Equation [11),
as well as constant. factor loadings in Equation [l] "The property of
this situation (aegjwmay be characterized as stability (s). Two of the“f
cells in Figure 3 are impossible. In considering the second cell of the

first row, it would be impossible to have quantitative change for a

complex multi-dimensional criterion variable (changes in F's) if the

“salient variable scores and loadings specifying the factor scores (F's).

themselves are constant across occasions. By a similar argument, the
fourth cell in the first row would be impossible. . One may question
the possibility of the second, third, dand follrth cell of the first

column, where each of these is character1zed by having stable factor

‘scores and loadings specifying performance on a complex multi- d1mens1ona]

criterion variable, and yet have various changes in the salient var1ab1e

scores and loadings defining the factors. The validity of these three

cases follows from the observation that Equation [6], which defines a

: SCOY‘ES across occasions.

factor, is a]so compensatory in nature, and it is ]ogtca]ly possible
(though perhaps 1mprobab1e) that changes 1n e1ther sa]ient var1ab1e \‘e

scores, Toadings, or both, ‘will st111 yield 1dent1ca1 manifest factor

>

{

It can be noted in pass1ng at this point that the change o

properties indicated in Flgure 3 wou1d not app]y if both the mu1t1-

dimens1onal variable and the factor as set out in Equations [1] and [6]

(8
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respectivejy are consjdered within the same factor analysis. This
fellows, since the b's in Equation [1] cannot change without the w's
in Equation [6] changing, given that the salient variables are‘a subiset
of the‘multi—dimensionaf variables. In this situation, additional cells
in Figure 3 would be impossible, namely, the thirdvcell in row one;fthe
‘third and fourth cell in row two, and the first and second cell in each
‘o? rows three and four.‘ This‘situation, hoWever, is tangential to the
main thrUSt of‘this chapter,,and'wi]1 not be further considered.

Table 1 sets out the total nuiber ef Togical pajrings of
‘change proeerties of factors and compliex mu]ti—dimensjoﬁai criterion
variables with theirr verbal designations, and may serve as a useful
reference seurce during subsequent discussions. Thus it can be seen
that only gﬁﬂ_can be designated by the term "stability", since each of
the.chahge property modifiers are “stab]e". The 13 possible change
haradigms are‘designated "change", which is modified by a Qeep source i !
change property-for factor scores (gjggg, or d) and a more surface
“change property forvthe‘multi—dimensiona1‘variabﬁe (A,8,C, or D. In
.addition to the 'pure' case of a*A, there are three, other cases of this
- type’, that 1s, b8, c»C and d»D, which would seem to present little
‘. difficulty of.interpretation. Each of ::ese three 'pure' cases of
change 1nvo]ve a.deep source Change pr0perty (quant1tat1ve; structuralm
and quantistructura] respect1ve]y) that leads to an identical surface
change property, such that there is a un1form type of change property '
that pervades the entire change. process

A se]ective considerat1on of some of the more comp]ex change

paradigms may serve to highlight some additional issues. The c+8

case, or structura] qyantitative change, imp]ies that surface s

s Cy B -
/’/ . . v .. 1
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quantitative change may be characterized at a deeper 1ene1A1n the change
process by structural change. Opposed to this position would be a type’
of reductionistic stance that would state that, since the deeper sources
themseives undergo structural (qua]itatjve) change, this necessitates
that what may appear to be quantitative‘cgange at the"sorface level is

1

really structural (qualitative) in nature’ Such a position, however,
.would seem to forfeit the finer discniminations of the total change
process that -are poss1b1e within the present conceptual framework
Also, 1in con51der1ng a similar argument against the b+C case or

quantitative structural change, it seems that it wou]d not make con-

ceptual sense to reduce this type of change to‘simply quant{tatiye‘
changeuoiven that structural change occurs at the more surface leve1.
Thus, it would seem advantageous‘td'netain'a tWo-]evei analysis Oﬁyghéa"
types of change possibie in a multi-dimensional variable that |is |
specified by various source factors. .

It may be helpful to consider at this point some examp%es of
the change paradigms 1n Iab]e 1. To simplify matters, consider only one
personality factor‘such as dominance and-a complex mu]ti-dimensional

criterion variable such as job or-schoo] performance The c+B case or

,; structural . quant1tat1ve change implies that the dominance factor has,

‘undergone structura1 change (e.q. from overt aggression to socialiy
acceptable assertiVeness) Th1s wi]l resu]t in change on the man1fest |
factor score due to a redef1n1tion of the dominance factor Perfor—
mance on a somewhat comp]ex cri _ n var1ab1e is now spec1f1ed by the -
same amount of dominance (1nvariant factor ]oad1ng) a]though the -
‘r151ndiv1dua1 s factor score has changed in level due to a change 1n the S

Wfintrinsio components defining this factor. A sxmilar account can be |
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inen for the various other change paradigms. ‘In considering abi]ity

factors, in Chapter 4 a mode] will be présented which is thought to

N

provide the theoretical underpinnings for structural change in factors

on the basis of different types of 1earn1ngﬁstages'an individual
\

proqresses through during ontogeny. In this way, one would have

quant1tat1ve change in factors within a part1cu1ar learning stage and
y | | structural and/ar quantistructural change between learning stages,
where the learning stages ané,identifiedetth Gagné's (1965) seven types
of learning (simple S-R to complex problem so]ving). Change on a
complex multi-dimensional criterion variable then, may 1ntolve changes
lin either or both factor scores and factor loadings, where the,tactors
themselves may or may not havefandergone quantitative, structura], or
quantistruCtnral‘change with respect_to their defining salient variables.
In considering the chanpe properties of both complex multi-
dimensional criterion variables and factors, nothingvhas been said thos
far as to the time-span between the occasions used;for assessing change. -~
The types of change paradigms possible for‘short termbas opposed to
long term t1me spans are not identical, In making this further dis-
. tinction, 1t w11] be advantageous to co-consider trait and state factors, =
since these two types of factors have been cast by some’(Ba1tes & |

i od

g Nesselroade 1918 Nesse]roade & Bartsch, 1973) w1th1n the framework
be1ng considered i,“ : f f.f,;»?ryﬂw" - |
‘ Traits, States and Short Versus Long Term T1me-Spans |
The distinction between tra1t and state factors has been made
‘vfby Cattel] (1957 1966b) «Tra1ts are considered to be relatively .
'Li?i.stable dispositional constructs that are trans situat1ona1 that 1s, fpﬁie i

tp:if;:they make their appearance in a var1ety of situations at a fairly

.."
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stable ]eve] Cattell has considered extensi;”‘“‘nhree different kinds

"of traits according to modalitx, that is, abi]ity;htemperament and
)dynam1c traits. This tripartite view of traits. has been in the liter-
ature for some time, and has been referred to outside the factor franie--

‘Hwork as cogn1t10n, affection and conat1on respectively, or in more

recent times, th1nk1ng, emotion and mot1vat1on (Horn, 1&66) States

,may be contrasted w1th trxits in that the former are characterized by
betng reversible, subject to more rap1d changes in 1eve1, and modify

3 dJ;ferent pattern of variables, perhaps even cutt1ng across traits
(Cattel], 1966b). State factors txpical]y refer to such th1ngs as moods,
menta? sets, roles, etc. A distinction similar to the trait-state

I one has also been made by Rozeboom (1965), a]though his termino]ogy 1s

somewhat different. ‘ ' i -

L | Most 1mportant in the present context 1s the’ d1st1nct1on
between trait and state factors that Baltes and Nesse]roade (]973) and
Nesselroade and’ Bartsch (1973) have made withfg the four fold classmftca—

o tion scheme generated from cons1der1ng change or: stability for each of
factor scores and factor 1oadings Without misrepresent1ng th1s view, ‘
1t will: be advantageous to consider it in terms of Equat?on [6] and |

Figure 2, and change or stabi]ity for sa]ient varzab]e scores and

1oad1ngs Thfs 1s deemed necessary, since 1n the pr sent scheme.

foifp*; . mu]ti dimensiona] variable was extra the origina] fjctor analysig : .‘ﬂ?¢;§
flfﬁ*;, In terms of Figure 2 then these invest1gators consider a. traft factor o

"vas represented by cal1 a (stable salient variable scores and load1ngs)
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is'that both‘traitland state factqrs mbst have someﬁdegree of stability‘,
_in terms of the salient variabies that define their—intrinsic nature
(the 1oadings), while a further necessary condition for traits, which
have re]atively stable leveis within persons, must 1nc]ude stable

salient variable scores The iatter condition does not hold for states,

. since they are characterized by fluctuant factor scores within persons

[

\ .

and therefore have f]uctuant salient variable scores.
| ) The above distinction for trait and state factors is mostr
vaiuabie b:t further comment is necessary regarding the generality of
this representation An imPortant p01nt to note here is that this i
scheme wii] hoid for on]y reiative]y short term time -spans between L
: occaSions“~since there is conSiderabie evidence that over reiativeTy
t factors from the abi]ities domain, ﬁor

. ti
tell, 1971 and Horn,

long term time spans,

i
| example change in Teyel (for review
| - '1970), as. well as in terms of their bas1c nature or sa]ient variable
. ‘loadings (for reviews see Anastasi 1958, 1970, and Reinert 1970)
The latter iist of references refer to that issue of ability fact?r
differentiation oyer the ]ife-span where changes in the number of
. dimensions as well as 1oadingapatterns nece551tate that the nature of |
:J;*i factors undergo struétura] change It shou]d be noted in p:ssing that ‘
;“"d recent discussions of the differentiation/hypothesis (e g. Anastasi

]958 Reinert 1970) have pointed out the serious methodological

prohiems inyolved in detecting genuine age-re]ated differentiation of ij?f%
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In considering the tota] change situation for a compiex
multi- dimensiona] criterion variabie within the context of re]atively
short term time-spans, it becomes apparent that only a 1imited number
of change paradigms from Table i aré permissible to‘the'extent one is
considering trait and/or state factors as these have been characterized
by Baltes ahd Nesselroade (1973) and Nesseiroade and Bartsch (1973)

It shou]d be appreciated that this question may be answered Qriori
-or on iogicai'rather than on empiricai grounds given the définitions

. of trait'and state factors. ‘:Consider first then, that situation wheree
'»a complex mu]ti dimensionai criterion variabie is. specified by factors
+that are all traits | Since traits are characterized by . ce]l a across
occasions, 091y four change paradigms may be conSidered nameiy,

a+A, a*B, a+C and a+D Since the seoond and fourth ohange paradigms
lare impossibie and the first is actuaiiy stabiiity, this 1eaves oniy

»the third change paradigm that may occur over relativeiy short term

time-spans between oceasions when aii the factors spec1fying a compiex oy
) .agi W ]

"f,mu]ti dimensionai criterion variable are traits If ai] .the factors ’

R N ./ -

are states rather than traits this impiies that one is restricted:to

'., . the fo]lowing subset of change paradigms. b+A4 b+B bC, and b+D

e To the extent that both trait and state factorséare fnvoived in spec1fyingki3

g performance on. a comPiex muiti dimensionai criterion variabie one will* _‘1:

‘-:‘;;Jhave a totality of five change paradigms avaiiabie pius the possibi]ity;n‘FA’

§08 ri:Of stability In conSidering that situation whEre both trait and state-j"

‘ffactors co~eX1st in '“given specification equation, it becomes gpparentff

ili Pplﬁgto’,h;ﬂentir specifi‘ tion'equation‘(A”ﬁB, ;‘;-?
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properties of deeper sources for change (a, b, é, or d) will apply’
. individuafﬂx'to each factor in Equation [1]. ihis is‘not to say,
however, that there would be no situatfons where a single change
paradigm would characterize the entire two-level change process, and
such possible cases mayqinciude that situation woere ability factors
specify performance on a compiex multi-dimensional criterion variable
and are all in the same iearniog stage (Bues,ﬂi973b). In this situation,
it 1s possible that all the factors undergo quantitative’ change if |
occasfon 9 and occa;ioo 0, are within the same learning stage, or A \ﬁ{J
structural or quantistructural change if the oecasions span more than one
iearnino stage.“;Regardiess of whether a single oa several change
paradigms appi; to a oarticuiar specification equation over relatively
short term time- séﬁns between occasions, the trait- state distinction
impiies that the deeper source change properties in such situations
" must be either stability (a) or quantitative change (b).

In considering relatively long terfi time-spans between
occastons, since the possibility has already been noted that both- traits
and states may change in their basic natqreﬁ% well as in their level
over the life-span, one may add to the previous a and b cases for trait
and state factors respectively, cases ¢ and d. Since both the ¢ and
d cases appiy to both trait and state factors when considered over
reiatively Tong term time-spans between occasions, it is not necessary
;tn discriminate between these two types of factors for the purposes of
outiining the possible types of chdgge in this situation.

Aithough any of the previous change paradigms app]icabie to
-relatively short term time-spans between g%casions wouid also be

,possioie for relatively long term time-spans. in the iat;er situation

+ B i ) ' . -
’
o
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one would expéct a preponderance of c and d cases for deeper source
change properties. (Incidentally, this question would be answered on
emp1r1;al rather than on logical grounds.) That is to say, in con-
sidering 1ife-span changes in performance on complex multi-dimensional

‘\'criterion variables, the factors will themsqlves undergo structural (c)

‘,.ﬁas;well as quantistructural (d) change In any case, the entire

armament of possible change parad1gms in Tab]e 1 is available in con-
sidering relatively long term time-spans between occasfons. This modeth
may be made mdré general by considering m occasions (thus yielding
m-1 two-devel change paradigms), where there may be a relatively short
or long interdccasion interlude for specifying relatively short versus
relatively/long term time-SPans respectively.
‘ ; . H1erarch1ca1 Factor Mode\s and Change

A second situaffon in which 1t may be profitable to apply a
two-level analysis of change invelves a consideration of hierarchical
factor modelt)ﬁwhere one maps out a hierarchical structure of a given
domain by fattor1ng the primary or first-order factors to yield more
Qeneral second-order faq}ors Higher-order factor ana1ys1s has been
typica11y carried aut for traits within the ab111ty, temperament and
motfvation domain; Within the Cattellian framework higher- order
factors are viewed as more general sources producing individual dif-
ferences in the primary traits'. or, as Royce (1963) ‘notes, are embedded
deeper with1n~a nomological net and thus are potenttally broad
explanatory theoretical constructs. This view may be characterized by
cons1der1ng the factor f in Equation [6] as being defined by higher-
order factor ‘Joadings and factor scores rather. than by the salient

variabre loadings and scores. That 1s, within a hierarchical:factor

g
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model, one may view the higher-order factors as sources producing
individual differences irt the primary factors, which in turn are
sources producing individual differences in the variables.

In the present context, the model expressed in Equation [1]
may be viewed as either specifying a complex multi-dimensional variable
that i¢ 'extra' the original factor analysis, or a more narrow multi-
dians1onal variable that is part of the original faCtof analysis.

By a similar argument as before, a two-Tlevel analysis of change is
possible, where the more surface change property is modified by a more
deeper change property. Table 1 may again be viewed in terms of setting
out the change properties of a factor score and a multi-dimensional
variable, where individual differences {n the former are now specified
in terms of higher-order factors, and the latter may or may not be
‘extra' the original factor analysis. The general case would involve
n-order factors (and thus n change properties character1zing a given
two-occasion change), and m occasions (and thus m-1 sequent1a] sets of
n change properties) '

Hav1ng set out the general framework for viewing changes in
faétor scores and factor loadings over the life-span, the next two
chapters will focus upon the topic of -learning as it relates to such
chqnges. In Chapter 3, both changes in factor scores and factor load-
ings in ability factors are considered within the context of learning,
and are seen to provide the theoretical ,uﬁd'erp1nn1n{;s for the process
of transfer. Cbmplementing the somewhat formal model that is ‘
developed there, Chapter 4 considers substantive learning theory, or

more specifically, basic learning principles as they relate to changes

in factor scqres and factor loadings.> .
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CHAPTER 3 s

LEARNING, TRANSFER, AND CHANGES
IN ABILITY FACTORS: A MULTIVARIA}E MODEL2

That there ;s a need for an adequate theoretical integration
of the topics of human abilities and learning has been noted by several
Prominent leaders in the field. Jensen (1967, p. 131) has stated that
"one of the majar tasks of 'differential and experimental psychology is
the theoretical integration of individual differences in learning and
the structure of mental ab111tiesfas représznteﬁ by tests Tike the

Primary Mental Abilities." Eysenck (1967, p. 87) makes a similar plea

when he advocates "that we should. take seriously the theory relating the
concept of 'intelligence' to learning efficiency and speed ... it seems

reasonable to expect that such 1nvestigatfons are more likely to hglp

in the elucidat{on of the pature of intellectual functioning than is the
cont1nue& construction of IQ tests of a kind that hés not materially

-

altered in fifty years." In the same year that these two statements

, appeared, Guilford (1967) came out with his important book, The Nature
of Human Intelligence, which attempted to put the study of human

\
apilities within the mainstream of general experimental and theoretical

psxchoFogy

. In considering_the relatjonship of human abilities and learn-
- i ,

1ng,\iﬁere are .three di¥tinct aspects upon which one may focus. First,
\ b -

. the r?le of already acqutéed abilities in the']earning of a specific

task :‘y be examined. This problem has been extensively studied by
Fleishman (1954, 1967) and Fletshman and Hempel (1955) who have carried

A

AN

2

A versioh of this chapter appeafgd in Buss (1973b). \

-
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out certéih aspects of Ferguson's (]954,']956) theorizing. This line of
research 1ny91vé§ the mapping out of task demands in terms of the
sequential changing role of various ability factors. The assumption
made here is that ability faqtors are relatively stable oréanismic
variables that are called into play in varying amounts during the
acquisition of a specific skill. Throughout the training process, the
organismic variable that is assumed to change is the specific skill
rather than or including the ab111ty factor scores. Corballis {1965)

ithas guestioned this assumption and axgue; for an a]ternate interpreta-

. tion of Fleishman's results, namely, that the factor loadings
remain constant throughout the task and the factor scores are
changing. This interpretation would be congenial with Rozeboom's (1971)
recent change model. However, the possibility remains that both the
factor loadings and factorjécores are changing, a possibility which is
examined below. It should be noted that Fleishman's paradigm has
recently been applied to‘concept learning (Dunham, Guilford, and
Hoepfer, 1966) and verbal tasks (Fredricksen, 1969). The latter siudy
makes use of the nofion of cognitive strategies as accounting for transfer
veffect§,-since the implementation of a given cognitive strategy across
'several tasks facilitates performance on Tater occurring tasks which
makes use of this same cognitive strategy «\\

A recent conceptua] linking of abilities and 1earn1ng has

been completed by Merrifie]d (1966). What Mqrrifield diq was to list

,; Gagne's (1965) eight types of 1earning§ff6mis%ﬁb1ej§-R té the more:

complex problém solv1ngj and 'plugged-in' some bf"éhilford's (1967)

120 structure of intellect factors where they would be expected ‘to play

some role. This synthesis of human ab111t1es -and learning is a crude
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first appr&ximation tha£ is of the same formal typexfs Fleishman's
experimental efforts, namely, the role of already acquired abilities in
a learning situation.

A second consideration of t?ﬁ/relationship of human abilities
and learning revolves around the ques£1onlof the role of learning in-  "u
the acquisition 6f ability factors. Ferguson's (1954, 1956) transfer A
mode]l was one of the earliest formulations of this problem and receives
further examin;tién below. Briefly, it wasvhis contention that an
ability factor reaches }ts asymptote and achieves stability through
overlearning. The asymptote for a particular indiyidual at a part%cu~'
lar point.in time is set by heredity and m;tufaticq. [t is the learning
of specific acquisitions which transfer and Ehus provide for a relatively
broad ability factor. Intellectual development viewed as cumulative
learning has received atteﬁtion from Gagné (1965, 1968a, 1968b), Hunt
(1961), and Stinchcombg~(]969). Gagné's formulation is potentially
the most analytic in that he provides for different types of learning
(simple to complex) as well as putting to work such notions as transfer
learning, hierarchies, and “compiex and interacting structures of
learned capabilities [Gégné, 19683, p. 190]." valuable gains-may be in
. Store 1f;one weré to rewdrk Gagné's model in terms of ability factors.

A formulation similar to Gag&é's, yet going beyond it in
terms of }e1ating learning to thevgrowth of an ability féctor, has been
advanced by Whiteman (1964). In'th1§ paper, ability factors, Harlow's .
learning sets, and Piaget's operations are systematically compared and
similarities noted in terms of their intersituational consistency and -
hierarchical ofgahization. Implications for enrichment (ledrning)

V4 . . .
procedures are discussed in terms Qf this tripartite view of intelligence.
‘ [ 4

(>}

-



L e e

v 36
In a similar vein, Goulet (1970) has attempted to integrate various
developmental models with respect to the training of transfer. Most

relevant here is that after noting'%bth specific (associative) and

' ' . i
nonspecific (nonassociative) sources of transfer, the Piagetian train-

ing research is rev1ewed and )nterpreted 1n terms of Harlow's learning
)
sets, Since a 1earn1ng set is cons1dered as ‘a nonspecifac source of

“ .

~transfer, Piagetian operations are cpns1dered to be broad, trainable,

P

intellectual tools. The trainability of Piagetian operations is

- generally accepted, although the degree to which nonspecific transfer

occurs has not yet been settled (Brainerd and Allen, 1971; Butcher,
1968; Hunt, 1969). To the extent that Whiteman (1964) is correct in
stressing the conceptua] similarities of ,a factor, Piagetian operatlon,
and learning set, then the poss1b1]1ty of training ability factors is a
reasonable hypothesis to entertain Indeed, direct evidence of the
tra]nab1]tty of ability factors is beginning to emerge. Guilford (1967)

has reviewed quite[extensive]y:the positive findings’rederding the

training of divergent factors. Also supporting the trainability of

ability factors within the Gui]ford model is a study by Jacobs and

) Vandeventer‘(]Q?é) In a rev1ew of this area, Ferguson (1965) cites’

the work of one of his studentsx(Sullivan 1964) which supports the
trainability or trahsfer tnterpretation of abilities. A1l this
evidence wou]d'seem to caft doubt on Fleishman's‘assumption that
ab1]1ty factor scores remain invariant during practise on a "task which
1nVo]ves theﬁp same factors To the extent that Fleishman. has typically .

employed young adults 1n his research, where abi]ity fectors are at

| or near their life- span asymptote, he has some defence of his posit1on.

although a mode] which a]]ows for the p0551b111ty of -both changes 1n
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factor scores and factor loadings would more adequatejx resolve this .
issue.

“ The third consideration of the re]ationship between human
abilities and learning concerns'the effects of learning on the organ~ /
ization of abilitx.factors (inter-factor re]ationships). This important
problem will only be br}efly mentioned for the sake of completeness
sincelit is not of direct concern to this chapter. rFerguson (1954,
1956) has tnterpreted the positive manifold of ability factors as |
resulting from the transfer process. The early differentiation‘hypo-\
thesis (Burt, 1919, 1954; Garrett, ]938;’19465 of the ontogenetic
organization of factors was interpreted in terms of maturation.
Recently cultural-learning considerations regarding the ontogenetic
organization of ability faetors has recejved attention (Anastasi, 1970;
Cattell, 1971; Horn, 1968; Vernon, 1969). The general issue of changes
in the organization of ability factors over the ]1fe-span is considered
in detail in Chapter 5. |

The present chapter is copcerned with the development of a
change model for ability factors that accommodates both the role of
ability factors in learning a specific task and the role of learning
in the acquisition of a;factor. After discussing‘in generg}‘terms the
~ relationship of lTearning, trahéfer, change, and ability factors, as
f'construed within the ?actor enalytic model, euchange model for learning
affecting ability~factor ‘scores 1s presented Th1s change model will
provide for a re- exam1nation of Ferguson s transfer model and wi]l lead
| "to a more complete theoretical statement as to the nature of trans- ‘

fer. Since the learning of a Specific task is defined below tn terms .

of relevant abi]ity factors. and changes in the factor scores of these
- \ -
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ability factors brought about through.learning the task are permijtted,
it can be appreciated that it is the first two types of relationships
between learning and ab1]1ty factors as outlined above that are of
present concern. |
Factors, Transfer, and Learning

It is possible to conceptualize within a factor analytic"
framework both the process of transfer and changes in abi]it& factors
brought about through ]earning a specific task. Consider Equation (]
as specifying a learning task x performance score rather than a test
variable score. If one identifies performance on task x as occurring
_ on occasion 0;, and there is a Tearning situation where praetice.on a i};

 different task y occurs on occasion 0,, it is possible to specify the
-2 J .

performance on task y on occasion 0,5 by a simi]ar‘equationh namely:

"\ = '(\}
2yt ™ b * Mefhs e PR o e

where gii.refers to the standardized performance score of individual i

on task x_after practice on both tasﬁ\x and task y. One can then define |
transfer as the difference in perfornance on task x_as a consequence of .
practice on task X as opposed to no practice on task x. The asterisk
(*) in [6]'ind1cates va]ues that would normaily be different fron [1].
Besides the obvious d1fferences 1n task performance score, - -there are

twp possible types of .Change 1n structure (a) change in cognitive

structure (the féctor scores); and (b) change in task structure (the

'factor loadings) Re]ated to th1s view is Cattel] s (1971) attempt to
~~-formalfi§ changes in factor scores, factor loadings and modulated

motivational traits in a structured learning model. ~These. three types ‘

. of change are represented by his three vector change model, in wh1ch a
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learning ehange from occasion o, to occasion 9%‘15 translated 1nte
three vecto;s respectively, capturing the COmpenent changes which define
that which occurs on‘left side of the specification equation.

The amount of transfer which take; place from task x to task
Y is considered to be intimately related to the.aho e't§pes of change
in structure If practice on task x results in chif;es for an indinidual
on certain’ ab111ty factor scores which are involved in task y, then per-
formance on task y will be in part a consequence of such changes
(transfer). The more similar task x is to task;i, the greater the
transfer effects. If task x is identical to taSK Y in terms of task
structure, then transfer in this case reduces. to learning one task.

In considering changes in ability factor scores (cognitive

structure) that are brought abont through ]earning’a specific task,

it 1s necessary to define learning within the framework of ability

factors as opposed to behavioral responses. Accordingly, learning will

be defined in terms of relatively permanent changes in ability factor
scores (Royce, 1973a). . Thene are seveéral points to be made concerning

this view. First, there is no intention to restrict all of learning

" to changes in ability factors instead of behavior. Thus the learning

of muchv{ncidenta] maten1a1 (e g. paired associate 1earn1ng) wil] ndt
be 1nterpretab1e within the present context. This brings us to “the
important pornt that in considering the relat1onsh1p of 1earn1ng‘and
ability factors, the present focus 1s specifically upon ability learning
{or ®he learning of. abﬂities) rather than defining any 1nstance of

‘learning as changes 1n ability factor scores. A second point to note

o that learning is defined here 1n terms of re]atively permanent

“‘: changes in ab111ty factor scores or raig rather than states. Sinee’l.

a\, ’

.o
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state éaEtors are subject to greater fluctuation than trait factors, the
former nayibe considered as intimately associated with performance
| rather than learning. Thus state factor scores such as moods will affect
performance, butlbf*1earn1ng occurs, this will be reflected in terms of
change$ in trait.factors. ; S

A third point to note here concerns the ontolodica] status
of the concept "factorh. ﬁ@?mentioned in the previous cnabter, the
position taken here is thatwability facters are useful theoretical
constructs rather than simply being a usefuT method for data reduction,
or princip]es of classification or description. Justification for the
fO”SV‘ er view has been.made on the basis of rotat1ng factors according to
some criteria (e.g. simple structure) such that they may’ be meaningfully
interpreted, as well as the possibility of estab]ishing some degree of |
factor 1nvarianee across e{ther persons, variab]es,\time, or some
combination. Henrysson (1957), as.weTﬂlas Rozeboom (1966), have iden-
tified factors extraeted from common variance as hypothetical constructs
with 1nferent1a] _power, while principle eomponent facters derived from
the total var1ance are thought to represent 1nterveninb variables, Both
hypothet1ca1 constructs and’ 1nterven1ng varlabTes have been discussed by
‘MacCorquOQale and Meehl (1948) and'Rozeboom (1956). The former are

"'u

'.characterii | by having surp]us meaning" and some generalizabi]ity. §
. while the latter are simply a short hand descript1on of the: 1mmed1ate .
data. It wou]d strengthen Henryssen S argument for factors as hypo«

theticdl ;onstructs by adding that in the common factor case, there

shauld a]sc be representative samp]ing of the variables in: the particular‘f i

{domain of 1nqu1ry, a po1nt made by Catte]] (\957) in that one should

L jideallytsampie from all of‘thekvariables wbjch‘represent a“particu]ar :

R T )
! -
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aspect of the “personality sphere )
| [r The more conservative British position in regard to the status i
of factors has been characterized by exalting on the dangers of "reifying"
factors. As Coan (1964) has noted in a‘comprehensive treatment'of this
issue, those that consider factors as theoretica] constructs (e.q. |

m - traits, attributes, hypothetical constructs, diSp051tionai constructs)

L never meant by this that they were "real® 1n the sense that they were.
"things" that couid be' located in space and had an existence apart from
the behavior in which they were expressed (reification) They were
considered "real" in the sense that they are psychoiogica]]y rea]
i.e.,.dbstractions from behayior. This brings us to the third point

_ concerning 1earning and changes in ability factors. The 1earn1ng
) concept "habit" may be considered as - a hypotheticai construct "and as
dispositional in nature., ,Inferances.concerning such theoretica],con- o
structs‘in terms of learning (e.g. strengthehing) are of course made on
hi "b the basis of ‘a data base (behavior) SimiiarTy, giyen the view that‘

.pf | - an ability factor is a hypothetica] construct (Henrysgqn, 1957) and
diSpositional in nature it seems qu1te iegitimate to consider that .
Iearning may affect such a construct*as 1nferred from changes in

o ‘behavior (performance on abiiity tests), where the changes are a result

}_él - of experience or praci}ce The fourth point to be made here. concerns iw'

o a somewhat finer conceptua] matter Rozeboom (1965) has correctly

iff ~Q"A ‘noted that 1earning 1nvolves a crange in relativeiy permanent disp051-

ﬁ;;'p j tional or trans situational variables rather than behavior per se. o

HE D N ) ] . , ‘r R \ . e s ‘~' B

v,_

3Rozeboom uses the terminology state vs process variabies. A state .
vari:g}e is relativeiy permanent as compared to the short-term process o i{;
vari e.-_q SR ) R . N
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bear on a problem. Itﬁ»sfthus pOSSibie to conceptuaiize an abiii

iy

1o - 42 .

c i'Jittie reflection will reveal that behavior is usuaiiy never '\

N .
re]ativ‘iy permanent and varies from moment to moment as a function of

\
conditiohs Al and out of the organism This observation leads to con-

sidering reiatively permanent propertie s of an organism brought about

. by “changes in ability factors (as a consequence of experience or. prac-

. b ] ﬁ‘

tice), as that. whicqfis meant by~ 1earning - e
~ “.Finally; it should be noted that in adopting the v1ew of

changes in abi]ity factors as that which 1s meant by learning, it

becomes necessary to reconsider how an ability factor may be v1ewed as

being strengthened\gzsthis concept 1is applied to say habits When a

habit~su¢h as bar pr 51ng chomes strengthened this means that under

f appropriate stimulus: conditions bar pre551ng behav1or increases in

frequency, has a high probability of occurrence,lhas a low latency, -
J W

is resistant to extinction‘\etc ' Nh\tever measure is used for

) inferring the strength of the\habit ba\ pressing, one thing remains :

| constant, i.e. , the behaviorai\response which provides for inferring

0

\
the underiying habit - When one: cb\:iders the. effects of 1earning on .
abilities it is ciear that changes Jn the %cores of the underiying

‘ constructs provide for jfferen forms of behavior e. g., 1ncreases$

in the abiiity numerica] reasoning do- n t mereiy strengthen eariy i

behavior, but a'liow for higher ievei cognitive toois ‘to. be~brou |

,,_:“ K

Throug ut this discussion, I am deaiing wi‘g
growth of an-‘ability: factor. - ‘Recognition ise'eneby given to “the
- which an-abil1ty. factor can 'reach as determined by individual dif- -
" ferences {n genetic: endowment ‘However, the Jatter Amportant determining

'infiuence sti11 leaves open the.nature. of the 1earnihg prgc?ss whereby

that inherent limit is reached. PO IR R e




"'ﬁ;ﬁ'Vfactor scores from occasion o] to occasion _2 as a resu]t of practice

"ﬂi*iin Chapter 2. In matrix notation -EQuation [3] may be EXPCes§edf55

factor as being strengthened‘in two distinct ways First, where there
is no change occurring in the 1eve1 of\fn ability factor the underiying
construct may be strengthened according to such criteria as response

frequency, latency, probabiiity, and re51stance to extinction " In this

A"case, the behavioral response under consideration remains the same and

;is ana]ogous to strengthening a habit The second manner in which‘an
. ability may be con51dere to be strengthened is when the potentia] Tevel
of the ability is yet to bf;E:a]ized and 1earning mediates hanges in

the factor score What is b¥n strengthened in this case s the under-

«lying potential ]evel of the at111 Different forms of behav1or that

: can be evaluated a]ong the dimen51dn high ~1ow or good -bad performance
(which’ is not p0551b1e, say, in the persona]ity domain) a]low for

inferring changes in the underlying abiiity when these changes are . in

L the direction of closing the gap bétween present performance 1eve1 and )

potential performance ]evei, it is appropriate to speak of strengthen-i

ing the potentiai performance 1eve1 as opposed to strengthening the

{

gpresent performance 1eve} whEn ]earning mediates changes in abiiitiesn

‘\that resu]t in: a 10weraﬁgve1 of perford%kte, this may be viewed as a :

Arpgweakening of both potentia1 performance e and the previous present.

ﬁ"" 1, but of strengthening the now&sent (1ower) ner
o U~ .& . . r_ . B ‘1V.~. ¥ e,

Jiformance level R ,,,?fg;gn 54111 Lo T L o
, Lo e s i , o
Learning and Changes in Cognitive Structure T

iperformance 1

Consider now a situation where there is a change in ability

\"
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“ o 2* - 7 = A(F*-F) (7]

[ 4
<

where 7' {s the n variable by N person score matrix, A the n varfable by .~

k factor factor pattern matrix, F the k factor by N person factor

score matrix, and the asterisk indicates a matrix at a latter occasion.

Let us now define a k factor by N person T matrix as the matrix of

total change scores in factors, i.e., .

TaFrt-F (8]

Consider now the possibflity of decomposing each total change score from
matrix T into two distinct componepts. It will ée advantageous to
consider first the simple case wherebon]y ability factor o is operative
in practice on a task«g_and-a‘universe of discourse consisting of factors
a,B8, and y. The two distinct types of change in ability factors are

gr1marz change (A ) on the operative factor a and secondary cha_gg ( ) :

on the gggpperative factors 8 and y. The 1atter type of change may be
though§ of as changes in nonoperative factors that are brought about by
generalization effects of 6r1mary change in the operative factor. Such
generalization effects may be specified by a multiplicative functién of
the psxpholdéical structur;? sim11g[jti.coeff1c1ent (p) of the operative

S

and nonoperative factors, and the primary change of the operative factor

(gp ). Figure 4 111ustrates these relationships where the nonoperatfve

factors 8 and y have different g_coefficiencs with the ope‘gtive factor

a. For example. performance on task x may involve only the ability*

factor spatial relations (factor a) and not reasoning (factor B) or
perceptual speed (factor y). If ‘after practice on task x an increase
in the spatial relations factor occurs, one may expect that there will

v
.
* . - )

d .



45

X NSVYL NO IDILDVYd o B
HOIH - . MO . A
= MO1 W
o D~3
rw..wn.ﬂg Rk
_ 3ONVHO. 47 :..qu
>«<az8wml/ , mm o)
OG-
g3 = =9
o Z £
IONVYHD | , _mum..V:
AIVWIEd \ : ‘ O
D4 .ﬁ.l\ .. | .ﬂw K
: HOIH W

‘MO( S§ »bq pue ybiy st 904 unzu yons ade 4
puR ‘g ‘D sU0IDBy Y] UIBMIA]Q SIUI(D(44309 xuﬁgmﬁ*efm (edmydnuys (ed(bo(oydhsd ay3z pue x ysey :onwupuuoum
Ul 3Al3eUadO S| 3uO(R T J03DRS 343YM 3seD I[dW|S Y3 U} SII0IS 40dRS U} mwmco:v.xgoucooom pue »gni—ga

»

t 34nb}y




46
] :
be generalization effects such that there will be minor changes in the

nonoperative reasoning and perceptual speed factors. The latter
secondary changes will be a function of the primary change on spatial
" relations as well as the psychological similarity of reasoning and per-

ceptual speed to spatial relations.

.

.a}d In considering the more general case for k factors, where some

. may be operative and some nonoperative, the total change (A,) for any
p P t

factor will be equal to the primary plus the various secondary change

components 1.e.

* |

. g =a +a . _J 19

L A

where for nonoperative factors the primary change component (AE) would

drop out. The primary change for any factor may be actually considered

as a special case of secondary change, i.e., the p coefficient for that
. : A

factor with itself (which equals unity) matched multiplicatively with

the primary change for that factor. This formal property allows one to

express [9] much more cogently in matrix notation i.e.
. |

H L 4
|

T = PC [10]

where T is the matrix of. total change scores for k factors and ﬁ'

individuals, P 1s the matrix of psychological structural similarity
) coéff1c1ents-(we1ghts) for k factors and 1s symetric with unities in

the diagonal, and C {s the matrix of primary change scores %or K

factors and N individuals. What [19] sets out t: the basis for a
general multivariate change model Fhat provides for teasing out the
’prfmaﬁy adﬁ/or gzcondiry changes on ability factors in a learning
situation. As‘Figqre 4‘reveajs. changes in fact%r scdfés increase

.

Y Y



as a function of pract1ce5 until an asymptote is reachedL Change
'funct1ons for each ab1l1ty'factor could theoretically be established
for various tasks. |

Further comment on the'psychological structural similarity
coefficients from the P matrix is in order. The p coefficients are
viewed as invariant parameters not subject to'changes brought about by
changes in score distnibutions. This is one feature which distinguishes
the p coefficient from \the correlation cdef%icieﬁt. A correlation between
two traits can be brought about by sources other than the psychological
struct%ral similarity aspects (Anastasi, 1970§ Thompson, 1957, 1966;
Tryon, 1935) although Tryon (1935) conﬁidered.the similarity of
psychological components source as the most potent in producing cor-
relations between variables. To the extent which this is the case one
may use corre]étions as given in an REg.matrix of 1nterfactof/corre]a—
tions as crude approximations of the p coefficients if an additional
precautionary measure {s taken, namely, obtaining estimates of
correlations as relatively invariant population parameters by the use of

averaging techniques (Guf]fordﬁ j965). This procedure will allow for

5ﬁ!roughout the development of th1s‘paper;ibra¢tice is construed as
occurring acros$ occasions, i.e., 0y + 05 + ... +o. Trials gq—gﬂ

are collinear with occasions 0,-0 . Although the word 'trial' usually

connotes rather short intervals between occasions (i,e., a typical exper-
. imental laboratory task), this terminology is intended to be much broader
. 1n conception. In other words, since no restriction is placed on the

time interval between trials or occasfons, the model being developed here
‘{s applicable and interpretable from the standpoint of experiences -
through the life-span (1.e. learning and development). ‘A similar argu-
ment can be mydg for the length of a trial, i.e. ranging from a few
'seconds or minufdg in’ the laboratory to a fairly long complex life

o
‘ﬁ. ‘ S

‘experience. = .

. "t) * “,,

S o - .
;e
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estimating the primary change scores by:
,~1
c=P T [11]

which follows from [10]. In this way one may generate both primary and
secondary changes since, besides“the estimates of the p coefficients, one
would also have the total ch!nge scores.

The three types of change encountered above must be concep-
tually distinguished since they are not all of the séme logical type.
Total change is that change which is manifested empirically. It 1s‘at
ﬁhe terminal eﬁd of the change process. Primary and secondary change
1ie casually déeper in the change process and must be inferred from
considerationé other than simply measuring term%nal change, since the
latter is 1dent1fied with total change. Although primary and |

.secondary change are conceptualiy d1st1nct as- indicated above, they

q
may be regarded as being of the same formal type (secondary change),

since primary change share§ the impo;tant property of secondary change
qpf having a psychological structural similarity coefficient, which is
defined in this case for a given factor f with respect td ftself.

In conc]hdiﬁg this'section,;it can be noted that the change
model for ability factbrs that has been developed here makes no commit-
ment to a particu]ar’léarnirg thﬁory. Suchéubstantive considerations
are developed in the next chapter

Transfer and Changes , 1n Cogn1t11e and Task Structure

.‘ This section will examine the process of transfer from task X
to tagk x_by making use of the preceding mocel. Transfer occurs when
practice on task x has an effect on the performance of task Y. Une of
the earliest attempts to provide a model which ties human ability

&
. % _
| T, : !
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_ factors to the process of transfer was that of Ferguson (1954, 1956).

. The position taken here {s that the basis for the process of transfer

from task x to task y resides in part in changes in ability factor scores
as a result of practice on task x. ‘Iﬁ considering Férguson's transfer
Eode], it will be seen that it needs to be qxtended somewhat in order
that one may become more analytic as to how transfer occurs as é result
of changes “in ability factor sconés‘ The model statgs thét performance
on task y is some unspecified function of pérformance on another task x
and the a@ount of practice on the two tasks (EK’EZ)’ ie.y = ¢(x,§§}l).
In the case where practice is defined in terms of performance, then the
transfer model simplifies to y = §(x), ‘1.e. performance on task y is
some unspecified function of performance on task x. An ability is
conceived here as evolving out of differential transfer situations and
fééﬁhgs a crude stability of invariance through overlearning. Thus ‘
individual differences 16:abilities reflect a crude limit of perfor-
mance reached by overlearninyg. The positive correlations between human
abilities are also explained by alluding to the process of transfer.

Transfer is thus construed as providing the basis for the establ ishment

of a general factor, since reciprocal influences among primary factors

~allow for higner order factors to evolve from jower order structures.

However, as Whitemén (1964) has noced, this process is complicated
since,generaiization (higher order factors) may also occur becau;e of
lack of cognitive 3?%ferentiation, which is the major tenet ofrthe
differentiafion hypothesis'(Burt, 1919, 1954; Garre;ﬁ, 1938, ]946).
It may be appreciated gy'now that’Fergusdn had a multi-view

of the procéss of transfer, in which the various meanings of this process

were not adequately delineated or cqnti‘asted. Besides developing the

-
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notion that transfer occurs from task x to task y (the one and only view
adopted in this chapter), Ferguson stated that transfer provides for the
growth of ability factors, is the basislfor posifire correlations between
abilities, and occurs from abilities to learning tasks. In considering
the growth (changes) of ability faptdrs, Ferguson does not specify how
transfer‘yie1ds an ability factor. An apility factor {s said to emérge
~ out'of differential transfer situations. The exact nature of how this
factor emerges is left ugspecified‘ Transfer occurs from task to task.

How exactly this relates to an abi]jty factor is nbtrindicated. In order

to clarify and meet the objections being made above, it is necessary to

conceptualize the growth of an abi]ity factor as a resu]t of practice

on a task which ]ead< to changes in the underlying factor Practice on

different tasks resu1ts in varying changes on different factors. The

1mp]icaiion of this view is'thet transfer from task x to task.y is
mediated by the changes in factor scores’that'are brought about by

practice on task.x. The paradigm is as fo{]ows!' practice on.tas% x
_change in factor scores = transfer - practice on task Y-

4 It is now posslb]e to obtain a clearer 1dea as to how transfer
'from task x to task y is effected by changes in “the ability factor scoresA
.by applying the\mu]tlvar1ate change model as expressed in [10]. Consider

a situation where changes in ab111ty factors are obta1ned at the end of

performance on task x, and practice, and thus transfer to task y, is to

v take p]ace It then’becomes apparent that the three types of changes in
L ‘ab111ty fhctors as a result of practice on task x form the basis for :
three correspond1ng types of transfer. Thus total change provides the:
/* basis for total transfeg, primary change is the basis for gri ry
/ transfer, and secondary change is the basis *or secondary transfer.

L] e o
. . ) . P
’ .
. ' L 4 .
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It is important to bear in mind the scoﬁe as well as the .

restrictions of the transfer model that has been presented. In terms'of‘
scepe, the above model provides for a general multivariate approech in
mapping out ehanges in factor scores as a result of 'learning (prectice

© on task x). The theoreticel‘bésié for the process of transfer from task
x to task y has been estaeiished, namely, the\separate féctor score |
lchanges that provide ﬁ?r both primary and secondary transfer. This
formulation allowed for a general model to get at the basis fqr/tota1
" transfer after practice on task x. The development thus far/has not
_eommented‘on exactly how much‘transfer will occur from task x to task

y. That is to say, the mode] above represents the basis for the maximum
possible transfer effects as a resu]t.ef practice on task x. How much
transfer will occur from task gvto\task y depends upoﬁf (a) the changes.
* in factor scores as a result of practice on task x, and gg) the nature
of task y, i.e. the factor structure of task‘x_in terms of the factor
t‘pattern coefficients (task demands). The model developed thus far has
been concerned with the'fjrst aSPECt ef this questionlofvpossib]e
transfer effects. 'The second aspect in considering the possible trans- .
fer effects, will be a function of the sfmi]arity of the factor structure
. of task x and task Y. f |

C It 55 now desirable to derive a coefficient or index of the

similarity of the factor structure for task X ‘and task y based upon the
factor- pattern coefficients in order to determine the actual amount of
ransfer that will take place. Given the factor mode]s specifying f‘ .
performance on task x and task x_(equations [ and [6]), a coefficient'

‘.fof the similarity of task structures can be obtained using: Catte)i s

- {1957) pattern §imilarity coeffictent (r). As noted by Bolz (1572),

-~ 3 AN
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. [
the rﬂ.is vastly supertqr to the correlation coefficient as well as 27

‘additional similarity or distance measures that have been proposed if

it is important to simultaneously consider the .elevation, scatter, and
shape of component measures. In evaluating the simi]arity of two task
structures, it would.be important to simultanedﬁs]y consider the g

elevation, scatter, and shape. of spec1a1lsign1fioance of rE.1Swthat
it has a value between *1 and Hern (1961) ‘has worked out the distribu-
tion allowing for eva]uating its'degree of significance.

s
;

* The introduction of the Eﬂ‘coeff1c1ent has been preliminary to

" the aim of linking up the maximum possible transfer as determined by the

two separate types of change in structure (cognitﬁve and task) in going

from practice on task x to practice on task y. It will be remembered
that the maximum transfer possible from task x to task x_Was considered a
function of the total change in %ti]ity factor scores~(primary p1us

secondary change) as a result of practice on task x, and the extent to
' ¢

Iwhich,task éﬂand task x_had similar task factor structures (b loadings).

This idea may be represented by

transfer x+y = ¢[R, T - & Elz]

that is, transfer from task x to task x_is some funct1on ¢ of the

simllarity of the task structures (IQ) as well as the total changes 1n

ability factors resulting from practice on task x. In passing it can be’-’

noted that it may be des1rab1e to differentially weight the factor scores

in T, ‘since those factors that are 1mportant for task. x'(i e. high factor

-loadings) shou]d be given greater weight than those not important (i.e.

L

-

!
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Equetion‘[lz] represents the effective transfer performdnce
score from task x to task y for N individuals. ‘The derivation of this
‘*model has allowed for an understanding of tne complex nature of the
transfer process to task y as a function of practice on task x. It
“may prove en]iahtening to offer a very simple explanation of the
effective transfer performance score for transfer from task x to task -
x‘fer individual i. It fs simp]y the difference jn'nerformance on task
y for individual i_under two conditions: practice onAtask x.and no
practice on task x. ’ .l . )
| Discussion |
The transfer model under censideration receives support from ¢
empirical f1nd1ngs‘that were reported fromeeinonen (1962).' He inves;
figated tne question of whether practice 6& a marker task. for a certain
factor would have transfer ;ffects to performance on.marker tasks of two
other factors. He hypothesized that transfer effects would be aniinverse
'functibn~of the angular separations in common factor spacelof the marker
task vector‘on wh?ch training was received and the marker task vectors
on which trans?er was measured. In other words, since the corre]ation
of two task vectors is inversely proportional to the1r angular. separation,
He1nonen was predicting that the greater the correlatlon of task 5_and
task y, where task x is the praetice task and task y is the task on
which'tnpnsfer occurs, the greater the transfer effects; ‘The;hyPothesis
' vas confirmed sjnce the increase in mean pefforn;nce'for a task varied
systematically with the angﬁ]ar sepanation of that tesk'ffom the prac-
tice task' Although this invest1gatioﬁ‘does not d1rectly test the notioh

of primary and secondary transfer effects having the1r basis in primary

1



"i'of‘the above account of transfer Since each trial in Fleishman'
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- and secondary changes, in factor scores, these results are not inconsis-

tent with the complete transfer model deve]oped in this paper. This
investigation a]sn provides evidence for the plausibility of using
ccrrelatfon’coefficients as crude approximations of'the psychologica1
structural similarity coefficients. . - //

In considering the kind of data the fransfer mbdel would

‘handle, in addition to the various factor score change components

f

"during practice on a task x noted above, a second task y could be given
. to both the exper1menta1 and control groups where the experimenta1 group

" receives practice on task x and the cqntro1 group does not. . The task

structure for task 5~anq.task y may be previousﬁy determined using other

Ss which are matched to the experimental and control groups'according
to the relevant ability and cognitive style factor scores since there
is eyidence'that different cognitive strategies may a}ter the factorial
comnhsition of a task (French, 1965; Freder?ksen,:]969). Given the

appropriate task structure of task x and task y for matched experimental
0

_and :jntrol groups, it s then a simp]e matter to obta1n difference
- scords for these groups for performance on task 1 These difference

. 'scores for N experimental Ss may then be substituted into []2] and

o

" different ¢ functions tried ‘out to test the ‘adequacy of the transfer

mode] which takes into cons1derat10n both changes in factor scores ‘
and factor 1oadings | | -

It is. possib]e to conceptualize Fleishman 's paradigm in terms

»

conception of a task calls 1ntp play a d1fferent task structure (b s),

.8 given trial may be . defined by i equation similar to [1].- Each of

’\Fleishman s trials then become mjcroftasksland.thus the changehand

Ty
it
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transfer modelvdeveioped here makes Fleishman's one task design.reaiiy}a;'~
special case of a ﬁulti—task‘transfer design. In this-way;both changes |
in factor]oadingsand factor scores becomes conceptually possib]e The
difficu]ty that immediateiy presents itself however is obtaining

g estimates of changes in factor scores during the ongoing macro task or

n gresent terms the seqbential micro tasks. Interrupting the task at
fhe end of each trial to obtain estimates of changes in factor scores may
be a defensibie procedure in a particuiar case although the(dangers of
altering the nature of the task shou]d be kept in mind. The advantages

however of plaging Fieish%an 's work: within the present framework is to

call attention to what may be called the more.prbfitabie weak diglunctive

(either A or B or both) as Opposed to the strong dislunctive (either A

or B but not both A and B) as paradigms for reconci]iating differences
.,f,«-
ThJs it is conceptua]]y possible that both factor scores and factor

weights are changing during practice on a task.



~ CHAPTER'4 B | u
A CONCEPTUAL‘FhAMEWORK FOR LEARNING“EFFECTING THE
.~ DEVELOPMENT OF ABILITY FACT0R36 | o o
HaVing clarified the use of learninq as it 1s related to changes
in ab1l1ty factors and factor loadings, the next step 1n this analysis
will be to give an examﬁle of how one might relate substantive learning
principles and changes in ability tactors Gagne s (1965) model is con-
sidered as a tentative way of achieving this conceptual linhage “hut‘ |
it should be realized that future work may profit by considering other
learning models In any case, the factor change model outlined above will
. -now be 1ntegrated with learning and dQVelopmental concepts. Table 2 sets :
" out, in slightly modified form, Gagne s (l965) Lypes of\learning Iny
addition)a taxoriomy of some of the learni ng principles that ‘have -
~ received most attention in traditional experimental learning theory arF
presented showing their hypomhe51zed relationship to Gagne~s types of '
‘learning It can be seén that learning principles 1-10 are considered
.as basic, common to,all types of learning. Learning princ1ples - 28 .,"‘;
‘ ’-.have’been*placed underfthe'appropriate;type*of learning where they would

'be expected ) be.most relevant The latter\Plucement should not be |

AT fconstrued as being tually exclusive. since some of the learning prin- - ‘

: Vs;\ciples ll‘28‘ ld Bé act
| .'“(especialiy in. more complex types'_

¢ in more than one type of learning | '
‘ Tearning\\hat occur after 1ts 1nitial
, ;Y‘placement in‘Table -2). The basic learn\ principles l-lO will now be

N

};&3_: 1' stated within theiframework of learning effec ;

ARy o o : | '
e oty LY . Vi v“w RS . v e 3 :
e B N P - . - . o e st Lo "l" .
; RN . ._’ ! U . ; . T “\ e v.. o A A :
FAE L ? i .
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B A

6
A version of‘this chapter is to appear 1n Buss (l973c)

the development of y',.;v
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ab1lity factors or changes {n ability factor scores. That is, while it
is true that much 1ncidental learninq may occur without changes in
abflity factor scores, and ability fagtor scores are ralatively per-
manent over short perfods of time and provide for and set limits as to
what may be learned, the present focus is confined only to that situa-
tion where changes 1in ability factor scares over thc‘life—Span are ef-
fected by learning. '

P, A reinforcement {s any stimulus event (e.q. coﬁfirmation
of expectancy) that(wi]l inQrease'an ability féctor. I[f reinforcement
occurs on a continuous schedule, the maximum possible change in the
ability factor Score {s reached. ’If, however, the same maximum
change 1n the ability fgctor sco#e is brdught about more slowly by a
schedule of partial re1nforcemen;, the effect of the latter wi]].re;L]t
in greater resistance to extinction.

P, Extinctioh occurs when there is a decrease of al ability
,lfactor score caused by failure of reinforcement. Extinction is more rapid
when acquisition octurs under a schedule of continuous reinforcement as
opposed to a schedule of parﬁiq] reinforcement,

23 The 1nvolvement of an ability factor under stimulus
conditions somewhat different from original learning is called stimulus

generalfzation. .

54 Biscrimination is achieved when an ability factor 15

operative in one stimulus situation but not in another.

~.. 'E-s

" the direction of behavior (goals). In human ability 1eqrn1ng. perhaps .

Orives provide the impetus for action as well as defining

the most impprtant drfvn or motive is achieving cognitive proficiency

which facilitates adaptation to the environment.

~

1
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P. The score of an ability factor is enhanced by an inter-

~b
mediate drive level (inverted U function). However, the more complex

. the task, the lower is the optimal drive level (Yerkes-Dodson Law).

. P, Increases in the score of an ability factor is facilitated

-~
more by distributed practice than by massed practice.

Pg Transfer occurs when practice on task x has an effect on
performance on task y (positive vs. negative transfer).’ Transfér effects
have their basis, in part, in changes in underlying factor scores brought
about by practice on task x.

Py

ability factor since skills can ha evoked at a low threshold. \

Overlearning enhances the stability of the level of a

EJO Further growth of an abi]ity factor is moderated in t

organism by a physio]ogical and psychological readiness variable,

which is meant that the individual must be ready for the conditiogs of
the task in the sense that apﬁropriate behavior is in the indipfdual's

/

as affecbhn;

bo;h trait profile and trait pattern. It should be nojéd, however, that

repertoire. .

The above ten basic learning principles are se
it is individual differences in each of these princjffiles which account
for changes 1in interfactor relationships. Furthef commen on Gagné's
types of learnina as they relate to changes in apility factor socres
and loadings will be dealt with subsequently. (. t this juncture,

however, I wish ko elaborate on how learning principles 1-10 are

hypothesized to;be involved in the development of ability factors.

!
|
[
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The human organism is engaged in a process of adaptive
behav1or7 1n'order to meet the demands of the environment. Control
over situational presses leads to the development of cognitive struc-
tures (increases in ab{lity factor scores) through learning. With *"
\ respect to ability factor development, the major drive, motive, energy
source, and goal, reyvolves around mastery, of the environment. Gr;@th
of abilities lead to achieving this goal. Behavior that leads to

successful and proficient environment control or confirms one's expec-~

tancies is enhanced and leads to the reinforcement of the hypothesized

constructs (ability factors) giving rise to such behavior. If rein-
forcement is delivered on a cont1nuou$\schedu1e, ability factor score
changes are more rapid than if a partial reinforcement schedule were in

effect. The latter, however, would resuit in more permanent change,

g

i.e., be more resistant to extinctiow effects. Inappropriate or
mal-adaptive behavior becomes extinguished and facilitates the formation
and operation of relevant ability facpors. Throughithe dual process

of étimu1us generalization‘and discrimination, the 6ﬁganism learns the
generality and specificity of apprépriate.ab111ty factors. The more
frequently an organish puts into opergti&n a given ability factor, the
more efficient it becomes, thus solidifying 1t into a functionzl.unity ‘
that has a low threshold for implementation (over-learning). Stimulus
generalization.can be seen as a Speé1a1 {nstance of transfér, where

+

competencies and generaf skjlls are built up by practice of underlying

;
R

7Learn1ng has traditionally £§én defined as adaptive but the phenomena
of ‘1atent learning as well as' the role of rovelty and curiosity have ~
demonstrated that in the short run, nonadaptive learning may occur. If
_ one confines his attention to "intellectual Tearning" at the human level,
then learning may be considered adaptive in the long run.
' ®



ot

L

\

! ' 62

ability factors which are common to similar tasks. Distributed practice

~on a given task leads to better performance and thus to greater rein-

forcement (environmental mastery). As such, 1t will result in increases
in the ability factor that 1; operative to a greater extent than massed
pract1ce since the 1atter situation leads to poorer perfarmance, less
mastery of the environment, and thus less reinforcement. Throughout this

general deveTopmenta] pro’bss, the level that an ability factor can

.reach is subject to the ghysiological and psychological readiness of the

organism. With respect to psychological readiness, the organism's
developmept is seen as cumulative. 'Prior learning determines the level
later ]eapning can reach.
LeapningaStages, Factor Scores, and Factor Loadings
In Figure 5 the hypothesized relationship between Gagné's
types of learning and the development of an ability factor a is repre-
sgnted. In this'mode], the level of a factor is considered as dependent

¢ .

upon the learning-stage reached in development. The theoretical growth

curve of a factor is represented as S-shaped, consistent with the
evidence ;Eom Thurstone (1955) who applied his absolute scaling methods
to his seven primary mental ability factors. As can be seen, later
complex learning, upon which a high performance level of factor «
depends, is a direct outgrwth of more simple types of learning. Trans-
fer takes p]ace within each of Gagne s types of learning as practice

on diverse tasks occurs (1earning princ1p]e —8)‘ In addition, transfer
occurs between lower_types of learning to higher types of ﬁearning -
(1earning principles P and P]0)§ Gagne (1565) refers to %ach of these
types of transfer-as lateral and vertical respectively Lateral|trans-

fer is Teft unexplained by. his theory, while vertical transfer
>

hg -~ . . B’ i . : _ . ‘
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Figure 5
Growth curve of ability factor a according to léarning—stage theory.,
Learning is cumulative and from simple to more complex. The level
achieved on each type of learning sets\limits on later types of learn-

ing and thus the ultimate level a given factor reaches.
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simpiy accounted for in that learning at a higherﬂlevel will be made
easier when low level learning has been mastered. Fjgure‘S has certaip
ihp]ications which go beyond this simple statement. It implies that
deficits in lower types of learning have more serjous consequences on
the ultimate performance level of an ability factpr‘than do deficits

in later types of learning. This is indicated in Figure 5 by: Tlow

level types of learning hranch off, the factor performance curve when the

’

latter is positively accelerating whereas high level types of learning

branch off when the factor perfprmance curve is negatively acce]erating.

Therefore, def1c1ts in low level types of learning will have more ser1ous
effects on the ultimate factor performance level than will def1c1ts in
high level types of learning. Such a mode]'is consistent with Hebb's
«1949) theory of the 1ﬁportance of early experience for later function-
1rg, as well as Schneirla's (1957) view that gains from experience are
1ikely to be greatest at early stages of onlogeny. That this same
relattonship holds for negative inf]uences as well, i.e., brain damage,
has aisp been argued by Hebb (1949), a]thodgh/the evidence here is. not
conc]us{Ve (see Hayes, 1962, for a review).

Ev}dence for the upper 1earn1ng stages of Figure 5 comes /

from Gagne Mayor Garstens, and Paradise (0962), although this. re§earch

was not carried out wlzhln the f ameworK\of ability factors. More -

™~

specifically what these researchers qid was to examine the learning of

mathematics, and found that generally only learners that had mastered -

capabilities }ower in the learning hierarchy were able to master _
capabilities!higher in the legrning hierarchy. If one were-to'consider

a more general capability like the deduction ability factor.for example,

it does not seem unreasonable to hypothee1ze that growth on this ability

}
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occurs as a function of cumulative Tearning in the manner-set out by
Figure 5. ‘ ‘
Some commént is in order as to the gege}a]1ty of the model as
represented in Figure 5. It should be stated that this view of the
development of abilities will probably be able to accommbdape most of
the factors that have reéeived attention, witﬁ the added pr&v}sion that
all faétors needn't progress through all seven learning-stages. In
considering primary ability factors that are considered “established"
(see Ahmavaara, 1957; French, Ekstrom, and Price, 1963; Horn, 1972;
Pawlik, ]966; Royce, 1973; Thurstone and Thqfstone, 1941; for a discus~

sion ofAtheir invariance and/or psychological interpretation), some of

those that would probably progresé through all seven of the Tearning

~stages include: verbal comprehension, induction, éxpreSS10na1‘f1uency,

number, deduction, spatial relations, syllogistic reasoning, and .
originality. Taking verbal comprehensiqon as an i]]&strative example,
the process might go sometnﬁng.like this: the child learns to attach

certain linguistic labels to specific concrete objects ($-R); certain

words become connected because of the speaking habits of the linguistic -

community (chaining?;)as woydsvacquire richer meanirig, associations

‘are built up (verbal association); as similarities and differences

between the meanings of words are learned, finer linguistic discrimina-
tions may be made (multiple discrimination); abstractions emerge which

allow for transgending }he imnediate situation‘(concept);,concepts are

combined, separated, transformed, etc., on the basts oﬁ‘variqu§ rules’

(principle); finally, solutions to problems proposed Iihgpistically

are sE]ved on the basis of strategies, wpich. involve the integration -

)

and exécﬁtién of fules (problem solving). )*\fan be noted that .
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idiosyncraeies in the deve10pment‘of say, coneebts, are possible.
However such individual differences may be}1arne1y in the. connotative
mean%ng‘gs opposed to the denotative meaning. Fof example the concepts
"mother" and "father® will have differing connotations qepending upon
fam11y'env1f0nment, although denotatively these concepts will have

relatively invariant meanings across familiy eanrdnments.

‘* Ability factors that would pnobab1y not go through all Eeven

\‘Egarniné-stages 1nc]ude perceptual speed, word fluency, memory, and

"+ spatial re]at1ons Thus/, perceptual speed would probab]y progress to
the learning-stage of multiple discrimination, cons1stent with G1bson ;
(1969) more general theory of perceptual learning, in that perceptual
development ;nvo1ves greater and greager di%ferentiation or an increase
in the specificity of reeponse to invariant'stimu1us inputs (i.e., a

\

sharpening of percepts)L Word fluencylwdqu pass torat least the concept

1earn1ng—stage since a rich repertoire of concents would facilitate such

-

performance In cons1der1ng the memory factor, since it-involves the
retrieval of 1nformat10n which is storedAinscoded fagrm, a case could

"be made that it progresses to the concept learning-stage. Shor;—term‘
memory wpu]d prebably'not fit 1nfo this scheme, since it is viewed by

some (e.g. Hoin, 1968, 1970; Miller, 1956) as bas1c and unlearned, '

" where the performance level sets 2 11m1t on the capac1ty for 1nformat1on
o proce§s1ng.' Spatial relations would not‘nass through a. verbal associa-
tion stage These exampies of abi]itnyactOrs as they relate to the
‘ various learning-stages are: illustrative only and are not meant to be
an exhuast1ve and def1n3tTve statement. ‘ -
Bracket]ng for the moment the inter- factor d1fferences 1n the

' _leahning—stage‘reached, consider now a class of abi]ity factors that are
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1dentica1 in terms of the learning-stages they progress through (1t‘will
be easier,.though not necessary, to consider those that progress through
the full seven stages) One’ can v1ew the various deve]opmenta] curves
in Figure 5 as ideal types, reflecting the level reached by an abl]ity
factor, given that cumulative learning has been maximal up to that
particular curve. Of course in huﬁﬁh déve]opment, the cumulative
learning process would not become fixated before reaching the problem
solving level for the majority of ability factors. The above model,
however.‘dces provide a conceptual framework for theoret%cally charting
the effects of various types of learning in the development of ability
- factors, and would be especially potent for conceptua]1z1ng this process
phylogenetically, where certain organisms reach limited ]eve1s on.
“ab11ity factors since they do not reach the higher level learning types.
Another implication of the varlous types of 1earn1ng growth curves is

that Lhe transfer asymp;pte fOr performance level is reached prOgress1ve]y

1ater in t{me as one moves from 1ow level to hlgh level types of
‘learning (learning principle P]O) This aspect’ of the model may also '
aid.in interpreting the deveIOment of ability factors phy]ogene&léaq}y,
. since lower organisms reach ful] development relatively quicker than do
‘higher organlsms. By transfer,asymptote,.1t is meant the leve] required
on one type ‘of learning as a’resu]t of practice‘on those types of tasks,
before. transfer to the next,h1gher type of learning can occur invo1v1ng
‘tasks thhin thjs h\gmr type of learning Thus, it is 1mportant not to
, conceive of the 1earn1ng curve. copfion ts as reflect1ng~abso]ute
_performance ovér time, but‘ratherfas "cumu]aé’ve, developmenta], transfer, .

' Vasymptgte, 1nf1ection, stage pomtg " To be Sure,* the human organism

;continues st0r1ng up new S-R connect1ons over the life- span, but in

S S e *
. - M ) - - A . -
A | » R °



LI

the deve]opment of an ab111ty factor, once the organism reaches a
cr1t1ca1 performance level on S-R learning, he is ‘able to advance to B
the next type of ]earn1ng, As the organism progresses to more advanced
stages of ]earning, h1s ab111ty factor score 1ncreases accordingly.

From these conslderat1ons, 1t can be seen how the 'small
gradual changes of the factor growth curve are comp]etely compatible with.
a qualitative or structural change mgggl since I am adopting the view

that Gagne s higher types of learning are an outgrowth of, but not

reduc1b1e to, lower types of learning. Th1s pos1t1on 1s also cons1stent
with Table 2 and learning principles ]1-28, where it was stated that
certain learning principles would be most relevant in certain types of
learning. The implication here is that as,one ascends the Gagné types

of learning from simple to more complex, new forms of learning evolve
wnich are not reducible to lower forms. Such a view is quite consistent
witn the notion of incremerital cumuiative ]earnfng.‘ - |

The entire‘]earning process involved in the growht of an
v

ability factor as illustrated in F1gure 5 may be conceptua11zed as

h1erarchica1 in nature The Tevel of an individual’ s factor score is

‘a direct consequence of -how hlgh up’ the 1earn1ng/type h1erarchy he has -

_progressed. Hiengrch1ca1.models for intellectual growth with respect
{kvto-]earntng have been.aavanced by.Gagné (1968a,'1968b), TVt they haue
‘i:not until now been put into the framework of abi1ity.factor$' Hier-

. archica1 conceptions of ab1]1ty factors exist. (Burt 1949; Catte]]

,.

1971. \ernon, 1950) but they have been devised in accordance with
mapping out the existent nondevelopmental structure of the ent1re A

abjlity domain.
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The present:account of the relationship of learning to the‘

deve1ooment of an individual's ability factor scores is quite ana]ogous_

 with a stage view of cognitive deve]opment (e g. Bruner, 1964; Piaget

1970). " The stage concept has been discussed at some 1ength (F1ave11
1963, 1971; F]ave]] and Wohlwill, 1969; Hunt, 1969; Inhelder, 195?;
Kessen, 1962; Pinard and Laurendeau, 1969; , Reese and Overton 1970).
The essent1a1 propertles of stages are that they compr1se an invariadt

A \

sequence in which later stages subsume ear11er’ones and thus provide
| for integration, and that a given stage is defined by shructura] e
wholes rather than isolated behaviorallcomponents. In terms of the
present model, Gagne's types of learning may be viewed as an invariant
sequence of iearning—stages, where the structural'who1és defining each
“stage consfst of the different kinds of 1earning and princip1es as set
out in Table 1. “Emptrical ev1dence support1ng‘this view is reviewed by
Gagne (1968b), although he does not use the word "stage" Quantitative
“changes in factor scores wou]d occur w1thin any 1earn1ng stage, and
vqua]itative or structural changes would a]‘.? the transformat1ons from
stage to stagei Once. the individual reaches’the terminal 1earn1ng4
stage for a given factor further'changes in factor scores wou]d be"'
‘lﬂhantitat1ve in nature, which is consistent with the views of Flavell . )
~(1970) and Koh1berg and Kramer (1969) as to the kinds of changes in - .// |
,the‘adult s-cognit1ve structure. It wou]d be expected that the maJority
of ab111ty factors would progress simultaneously through the various learning
stages a]though possjble exceot;ons would resemble Plaget s éoncept of
. ¥ horizOntal déclage. N - | ‘
| . That factors may undergo structura] transformations over the
” life-span has been noted in Chapter 1. This orientat}on towards

s \

;Es‘"



‘plane geometry theorems).

considering dimensions of 1nd1v1dua1 differences through the life- span

“'may be contrasted with that approach wh1ch attempts to demonstrate the

tab111ty of factor pattern matr1ces from occa§¥on\to occasion through

)

the use of faqtqr matching procegures e.g. Mered1th 1964) Undoubtedly,

the concern wlth the-latter: issue has been prompted b§'the be]1ef that

if factors are to be useful theoretical constructs, their invar1ance

must be estab]ished across different subJects variab]es and occasions.

\

It should be noted however that these two maJor concerns are not '
|
incompatible, since the factor match1ng procedures may be used for

establishing the boundary~cond1t10ns for structura] stabi]ityfof )

factors.‘ It may be hypothesized that these boundary cond1t1ons may
line up with the differentr1earn1ng—stages That is to say, in the case
of ab111ﬁx factdrs the various 1earn1ng stages that have’ been considered
may be V1ewed\as providing the theoretica1 underp1nn1ngs for such changes
ln the sa]lent variable ‘loadings that define the factor " For example,
the types of 1tems that would tap, say, the factor spatial re]at1ons, .
y be viewed as 1nt1mate1y -11nked to the {earning -stage of an 1nd1v1dua1 -
(e. g. an S-R reSponse that a circle and a sguare are not the same thing

vs. .a highly abstract geometric problem so1ving item that involves =

]

A

Research aimed at’ ‘testing the model descr1bed here wou]d

1nvo1ve essentia]ly two steps First it wou1d be necessary to estab]ish

. age norms for ‘the various learning-stages, and further for 1nd1v1dﬁal

: abi]ity factors (horizonta] dec]age) Consistent with Piaget s stage

"

. ;"theory of cogn1tive deve]opment 1t wou1d not be necessary that such N
v age norms be 1dent1ca1 across d1fferent cu1tures s1nce‘the crit1cal

'Hpoint here‘1s that~they_form,an Jnvarlant sequence Hav1ng done this,.

R

B ! N .
S



(1. e. > they have a: firm graps of such things as a square c1nc]e, !

" \A
o

' ;ﬂ“.tpresent Chapter has been

"‘~’Nohlw111. 1970a) The mesh1ng of mechanistic or learning views of,

. the second stEp‘woqu‘be to carry out a typical training‘erperiment‘for

a particu]arxlearnghg-stage, nhere the experimentai and contro]'groups

are cOmpared on the\ab1dity factor 1in gueStion before anduafter train-
ing or nontra1n1ng respective]y If, for . examp]e, in considering the

abi1t1y factor spat1a1 re]at1ons, the subjects.are at the concept stage‘

‘triangle c1rcumference right angle,; etc.), training for the principle

“ 1earning~stage would 1nvo1ve suph thiggs as the pythagorean theorem, "
'ﬁ .

that the sum of the angles 1n.a triangle equa]s 180 degrees, that the %

~ diagonal in a square separates two ;dentica1 isosceles triangles, etc.

. A, - In conclus1on, %E'shou]d be npted that the purpose of the

integrate di erse psychological domains and

‘concepts Mechanistic learning views of developﬁ!‘t (]earn1ng pr1nc1p1es,

1ncrementa1 growth etc. ) organ1sm1c deve1opmenta1-concepts (qua11tat1ve

.change stage etc.), an dlmensions of 1nd1v1dua1 d1fferences (factors),

are a]] brought ‘together. under the sanme umbre]Ia Such a goa] is an f:?
1mportant one'to the extent 4alt maJor developmental ‘theorists ke, g ‘ 3
EEPget) are 1arge1y not concerned with 1nd1v1dual dnfferences (Butcher, |
1968; Flave]] 1963; Hunt 19615 woh1w111, 1970a, Zigler 1963) By.the

|
[ -

same token, there have’ been those who have ca]1ed attent1on t0 the Tack of

r”. }..

-

.‘deve1opmenta1 thinking 1n the study of 1nd1v1dual dlfferehces and have b
attempted to redress this def1c1ency (e.g. Emmer1ch 1968; Horn, 1968, |

J‘

.."

:frdevelopment and Piaget s organismic approach has already been 1n1t1ated .t
_(Berlyne, 1962; Hunt ]969 Stevenson. 1962) All th1s is by way of
ghsaying that the aim of the present account is to further recent .

'idftheoret1ca1 1ntegrat1ve trends that are certa1n ‘to increase our ::‘F;:l‘.”l7

. i
v e ut .
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understanding of psychological development. In the following chapter,

: \ -
a closer look is given to deaolopméﬁta] changes of abiiltty fagtors

over the life-span.

[\
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CHAPTER 5
FURTHER ISSUES IN INTEGRATING ABILITY FACTORS
AND DEVELOPMENTAL CONCEPTS

Recently there have been attempts to close the coQceptual gap
between the individual differences approach and developmental concerns
(Emmerich, 1968; Wohlwill, 1970). Thus Wohlwill (1970a) wentions two
ways of bringing the}study of individual differences into a develop-
mental &ontext: differences in the general form of an invariant
developmental pattern (parameter variation). and differences in the
pattern itself (non 1nvar1ant developmental .pattern). Emmerich (1968)
has contrasted and to a limited extent integrated certain aspects of
what he seah as the three major approaches to structural development
in personglity, i.e., the classical, differential, and ipsative. The
class1€;1 view subscribes to uaiversal invarfant sequences of stages,
the differential stresses the assortiment of subgroups with respect to
differential dimensiaons in the course of develophent, and the ipsative
considers intra-individual consistenc1g; and change over time.

The purpose 6; the. present chapter is tQ, pdsh further towards
the goal of 1ntegratind the study of 1nd1v1dual differences and
deve]opmepta] conceﬁns This is mediated by outlining three basic

l\o

ideal factorb%&i&ui‘ §y¢e§ i.e., divergence convergence, and paral-
f' ‘ '.A' ‘t'*‘j'\ \
lelism. Each of t ‘se t&pei‘of re]at1ons are applied to thevtra1t -

pattern (Anastasi 1970) or factor 1nter-re]ationships. A;Jitional
concepts are considered which provide for an ana]ytic statement as to
the possible. ontogenet1c changes in structure, i.e., cumulation vs.
non-cumulation of-icctnrs and higher ordér factor§: The model developed

£

- s applied to the classical, differential. and {psative approaches to -
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developmentgl change, as well as organismic developmental codcepts. In

this way, 4 beginning 1s made to integrate multivariate approaches to
the'structuring of behavioral change and ma1nstfe&m developmental con-
cepts. This goal 1s an 1m§0rtant one to the extent that multivariate
change models must be advanced enough to be able to respond to the major

issues which have dom1nated the field of developmental psychology.

Multivariate approaches to the structuring of change must examine these

issues within its own framework and develop models that are sensitive
to the conceptual demands of this area.’
Under]yiné Structure and Changes ln %actors /
Trait Pattern
Figure 6 (a), (b), and (E) illustrate in a simp]ifiéd manner

the three basic ideal factor relation types, i.e., divergence (D),

convergence (C), and paral]elism (P) respectively.. These ideal types'

of inter-facfor relations may be considered mutual]y ‘exclusive and
Joint]y exhaustive, since, as will be demonstrated below any structure
of factor re]ations may bg¥decomposed into varying combinations of these:
basic re]atlon types. Sevé;al comments can be made concerning the factor
relations expressed in Figure 6. Eacﬁ of these basic types are distinct
polyadic relations, since more than one-factor is requifed'tb define

each type and must be cbnsddered*with respect to-each other. Divergénce

may be considered the 1nverse of convergence, since they are 1dent1cal

RN

parallel lines in Figure 6 1nd1qa;e changing covariance between factors,

while pa}allel T1nes reflect a constant covariance (not neceggarjly zero)

Ay .

in form although reversed in direction with respect to time. The non-
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3 Figure 6

The three basic {deal factor relation types of diveréence (D),

convergence (C), and parallelism (P).
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across t1me.8 The transformation péint indicates a major change in the
sa11e0t Yariab]e Toadings that define a factor such that a different
factor or factors occur after suchiir1t1ca] events. It should be noted
that Rhe logic of the D and C cases require that a transformation
actually oceur, while this is not necessary for the P case. That is to

say, 1t 1s possible in the P case, where the factors F,, Fg» and o are

replaced with factors fﬁ, EQ’ and f3 respectively, that no transformation

takes place. This special case of P may be called nontransformational

parallelism, and is interpreted as constant inter-factor covariances
across time betﬁeen factors whose meaning remains unaltered (constant
salient variable Toadings). Unless otherwise fndicated, P will stand
for, transformationa] parallelism be]ow The three basic ideal factor

B

re]atjon types may seem rather s1mp]e prima facia. As demonstrated

below however, their poss1b]e permutations plus additional growth
~propert1es to be considered, a]]ow for cnns1derab]e power for potentla]]y

‘teasing out the comp]exlties of age- re]ﬂted changes af ability factors.

A similar concept10n to the pres%pt one has been advanced by -

I

van Den Dae]e (1969), although he was concerned exc]us1ve1y with

quaHtative models where the uni'o‘f analysis was stages rather than

"factors. Van Den Daele's paper is an important contribution to. the

analysis of qualitafivg stage models, and is the impetus for parts of

1 o N ‘ ' P
the present section insofar as some of the distinctions that he has made

!

are applied and/extended within a multf@ariate framework. Van Den Daele

1

(1339) proyided for two cases of mixed fultiple progresgjon types, or

I . “4
T

U ) . .
For a discussion of 1dent1fy1ng change,_jn factor covariances, see
Mulaik (1972 p. 358) ' ' : d
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what has been called here basic {deal factor relation types. These were
partially convergent yet overall 91vergent, and partially diverge&t yet
overall convergent. Focusing now on factors and a]lowgng the ovgra]i
facﬁgr re]atig: type to be symbolized by its upper case letter And the
bartia] factorvrqiatfon type to be symbolized by its lower case letter,

. these two mik%ﬁf%actor relation types may be represented by Dc and éé
respectively (ﬁigure 7 (a) and (b)). In F1gure‘7, the various factors ff ;f
and transformation points have not been labelled in order to facilitate

ease of presentation. At each transformation point,‘howeVer, changes

in .salient variable loadings or structural chénge occurs, which results

in new factors. . ‘ g o

<

As Figure\} reveals, there are a total of éix simple m1de
types of ordered cgﬁbinations,where by simple wé meéﬁ selecting a ;
arranging two factor relation types *rom é:total'of three possible \\\
| without replacement or duplication, i.é;, 31/(3-2)1. This principl
-may be extended to n selection or Eeferéﬁce pojhts'thréugh time while
allowing for qupiication. The humbér of possib]e mixed factor relation
tyﬁes then bgcomes 3ﬂ.-.Fon example, if n = 6, then there: would be 729
posgib]e mixed factor re]ation'types! ‘The assumption that the first
basic factor re]ation type in a series WOuid be over-riding, whi]é the

\

remaining basic factor relation types woqld be partial or slbsumed,

need not be made. Indeed, asyn n increases, it 1s improbab]e (thddlh

) .
possib]e) that there wou]d be a-single basic factor rel

modulating the remainden of a part1cu1ar sequence. Mpre , j;??, would*

.

" Pe a ﬁumber§ofAmaJ0r}(1le; ngr-riding) factor relation tybes.'
Nihterspersed_with'mﬁﬁbr (1;e; partial) factor relation types.

?
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Figure 7

The six possible simple mixed factor relation types, where only two basic

ideal factor relation types are considered and the f1rst overrf'zs the

second. | (a) ' : ‘ (b)

1
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One property of the basic ideal factor relation types which«
is ,orthogonal to the distinctions’made thus far,pjs that the changing
ontogenetic factor relational structure may or may not be cumu]ative.‘
By this it is meant that in going from one factor relation type to
the adjacent one in a particu1ar sequence, there may or may not be a
“cumulation of -pre-existing factors This point may be appreciated
by reference te F1gures 6 apd 8, 'since they are identical except for
the nonpresen: ¢ and presence of cumulatlon reSpect1ve1y Thus .in
Figure 6, the transformations which the pre-transformation factors
undergo result. 1in new factors which take the p]ace‘of pre-existing
‘factor forms. In Figure 8, the pre-transformation factors are retgined
as well as the new factor forms post the transformation point. In other
words,~fac~tQi‘cumulate, since earlier factors remain in the repertoire
'.after crithcal transformation periods. This process produces a para-
doxical result in thure 8 (b), where the cumniative conrergent case
actually yields more factors after .the transformation point.
The analysis presented above may be thought of as being more
systemat1c than that presented by Coan (1966) Coan's conVergence and
. divergence remain in the. present account, but 1t was argued that" the
‘third pattern of parallelism is needed to comp]ete the number- of factor
relation types. It was a]so nated that D C and g, are all of the same .

‘tions, and that the

/4

logical type, 1 .e., express po1yad1c factor r
intér-relationship between D and C reveals ‘the interesting Togical

‘ffﬁef prOperty that one 1s the 1nverse of the other "Coan's list of five
_typeg of ontogenetic change in factors (see Chapter 2) are: hot forma]]y

grouped and contrasted accord1ng to their 10g— al properties By simpT?*ﬁ T

.'11st1ng-§jye constnuctg;there*may be a tendegcy: inapgropriatelﬁ

Lt . . .
o g D . . -
4 . R 2] . . . . '
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Figure 8 ‘
The thﬂee basic ideal factor relation types of divergence (D), conver-

-

gence (C), and parallelism (P) where the property of cumulation is in

evidence after the transformation point.
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consitier them to be all of thevsame logical type. The point to be made
here is that Coan's factor metamorphosis, emergenCe, and cémponent
interchange form a group of change ‘properties that may apply to any of
the basic factor relation types D, C, and B~where cumulation or non-
cunulation is in dffect. : “ N

Recent reviews of the empirica1 evidence for the ability factor
differentiation hypothesis (Anastasi, 1970; Baltes and Nesse]roade,
1973; Reinert; 1970) indicate that over the.life-span, an integration-
different{;tion-integration sequence seems most likely and correspOnds
to early chl]dhood childhpod and ado]escence and adu] thood and old
age:respect1ve}y. In terms of the present model, th1s wou]d be . )~
represented as a CDC sequence. Recently, McCall, H09arty, and Hurlburtr ;.
(1972) have extens1ve1y examined deveIOmenta] trans1t1pns in infant or
sensorimotor 1nte1ligence What they d1d was. %o corr Tate factors at ]
the ages of 6, 12, 18 and 24 months « Correté?ion matrices dep1Ct1ng the /
factor lnter re]atlonships graphnca11y reveal a. complexfty 1n whpch‘ s :
convergent d1vergent and para]#e1 components are presentt S1nce tée }-(; }
authors comment that "the network . of transit1ons between sk\]]s at one |

/ Q"/
age and another js *d more%specific and complex ‘than once thought“ %

\'ff?w ‘

. {p. 746). and“sw'ce th%, wer #ocused on only an 18 month t1me span, o
. "+ 1t can be appreciatedzihat tﬁe mode] developed here may prove quite ~;77“.'

. useful for abstract1ng some degree of order 1n the changing pattern .
. -q -
‘of ability factors over ‘the life- span, g

It is a]so possible to 1ncérporaté in, the present scheme
Guilford s (1967) View of tra1t patterns through the 1ife- span
Gdilford '$ adoption of orth090na1 rotationa1 procedures has fonged him -

.

. ‘.; Jnto a pos1t10n where he 1s unab]e to accept any tgpe of structural . N
B S e ""“5 Ao




changes in' the factor inter-relationships aeross thelife—span. Guil-
ford's7strategy has been to map out the existent abi]ity structure, and’
attempts.by‘others (e?g. Burt, 1949; Spearmah, 1927; Thurstone, 1938;
Vernon, 1950) have been carriéd out.in a sjmi]ar vein. However3 it is a
>m1Sgu1ded hope to estab11sh a single structure of thé ab111t1es domain
that w111 hold across all ages, since this would contrad1ct the maJor
deveIOpmenta] prlnclp]e that structures become increasingly d1fferent1ated
with age while s1mu1taneous]y becom1ng h1erarch1£a11y organized (see °
Chapter 6) Recently, there have been thgéﬂ (Reinert, 1970; Baltes and
Nesse]roade, 1973b) who have npted that certain models-of ability ° '
sfrucfure are more appropriate at'certain ages, e.gl, Spearman's (1927)
model at ear]y stages’and Thurstone's (1938) and Gullford s (1967)

at ]aQer stages Retu$m1ng, however, to Guilford" : view within ﬁie |
present context, 1t may be considered as a spec1a1/Case of P w1thout
cumu]afion The rat1ona]e for considering it as such is that P
réquires;thgt theg factor inter-relationships rema1nffnvar1ant across

/ ~ aEN
. R P
time, regardless of whethér they are ob}{que or othogona].

—~—

H’igher Order Factors e

-

- The question of higher order factors is qu1§e separate from

- the discusston of the basic 1dea1 factor re]atlon types Thus, in the

.
.D type factor re1atnon the Pretransformat1on factor may or may not be

a h1gher order factor Similarly, the post transforﬁition facto#’1n the
C type factor re]ation may or may not be a higher order factor

"5ﬁt~ Figure 9 (a) il]ustrates the simp]e case of a recuyrent
’ .

1 factors Higher order factors increas1ngly emErge at ' ,' 3a'1jy

3 eve]s durﬁ““ this process of onxogenetﬁc changé ‘.‘ o
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This recurrent divergent.vtew oﬁ‘the ontogeny of hioher order factors
:ﬂ; does mot have‘a monopoTy jn accounting for the appearance of higher
order‘factorst Figure 9 (b) tl]ustrates another posstbility, where the
on]y difference is the relationship of order to the‘dfvergent processr
In this view, the higher order factor forms are present at the beg1nn1ng al
of the ontogenet1c change process, and 1ater emergence of higher order

factors are progresS]vely‘at ‘a lower order. Strictly speaking, rather

than higher order'factors,hwe are comgerned in thure 9 with higher

strata factors. The istinctiqn betweer order’and strata_hgs,been/’“

65), in that the former refers to the eperationgl
‘, » X !

ihgle experimentfwhj]e the latter refers to the real".;

made by Cattell (
results of a s

. orders among factors. Thus in Figdre 9:(9), the first series of factor

reflect fourth, third, etc. stratas, even though thiere dre

only One, two, etc. 1evels be1ng cons1dered These two views, of e

.,
i

course represent 1dea112at1ons for the purpose of atta1n1ng conceptual

clar1ty as to the logical poss1b1]1t1es of the ontogeny of hlgher
|
order factors They are by po means 1ncompat1b1e w1th¥q a g1Ven "E; .
2 S
ontoggnet1c pattern andr;ay, in- fgct coexist in d]fferent degrees :

- ths§h6u1d be noted" that a1though Figure 9 represents nonoverlapp1ng B

¥

\}'hierarch1es where factors are neat]y subdivided, an over]app1ng mode}

is more probab1e~where a lower order ;actor is ]1nked to two or ‘more: |

' higher order factors (Horn 1972) The 1atter view is* actua11y embodied .
ﬁf;1n the basic factor equat1on as. app]1ed to higher order factors (see be]ow){;
. Up untll now. the’ ontogenetlc structuring of higher order i ”H;f‘%

factors ‘ha been exc]usiveﬂy conf1ned\to the djvergent v1ew as expressed ’&
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by Fiourelg‘(gj. Cattell (3971) and Horn -(1966b) hold ‘the view that "

1

in obtaining higner order factors, one is structur1n97jncreasingly~~' - '.

broad'constructs-which gre of a greater historical vintage. The present :

B

; ana]ys1s w111 hopefu]]y prov1de tha\ponceptnal framework for dea]lng
o
w1th the comp]ex1t1es of this .question of the ontogeny of h1gher order

factors and bu11d upon the p1oneer1ng work of Catte]] and Horn!

\

o It W111 he usefu] to‘look at the two views of-the Ontogen§ o &
' . ) . ) ) , D ' : ’

of. higher order factors within the contpxt of the basic factor equation

with the variance associated with uhidueness set aside, j,%:; |

Ey 7 ~f8—§1 - oabyq MR
A ) ‘V ‘

' o ) | — gv.
g Where F is the factor score of 1nd1v1dua1 ion the pr]mary facfor*i :

the b's aﬁgbthe h1gher order factor 1oad1ngs, and thE F's on the r1g

44

’ s1de of the equat1on ‘are h1gher order factorﬁscor S. Equat1on []3]

as it is stated reveaJs some 1nterest1ng observad1ons once the two f ‘
types of ontogenetic proces,es for h1gher order factors are sopefimposed '
upon it. Con51der1ng []3] as an expression of’ the h1gher order factor
deve]opment in Figure 9 (b) the 1ntérpretat1on wou]d be tbat %he
hlgher order factors account for the ]ower order factors = In/ fact,

! ]

causal. 1nterpretatfon in terms of th7,

e the lower order factors is defenslble'n

\ .
’c higher order factor, as revea]ed in Figure 9,(b)

1

.ear]ier time with respect to the factors at the/ mmed1e e 1owendleve1hlto PR

N . =y :
. o ) . ' R I . RN S “-‘ I
— ) . ' . . . i . . , . o o s .<\ ) .
[ - . . r N " . ' v i .
. e L . o N Vo . , COA L -
. N . e - - - - - »'l(l_ SRS s l ! L

P B 9 of course one can, hever. “prove" causa11ty w1th1n the present model, T
Lo - but a.particular causal theory can be c°ns1sten ‘with the' factor model S A,
~= . ¢, Experimental manipulation is am. obvious ingredient. that_is lackifig’ here s T
SR ‘and‘nhich would prov1de stronget grounds for<i:/£rr1ng causa11ty ;;,Gv, !

LN
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in cons1der1ng the process indicated Sy Fiéure 9 (22. a radically
d1fferent theoretical 1nterpretat1on of the model expressed by [13]
is necessary. In this case, the ontogeny of any‘h1gher order factor
always follows that of)the factors at'the‘imme41ate lower level. Given
this time sequenée between lower and higher order faceors, equation
[13] now beromes a etatement~of’the ontogenetic decomposition of a
1ower order factor into its constituent higher order factor components,
and if there is eny cuasal s;atement to be made 1t must now be in the
directidn of from the-]ert to right side of [13]. e

The hode]Irepresented by Figure 9 can'be further subdivided

) . !
ingo both cumulative and noncumulative types. In considering the. last

structure in Figure 9 (b) for exadﬁ]e, the cumulative case would be a
decohpos1t{pn of a higher order factor in terme of which lower drder
fectors.it-ggﬁ_subsumes and to what exeent (theig's), whrle the non-
cuhu]a;ive case would be a decomposition in terms of, wﬁiCh ]ower order
factors and to what extent (the b's) the higher order factor has now
Qgggmg.. In the ﬁiret 1nstance; the higher order factor. would have a .
continuing existenée, }tereas in the secondﬂ‘case. its existence would
“have been terminated at the’ transformation point [compare Figures
6 (a) and 8 (&) assuming F] is a higher order factor). A1l this '
‘discussion is by way of stressing the complexity of explaining the
’ ontOgeny of factors in terms of other factors and points out the neéd o
to be Qare of the various ontogenetic processes of'higher order factors.
since this will determine the theoretical interpretation of the model
represented by [!3] It appears that Cattell (]97]) for example,
views hightr order feziqrs in both the cumu]ative and noncumulative

. sense as represented by Figure 9 (b) (h1gher order factors precede and

E

2
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‘ ~' |
determine lower order factors).. An example of the former would be the

higher order ability factor; f]uid‘ond\crystall1zeq 1nte11;gence,
while that of the latter would the concept "historical fluid intelligence"
(cattell, 1971, p. 119). | -
Implications
Classical, Differential, and'ipsativé Approaches

It is now possible to indicate to what extent the model

outlined here integrates the three main approaches to deévelopmental

'questions that Emmerich (1968) has considered, i.g., the classical,

differential, and ipsative strategies. These three dévelopmental

-approaches may be recast in the present treatment by ask1ng‘to what

extent does the model ‘elaborated here provide for detecting general
ontoggnetic change forms, 1nFer1nd1v1dua1 differences 1nhontogenet1q
change, and intraindividual ontogenetic changes, where tne unit for
anal}$1§ is factors. T ‘merging of these thrée concerns fnto an inte-
grated View of oniogen ic ohange has yet to be done, although ;hene'
have been those (Ba]tesvand Nesselroade, 1573;.N0h1w111, 1970a) who
have gone so far as to suggest that at the Very core of studying ..
deve]opmental change must be an approa&h concerned with intra1nd1vidual
change'and,1noerjnd1v1dua1 differences in intraindividual change.,
General ontogenetic change fonms require an invariant
sequent1a1 pattern th;i haa__gné deoree of genera11ty across individuals.
ln tbe present contey this wou'ld mean the estabHshment of : @ invariant
sequential pattern of such things as the basic ideal factor relations

¢

and their higher order components as well as the deve]opmental pattern
e;>\xo require

‘of higher order, factors. of course, it is not necessa

t

;hat such general ontoglhetic change forms must occur for’ all 1nd1viduals.
, 2 A
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but rather that if a given structure is in evidence for & given domain,,

~ culture, p0pufation, etc., then there is a prescribed sequential

invariant pattern which must have preceeded this structure and which
has'the characteristic of inevitability or even logically necessity
with respect to such a structure. Thus the descriptjon of general .
ontogenetic change forms‘becomesa1nt1mately interlocked w1tp the
developmental theory og such change. Such theory (e.g. Piaget, 1970,
and as interpreted ey Flavell, 1963) is almost complete1y‘1ackin§
within the frahework of multivariate ontogenetic change, although a
beginning has been made in this direction in Chapter 3, where the

concept of invariant learning-stages was tied to both changes in

factor scores and factor loadings. Perhaps the lack of SOphistjcaced
descriptive models for abscracting the latent structure of the oetogeny
of factors hes contcibuted to the lack of developmental tﬁeory in this
area, since;%dequatq deccriptiop of a phenomena must‘preceed explanation,
although these two concerns arQ notvplﬁays distinct and eften merge
togethen. Hopeful]y. the model that has peen outlined here will go

some way 1n}prov1d1ng the means for aﬁ adequdtéAdescr1ption of age-
related factor change, thus preparing the dﬁy for some multivariate
developmental theory. | | -

Assuming the estab11shment of general ontogenetic behav1ora1

change forms, the very fagt that the unit of analysis in the model’

. being cqnsidered is factors. allows for interindividual differences in.

: ontogenetic change. Factors are defined and determined upon’ theivery

notion of varfability Thus, iIthough individuals may be subject to
the same general ontogenetic change form. 1nterindiv1dua] dffferg:ces

fh ontogenetic change may be captured by the 1nterind1v1dual‘differences
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- | .
on the factors which define the general ontogenetic form.

Another possible route to 1nﬁérinoividual differences in
ontogenet1c‘change would be fhat'situation where different Seneral
ontogenetic change forms are in effect éor two group§. -This possibility
assumes alternate deve]opmenta]»sequences and 1s,qu1te.ploqs1b]e,
considering the effects.that differences in popolalﬂbn (e.g. culture)
may have on deve]Opmenta1 phenomena. Also'.o1ternote deve]opmenfal
sequences are much more probab]e in certain domains than 1oxofhers
(van Den Daele, 1969). These two types of 1nterind1v1dua] differences '
in ontogendtic cﬁqnge readily lend thomse]ves to intraindividual
‘ontogenetic change oonsiderations. Thus, in consfdering the;case'

_ where 4 single general ontogenetfc'seqoence,‘ of basic Tdeal "fac‘tor
relation types is in effect, both interindividual diffe‘renc.e; and’
“intraindividual changes may be Spec1fied in termo of factor‘sc0re§
For the case where there 1is alternate general ontogenetic sequences ~
for two spec1f1c groups defined by, say, cu]tural djfferences this
wquld 1ncrease the 1nter1nd1v1dua1 differences across groups fhough.

of course, not necessarily the within group 1nter1nd1v1dua1 differences :
‘ f

_or 1ntra1nd1v1dua1 differences.~ .

The three types'of ontogenetiq changes as formulated above
within fhe'framework of'factors, reveal some,1nteresting»d1fferences
when compared to traditional views of these approaches. This is . |
especially true«ofpgenera] ontogepetic change forms. In eonsidering the';
latter, traditionallj a general ontogenetic changé;form may be con- -
",‘sidered as a proborty of a group of 1ndividnals. Io oiﬁér wordé the 1
- pattern of change holds for spch 1nd1v1dual of” a particular group

,~kIn the prosent factor ffih;dbrk. a genera1 form or pattern of change -
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,ggctually be the trait profile or factor scores rather than ‘the traﬁt

‘ ’rradmom Deve\dmental Comepts

'aﬂsfyet to° receive the,aggpntion they dese': 

* 5‘. @j ’ v ‘i I ‘:‘s
' ‘ s 3
« ;o AT N
/ I3 N * 5 ¥ .
- ‘M ' ’ ! ¢ | O
(remembering that a pattern is defined.here as changes Pn the: Qgter~'- 1‘ Wy ’
) Id
factor covar1ances) 1s a pr0perty of the group per se since. the entttég ' .‘g;
iﬁ:
* \12‘ _:

L

group of individuals 1s necessary in order to- define such patterns,

-yet such a pattern is not a property of & particular individual. The*

e ¥

. only way it would make sense to speak of a general Ontogenet1c changeiﬁﬁ‘ i

¥ W

 form aPp1y1ng 1ndiv1dua11y (and thus simultaneously ' to a group of 'ﬁﬁgx 1 ¥ i

1nd1v1duals) within the framework of\factors, 1s Af the chang1ng pattern ™ g
L Y
of factors were determined individualu by such mettu)ds as - P tec/p'lque "'

(correlat1ng variable; across occasions for one 1ndfu1dua]) or simf@hr ’H i;

methods as discussed by Coan’ (1966) What would behchangfng here wou]d

kY -

| )
pattern given the definition of P~techn1que.‘ It should also be noted

however, that replicat1on of the cross- ind1v1dual factors as defined

by P- t6chn1que 1s still in its 1nfancy (Luborsky and- Mintz, 1972) |
)

In terms of intraindividual ontogenetic changes it should-be noﬁed in -

passing that P- techniqué is a method ﬁgr exce]]ence for structuring o

such chuhge s ) I ‘ ,
In summary ~then, the change model deveIOped 1m/this chapter

: may 5pec1fy general ontogenet1c sequence {prms and allows’ for bOIK
ch

1nter1nd1v1dua1 differences and: 1ntra1nd211dua1 changes within s .

~forms. . Thus, the. propgr Approach to dev opmental behavioral change 1s

to study 1nter1nd1v1dual differences in 1ntra1ndividual changes, where

the latter is an expression of general ontogenetic 1nvar1ant sequences

which are not- necessarily universal in na:ure.

There are several 1mpnrtant deveIOpmental 1ssues wh1th have



devoted to exp]oring its nature (e qg. Harr1s, ]957 Stevenson, 1966)

as wel] as seyeral ind1v1dda1 efforts (Flavell, 1963; Flavell and’

) Noh]wi]] ]969 Kaplan, 1967; Reésg and Overton, 1970; Zigler, 1963)
Restrictlng our treatment to Piaget's and Werner S v1ews and the1r :
1nterpreters development is considered by these two’ g1ants in the

- field -as an epigenet1c as opposed tp a preformative prqcessﬂ\ Inf]uenced
by Piaget, F]avel] (1963) and‘Hunt (19&1 1969) have gone to some

length to argue for the d1fferent1ation and emergence of cognitﬁve
structures ﬁiat are not reducible to previous structures (ep1genes1s)
These structures gradually ‘come about through an active organism .

. 1nteract1ng with his environment. Hunt (]961)-amasses considerab]e .
evidence‘against‘the doctrine of bio]ogical preformation (disproved

by wolff in 1768) and psycholog1ca] preformat1on Given the genera]
acceptance of an interactional, epigenetic view of the development of
cognitive structure, it is somewhat embarrassing that there are some
- (in'the logical, sense meaning at 1éast one) who categorically deny 1ts

validity and cling toithe outmoded view of psychologica] preformation
Thus Gullford (1967) has been forced into this absurd position by the

. "-adOption of a certain methodo]ogy (orthogonal rotation procedures)

;Guilford s position regarding the ontogeny of factors (a speclal case
e

of>para11elism) does have 1ts place in the present overall scheme of

"multivariate ontogenetic change. Hoﬁbver. At cannot be considered as

L4
'

. the p;rad1gm for psycho]dgical deve]opment PR ;f’

& . H ! -

]

Herner s.organismic-deveﬂopmental approach?(KapIan 1967 ;;ff;sif1

‘Etjs_uerner. 1957) is characterized by his orthogenetic prinziple, which
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cons1derat1on there is a progression from a state of re]at1ve undif—

ferontiation to a state of 1ncreasi~g>d1fferent1ation and hierarchic

ntegratio " (Kap]an, 1967, pp. 82—83, hys 1ta11cs) . Piaget has a
simi]ar conception of development (F]aveil ]963) insofar as schemes
differentiate and then 1ntegrate to form' more complef superord1nate “
schemes. Related to this is the notion that cogn1t1ve structures
whjch have differentiated at earller stages bepome integrated or ¥
subsumed within more” advanced stages Thése two co existing anti-

thetical Hegelian properties of c09h1t1ve deve]opment are reallily

accommodated by Figure 9, which revéals the two 1dea1 processes whereby .

higher order factor develop over time.  In both Figures 9 (a) and 9 (b)

there is, reSpectiver. progressively: higher or Tower levels of difs

\ &

fecentiation.' In Figure 9, the relat1oﬁsh1p of strata and timg

§

provides for 1ncreasing d1fferentiation with hierarchic 1ntegrat1on

' Both Nerner and Piaget' s deve]opmental approach is organ1smic,

. as opposed to mechanistic (Reese and Overton 1970) Th1s means, among -

other things that the\organism is viewed as active rather than passive

f and constructs reality with the a;d df a highly organized set of o

psychologﬁcal structures]0 Questions of change focus on changes in
the qualitative nature of - psycho1ogica1 'structures anduchanges in the

| organization‘of such,structures. Such a. view is quite compatib]e w1th

L
. .
e 4

] Itshould te noted that the cOncept of "structure" within the factor .
‘ana ¥t1c model {s actually not_as rich-as how this term’is used within-
.cognitive psychology.  Theé latter describe knowledge structures whdch
"’ consist of.nodes. confiected, by relational 1inks which-themselves are.
“sdeffned by other nodal connections (Wilson, 1972), within the system,

. while the structure w1th)n the factor. model (i.e. vectors of factor

. 1oadings and_ ;cores) do not_fhave referepts that- are deﬁned wi thin .
that system.‘f L A , R T Wl R

N '
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\,'order factors.! Third1y,‘the uniqueyset‘of factor soores which'exist |

- the 1nterre]ationsh1ps between the factors (changes in overa]] structure), )

. appreciatéd by referring to equation []3] where one may consider more

~ 1n this model in several ways. First the relevant factors cal]ed

sar1ly restricted to those Of the same order. . hethods exist (Catte]]
. 1965; Schmid and Leiman, 1957) fonwjhcludfng'both,primary"and higher

,.psychologicaI profi1e or structure. Finally, 1f there -are changes in

\

/ . ..

the factor mode], since here the organism is viewed as bringing to a

]
situat1on a highly organized system of structures or factors that are

subJect to qua11tat1ve or structura1 changes (see Chapter 2), a]though
the 'factor model does not spec1fy how the organism selects and uses
these. factors in performance. The‘ent1re structure of factors may/

undergo reorganization through the basic 1dea1 factor relatian types

"The organismic ‘model also implies a holistic approach, i.e., the

organism S behavior is best understood -and predicted by a know1edge

of its overall psycho1ogica] structure. In accounting for any g1ven .

v -

behav1or from a multivariate perspective, the basic factor equation’ “Q{

makes fu]l use of the overa]] structure. 'This point may be. more fully ';ﬁpg

-

‘
generally a. certa1n behavior or performance as being specifjed by the

factor loadings and factor scores’ rather than a factor.

The organism s overall psychologlcal structure 1s cons1dered

into play may be from several distinct domains, such, as the abi]ityw

temperament , motivation, etc. - Second]y, the factors are not neces-'r

for each 1nd1v1dua1 may be seen "as taking account of an organ1sm 's

EY

':fr%as provided for in the oblique case where factors’ are al]owed to become
: "ﬂcorrelated then there witl: be appropriate changes in the weights (b 5)

B E ‘x‘ : N ' o g ’
5

A S - s S Lo e RO
T et s : *

S Wiy T PR A TP



y
W

o Ce , ‘

o - .s . .

AR & ? i

L. X - A ‘w :
Y ! t .
. ~ ¥ . .

o o o i e‘ O .

\ \4n (' . J

~

matrices (see Appendix A) o S ' a f T
Consider 'NOW an important aSpect of Piaget's organismic mode]

of deve]opment, i.e. R tﬁe invariant functions of assimilation and

[
ks 'h )

F
accommodation. Very sﬁmpiy,‘a551milation refers to that protess’whereoy

7,-’ the organism structures on,constructsereaiity by impOSing his existent

schemes or psycho]ogical structure upon rea]ity . The wor]d is assimi—

" 1

Lo /
vy lated and interpretediin terms of these stable structures which the

i

B organism brings to an} situatiimt' Accommodation is the antithesis of

! -assimi]ation and refers to that process whereby rea]ity imposes jtself
‘_!

upon the\organism such that‘his cognitive structures undergo change or

. accommodate to the demands of reality 1n order that he might more R

| ]

1L; adequately deal w1th that rea]ity This assimilation-accommodation

process has a direct counterpoint in the factor modet-outlined above

\.0’

In considering assimiiation, it would correspond to- that period when y
the ideal basic factor: relation type of paraiieiism w1thout transfor—

) mations is in effect since this wou]d indicate a stab]e structure that
may undergo quantitative ohange but the essential nature and 1nter-

H

, relationships of the factors woul% remain invariant., When nontransforma-

rd

tional parallelism is in effect ‘the - organisms bring to any 51tuation a ;L

stable psychologica] steucture which is imposed upon rea]ity, thus

:“\f;_ providing the means to deal with that reaiity Comparable to

G2
AE

P

accommodation wbuld be the “{deal basic factor Felation types of
t

y }h; s«divergence convergencea and transformational paral]eiism ln inter—

acting with the environment organisms encounter certain demand

situations which contribute to ‘the restructuring of inter-factor !’

B .

o+ e

"*«’*.' : S e T e e,




\ .
vehi¢le for accommodative change'of the psychologica] structure that

equips the organism for more adequate dealings with reality. This
. 0 e : “w ' .
interpretation (1ike others in"this section) runs the risk of being '

accuSed of sihp]ifying very complex thearetical developmenta]‘constructs.

However, the aim{js not to 'water down' such %ophf&ticated‘developmentalﬂ,

conceptualizing,.but rather to boT§ter the conceptual level of'multj-

-variate ‘approaches to-developméntal iasuea. Once a to]erable Ievel~has ‘

been achieved in th1s regard theé power of multlvar1ate approaches to
. the structur1ng of behavior 1n general may be m‘re fruitfuﬁ1y brought
to bear to questlons of ontOgenet1c change -
S S : Ln.thetfollow1ng two' chapters var1ous destript1ve“data
. gather1ng strategies are out91ned that dea1 w1th obtalning change .
data. In Chapter 6, the developmenta] models of Baltes (1968), Cattell
(1970), and Schaie (1965 1970, 1973) are cr1t1ca11y rev1ewed and ex-
R tended in terms of mapping out changes in factor 1nterre1ationsh1psx

In Chapter 7, a more general framework is advanced for dealing with

person X variable*x occas1on dat¥. The 1atter is couched within the

concepts of ihter 1ndiv1dua1 dif erences 1ntra 1ndiv1dua1 dlfferences, .

* 0
’ ‘ o~

and fntra~ind1v1dua1 changes.'
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P ) CHAPTER § 5 - '
M ExtENsTon OF . DEVELOPHENTAL MODELS THAT SEPARATE -

‘vfr oNTOGENETtE qrANGES AND COHORT DIFFERENCES1]

- ,;;. It has r%?eqtlz\:::n proposeq\gaaljfs, 1968; Cattell, 197025
. Schaie 1965, 197o’ 1973) that traditional Tongitudinal and cross-
N sectiona] methods used for assess1ng ontogenetic (age-ré]ated) changes,
/are at best 1ntomp1ete and that they should be viewed as special cases
of a more geheral developmental model. The 1nadequacy of the simple
' cross~sec {onal method 1nc1udes, among other things, the confounding
. of cohoyty(generationa1) d1fferences with genuine age- related changes
| The d ficienc1es of the simp]e Tongitudinal method 1nc]ude the 1nabi]1ty |
to aé?ess cohort eff cts as. wel] as contam1nat10n effects brought about
’ thhough repeated mea ures on the same individuals. For a more detailed

//dlscuss1on of ‘these and ditmona] crit1c1sms of the two traditional

// FeveIOpmental mode]s. the reader 1s referred to the origina] art1c1es .
» |

it

~~

as we]] as the references cited therein. It can be noted however,

that a reso]ution of s}me of the main cr1ticisms of. these two mode]s has

1965).oa term that has not meant the same th1ng for Ba]tes and

.V

| and which }wf 1 become c1ar1f1 d subsequent]y ‘ e
| lxﬁhé purpose of the péﬁsent chapter 1s to provide a brief and

selectivefhr§t1ea1 review of the developmental models of’Ba]tes Catte11
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' cohort Cons1dered here w111 be changes in cognitive comp]ex]tytas

viewed ’rom a multivariate perspect1ve (the number of factors and the1r

’

lnterrelationships)

..

Three Factor VS, Two Factor Developmenta] Model .
" Schaie's (1965) p10neer1ng artic]e on-a genera] deve1opmenta1,

mode] adyocated separating the sources for deve]opmental change 1nto

the three components of age t1Q§ of,measurement and cohort differences

These three components were v1ewed as correspond1ng to maturatmpna]

'\‘ environmental, and either environmental and/or genet1c effects res—

pectively. In order to adequate]y assess the effects of these three

~

,variables Schaie out]ined cross-, timeﬂ,‘and-cohort-sequentia1 methods.

.Br1ef1y, each of these methods 1nvo]ves measures at severa] values on
any tWo of age, t1me of measurement and cohorts thus y1e1d1ng a
possib]e totality of three b1factoria1 des1gns where the third component
,1s always confdunded In the cross sequent1a] method cohort and tlme

- \
',of measurement are the two variab]es cons1dered and age is confounded

For the time-sequential method ‘the var1abTes are age, and time of
A\ o
’measurement where cohort 1s confounded wh11e ‘the cohort—sequent1al :

3

o :method 1an1ves cohort and age thus confounding time of measurement

:“”AifAs Schaie (1965) recogn1zed the three components of age, time{of ..

“*ﬂf;measurement and cohort are not 1ndependent since specifylng any two

“'rfcompletely dgterm1nes the hird In fact, this property provides the

'

"rationale for consideriqg.on]y two—o :these variabjehiat a time. s1nce



Ba]tes (1968) has criticized Schaie's formuiations on two
. counts. First only tmp"tnmponents rather than three .are, required
since havingfspecified say‘pge and éohort time of measurement is
COmpietely determined The second crit1c1sm is that Schaie S attempt
“to identify age’, - time of-measurement. nd cohort differencesias direct]y ’“1
refTecting maturational ehvironmentai and either environmenta] and/or
\\‘ genetic effeéts respectiveiy, is 1nadequate, since the former three |
variables simply c]assify individua]s ‘within’ the time continuum. ' .
Considering Baltes' first criticism, the nonindependence of Schaie's ‘
three compbnents ‘was clear]y recognized iq Schaie 3 (1965) originai
paper and, as noted above it was this. property that necessitated the . :
generation ‘of three separate bifactorial designs rather than a singie
trifactoria] design More,recentiy, Schaie (1970 1973) has responded
- to this criticism by reacknow‘edging the nonihdependence of his thiee'
components as. we]] as correctly asserting that it does make a dif— ,-l‘l
ﬁ\ ference which twojof the three components,one considers With reSpect -
- to the last point, ¢onsider, gay, a bifactorial design invo]ving age | f}'ﬂn
and cohort whare the ce]ls of this matrix are indexed by the completely_”.i A

W | determined third factor, time of measurement If one were to then }

"prpceed to take age. and time of measurement as- the 1ndependent variabies S
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. the three components age, time of measurement; and cohort a;e not A
_independent, 1t {is still logically possiblé to. set up three separate
bifactorial designs in the manngr.that Schaie has done which will yie]d‘_'
different informatfon. One may still question, however, the utjlity of

this different information. .

Baltes (1968) has taken theﬁnonindependence property of Schaie's </
three components as justification for considering oqu two tomponénts at <:~
a time, since a simultaneous analysis of the same data u;ing more than '
one bifactorial leads to severe confounding. ‘%or substantfve reasons,

Baltes recommends onc particular bifactorial (age X cohort) for

addre;sing developmenta] questions. In Baltes' model, he has proposed /

L

both longitudinal and cross-sectional sequential data gathering

strategies, where the formér involves takimpg two cohorts and sampling
across age, and the 1atﬁeQ 1n:o1ves téking two adjacent c}oss—sectional
designs where these are represented as diagoﬁals in a cohort X aqe
matrix (see Fieure.lo below). ‘ )

| Althdﬁ%h the writer agrees with the adoption of Baltes'
) sfngle~bifactor1al model, 1t seems tnat.thus”far there has not been
- sqfficient justification for it as an alternative to Schaie's model,
since SchaieQ(l965) has from the beginning recogntzed the nonindependence
of his three compone%ts. It would seem that furthc; arguﬁent oﬁ this
‘matter must Jnvolve‘tneWiqterpretation of Séha;e's third component ,
time of msurement,'silnce it is this var;able*that allows Schaie to
- consider ‘t'wo 'extra’ b{qutbrial'dgsiéns. This third varfable is one
of the two 1ndepeoden't dimensions in Schate's time-sequential and cross-

'
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sequentia] methods. Each of these methods fs sutiable only when the
assumption can be met that the dependent variable is not related to
cohort and age d1fference; respectiée]y. Since most, if not all,
developmental questions 1nvol§$“hssessing'changes on variables that are
undoubtedly related to age ang cohort, 1t would seem that Schaie's time
and cross-sequential methods would be of 1ittle value for addressing

"developmental questiﬁﬁs. It should also be noted that, whereas age-
and-cohort-%e]ated“behav1oqa}'éhanges have sign1f1cant_1ﬁhepen&ent
meaning, 1t‘1;5"d-1ffitu]t'to~cor.\ce1ve of what mganing time of measurement—
related behavioral changes wou]d have apart from trans]ating this into
age and cohort effects. It wou]d seem that the intrinsic meaning of
Qhe concepts age and cohort would recommend their retention at the
expense of discarding the concept time of measurement. That is to say,
both age and cohort are 1ndependent1y‘mean1ngful‘whén co-considered,
as opposed to substituting time of meas;rément for one of them and then
trying not to think in terms of the discarded component‘(age or cohort).
In‘order to further clarify the above points, consider the
fo]l§w1ng In Schaie's (1965, 1970) earlier writings he considered

time of measurement as reflecting an environmental effect, wh11e more

.récent]y (Schaie, 1973), he has used the term1nology cultural changs.
Eckensberger'(l973) has recently argued for 1nc1ud1ng'spe¢1£jc cultural
“varfables in the general developmental models here being considered.

Most relevant 1n the present context is that, in consider1n; a given
subpqpu\at1on that represents a certain va1ue on a predefined cultural
dimension. if there are no cultural changes with respect to that cultura]

vagiabIe. then there can be no nongenetic induced cohort differences
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within that subpopu]atfon with reSpeCt to the} cultura] variable. This

-

observation serves to 11lustrate ‘that cohort differences are largely
defineo in terms of cultural changes (as well as changes in the gene
}oo]). In!considering Schaie's t1me-sequentiol method, where time of
measurement and age are the variables in question, the g@ssumption must
be made that'there are no cohort effects. This {is tantamount to assuming
chat there are no effects associated with cu]tural change. - Since Schaie
(1973) 1nterprets t1me of measurement 23 ref]ecting effects associated
with cultural change, this yields a ‘serious contradiction in the time-
sequential method. . | A
Further innregard to Schaie's. functional interpretation of
time of measurement as ref]ectfng effects associated with cultural
changes, it spou]d bé noted togy Wohiwill (1970b), more correctly it
seems, interprets this dimension as 1nd1cat§ng-effects associated with
changes of a more situational kind, that is, temporary variatioos or
aberrations in the testing situation. - Soch effects should be viewed
as problems in research design, where such extraneous variab]es sﬁould
be controlled for (and therefore not confound. the age X cohort bi-
factoria]) by making test cond1t10ns uniform In other word// time
of measurement is not a construct of 1ntr1nsic “interest on a par with
age and cohort with respect to deVe]opmenta] qzest1ons and it is best
considered as assoclated with extraneous test varfables that should be
'controlled for by an adequate research strategy Th1s observation again
calls into. quest1on tﬁe usefulness of the concept time of measurement
for generatﬂng the cross-sequencia1 and time-seq tial methods, as well
a5 Schate's 1nterpretation of this concept as reflecting effects

' associateQAwith gnyironmental cultural changes..

*
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Finally on this particu]ar issue, a closer 1ook will be given

to. how Schaie views the traditional developmental designs. There can be
no argument that the simp]e cross sectiogel design “confounds age and
cohort effects, and the why to unrave] these two sources of variance is
to employ Schaie's cohort- sequent1a] method or Ba1tes age X cohort
bifactorial. Schaie views botﬁ\the simple 1ong1tud1na1 and time- lag

,,

(successive samp]ing of cohorts at the same age) designs -as confounding
age and environment or cultural change,\and cultural ceaege and coliort
effects respective1y. It should be noted that Baltes 2onsiders both of
these simple designs as measuring pure age and cohort effects respec- |
tively. Assuming uniform{ty of testing conditions in tPe time-lag
design, where different cohorts at the same agenare successively sampled,
it would seem tha% there ‘can be no argument denying that this method

taps pure eohort effects. The ]ongit’ inal design requires furthef
consideration. Consistent with Schaigls view, it could be argued that
the longitudinal design confounds "genefica]]y programhed unraveling

of behavior characteristics with cumulative effects of the interaction of

Y
Nunna]]y (1973) 1in passing, however, seems to consider this view ag not

organismic states with the environment (Nunna]ly, 1973 p. 82)". ;//
very sensible. It would seem that the most meaningful way to CQPé¢Pf‘;
:tualize the 16ng1tud1na1 method is as follows._ During,the'coﬁfge of
obtaining longitudinal measures, there are undoubtedly ge;etic and -
environmental factors operative. In terms of géggjgg:alsﬁecific
ebeha§1oral fdrm;”both of these 1nf1uehces~are 100%‘1mportant and
1nseporab1e. Longitud1nal measures for a given cohort ma%\%h‘:iewed

‘as pure age-related effects for that specific cohprt. In “wbrds.

the definition of cohort embodies the 1dea that there are some: Spec1f1c
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cu]toral or environmental changes that occur as ag; increases. Thus age
effects are not to be considered in terms of the eBSence of the cumulative
effects of the environment or cultural changes aS‘Schaie Wbuld\have, but
in terms of a specific cohort (and thus a specifig gene.pool and a
specific sequential pattern of -cultural changes). In other words,
effects aésociated‘w1th age are re]ativtho a given cohort, rather than
being viewed as occurring in some fdealized 'normal psychological
" environment' where the cultural changes, which in part define a given
cohort,'supen1mpose their effects on the 'normal aging process'. ™
. former view is especially potent and sensible when considering psycho-
logical variab1es but also holds for traits of a physical nature
Height of persons, for example, seems to be increasing with each genera-
tion, which is due ®to e1tner genet1c and/or environmental (e.g., better

nutrition) factors. A{ which point 1nﬁhistorica}.time should one

- e
L}

’ consider age-related chenges in netght as occurring in & 'normal’
environment'-f 500 years ago, now,SOO'years'hencé?' ThislprobTem may be
avoided by considering "age-related changes, as obtained by the longt—‘

" tudinal method, as‘reflecttng pure age changes‘w1th respect to a given |
cohort, and thus with respect to a given gene pool and sequential pattern
“of cultural changes. It shouId be quickly added, however that pure e
age (or cohort) effects as def1ned here at the surface level, may st111
be broken down 1nto deeper source components that. account for 1nd1vidua1
differences The latter issue has -been more closely examined in Buss. .

(1973d), where genetic and e\Vironmental variance components were shown

to be applicable to both the age and cohort variable.
®
w - : |

\ ) . " . - . B . V N .\y . ‘,
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»

Changes'in Cognitive Compiexity )
The interpretation remaining to oe done with the ueriabies
”age and cohort does not detract from the-velue of the recent empirical
» studies based upon these models. ,This growing'body of research in the
abilities domain (e.g. Baltes & Reinert , 1969;zNesse]roade% Schaie, &
Baltes, 1972; Riegei, Riegel, Riegel, & Meyer, 1967; Schaik”& Strother,
. 1968a, 1968b) and more recently® An the persona]ity domain (Baltes &
o Nesselroade, 1972; Woodruff & Birren, 1972) has found substantial effects
associated with cohort differences. This line of researdh may be
formally considered as dealing with changes in factor scores or the

trait profiie (Anastasi, 1958a). To date. the writer is not aware of

any attempts to adapt these models to changes in the factor inte’

!

re]ationships or trait pattern (Anestasi, 1970). In the latter, both

changes in the number of ebiiitjifectors and their interre]ationships

may be considered as indices for changes in cognitive complexity. °

. That there is an increase in cognitive compiexity associated
. with ontogenetic change underlies the major theéories of cognitive

development (e.g. Flavei], 1963, Lewin, 1935; Piaget, 1970 Werner,

'1948 1957). This process of differentietion has served to refer to

several aspects of cognitive complexity (Kagan & Kogan, 1970) For
: present purposes, the idea that it represents an increase in the number
of units or dimensions (Bieri, 1961 Kelly, 1955 Lewin 935) will be

considered This notion of differentiation may actuei]y be considered

o

g as part of the more general view that deveiopment is epigenetic in
;nature rether then preformative (Hunt, 1961 1969) By epigenesis it is

, meant thet in the course of deveiopment, new behavioral forms emerge

' i;d*which have propertfes not reducible to eariier forms In the: present )
' - f i A ; ¢ / C . .
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. context, this implies an emergence of cognitive units or dimensions that
are not reducib]e»to previous dimensions. Prefo mation would deny the

“above by stating that thelpsychoiogicai structure \Is given at conceptionl.
The concept of differentiation;has aiso received attention from
peopie with a multivariate orientation towards str cturing behavioral
change in the form of the ability factor differentiation hypothesis
{Burt, 1919, 1954; Garrett, 1938, 1946). Evidence for changes in:the
trait pattern (factor interreiationships), or ability factor differen-
E tiation associatzd'with age, has involved such things as an increase

in the number of factors, Tower interfactor correiations and a decrease

“in the percentagL o@ common variance accounted for by the first factor ’
extracted. Recent reviews of the empiricai evidence for the abiiity
factor differentiation hypothesis (Anastasi ]958a 1970; Baltes & '
Nesseiroade 1973; Horn, 1968; Reinert 1970), as well as a theoreticai
discussion (Royce, 1973a), have generally advanced a cautious affirMa-

. tion as to its validity. ‘

The inability to muster-strong.empiricai vidence ‘thus. far in’
favor of the differentiation of ability factors dur ng'deVelopment“appears.i
to be more a function of the subtle methodological pitfails associated

~with detecting this. process rather than the possibility that it is not
a significant phenomenon This possibiiity is reinforced both by the ¥ h .

- observation that the concept of differentiqtion s central to- major =y

| .'developmentai theories as noted abGVe. and that recent reviews of the

| ”abiiity factor differehtiation hypothesis have been abie to cons’ruct i

1!, fgan aimost endiess iist of deficiencies in design associated-with

~ ;hspurious age-reiated changes Tho important sources producing

L ;icontaminated gge-reiated changes inciude the preponderance of cross- ;ﬂ‘}, K
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sectional designst which confound,Cohort effects, and~discrepancies n
factor analytic techniques | T |
v In considering thé”two methodological problems mentioned
hbove a systematic attack on the differentiation hypothesis. that makes

'
use of a uniform factor analytic techniﬁ/e and is also able to separate

-

ggnuine age- related changes from generational or cohort-related changes,,

- will more adequately resolve the extent 'to which ontogenetic changes in

—

v cognitive complexity occur over the life span Figure 10 presents a
| modification of Baltes' (1968) original model where‘tne cells contain
| separate R-technique factor analyses (correlating variables acroSs
persons at one occasion - Catteli 1952) rather/t—an persons' scores
on factors the nature of which are assumed to be invariant ac?oss
time The subscripts refer to cohort and age respectively Thus,
rather than changes in factor scores, change§ in facton~complex1ty beqomes

the unit for analy is-as revealed by the number of factors extracted

//_

~or by the REg-matrix of factor intercorrelations 12 By applying a

| uniform factor analytic technique (see Harman, 1967 or Mulaik 1972)
~ where the criteria for ommonality estimates. factor rotation, n, and the
N number of factors to be ex racted remains constant one may get.a measure _

of cognitive complexity fon each of the cells.' Cognit«ve complexity

‘2Strictly speaking, in order to adequately assess chaages in factor inter-
relationships one should factor covariances rather than correlation coef-
- ficients, since . the former are nat subject tg spurious changes due to
N aiterations-in -sampl4ng distributions from occasion to’ otcasion. .‘That is
. to say, the correlation coeffici nt involves a restandardization. between
" occasions (it 1s; actually a standardizéd covariance) ‘that introduces = .
.. sources of change due’ to the rescaling of variables. This. ‘Teads to the
. neclssity of considering factor covariance mtrices (Cj,) rather than

;‘factor correlation matrices (R ) in assessing cognitive complexity, For

a discussion*of identifying changes in factor covariances. ee Mulaik\\\
Qgzpe s, U e e
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in a given ce]i may be defined by the number of factors required.tO‘
account for the common veriance, or by the average factor 1ntercorrejaf
tion should the number of -dimens{ons remain constant over a given time-
span. To ‘the extent that correlations between factors are not effected‘
by changes in the d1mensiona11ty, cognitive como1exity mey be specified
as some joint function of the number.of fectors and their average
llntercorre1at1on o - . -

In order to simu]taneously consider eﬁ%ggts associated -with
both age and cohort, one of the three sequeptial strategies should be
employed. Fach cell would require two 1ndependent R apalyses in. order
to get an estimate of The error variance It would‘be necessary to hold %
constant,aCross cells the number. pf)variables to be factored, since this
would contr01 for. spuripus d1fferences in the number of factors extracted
Additional contro1s w0uld 1nc1ude representat1ve samples that are
”homogeneous within any generation with respect to&educational experiences,
general %ntcllectuaT level, etc. Of course, 1t’§§u1dﬁngt be desirable
;to rigorohsly control such sample character1stfi§ befb generations,

since cohort effects are actua]]y defined in termscoﬂtghc population

¢ y o7 .
St g

diffec_pces ' ' o - 'A e T .
In consider1ng the poss1b111ty of ab111ty ﬁactor differentia—

: J;,t1on over the 11fe—span, ‘it becomes necessary to subserfbe to “the view,"

tthat such factors are changfng 1n their basic nature (1 e.. different
"”‘factor Pattern matrices or changes 1n factor’ loadings) ,That factors,l o

er var1ab1es 1n general undergo such structural change over time 1s #?{f;

‘fiﬁﬁgenerally accepted (Baltes & Nesse?roade, ]970 1973 Coan, 1966. “,;ng3*$9

‘ ”l!3;§}1972. 1968 Nesse]roade,:la?P; Nesselroade & Bartsch, 1973) Such

’chang sr1n,factors'uith1n the context of d1fferentiation over the
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life-span, preclude the desirabilftyaof carrying out factor match1ng:' |
proceduregﬂ.since the basic criteria for aSsesSing,change (1.e,;
changes 1hﬁthe number of facfors and/or the.factor 1ntercorre1a£*oﬁs)'ﬂ
1s'contfad1ctory to estabHshiﬁg ‘invzn'iant:.f"act:or"s.]3 f'f | o ’
In considering the'quésiion of changes in cognitive cpm?lexity |
in a truly ljfe;span sp1r1f,‘theré is growing evidence (reviewed‘by"
Ba]tesl& Nesseifoadg, 1973;AReinert;f197d),that an in@egratjon -
<d1fferen;1atibn -- 1ntegfation sequencé 1s most Approprigte? and is ”
.para11e11ed by early Ehi]dhbod, ¢h11dhood and‘adolescence, and adulthood
and 019 age fespeétive]y. In terms of'the'presentlﬁode],‘this yiew‘
\ ~ could bé_tested by carrying out trend analyses.op‘the‘dépendent mea-

: sure§. VMany-deve]opmenta]theorists, hbwéver, view differenésatjon,'
andvifs aﬁtitheSﬁs.~1nt§§fatiohi a§MOCCurring cdhcurrent]y ratﬁér';han -
'consecuiivé1y (quhér,vQ]Yer,:ﬁlﬁféenfield,u]966; Fla?e]l; 1§63;\1' . -1gﬂ'

- Piaget, 1970; Nefneh, 1548.11957): Thak coﬁnitive dave1opmeht is s
charactgrized bylincreasing»diffgréntiafioh Qith hiérarchicaf$1ﬁtegra-'

_%fiqh, maj'be 1nterpre£ed-@?th1nvthe factor analytic model as‘an 1néreas§ |
jn.fhenumbeﬁ of‘brimary]ab11jtyifacpd;swith aﬁsimu1tanéous 1qcreasé»‘ M

. -

e

31his 1s not to deny the importance of establishing the identity of
. factors across.different populations that are not defined by age dif-" .
" ferences (e.g., cultures), as well as across different variahles and -
.. ‘relatively short term time-spans. between .occasions. . However, the attempt
" 'to match factors across populations (same or @ifferent individuals) that . .
-~ "are defined by substantial: age.differences, with the attendant concern .. .
', of devising scaling procedures for the purposes of quantitatively . . ° .
. comparipg such individuals (Cattell,'1969), is contradictory to ability .° -
. -factor differentiation over the- 1ife-span. - IMeed, Cattel1:(1971) and -~ ".:
... ‘Coan (1966, 1972) have argued, ‘for. the-abj1ity" personality domains =~
‘.respectively, that the same. number of dimensions are présent in young.

children as compared to adultéy which would seéem'to be a.prerequis

far.that ‘special case of factor matching where the ‘different:
. tions“are defined by age differences.’ . .- -
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) order of higher order factors. The latter are obtained by
yhring Tower order factors ;

Finally, it. should be noted that separating the: effects -
4<gociated with age and cohort for changes in cognitive comp]exity is
«sﬁeSCriptive in intent rather than explanatory. Significant effects |
/ associated with these variab]es should serve as an 1mpetus for specifying ‘

{’the nature of the processes that bring about such changes. Variables
/ as/9c1ated with oeh%rt differences, such as gene pool, educational
f‘_lieve] technological advances, sociologicai and cultural changes, etc},
A wii] need to be explored. Concerning age- related processes the .

?f original ability factor differentiation hypothesis (Burt 1919, 1954

' eGarrett 1938 1946) was interpreted as a maturational phenomenon, while

A

',

Lo
‘A‘VHnye recent]y (Anastasi 1970 Catteli 1971 Ferguson 1954 1956;

,:"“.\ N
\\abiiity factor differentiation

:c. n:\ \ . o -
o . o ‘s'

R \g o

R
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;of the three dimensions?

) . CHAPTER 7
A GENERAL DEVELOPMENTAL SbDEL FOR INTER—INDIVIDUAL DIFFERENCES
INTRA INDIVIDUAL DIFFERENCES, AND INTRA INDIVIDUAL. CHIIGES
- The purpose Of the present chapter {s to consider within a
developmental context. the interre]ationship between certain concepts

that. have been in the psychoiogical Iiterature #or some time This

\
analysis- wi]i resu]t in a genera] deveIOpmentai modeI that wiil outline .

‘several descriptive data gathering;strategies Thus the concepts 1nter-7f

»

‘ individual differences, intra zndividual differences and intra-

/

individuai changes are defined in terms of sampling across one of the
‘ dimensions of individuals variables and occa51ons reSpectiver The

‘possibility of co-considering a second dimension generates\an additional

six data gathering strategies Finai]y, a simu]taneous con51deration

*individuais variabies and occa51ons yields

an additional six data gathering strategies Out of the total number

‘of 15 data gathering strategies outiined no iess than 11 are defined in
l.upart by the occasion dimension and are thus appropriate for addressing
';ontogenetic or age-reiated changes i“f 9~v; / .

; f’;i//fﬂ Sefore proceding to the main substance of this chapter, it

"'7fdiscussed]by severai peopie with a muItivariate orientation to the

| 5'““.fJgstructur1ng of behavior, and especiaily ﬁﬁose\who make use of factor

= Thl maJor impetus for con-~
tegies within\the caﬁtéxt of

"~ should. be noFed that many of the ideas which foilow have been" previousiyfit

| 'igff?f¥ana1yses. Poihts of contact between this preJious work and the-present -




‘7f_;}truiy genera%““since the dependent variables may con51st

inter- individuai differences intra individuai differences and intra- |

individuai changes, is that previous pertinent multivariate work ha$ o

typical]y been c]oaked in rather technicai terms and which has, ‘ |

| unfortunateiy, had T{ttle impact upon the average deve]opmentai
psychoiogist This state of affairs 1s probably a resu]t of a combina-

"stion of. factors inciuding any of the foiiowing in varying degrees

the nonavaiiabiiity of much of this work to those in the deve]opmentai L_

field; the 1ack of expiicit attempts .on the part of mu]tivariate peopie

to spel] out deve]opmenta] impiications of their work forﬁthe average

_gdeveiopmental psychoiogist the mathematicai and technicai background _

required for understanding much of the relevant'multivariate work is
‘relatiVely quite demanding, and findily, the active av01dance reSponse

- that a nm]tivarihte perspective often elicits frdm those who operate E

'*within a different framework The intent of the present‘chapte: ]s to a
eiaborate on some- of the more ba51c tdeas concerning person x variabie x

"foccasion data that have been greatly extended by multivariate people,\. }\
;and frame these ideas within the famiiiar concepts of inter indiv1dua]

differences, intra-individuai differences and 1ntra 1ndividuai changes

"7The:descriptive data gathering strategies to be outiine_,"
S
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Figurg N

‘The three cases §enerated by samp11hg acrosg each of the three d1mensi§ns.
. of individuals, varfables and occasions, are reSpectiéely inter-

individual d1ffereﬁces (INTER-1D), 1n}ra—1nd1v1dua1 differences (INTRA-
10), and intra-individual changes (INTRA-IC).
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1nd1v1duals variables, and occasions. The deﬁendent measure for each
cell is an individual's variable score at a particu]ar occasion. Thus
o 1nter individual differences are defined by sampling across 1nd1v1dua1s
for each var1ab1e at one occasion. .Intra-individual differences are
. defined By sampling across variables for each individual at one occasion.
IKZL/(\F1nal1y, intra-individual changes are specified by sampling across |
6ctas1sns for each varfable for one individual.
Several comments can‘be made concerning the model in Figure 11.
The main‘{ntent of Cattell's (1946, 1952) original model or covariation
chart, wa§ to explicate the total poss1b1e relations between persons,
tests, and occasions, for carry1ng out corre]ational researches although
it was stated that other statistical techniques cou]d in pr1nc1ple,
be appligd. More specifically, six types of factor analytic techniques
were outlined (3; Q, P, 0,5, and T) in terms of 'wpat one correlates
over what.' For example, the common R-technique involves correlating
~tests across peopde at one occasion,'while P-technique is defined by
correlating tests across occasions for one person. In other words,
Cattell's covariation chart s vé;“}hg purpose of generating different’

kinds of factors .g; test facuqr\;}beOple factors, etc.) by considering

different cobariance elationsh1ps between the components of the three

dimensions of tests, persons, and occasions.

' More recently, t sriginal covariation chart has been extended
‘by both Coan (1966) and tell (1966d). where the former has considered ©

four dimensions (persons, v ables. stimuli, and occasions) taken three -

at a\time in vardous cuﬂbinat ns of/rows, coluns, and entry elements.
~\121§/procedure generates 24 factor analytic techiiques. Coan's . (1966)
extension pays considerablLJg%iention to the elevance of these techniques

E
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APy ;! .
;w)ogy. siﬂie‘most of them involve varying -the

ol Yo

iMhd thus ‘dedl with change data.

DN

| j'(1966d)‘own extension of his original covariation
Toe .

chart can be regarded as the most seminal contribution to setting out

the pogsible data relational systems.]5 In the expanded Basic Data

Relation Matrix (or "data box"), a full 10 d1mension§]6 (or ég&g) are
used for indexing a particular datum, In‘consfde;ing a given relational
system'thatlis def1péa by a subset of sets, it may be éha]yzed in
different directions, thus implying a somewgat,vast number of data
gathering strategies. It should be noted that this comprehensive data
relational model makes no cominitment to a particular statistical method
(e.g., factor an;]ysis). since a relat1onél analysis is conéidered
independent of the statistical analysis.

' Limiting the present treatment to Cattell's original thrée sets

(1nd1viduals.’var1ab1es, and occasions) which comprise a data frame

|
r I

f
]5Another important contribution to the theory of data is Coombs (1964), .
although 1t is not directly relevant to the present paper. Coombs views
data as a relation on efther a pair of points or on a pair of pairs of |
points {of dyads) represented in geometric space. Four sets are explored
~ for indexing a particular datum, i.e. dimensions of an n-dimensional
space, trials, and’ two sets that refer to real world objects (e.g.,
individuals and stimuli). The four basic kinds of data that Coombs
outlines include preferential choice data, single stimulus data,
stimulus comparison data, and finally, similarities data.

lsThe 10 dimensions include five different types of entities, that is
persons, focal stimuli, environmental background stimuli, responses,
and observers, and respectively five variants which specify .the condition
each of these is in, that is states of persons, yariants of the focal
stimulus, phases of the environmental background stImul{, styles of the
responses, a inally, the conditions of the observers. As the reader

_ may have.suspected by now, CaltelT's (1966d) treatment of data relational
systems {s quite extensive, comprehensive, analytic, and demanding,
~and the present brief treatment is unable to-do it full justice.

. . .
f

*
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(i.e., more than two sets - Cattell l966d)' it will now be useful to
consider some gecific data gathering strategies in terms of familiar
concepcs. and which will be of particular interest to the developmental
psychologist. Figure 12 extends the concepts of inter—individual.“
differences, intra-individual differences, and intra-individual changes

by considering the six possible ways of comparative sampling across each

of the three dimensions. That is to say, for each of the three dimensions,
the simple case i{s indicated where at least two components or ids

!
(Cattell, 1966d) are sampled acrogs each of the remaining two dimensiens

or sets. The six cases are: (a) inter-individual differences in intra-

individual differences, where individuals are compared in terms of

sampling across variables at one occasion; (b) inter-variable differences

in inter-individual differences, where variables are compared in terms

-

of sampling across individuals at one occasjon; (c) 1nter-occasion

differencesgjchanges)gin intra-individual differences, where occasions

are compared in terms of'sampling across variables for one individual;

(d) inter-variable differences j_ntra-individnaj differences) in intra-

individual changes, where variables are compared in terms of sampling -

across occasions for one individual (e) inter—individual differences

in intra-individual changes, where individuals are compared in terms of

sampling across occastons for one variable, and finallyé (f) inter-

occasion differences (cha,ges) in inter-individual differences where

occasions are compared in terms of sampling across individuals for one

variable. A ', R ‘ _ : .
. Each of the abole six data gathering strategies is defined by
what is _gggag___ which gives the first spect of the inter-individual

inter-occasion differences

differences inter—variable differencef_wa



nmz
Figure 12
The six cases generatég by comaarative cross-sampling for the simple
case where only two componénts from one dimension are comparednin terms
of sampling across a sécqnd dimension. Abbreviations for ;he following
terms are indicated in brackets: 1ndiv1dua1 differences (Lg); individual

changes (Lg);‘variable'd{fferences (vD); and occasiop‘differehées (D).
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part, and. in terms of what set is samp]ed across, which gives the second \

part or inter-individual differences, intra~individual. differences, or
intra-individual changes aspect. The two 1nter-occasion comparison
cases (c and f) may be considered as changes throygh time. It nay be
appropriate to consider the d case as intra-individual differences in
intra~individual changes, since different‘variabjes are'COnoared in
terms of 1ntra-1ndiv1dua1‘fhanges. This observation reveals that there

are two distinct ways of operationalizing the concept of intra-individual

differences in Figure 12 -~ by sampling across variables for one 1ndividoa]

at one occasion (a and c), and by comparing variables in_terms of sampling

across occasions for one indfvidua1 (d). Similarly, there are two

distinct views of inter-individual d1fferences -~ by samp]ing -across

individuals for éach variable at one occasion (b and f), and by comparing

individuals in terms of either sampling across variables at one occasion:

(a), or by sampling across occasions foy one variable‘(g)r |
Although each of the six cases in Figure 12 are 1nd1cated by

only comparative sampiing.for two ids, the more genera] case would jnvolve

an entire two dimensional matrix or'fgc__\(Cattell. 1966d). Thus,

- cases a and b, for example, wou1d involve the same data from an

1nd1v1dual'§_varfable facet(at‘one occasfon, buﬁ‘in‘g_one would first

sample across'variabies’for each tndiyfdual and?COmpare the latter,

while in b one 'would.first ‘sample across individuals for each variable

and comPare}the'letter A simiter7situat1on exists for the remainan'

- four cases in Figure 12, L0 .. |

_' Since the a and b data gathering‘strategies are carried out o

? at one ocgasion. they are not particularly usefu1 for addressing

developmentat\aspects of changes 1n variable scores unless one

Lo
a
.
.
.. ‘e ’ . - Tt L *, N ° .
s . A o K = . L R . - .
i - N . . \ - Ce- A
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co-tonsiders the third dimension of occasions (see‘teiow). In contrast,

| the remaining four data gathering strategies which. invoive'in part o
sequential dependent measures or changes in variable scores through
time, would be especialiy useful deve]opmental paradigms In con-
sidering the twd cases that sample across the occasion dimension (d and

‘ e) and are thus concerned with intra-individual changes,.the focus of |
interest in comparing either variab]es\(g) or individuals (e) requires~
that the unit for'anaiysis be the plotting of the entire set of variabie.
scores through time. A useful statisticai technique that cou]d be | |
employed here uould be testing for trends (Kirk, 1968). This focus
on tke pattern‘of changes in variable scores may be contrasted with
the‘:ther four cases, where the unit of analysis for making comparisons
would be variances In the a case, for examp]e where/inter-individual
differences or comparisons are made w1th respect to intra individual

" differences, the appropriate index for the lattef is a measure of the

. within person variance of variabie sgores at one occasion. - In order
to compare variables at one occasion in terms of inter-individual

3 differences (_) again it is a variance imeasure that captures the
extent of-the inter-individuai differencess A simi]ar situation holds
.fqr cases.c and f. | '

R Variabie scores are typicaily standardized across individuals -

o for- each variable at one occasions This common practice will heed to ?
i.be avoided in the preSent scheme. since it would result in identical
- fvarianhes for each variable at each occasion (the variance of a . ’r.f. Y

_'standardized variabie is equal to unity) If such a standardizing

ﬁ';procedure were adopted. it would be tmpOSsible to detect 1nter~variable
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. ‘Jt 'would be undesirab]e to Standardize each variabie across occasions

for éach person each occasion across variab]es for each individual, etc

What is necessary for meaningfu] comparisons for all six cases is to

standardize ‘each variable in terms of both individuals and occasions,’

i.e., across each rectangu]ar 'slab' or facet for’each variable. In this
- way, spurioﬁ§ridentical “inter- individua] differences variances for\en\h
variable at each occasion that| are brought about by artificial rescaling

© procedures, are'avoided. One of the adyantages of standardizind in the
 manner being‘recohmended here is that absolute changes in‘variabie scores
that result in either higher or lower values will result in correSpond-
ingiy higher or 1ower standakd scores, since variab]es are not re-
standardized within each occ?&ion The reader would be well advised to
‘work through each of the six data gathering'strategies keeping in min
mthe-standardizing procedure being advocated, in order to realize that
‘such a uniform policy truly permits meaningful results for all six cas S .
In Cattell's (1966d) treatment of standardization as it |
“relates to the “data box" (more specifical]y, a restricted three dimep-

/
siOnal version) he out]ines three types that are distinguished on the

-

a'basis of what - is standardized Standg;dizing over a column of referhes

~ (those entities to ‘which the reiationship refers) is called normaéive
Tormazive

/

standardization, over a row of reiatives\(the things~that are to f

- nelatéd) is ipsative standardization and fina]ly, over a "file":of
off-set ids (across the third set or dimension) is known as abative

~i e.;standardization. Most relevant for present purposes is to note that
) 17

: ‘ifr;if one uere to adopt any one of these standardizing procedures where .

\

| "};‘7As Cattell (]966d) has noted it’is normal'iy impossib'ie to d0uble B
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%

" each id from the two sets is standardized across ids from the 'third set,

it would be impossible to obtain meaningful results within the presentl5

- framework. Thus, rather than standardizing inglx each column (or row

or file), each entire’ 1ndividual X occasion facet should be standardized

for present purposes _
5 It is possible to extend each of the six data gathering
strategies outlined above in that situation where one also samples through
the- third djmension. In other words, there is a three-step process
here, where one first samples across the first dimen51on, compares such
sampling in terms of the ids or components on the second dimension (the
six cases.just outlined above), and then proceeds to sample the compari-
sons of cross—sampling hrough the third dimension In the complete
three-stép procedure, two dimen51onal 'slabs or facets are compared.
This process generates six cases, where those data gathering strategies
in Figure l2 are now moderated by a term referring to the third
dimenSion that is sampled through Figure 13 illustrates the complete

three-step procedure for the simple ‘case, where two ids (which have been

sampled across on ‘one dimension) are succe551vely compared across the

, third dimen51on. The more general case would involve successive
asampling of entire facets through ‘the third dimensions As before the

»latter procedure could involve the same data for various cases but lt

|

is the operational sequence of the three sampling steps that determines;

the six separate relational systems The six three-step cases in. \-jf

) 'Figure 13 are. (a) inter-occasion differencesglchanges in 1nter-ind1vidual

R

SR .
U e, .
L

E 'standardize across, for example. both indiVidual POWS. and 1ndividual Ny

- columns, since the first standardization will he thrown off by the second,
and vice versa.- Cattell discusses; however", certain procedures that '
;%may eVentually lead to, solving this problem. . : .
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Figure 13 -
The six cases generated by §ampling through the‘third.dimeésioh, the
labelled comparative cross-samplings.’ The simplevgase is indicated,
where'oniy two cross—sampling§ are successiveiy'combared through fhe
third dimension. Abbreviations for the fo]]owjg terms are indicated -
i

in brackets individual differenqesh(ID) indiVvidual changes IC)/

'
i

I
i

variable differences (VD), and occasion "differences (OD) - |

2
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differences in intra- individua] differences where the variances refiect-

ing the extent of intra- individual differences for each individua] at an

~

occasion are compared for 1ndividuais through time or the occasion

dimension; (b) inter-occasion differences (changes) in inter variable

‘differences in inter-individual differences where the variances reflect-

ing the extent of inter ind1v1dua1 differences for ‘each variabie at an

_occasion are compared for variables through time or the occaSion dimen-

sion, (c) inter-ind{viduat differencés in inter-OCCasion differences

(changes) in intra- individuai differences where the variances refiecting

the extent of intra- individua] differences for each occasion at an

individuai are compared for occasions through the individuaf’dimension. /

- (d) inter- individuai differences in inter-variab]e differences (intra—

individuai difference_) in intra-individual changes where the plots of

'f,‘variabie scores across occasions at an individual are compared for

'”variabies through the individuhl dimension; (e) inter-variable differences -

in inter-individual differences in_intra- indiv(dual changes, where the

o plots of variabie scores across occasions at a variable are compared for N

Ly
.)

[individuais through the variable dimension, and finally. (f) inter-

variabie differences in inter-occasion differences (changes) in inter-.

individual differences. where the variances refiecting the extent of

' 1nter-individuai differences for each occasion at a variabie are compared

ffor occasidns through the variable dimension if i_‘,n j<f (vff |
- », Although these extended six data gathering strategies may |
appear qu te compiex gri facia. acquiring a firm conceptuai understanding}ﬂt

?Ql‘~5*of them may be facilitated by working backward through the three steps
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' indiVidua] differences,” the focus is initialiy up?ggjf? extent of intra- -

' individua] differences in variab]e scores at one occasion and one | |
individuai as reflected by a variance measure. If.one were then to .
prdceed to compare such.variances for two individuals at one occasfion,

— we|hrrive at the two- stepconcept of inter-indiViduai differences in "'.
intra-individua] differences. Considering now.the third dimension of
occasions where inddviduals are now compared through time (occasions)

~ 1in terms(of the extent of intra individua] differences in variable ,' .

' socres we arrive at the three-step concept of inter occasion differences
.in inter-individual differences in. intra- individua] differences. One
may work backwards in a simiiar ‘#a¢hion for each of the six extended
cases in order to fully grasp their conceptual significance The 15

| data gathering strategies for inter- individual differences intra- ‘

) individua1 differences and intra—individuai changes .are summarized in

Table 3in the order presented above where the first three cases’

.-
. \.,‘

consider multi-ids on only one dimension, the nexgasix cases on two

dimensions, and the last six cases on all’ three dimensions f"'

| Discussion | - - X . if\;\

} Brief recognition should be given at this point of the many 'f -
| attempts on the part of muitivariaté peopie to _eal spec1fica11y with ”

y
heoo

individual X variabie X occasion data where th aim has ‘been to deriVef ‘

factors within the context of change Some of t_ese_modeis invoIVe i*; "

A.E '“

fﬁ : ‘ observing hoth changes n, factor loadings and factor scores across timetij};_?
| H~;(Ba1tes and Nesse]roade. 1970 1973 Bentler, 1973 Catteii. 1970b, “x.”, “
‘*~Corbailis & Traub, 1979~ Nesselroade,$1970. Nesseiroade & Bartsch. lQZa)fuix ‘
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. .
R | Table 3 N : L
| ~
Data Gathering Strategies for Interglndividual D1fferences,
Intra Individua1 Differences and Intra- Individua] Changes
Dimensfon 1 Dimension 2 - Dimension 3 )
Sample Across Compare On Sample Through \ Type
‘1nd1v1ou2/s w0 no | inter-1D
wvariables  no no intra-1D
occasiohs - no '; no- intra- IC
 variables | findifiddaIs nd 1nter-ID in intra-ID 3
individuals varieples " ho o inier VD 1nyioter—ID v °
y‘variables | occas1oos‘ no"i s inter-0D in.intre-gg o
_occasions  variables' no iocer-yg_on intra-1C
occasions 1no1v1duejs ,no . fnter;igA{o 1ntre—lgf
1nd1§iduels 'occasions; - no ‘ "1oter-gg-in 1nter D
= veriab1es 1nd1?1d0als'”occesioos ‘_‘1nter-gg in 1nter-ID 1n intra _g
findividuels vveriaolésu 'occasions . jnteregg_in inter-VD in inter-10
'tvariaoies' | occasions -*‘1naiy1du§15\ ’1ntér-iQ_1n'1nter-OD in intra- Lﬁ“ |
e]:moocasions ‘; variables"'inq1viooa]sn '1n£er;1o 1n inter-VD in. intra- lg;f
‘Joccas1ons E‘individuals ,yerieuﬁesjﬁ 1nter-VD in inter-ID in 1ntra “IC
| ocdhsions ”A‘Variib]es,;' 1nter-OD in' 1nter lg.‘u

‘%*fﬁf  f Note. Abbreviations fbr the f011ow1ng terms are 1nd1¢ated in brackets'7f°'5

~

‘ 'Vblxdifferences (ID), 1nd1v1dua1 changes (Ic), var1ab]e }’“;f;
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‘A“Mwwﬁif]eishman 1954 F]eishman & Hempe] 1955' H rris; 1963), or a'constsnt
B ‘matrix of factor 1oadings and separate occasion matrites of factor |
. scores (Corbailis, 1965; Horst, 1965). Tucker's (1963) multimOde '
method is ab]eeto hand]e"data‘that"is indexed by three dimensions,
and permits detecting perSon; variab]e,-and occasion factors simul- -
taneously. ‘Two exCeiiant‘reViews ot~most of these‘modeis‘haVe been
provided by.Bentler (1973) and Nesseiroade (1970) | A
It has recent]y been advocated‘that at the very core of any ‘\
study-of psychoiogica] deveT“pment shou]d be an amproach that is-con-
’ cerned with inter-ihdividuai differences in intra indiViduai changes

. (Baites & Nesselroade 1973; Nohlwill, 1970a) In the present frame- ‘

/work this v1ew may be con51dered as only one of four possible two- |
B step approaches that are capab]e of deaiing with deveiopmental phenomena,
i e 5 that are defined in part in terms of the occasion dimension The\ :

o addition of the six three-step cases which a:e all 1n part defined by - |
: the occa51on dimension, gives the developmentai researcher a wide -

;i’ e

‘variety of data gathering strategies from which to choose
B .*',f' It is possible tp work through the various data gathering
L “,strategies in terms of groups of individua]s rather than sing]e
L :_individuais I Cattel'l s (1966d) terminoiogy. Athis qouia be: viewe¢ as
;if*w“ f:a modified (three dimensiqns_rather than two) face, where the data .
"; '*7;38ntries (means) are vaiues obtained by condensing a whoie series of

“]"off-ids (individuais) This apprOach permits considering inter-group ‘i;geﬁg
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where phe groupy a?e differentiated-by age differences at a pértiéular
occasion; and one sampled thrbugh the occasien dimension in the various

ways set out, this may be viewed as a cross-sectional sequential

sirategy (Baltes, 1968), where a given cross—sect1ona1'samp1e 1s .’
sequenEWallx sa;pled through time. Where.the groups are defined in
terms of differences from one éomain (e.g., personal1t}} ability,

or mofiéation)'and thg,ggggndent measure is variable scores from
another domain, the quest{%n at issue would be the relationship of one
dbma1n to changes and/or differences in another doma1nf It would also
be possible to define the groups in terms of a'variable from a given
domain, and adopt varfakles from that same domain as the dependent
measures . | -

. If one were to consider a special type of Variables.in tﬁe
present scheme, namely factors, this would serve to accent the general
requirement that, across occasions (or groups) the variébles must be
conceptually 1den£1cdﬁ; that 1s, measure the same construct. With
respect to factors, there are a myriad of prog&gqaeassociated with
establishing their sfructural 1nvariqnce'acros§ t1m§ and/or across
groups (Cattell, 1969). Since {t has already been noted’ that the
nature or meaning qf fattors may change across time or groups as revealed
by ;real“ chdnges in the factor loadings, th1§ Qill preclude considering,

in thg;preséni model, factors as varfables, except 1n that instance
where structural invariance has been denqﬂktrated. The latter condition

’

will most 11kely obtain when the occasfons are over relatively short

ienu time-spans and/or the groups are drawn ffﬂl a relatively homo-

“geneous population.
' In conclusion 1t should be noted that the purpose in this -
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* chapter has been to explicate the concepts of inter-individual dif-
ferences, 1nt;a~1nd1v1dua].differencés, and intra-individual changes
in terms of the three dimensions of individuals, variables, and
occasfons. In fhis way, an array of descr1pt1ve(§qta gathering
strategies has been generated which may be of pnréiéalar interest to
those in the field of developmental psychoiogy. In the following
chapter, a recursive-nonrecursive factor model is elaborated within the
e

context of mapping out developmental causal networks.

. ‘
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CHAPTER 8 N
A RECURSIVE-NONRECURSIVE FACTOR MODEL AND
DEVELOPMENTAL CAUSAL NETWORKS

In the present chapter, a general model for recursive-
nonrecursive causal networks of factors will be outlined. The technicai
machinery reduired for operationalizing the model, in terms of analyzing
empiricaf\pata, will be briefly indicated. Finally, some of the more
#ecent existent mﬂ]ti?artate developmental theory will be briefly noted
within the present scheme.

| The Model

Figure 14 (a) sets out the causal relatfonships between
- factors and q‘performance variable as implied by the causal structdra!
equation of fhe.type [1], where the symbol for factor scores is now an
upper case § wh1ch will prove advantageous in this chapter. Here it
can be seen that factors X, and X, determine performance on variable
- For ease of presentation, the factor loadings or b's have not been
inserted to specify the value for each of the determining ‘arrows’,
as well.as the exogenous influences that are 'extra' the endogenous
factors thqt comprise this particular model. Figure 14 (a) represents a
recursive model, where the direction of causal'determfnat1on is one -
way, 1.e., there 1s no provision in the system for mutuel‘déférﬁ1nnt1on.
In Figure 14 (b), mutual determination at the level of the variables
X and X, 1s,1ndiéated by the tﬁo-way'dire;tional 6rrow.~ This represents
18 In thjs .

-

a.nonrecursive causal property between the two variables.

187he definitifon of recursive and noﬁrecursive is taken from Van de Geer
(1971), who points out the counter intuitive use of these terms. In
other contexts, thesterm "recursive” implies that a certain state g at a
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8

situation, performance on variable X, s an additive function of the
weighted scores on factors X, end 32 as well as variable Xp- A similar
statement can be_made'for variable Xp. It 15 possible, of couree. to
specify say variable X in terms of factors on%y. 1.e., the X, variable
component that would appear ?n the right g\de of [1] could be translated
into factors 53 and X X4+ Thf {nterpretation of this q&tuation would be
that the causal structure of variable X is now represented completely
in terms of 'ultimate’ deteEminers.

Although Fjghre 14 1s presentedlin terms of the facter analytic
model, i.e., factors determine variables, it is possible to view this

model as a special case of path analysis. Path analysis attempts to

get at the causal structure of a set of variables where these variables

are ordered {n time, In dealing with factorsﬂas well as traditional

[S

variables, and if one were to extend the causal network over time (see

%pelow), it can be appreciated that the argument for factors as deter:

Jhners may ffnd considerable support from the path analysis ﬁbdel The
formal sim1lar1t1es between factor analys1s ‘and path analysis have been
noted by Van de Geer (1971).

\\ The model to- be presented is an extension of F1dhre‘]4 (b)s
1.e.,\additional fectoislare considered‘at laterippintsnin'time. This
prbvidesafOr a type of path analysis of factors and variables in order
to map out developmental causal networks. Figure 14 (b) may actually »
be vieué& as a recursive-nonrecurLive model. since there are both

given poin in time is a fung;idh of state x at,en earlier point in
time (as well as other variables). Van de Geer's use of recursion would
not be inconsistent wiyp "the latter view (since unidirectional causation
could involve a variable that is a function of itself at a later time).ﬂw
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»

o Figurt; 14
An example of a recursive (a) and a recursive-nonrecursive (b) causal
situation. (a)
?

(b)
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» recursive and nonrecurs1ve properties built into the sy;¥Em.' Three

distinct aspectslof the recursive-nonrecursive model are considered

below.‘ These include: within vs. between doma1n~nonrecure1ve aspects;
within vs. between domain recursive aspects; and finally, a further RS
distinction to be made_w1thtn the‘within domain recursive case con-

sisting of different vs. same factors. Figure 15 summarizes the six

cases thus generated. where the cells are indexed in the order that they

will be considered.

Figure 16 (a) and (b) represent a sequential fausal network

- for cases 1 and 2 respectiVer. In Figure 16 (a), all_}he factors at _

time t4 are from the same domain (e.q., abi]ity, personality, or
motivation factors), the rariab]es at time t, are w1th1n this same
domain, while the factors at time t, are from a different domain. Given
this situation along with the causal relationships 1nd1cated case 1

may be called the between domain recursive-within domain nonrecursive

. ]
model,-since there are recursive properties from one domain to another

"(L]*g(_iiy_. etc.), as well as a nonrecurs1ve'property within a domain

(x]«+52) The {interpretation of Figure 16 (a) beginning at the top
left hand side, would be that, factors 4 and 52 at time t] determine

variable X from the same domain at time ;2, Variab]e x] 1s also .

" determined by (and determines) variab1e~_2.‘ Factors Y] and 12 at time

_3. which are from a different domain, are determined by variable Xy .

. Of course there would be exogenous determining 1nfluences that would

contribute to’ each of ‘the factors. and var1ables 1n this model (e. 9.

"factors in the ¥ domain would also be determined by variables and/nr

factors from that domain). although they are not represented in this .

. parttcular causal netuork’ If one were’ tb specify the determinants of
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! | - Figure 16
A between domain recursive-within doma1h nonrecursive qué] (a) and a

‘between domain recursive-between domain nonrecursive model (b).

fa)
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\

any of the factors at time t; in terms of ultimate -influences, this
would involve constructing a specification equation 1ike [1] for each of
~the Y factors in terms of the four X factors.

J

Figure 16 (b) represents a between domain recursive-between

doﬁain nonrecursive model. In this sftuation, factors or variables

. from different domoios are preSent at each point in time, providing

for a nonrecursive\prOperty between domains (éléaﬁq)H Thus the
variob]es at time t, are specified by both within and between domain
sources of 1nf1uence; while the same holds ‘true for the factors at
time 53'1f one were to consider the ultimate determiners at time t,. -

Figure 17 (a) and (b) i]]ustrete within domain recursive-

within domain nonrecursive and within domain recursive-between domain

nonrecursiye models respectively. In both of these cases, the factors

at time t, are from the same domcin as those at time t,, although each
of the twovpeirs of factors in a recursive relationship with each of

~ the variables at time‘_t12 are different from each other. Ioterpreting
Figure 17 (a) and, say, foctors/Ls and X, at time t3. they are -
Yinnwdtate]y determined by variable X from the same domain, or in
ult1mate terms. by factors from the same domain (1nc1ud1ng those factors
themselves, 1. e.,-ga and X, at time\§4)._ In considering Figure 17 (b)

- and factors 53 and'34. these factors may be viewed as being ultimately

o determ1ned by the four factors from two domains at time. t,, given the,

\
.'1nd1coted relationships. Th1s observation would seem to contradict
part of 1ts def1o1t1on. i.e., that it 1s within domain recursive
~ However, the between domain recur51Ve aspect 1n t’rms of ultimate source‘

‘ 'determiners 1s octually mediated by ‘the nonrecursive property (x]eox1),,

- and therefore doesynot alter .the or191nalpioterpretation, especially
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| .« Figure 17
A within domatn recursive—w1thfn domain nonrecursivé model (a) and a

within domain recursive-betﬁeen domain nonrecursive model (b), where the

' ' factors on each side of the variables at time t, ar? different.

(a) f
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when considering immediate inf]uence sources

Figure 18 is identical to Figure 17 except for the arrangement
of -the factors at time t,. In Figure 18 (a), the within domain
recursive-within domain nonrecursive model has the same factors on each
side of variabies x] and Xys while a‘similar situation exists for the
within domain recursiveabetween domain nonrecursive modei in Figure 18
(b), i.e., one side is the: mirngg image of the other 51de The inter-
t'pretation here would be that variabies at time t _2 are determined by
certain factors as well as a within (a) or between (b) domain variable.
* These variables in turn determine at a later time t3 those same fattors'
. that orig!naliy partiai]y specified those variabies Reduced to the '
essentia S, we have here a situation where a factor determines a
.variabie which in turn determines that same factor. at a later point in
time (e.g.. 54+54+11), This.iooks suspiciously 1ike an additional
nonrecursive property, given the identities and relationships of the
. factors in this forma]ly recursive situation (unidirectionai arrows)
It is the time sequence however, which distinguishes this recursive
‘situation that masquerades as nonrecursive, from the genuine nonrecursive

situations that exist at time t i, in Figures 16-18 In the iatter case.

two variables m uaiiy 1nfiuence each other at the same point-in time
: ‘This simuitaneoi! ‘mutual deterministic reiationship does not exist in
the. recursive aspects of Figure 18 (a) and (b) /ﬂ ’
Having formally set out . ina simpiified manner the various o
‘:ftypes of recursive-nonrecursive factor modeis for abstracting deveiop-
'*’mental causal networks. it shouid be noted that there is considerable
'ffiexibiiity in terms of integpreting the various components Although

factors and variabies from two domains have been considered in/distinct}f f_,

':\-.:
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¥ o , Figure 18 “ .
A Q1th1n‘dpma1n recursive-within dbmain‘nonﬁecursive model (a) and a
thin domain recursive-between domain nonrecursive model (Q),'wherefthe

chtofs on each side of the variabTes-at‘timg ﬁe are theQSaﬁe. !
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o originally discussed by Goldberger (1964) within the context of econo- 3

’.\ o

' metric theory Because of g nontechnical nature of the present text, j

,,,,

" time seqqggies i.e. s variables always occurred at time 't _2, it is pos-

~

- recursive aspects, whtgp may be- forma

: applicable within the present framework \(hese techniques were ‘.

éﬁese computing procedures will not be reviewed hene

. : ‘ 139

-

sible to na\t s{tuations where variables occur at times t] and t,. ‘The'
variables may also be replaced by within or between domain factors ' Qne
could also consider thervariables as higher order factors or, complex
criterion performance variables that cut across domains (e.g., school ¢
or job performance) These are only some of "the p0551ble interpreta-
tions of the components in these models and they are considered -
subsequently in, terms of current multivariate developmental theory
The observation that the components in the preceeding-models may assume
diverse identities seﬁges to reinforce the point that they are "indeed
_‘general models for mapping out developmental causal networks

| ~ Before turning to\the psychological interpretations of the

recurslve-nonrecursive models brief mention shouldibe made as to. the '

‘ technical procedures required tor\Operathnalizing the mapping out of
\

develkpmental causal networks as escribed\above Van de Geer (l97l)
\ .

has sunnnri;ed two technigues -for analyzing nonrecurSive models with

considered as similar enough

to- the models discussed above such that\these techniques would be 3

y

.as well as the excellent readily aVailable summary by Van de. Geer, Nt

Discussion

That factors may be especially useful theoretical constructs

when their inter-relationships are considered was first noted\in Royce s

Y
A

| “f?(1963),pioneering'article‘ Nhat Royce didiwas to entertain the idea that
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* a given'structure of factors mayibe conceived as specifying a particular

nomological net, i.e;,‘an'interlockingosystemlof constructs‘which cont
stitute a theory In this view, higher order factors'are considered
“further removed from the empirical data and thus penetrate much deeper o
within the nomologtcal net. .Such factors constitute broad explanatory

: constructs which account for a relatively larger number of lower order

';factors 19 .

Cattell (1965) has greatly extended the idea that ihter factor

-*.‘relationships may pro useful. theoretical models Critical here is

[

Cattell“s concept of a gederal reticular (netlike) model where factors g
as influences are allowed to operate upon ‘one another in all manner of
directions. This means that factors may influence other factbrs within
' for between domains as well as within or. between factdr levels .or orders
! .‘Nonrecursive properties are dealt with in what are called two-way or’
‘ feedback models No attempt 1s made in these models however, to

| ‘explicitly build in the time dimension as has beén done in the recurSive-‘

' nonrecursive models above
' &

. .‘,'-}h ]‘f\'r Because of the Tg;k of sufficientilysophisticated data analyzing ----
; ,_,procedurEs at the time. Cattell (1966b) recom&d that we . should "put

.‘ . pﬁ '

. 19 One criticism of-. higher order factors is that since the unique variance a
N that is discarded is actually comnon variance at the firg® order, higher
"+ order factors:"explain” even less than the, primaries...o -coyld: respond

S to-this criticism by stating:that as one.move up the. ‘factor strata a -

7 'smaller’and smaller "core meaning" is .arrived at which should not-be -
7. expected to account' for the coimon . variance ‘at ' the test level as well
<. -as the first:order’ factors. 'Another. point :that ‘should-be mentioned. here
.- s that the observation of time sequences'would greatly-enhance the.idea
- 'that higher order. factors :determine‘lower order .factors..: “An-/example:

_ here:would: be: the_ability,domain where "g" prevails at Jower age

Tevels and the primaries-at Jatep age- levels (see Chapter 6 and:
fferentiation of abilij R RN R O




‘ W 141

the general reticu]ar mode1 ‘on the shelf' for more advance study",

and confine our attention to the one-way strut1f1ed mode] where factors

at higher levels or strata determine lower strata factors. In light of

the recent sophisticated procedures for handling nonrecursive models as
developed within econometrics, 1t ma} be time to re-evaluate Cattell's

" recommendation. Indeed , more receetly, Cattell himse]f (Cattell, 1971) *
has ventured further (end once again alone) into this area by speculating
on nonrecursive or two-way causal 1nterpretattons for both between

and within domain situations as well as ecross_different factor stratas.
Briefly, this view resolves eround-what Cattell calls the triadic theory -
of abilities, which includes three distinct types of abilities, 1.e.,.
cagacitieg such as fluid 1nte1]i§ence and general speed, Qrovinc1a1;

such as v1sua1fzat10n and auditory organization, and agencies whieh
1nclude the tradittona] primary ability factors. It is hypothesized

here that there 1s a) two-way causal relationship between the capacities
and provincials as well as between the agencies and the crystallized
intelligence factor. It would seem that if one were tovexplore these
relationships systematically. it would be advantageous to adopt the
within domain recursive-within domain, nofirecursive mode} with the
attendant possibi]ity for operati%na]izing the sequential date gathe#{;g
steps. Cattell‘also considers several instances where personality .
factors may 1nf1‘uence abilities and where ability rfacter‘s may inMuence

) pe_v‘somlity 59u}'1ng development. Any of the models that consider between

- domatn 1nfﬂ'nences would be appmpriate for examining these issues.

- The spe’diﬂcaﬂbn of complex criterfon variables such as school : -
performance and crutivity M; been extensively considered by Catte'ﬂ |
‘%(1971) and Cattell_and Butcher (1968). Critical here 1s the idea that

»
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each of the domains of persopality, abilities, and motivation, contribute
in approximately equq] amouJ&s to performance. In considering develop-
mental aspects of creat1v1ty and school performance, Cattell distinguishes:
between present action and developmental equations. The latter are

viewed as specifying the cumulative effects of past experience to present
performance level. It would seem thtva sequential analysys through

time in a manner out11neq‘above may provide the means for foperation-
a11zing the notion of devg]opmental structural equatioﬁs.

‘In conclusion, it should be noted that the general recursive-
nonrecursive factor model out]ine& here may prove quite useful for mhpping
out devélopmeﬁia]‘tausal networks. This operational model h;s the
advantage of simultaneously dealing with'recursive and nonrecursive

causal properties, as well as having time sequences explicitly built

into the system.
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‘EPILOGUE

Given the nature and format of the present dissertation, the
varfous issues involved in changes in ability factors have been examined
&nd discussed 1n each of the various preceeding chapters. It {s not
the intent at this time to review these major issues and conclusions,
sfnce eacl of the above‘chapters can speak for themselves. The writer
would 11ike, however, to end this manuscript on a more personal note,
- affirming his be}ief in the importancé of the preceding issues for
establishing the foundations for a multivariate developmental psychology.
That 1s to say, three separate c{gsses of foundat1oqa] issues have bef:t?
~ examined here with respect to multfvariate developmental psychology:

the integration of substantive learning and developmental theory

(Chapters 3, 4, and 5), meta-~theoretical issues or the conceptual

framework (Chapters 2 and 8), and finally, methodological considerations

or descriptive data gathering strategies rthapters 6 and 7). The way
is now a 1{ttle clearer in order to begin a truly multivariate develop-

mental psychology. | ;

i
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.APPENDIX A

In this section, a brief-consideration will be given to some
of thescaling problems involved 1in detecting "real” changes in factors,
nhere the central problem revolves around equivalence of scale across
‘time. ho definitive soiutions are arrived at in this regard, but rather
some of the problems and relevant work is noted thereby indicating the
direction that such solutions may take. |

Consider Equatidns [3], [4], and [5] in Chapter 2 where
variable x on the left hand side is in standard score form. More

‘ [
specifica]]y, a change in ‘variable x as indicated by z 1 = 2. implies

that either the raw score, mean or standard deviation at occasion o 9,

has changed, since 551_= 51‘— 51/§5. In order to control for spurious‘
changes in 2z L4 the variable x should be standardized from the pooled
scores across occasions, i.e. one obtains a single combined set of

standardized variable scores thereby achieving a common mean and

i
7

variance. S

. Controlling for differences in metric or variances across

«
N

occasions (or groups) is a distinct advantage of cannonicai maximum
like]ihood image and alopa factor solutions, since these methods
-invoive rescaling the reduced correlation matrix R by either the
reciprocal of the uniqueness (the first three methods) or the reciproca]
of the comm0nality (the last method). . A1l of these procedures will yield
identical within'method sointions under conditions where\there are .
.'metric differences for the same variables across occasions

Recently Bentler (1973) has reviewed the’ maJor issues invo]ved
in dealing with change data that is factor ana]yzed The data of |
‘ jnterest here consists of at least two persons i\\iriabie matrices j

-
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Al

obtained on different occasions. Following Bentier' s (1973) discussion

and terminology, the separate standard score method wh1ch involves

obtaining separate factors in the usual manner for each of the data
matrices, is found to be guite 1nadequaté for the purposeslof réf]ecting
change. Besides the usual problem of establishing the identity of

factors from occasion to occasion, this method' is unable to reflect real

, "
. changes 1n factor scores, since factor scores are standardized-within

occa§¥@ns. This approach actually assumes that the means for factor.
. ! (» ’
scores are equal across occasfons (means of 0), thus precluding the

possibility for change. ‘ Y.

‘ i Vs
" In the separate raw score method, one factors the raw scores
[ O Yo .
themse]ves rather than standard scores. ‘Thus information about dif-

- ferencesg in means and variances is reta1ned Since such 1nformation

'w111 strongly affect the loadings across occasions and thus make factor

matching quite d1ff1cu1t, it is-desirable to normalize the loadings for -
each factor and\tnereby absorb the differences in scale and mean in the

factor scores ra;her than‘ﬁn the factor 1oadings; The 1atter'procedure,
however; will not pern1t th; detection of‘real'changes in factor'loadings.

Another problem with factordng raw scores is-that communality and -

~ uniqueness become confounded.

The within-group covariance method. arrives at a single factor ..

Toadtng matrix for the data from two occasions while a11owing‘the factor

scores to change. and would thus be appropriate for reflect1ng quan-

titative change (Equation [31). However since deviation scores are

; factored th1s method must make the quest1onable assumption of equal

wmeans across occasions In the simultaneous analysis method in which ,

5

. raw scores are factg<:d rather than deviation scores, 1nformation )
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~ regarding means is retained. However to the extent that'it is con-
ceptually desirable to allow for Changes in factor loadings, these two
approaches must be ahandoned since they preclude such a p0531b111ty

In the identical fact;r score methcd, as one might guess,

factor scores are assumed to be invariant across occasions while factor
loadings are permitted to change, and th§§ would be appropriate for
reflecting structural change (Equation [4]). To the extent that one

wishes to allow for both changes in‘factor ioadings and factor scores,

this method must be abandoned. | | e \

\

The most recent attempt to provide a model in which changes in ¢

~

both factor scores and factor loadings is possible, and would thus permit

identifying quantistructural change (Equation 5), is longitudinal factor
analysts (Corba]iis and Traub, 1970). As the authors have noted, the
mean factor scores on:both éc:asionﬁ, however,ﬂare 0; thereby not‘per-
mitting any meanigrowth from 0ccasion‘to occasion. .A more generalized
version of this model is presented by Bentler which does allow for mean ’
_change across occasions. % | | " |
. Cattell (1970b 1972) has also been concerned with the problem
of eliminating. spurious changes in factors when one conpares groups
'differing in either age or culture In the equipotent method the data’
of interest across occasions (or groups) are combined for purposes of-.
" obtaining a'single standarg score distrihution This approach thus ‘
avoids 'spuriogs changes "i“factor scores that wouid resuit if one were
to restandardize each occasion (or gromtel{ An additionai
feature of tﬁis method is that the weights used for estimating a factor
_h 7scores(from a faetor estimatiop matrix), are rescaied by the reciproca]

'of the squared multiple correlation of the variables and predicted

! . ' : . + T
. : i : - i ‘ e or
L . . s [ N B b .
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. factor scores. In other words, the loadings used for estimating the .~
factor scores aredbrought to equipotency or equal footing by a normaiized '
'factor estimation matrix. This procedure permits differences in means,
sigmas and individual factor scores to emerge. In the isopodic method
Cattell introduces the concept of reai base factor anaiysis, in which
arbitrary metric differences in variables 1s avoided by sampling from ﬁ

a univerSe of behavior variables. The raw scores obtained from such

sampling are then employed in covariance factoring, where it is assumed
~ that' a,norma]ized covarfiance factor pattern matrix will appiy across all
groups. \Ihsothér words, this_procedure will yield 'reai;,changes in
factor scores where such scores may'differ inmean-anq‘sigma across
groups, aithough-the factor ioadings wiii be constant across groups.

The ]atter requirement is based upon the tenuous assumption that a given

PR AR T R e e
|

factor will always affect the same variables in an identicai manner -

1 ks !
across different groups. Cattell himself, however, impiies that this’
assumption will not hold when the groups to be compared are substaptiaiiy

different. This criticism also a _pplies to Rozeboom s '(1971) recent

———— e

change mcde], since it likewise assumes invariant factyr 1oadings across
time (or across groups defined in terms of time)

| Finaiiy the prob]em of establishing factor invariance for that
: caseawhere the same variabies are factor ‘analyzed 1in differen§Vpopuia-
tions will be briefiy mentioned In the present context where the focus \
is upon the same individuals across occa51ons each of the dccasions

may be considered as. defining a different suprpuiation (in terms of

etime) although the same individuais are represented at each occasion

B ':Mulaik (1922 ‘PP. 340-360) has’ presented an . excelient summary of. the

probiem of factor invariance under selection of different experimentai

T4

Y
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subpopulatfons, and only some of the major points most relevant in the

present context will be %entioned. First, under the assumption that the

various suprpulations are drawn from a .common pargnt population,

- Mulaik demonstrates-that the factor‘pattern matrix (which contains the

v

factor loadings) will remain invariant across subpopulations. However

-'this situation will hold only if the same-metric is used in.the parent»'

/

. and subpopu]ations, i.e., variance- covariance matrices are mathemat1ca]]y

?

operated upon rather than correlation matrices If one were to use

‘ correlational matrices rather than variance-covariance matrices, it would

v . ’ .
be necessary to transform the resulting factor pattern matrix into the

- original common scales by mu]tip]ving the factor pattern coefficients

by the appropriate original variable standard deviations In passing it

“

can be noted that such factor 1nvariance depends upon assumptions that
may not always be met’ (see Mu1a1k 1972, p.’ 359). |
Most lmportant in the present context is that if subpopu]at1on'
at occasion o 1s from the same parent populati s the suprpulat1on
% ¢

at‘occaswon o], there wi]] be structura] 1nvariance .and the on]y type

:of change possib1e is quantitative change (Equation [3]) If, however,

the two subpopulations are not from the same parent p0pulation (i.e.,

f those‘!!me 1nd1v1duals fromloccasion o] to occasion o 9 are not real]y

‘the “"same" owing to what may have transpired in the 1nteroccas1on o

interlude) then either structura] (Equation [4]) or quant1structura1
E -

" (Equation. [5]) change may ensue. ~

Assuming structural 1nvar1ance across subpopulat1ons and tﬁe

- |
usetof‘a common metrwc (i e variance-covariance matrices rather than

'.correlational matrices), as Mulaik notes, 1t is’ quite p0551b]e to have
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different 1nterfactortcbvar1ances (and cerrelations) across'subpopulationst‘
In fact Mulaik (1972, p. 358) discusses‘procedures of compaeing dif-
ferent subpopulations in terms of 1nterfactor covariances assuming in-
variant factor pattern matr1ces If one were to define‘the different
subpopulations io terms of the same 1nd1vidua1s at various occasions
(i.e., longitudinaI measures), we now have a means of determlning the
.changes in the interfactor re]atlonships that are discussed in Chapters
5and 6. | o ‘ } ~ o h

It cdn be expected that the recent deve]opments d1scussed
above for getting at “real"'changes in factor scores, factor 1oad1ngs,

and interfactor relat1onsh1ps will eventually permit one to operation-

, 1
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. ~ APPENDIX B | "
The second‘implicitﬂassumption<that is made in‘the present
work is that the factor analytic model is essentially‘a Tinear model.
Although those'adopting multivariate approachesito the‘structuring of
psychological data are generally aware that their techniques are limited i L
to detecting additive and noninteractive relationships, it is true,. as |
Wilson (l973) has pointed out that this assumption may not be tenable
in certain domains, and violations of the liﬂ'brity assumption are often
~not fully realized It is difficult to make a convincing argument for
lprecluding the detection of complex relationships in favor of the

'.cally pleasing linear mggyl when in fact it is suspected that

thellatter will greatly distort the inherent structure ih the data.
However, as Cattell (l966a) Digman (1966), and Rozeboom (l973) have
all pointed out, the 1inear mode] will often provide a useful first o
approximation, or at least is aegbrthy firstucandidate, for getting a;
the latent structure of a data. array, Digman (l966) goes somewhat
further in his cqns1deration of interaction and nonlinearity in mutti- :
variate‘egrk noting severa] instances where ‘the. linear model can readily
'accommodate to. nonlinearity and interaction and therefore predicting
. that such a model will continue to play a dominant role in psychological !
research | . .‘ - | ‘ | R
Although the multivariate linear model is attractive both ,
because of its capability to handle a relatively large number‘of -"w;:j g
variables and its mathematical simplicity, this will not Justify its <i )

blind adOption.

'Hhen one suspects important interactive nelationships
which are not amenable to linear analysis in the manner described by o

Digman (1966), other approaches should be sought, such as those

-
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suggested by Wilson (1973). It)shou]d be noted, however, that ipportant
steps have been taken by proponents of factor analysis to incorporate
nénlinear considerations 1pto a basically linear model. Thus Cattell
(1966a) has talked about permissive factors, where a certajn level on a
given factor {s requffed before a second factor cSmes 1nf6ﬁp1ax. Such
post factor analytic treatment of nonlinear considerations 1s'muchl1n
_keeping with the view that, although 1inearity is assumed in identifying
factors, this in no way precludes the later mapping pug’oﬁ nonlinear
'factoé;1nterre]at10nships (Cattell, 1966a; Royce, 1973b). In this way

it 1s possible to, at least post factor analysis, consider conjuntive

(both A and B) and disjunctive (either A or B) models, besides the more

t basic compensatory (trading off relationship) model. Ingthis way, 1t is

possible to partially meet the criticism (Pawlik, 1973; Wilson, 1973)
that. the factor analytic model, 1s‘€ompens;;ory inature and unable to
deal with conjunctive an& d1sJun§t1be aspects.

An add1tioﬁkl important develofinent to incorporating nonlinear
aspects fnto the basic linear *actor analyt}g\mgde] has been made by
Catiel] (1963). Cattell has ®laborated a somewhat analytic modulation
“theory, where roles and sigtes Ra y modu;;te. or modify, a whole pattern
of persopality tfaits,his deterpined by both the global or background

‘stimulus conditions, and the more specific focal stimulus situation.

It this way, basically linear relatioq;hips may become’ modified in

L

considering a particular tgtal situation.
It will be up to future research to decide the limitations

of the present theoretical models in terms of violating the linearity

*

assumption: ) .



