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Abstract 

This dissertation focuses on applying Computational Intelligence, a consortium of the 

technologies of fuzzy sets, neurocomputing and evolutionary computing, to the design 

and analysis of fuzzy rule-based systems (FRBS). We discuss two methods to construct 

FRBS, where the crux of the method is to seamlessly be based on the fuzzy neural 

network (FNN) and fuzzy c-means (FCM) clustering respectively. The rule set for the 

FRBS derived from the above two methods commonly consists of quite a number of rules 

and including all the attributes from the problem inputs. It becomes necessary and 

intuitive to reduce the dimensionality (number of input attributes in the rule) of the rules 

in the rule set. Also, some rules in the rule set might be conflicting with others. To make 

the FRBS more concise, the less important rules could be removed from the rule set. So 

after finishing the construction of FRBS, the rule complexity reduction algorithms are 

applied.  

The key results of this study include: 

 Construction of the FRBS with the aid of FNNs where the network is developed 

through genetic optimization.  

 Reduction of complexity in terms of dimensionality and quantity (viz. the number 

of rules) by configuring pruning thresholds for AND neurons and OR neurons. 

The optimal values of the thresholds are determined in a way one strikes a sound 

balance between the interpretability of the rules and the accuracy associated with 

the reduced (simplified) rules. To develop the model optimal against these two 

competing objectives, multi-objective optimization is considered. 



 

 Application of FRBS constructed with the use of FNN to well-known datasets and 

a real-world application such as deployment of wireless sensor networks.  

 Construction of FRBS involving mechanism of information granulation (fuzzy 

clustering) and local linear models and studies on their complexity management 

through reduction of condition space and a relational expansion of fuzzy clusters. 
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Chapter 1 Motivation and Objectives 

Nowadays, we are facing more and more serious threaten of information lost. 

Rapidly and correctly extracting useful information from huge amount of data has 

attracted a great deal of attention. Fuzzy rule-based systems can efficiently 

analyze data and come down to present the knowledge learnt from data in 

gracefully interpretable structures, so it has been widely adopted in data modeling, 

pattern recognition, and data mining, etc. Most of the real-world data sets 

comprise a large number of input attributes.  Quite often some of those input 

attributes could be irrelevant and in this way negatively impact the design of a 

model. We are also faced with noisy data inputs. To simplify the structure and 

enhance the interpretability of the fuzzy rule-based system, a reduction of rule 

complexity becomes necessary. In our study, we proposed two methods to 

construct fuzzy rule-based systems and put forward related rule reduction 

algorithms. 

1.1 Introduction 

In our research, we take advantage of a number of fundamental technologies of 

Computational Intelligence. This environment embraces fuzzy logic (and fuzzy 

rule-based architectures as a highly visible algorithmic environment), 

evolutionary computing and neural networks. Here we offer a concise 

introduction to the area and highlight the main facets of these technologies.  

 Evolutionary computation 

Evolutionary computation is the subfield in computational intelligence. 

Evolutionary computation is a population-based optimization technique. The 

population has an initial state, and evolves during the iterations. Each individual 

in the population is the probable solution to the problem. The information pieces 

changed in the individual by carrying out recombination or mutations are 

generally done in stochastic way. Evolutionary computation is widely used to 
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solve multi-dimensional problems, where it is sometimes more efficient and 

economical than conventional search algorithms. 

 Fuzzy Set and Fuzzy Logic 

Fuzzy set and fuzzy logic were introduced by Zadeh in 1965. Each item in a fuzzy 

set will not be either belonging to or excluded from a set. A real number 

positioned in-between 0 and 1 is assigned to every item to quantify the degree it is 

related to the set. After the emergence of fuzzy notions, the applications in this 

area have been extensively employed in numerous fields, ranging from pattern 

recognition, data modeling, data mining, data classification, data clustering, 

control engineering to fuzzy expert system. In control engineering, fuzzy sets give 

rise to a notion of fuzzy controllers. The essence of Fuzzy logic control is a non-

conventional control type based on fuzzy rules that are combined with fuzzy logic. 

We may view fuzzy controllers as examples of real-time expert system being 

applied to nonlinear control problems. 

 Fuzzy neural networks 

Neural networks can work well if the problem is presented by a relatively 

sufficient amount of observed samples. These observations are used to train the 

black box. As to advantages, no prior knowledge of the problem needs to be given. 

Taking disadvantages into consideration, however, it is not straightforward to 

extract comprehensible rules from the neural network's structure. 

On the contrary, a fuzzy system tries to present the knowledge learnt from the 

samples in linguistic rules. Furthermore, the input and output variables have to be 

described linguistically. If the knowledge is incomplete, wrong or contradictory, 

the fuzzy system can employ the tuning approach to interpret the data. Since there 

is no formal approach to it, the tuning is performed in a heuristic way. This 

activity could be usually very time-consuming and error-prone. 
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Fuzzy neural network comes as the result of the combination of fuzzy logic and 

neural networks. They capitalize on well-articulated capabilities of neural 

networks and the inherent transparency of knowledge representation of fuzzy 

rule-based systems.  

 Fuzzy clustering 

Clustering is the process of dividing data into clusters so that items located in the 

same cluster are similar to a significant extent, and items positioned in different 

clusters are highly distinct. Depending on the nature of the data and the purpose 

for which clustering is being used, different measures of similarity may be used to 

place items into classes. Some examples of measures that can be utilized as in 

clustering include distance, connectivity, and density. Fuzzy clustering is an 

extension to Boolean clustering in the sense that we admit a notion of partial 

membership of a given element to the cluster. The corresponding membership 

grades describe strength of the association (belongingness) of the data to the 

cluster thereby offering a more detailed insight into the structure of the data. In 

particular, through fuzzy clustering we can identify elements of a borderline 

nature.  A well known representative of the class of algorithms of fuzzy clustering 

is the Fuzzy C- Means (FCM) algorithm.   

 Fuzzy rule-based system 

The rule based system is created by utilizing a working memory and a set of rules. 

Rule-based systems are a relatively simple model that can be utilized to almost 

any problem. The rule-based system itself uses a simple technique: It starts with a 

rule-base, which contains all the appropriate knowledge encoded into If-Then 

rules, and a working memory. When applying the rule-based system, the system 

will first go through the conditions in IF clause for all the rules in order to 

determine a subset of the rules whose conditions are satisfied based on given input 

information in the working memory. For each rule inside the generated subset, the 

action, defined in THEN clause, will be executed or fired. These actions can be 
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anything the rule-based system is designed to react, including modifying the 

working memory, making changes to the rule-base, terminating the induction 

process, etc. The rule-based system continues to work in the loop of firing rules 

and performing actions until there are no available rules whose conditions are 

satisfied or a predefined rule, whose action indicates the termination of the 

induction process, is triggered. 

Fuzzy rule-based systems (FRBS) have the ability to provide an accurate solution 

even there are inaccurate data. In addition, FRBS have the ability to make use of 

knowledge from experts and extract knowledge from raw data. The knowledge 

can be expressed in the form of rules to provide a solution for the problem. It is 

much easier for the end-users, even non-technical users to understand the solution 

which is written in rules similar to natural language. 

 Rule base system complexity reduction 

The rule set for the FRBS typically consists of quite a number of rules and 

including all the attributes (or variables) from the problem inputs. When a rule has 

too many conditions, it becomes less interpretable. Moreover, for most of the 

datasets and real-world applications, just a small set of input variables has 

strategic influence on the output variable. Based on this understanding, it becomes 

necessary and intuitive to reduce the dimensionality (number of input attributes in 

the rule) of the rules in the rule set. At the same time, some rules in the rule set 

might be conflicting with others. For a good FRBS, those conflicting rules must 

be identified and properly resolved to avoid confusion. On the other hand, some 

rules could have less impact on the output variable. To make the FRBS more 

concise, the less important rules could be removed from the rule set if the 

accuracy of FRBS does not drop too much. So after finishing the construction of 

FRBS, the rule complexity reduction algorithms are needed. 
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1.2 Motivation and objectives 

As a result of the massive data generated and gathered day by day, we are facing 

more and more information in daily life. Most of the information we confront is 

not directly useful to our decision. It becomes critically important how to 

efficiently extract implicit potentially useful information from the large amount of 

data. To do this, many statistical techniques have been put forward to set up the 

data models from the given information. Those statistical models could give 

reliable accuracy in predicting the future information in same problem domain. 

Statistical techniques work best when some previous knowledge is known 

beforehand, e.g. which input variables are more important. Those statistical 

methods can be classified into two groups, linear regression and nonlinear 

regression methods. The linear regression is easy to construct and understand. But 

it becomes difficult to find the appropriate parameters for the linear models when 

the relationship among input variables is complex and when the number of input 

variables is large. Nonlinear regression method is powerful in representing the 

accurate models of complex data. However, those models can be very difficult to 

interpret. FRBS can professionally process the given training information and 

present the knowledge learnt from the data in rules, which are easy for people to 

understand. Also, FRBS has strong ability to process the data entries with a 

multifaceted relationship and missing information for some variables. FRBS have 

been widely adopted in data modeling, pattern recognition and data mining area. 

In many cases, the FRBS trained with the given training information contains 

more than enough rules in the resulting rule set and the rules in the rule set have 

some less significant input attributes. Those unnecessary rules and the less 

constructive input attributes will produce side effects on the prediction of future 

data and the difficulty in interpretation. The reduction of the complexity becomes 

more and more prominent in the research in FRBS. This research is intended to 

efficiently extract precise rules from the dataset and real world control systems. 
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Our focus is put on the construction of FRBS and the reduction of complexity for 

the generated FRBS.  

The main goal of our research is applying fuzzy logic into the rule-based system 

construction. We proposed two ways to generate rules for the rule based systems. 

One is based on fuzzy neural networks. The other is derived from fuzzy c-means 

clustering algorithm. Both algorithms have the ability to reduce the rule quantity 

and complexity. 

The main objectives in the studies are described as below: 

 Construction of the FRBS with FNNs. The FNN was constructed by the 

genetic algorithm (GA).  

 Reduction of complexity, of both dimensionality and quantity (number of 

rules) of rule-based systems by a pruning process based on thresholds for 

AND neurons and OR neurons. The selection of optimal thresholds for 

AND neurons and OR neurons is based on the balance between simplicity 

of rules and accuracy of FRBS. To gain the optimal model against these 

two competing objectives, multi-objective optimization is considered. 

 Application of FRBS constructed based on FNN to well-known datasets 

and a real-world application – deployment of wireless sensor networks. 

 Construction of FRBS based on fuzzy clustering: the linear approximation 

functions are defined on clusters in order to evaluate the model accuracy. 

 Complexity reduction of FRBS. We have already reduced the quantity of 

rules when deciding the optimal cluster numbers for a given problem. 

After the clusters for a given dataset are found, we focus on complexity 

reduction, i.e., reduction of a number of variables in each rule. Two 

methods for reduction of variables’ number are proposed in this research. 

One method is based on an optimal ratio for how many input variables 
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should be keep. Another approach is determine isolated input variables in 

each rule.  

 Application of FRBS constructed based on fuzzy clustering and optimized 

with the two complexity reduction methods to the datasets from the well-

known data repositories.   

1.3 Outline 

The first part of this dissertation is introduction and literature review. Chapters 2-

5 provide an extended introduction to the research area and deliver a thorough 

review on the design of fuzzy rule-based systems. Chapter 2 elaborates on the 

fundamental concepts and applications of Evolutionary Computing. Three widely 

used population-based optimization algorithms, namely genetic algorithm (GA), 

Differential Evolution (DE), and particle swarm optimization (PSO) are discussed 

and compared. In the sequel, multi-objective genetic algorithms (MOGA) are 

discussed. The multi-objective optimization applied in this research is 

implemented with MOGA. The introduction to fuzzy logic and fuzzy neural 

networks is done in chapter 3.   In the same chapter, a detailed literature review of 

fuzzy rule-based systems (FRBSs) and rule-based system complexity reduction 

are also covered. In Chapter 4, we look into the fundamentals and practice of 

fuzzy clustering is presented. The real-world control problem, the deployment of 

wireless sensor nodes, is tackled in Chapter 5. Some pertinent material on 

wireless sensor network (WSN) is provided as well. The literature review on the 

current research progress in general WSN area and the deployment of sensor 

nodes is presented in detail.  

The second part of the dissertation, starting from Chapter 6, is focused on the 

novel approaches in development of fuzzy rule-based systems with fuzzy neural 

networks and fuzzy c-means clustering ensuing algorithmic facets of the rule 

complexity reduction. Chapter 6 demonstrates how to construct the FRBS using 

FNNs and shows their applications in system modeling and model simplification.  
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In Chapter 7, we applied the fuzzy rule-based system using FNN, introduced in 

Chapter 6, to the deployment of the WSN nodes to gain optimal coverage and 

maximum lifetime of the network. Chapter 8 presents a way of construction of 

FRBS with the use of fuzzy clustering. We introduce two conceptually different 

ways to reduce complexity of fuzzy rule-based models in this chapter. Wireless 

sensor networks (WSNs) become hot research topic in recent decades. The 

deployment of sensor nodes in WSNs is an important aspect for the quality of 

WSNs. Conclusions and future work are presented in Chapter 9. 
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Chapter 2 Evolutionary Computing and Population-

based Optimization 

In this chapter, we introduce the essence of evolutionary computing and 

population-based optimization algorithms. Three typical evolutionary computing 

algorithms, genetic algorithm (GA), differential evolution (DE) and particle 

swarm optimization (PSO) are discussed in detail. The performance for GA, DE, 

and PSO is verified with some widely used synthetic functions. The comparison 

of the three algorithms is done. Multi-objective optimization and the population-

based multi-objective optimization method are discussed next. 

2.1 Introduction to evolutionary computing and population-based 

optimization 

Generally speaking, Evolutionary Computation [2_2, 2_24] is derived from some 

principles of Charles R. Darwin’s theory of natural selection. It has been 

extensively used in solving optimization problems since the 1960s [2_35]. 

Evolutionary computation focuses on the simulation to evolution process in 

natural systems. In natural systems, the evolution process involves the change in 

the biological hierarchy of cells, organs, individuals, and populations. 

Evolutionary computation takes advantage of the associated optimization 

mechanisms governed by the mechanisms of evolution. It makes use of biotic 

evolution methods, such as the reproduction, mutation and recombination, to 

generate new individuals. A searching strategy is needed to locate optimal 

candidates to get involve into those biotic evolution methods. The searching 

strategy simulates the natural rule of competing to survive. With evolutionary 

computing methods, we are able to easily solve those problems that are difficult 

or even unable to achieve satisfactory solutions with traditionally popular 

optimization approaches. Evolutionary computation can be realized with 

population-based optimization methods. 
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Population-based optimization begins the searching for the solution coming 

through a set of random solution candidates. These candidates evolve during 

generations until the optimal solution shows up or some stopping criteria have 

been satisfied. Population-based optimization algorithm is typically based on the 

principle that a population of individuals is processed to find a solution to a 

problem. The algorithm will change the values in the candidate solution within 

predefined ranges. The algorithm mimics the natural process of how an individual 

tries to learn from the best one in the population to gain better chance to locate the 

optimal solution and how a population evolves through generations by keeping 

track of the better fitting (showing less gap to the optimal solution) individuals. 

Genetic Algorithm (GA), Differential Evolution (DE) and Particle Swarm 

Optimization (PSO) are three most utilized representatives for population-based 

optimization algorithms. There is one function or one set of functions evaluating 

the performance of each candidate solution, so as to figure out how close the 

current candidate is to the optimal solution. The function fulfilling this task in 

PSO and GA is called the fitness function. The performance measurement in GA 

and PSO is the higher, the better, so the fitness function should be monotonically 

increasing. DE uses the similar technique but measures in the reverse way. The 

objective function in DE is called as the energy function, which indicates the 

energy needed for the candidate to reach the optimal solution, so the energy is the 

less, the better. The energy function is a monotonically decreasing one.  

The searching space for GA, DE and PSO can be generalized as an n-dimensional 

normalized hypercube [0,1]
n
 meaning that each vector, representing a candidate 

solution, is described as   xk 



 [0,1]
n
, k=1, 2, …, N, where N is the population 

size. 

2.2 Genetic Algorithms (GA) 

Genetic Algorithm (GA) was introduced by Holland in 1975 [2_16, 2_28]. In 

essence, GA is a biologically inspired searching method exploiting the principles 
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of natural selection. In this sense, all possible solutions are treated as data values 

in the form of vector, called chromosomes. Each value in the chromosome is 

named as a gene. Based on the value type of the genes, GA can be classified into 

two types: binary coded GA (BCGA) and real coded GA (RCGA) [2_15]. The 

genes in BCGA are all binary values or integer values, while the genes in RCGA 

are continuous real numbers. The chromosomes are evaluated based on their 

performance in solving the problem and ranked by problem oriented objective 

function, called fitness function. The output of the fitness function indicates the 

fitness of the chromosome in term of the performance. Fitness presents how close 

the probable solution is to the optimal solution. The fitness values from each 

evaluation are used by a chromosome selection function, which adopts some 

selection mechanism to pick more competitive candidates out. Selected candidates 

are then used to form the intermediate population. Then, some genetic operators, 

such as crossover and mutation, are employed to work on intermediate population 

to form a new population. Crossover works on two candidates from the 

intermediate population with some probability pc. Simple one point or two point 

crossover can be used on BCGA and RCGA. Many variations for crossover 

operator have been explored for RCGA, for example, arithmetical crossover, 

BLX-α crossover and linear crossover etc. [2_15]. For mutation, all single genes 

in the vector are able to be altered to a new value with the probability pm. For 

BCGA, a random new integer value with the range will be used to replace the old 

value. For RCGA, more complex algorithms could also be used to generate the 

new value, such as non-uniform, discrete modal and continuous modal mutation 

etc. [2_16]. After mutation, the new candidate will be added to the new 

population. For different problems, we need to find an appropriate fitness function 

for GA to utilize. Typical fitness functions are: the reverse of the sum of the 

training data errors for data modelling, correct classification rate for data 

classification.  
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2.3 Differential Evolution (DE) 

Differential Evolution (DE) [2_8, 2_9, 2_30] is a population based stochastic 

function optimizer. It is a scheme for doing optimization with trial parameter 

vectors. DE adds the weighted difference between two chromosomes to another 

selected chromosome to generate a new chromosome. Each individual in the 

population is evaluated by an objective function, called energy function [2_23]. It 

calculates the energy value for each chromosome. This value indicates the energy 

consumption for current individual to travel to the optimal position. Thus, the 

energy is the less the better. Some substantial improvements on DE also apply the 

crossover GA operator on the new candidate and the existing candidate. Since 

mutation is the main genetic operator to DE, quite a number of mutation operators 

have been put forward [2_21, 2_25]. DE has been widely applied to training 

neural networks [2_34], distributed computation [2_42], system design [2_36], 

function optimization [2_38, 2_37], image classification [2_22], and 

electromagnetic [2_27]. 

2.4 Particle Swarm Optimization (PSO) 

Particle swarm optimization (PSO) [2_17, 2_37, 2_41, 2_1, 2_11] is also a 

population based stochastic optimization technique, which was inspired by social 

behaviour of bird flocking. PSO is initialized with a population of random 

solution candidates and searches for optimums by changing those candidates 

through generations. The candidates in PSO do not need to compete to survive. 

PSO just uses the overall best candidate and the individually best solution to 

direct the mutation of each candidate [2_43]. The candidate, or chromosome, in 

PSO is called a particle. Each particle has two related vectors to store both current 

position and current velocity. The current position contains same information as 

the chromosome in GA and DE. There is no selection stage for PSO and each 

particle remains in the population. The update to the particles is done by 

optimizing the values in current position vector using the values in velocity vector. 
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At the same time, not like GA or DE, the particle also has a small memory to keep 

track of its own previous best position, which is the one yielding the highest value 

of the fitness function found so far [2_4,2_18]. Normally, the objective function 

for PSO should be monotonic increasing function. The implementation of PSO 

could use its own way to find the local best particle and global best particle based 

on the chosen objective function. PSO is proven to be fast in convergence on 

complex problems [2_29, 2_6]. PSO can also combine with fuzzy logic [2_33]. 

PSO has been adopted in many research areas, such as neural network training 

[2_12, 2_13, 2_40], electromagnetic [2_26, 2_5], function minimization or 

maximization [2_20, 2_32, 2_31]. 

2.5 Comparison of GA, DE and PSO 

All three algorithms are representing evolutionary computing techniques and they 

are all searching for the optimal solution among a population of candidates. Here 

is the main difference among the three algorithms. 

 GA and DE are classified as the evolutionary algorithms, while PSO is 

treated as a swarm intelligence algorithm. 

 Traditional DE only applies simple arithmetic operations among selected 

candidates, while GA needs the help of genetic operators, like crossover 

and mutation. Thus, traditional DE is more straightforward and easier to 

implement comparing with GA. 

 DE and GA both simulate the natural selective approach to maintain the 

population. The candidate produces the offspring. The offspring has to 

compete to survive, which means that the offspring having more potential 

to become a solution will have more chances to be chosen to form the next 

generation. Candidates in the new population will undergo fine tuning to 

ensure the diversity and excellence of the population.  
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 PSO makes use of a collective searching method among generations. In 

each generation, candidates exchange their individual best findings and 

keep a record of their own local best findings. The searching process 

includes adjustment on two aspects, which are the social communication 

result (the overall best candidate performance) and the local record (the 

individual best performance). Each candidate adjusts its behaviour 

according to behaviour of the leader (the best candidate) in the whole 

population and its own historical best of the performance.  

 Candidates in PSO do not need to compete to survive and they just 

improve themselves among iterations, while candidates in DE and GA 

undergo the selection process to form the new population or take part in 

the creation of the new population.  

 Particles in PSO have a local memory to keep track of the local history 

information, while the chromosomes in GA and DE do not have the local 

memory.  

 GA and DE only keep track of the current state of the candidates. PSO 

needs to set aside storage for current state (position) and the speed. 

 GA and DE could make use of a variety of genetic operators to fine tune 

individuals in the new population to maintain both diversity and maturity 

of the population. PSO only modifies the existing candidates using simple 

mathematical formulae over their position and velocity based on their own 

local best position and global best position discovered by the whole 

society.  

2.6 Multi-objective Optimization 

In this section, the multi-objective optimization technique is introduced. Pareto 

approach is defined and other methods used to solve multi-objective optimization 

problems are also presented. 
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Optimization can be defined as the search for the best possible solution(s) to a 

given problem. Real-world problems often entail the optimization of multi-

objectives. If these objectives are conflicting, then no best solution exists, but a 

set of moral compromise solutions.  

A multi-objective optimization problem is often a problem to formulate a design 

in which there are more than one criteria or design objectives [2_39]. Almost 

every real-world problem involves simultaneous optimization of several 

incommensurable and often competing objectives. While in single-objective 

optimization the optimal solution is usually clearly defined, this does not hold for 

multi-objective optimization problems. If the objectives are opposing, then the 

problem becomes finding the best feasible design which still satisfies the 

opposing objectives. An optimum design problem must then be solved, with 

multi-objectives and constraints being taken into consideration. Instead of a single 

optimum, there is rather a set of alternative trade-offs. This type of problem is 

known as a multi-objective, multi-criteria, or a vector optimization problem. 

Definitions of a multi-objective problem: 

A general multi-objective problem (MOP) includes a set of n parameters (decision 

variables) Xx  },...,,{ 21 nxxx , where 
n

RX  is the n-dimensional decision 

space or solution space, a set of k objective functions )()...,(),( 21 xxx kfff . Objective 

functions are functions of the decision variables. The optimization goal is to 

n
RXxxx 


wherefff k

Xx
)}()...,(),({min 21

 or n
RXxxx 


wherefff k

Xx
)}()...,(),({max 21

according to 

different problems. In some cases, these objective functions have a set of m 

constraints functions, which define the boundary of the problem. In the following 

discussion, we will consider maximizing optimization problem. For each feasible 

set of decision parameters, we could call it a solution. 
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In the sections below, we will provide a short survey of several multi-objective 

optimization methods. In our study, we choose Pareto approach to realize multi-

objective optimization. 

2.6.1 Pareto approach 

Pareto approach is named after Vilfredo Pareto, an Italian economist who used the 

concept in his studies of economic efficiency and income distribution. Given a set 

of solutions to the problem, a partial ordering can be found by the principle of 

dominance: A solution is clearly better than (dominating) another solution, if it is 

better or equal in all objectives, but at least better in one objective. Using this 

principle, the set of best compromise solutions is generated by removing all 

solutions that are dominated by at least one other solution. The remaining 

solutions are all of equal quality (indifferent). A mutual comparison of always two 

solutions shows that each one is always better and worse in at least one objective. 

This set of indifferent solutions is referred to as the Pareto set. Starting from a 

Pareto solution, one objective can only be improved at the expense of at least one 

other objective [2_3]. 

Definition 1 A solution Xa is dominating a solution Xb ( ba  ) if and only 

if it is superior or equal in all objectives and at least superior in one objective. 

This can be expressed as ba , if )()(:},...,2,1{ ba ii ffmi  and 

)()(:},...,2,1{ ba jj ffmj  . 

When we define a weaker condition for definition 1, we get the definition of weak 

dominating relationship between two solutions. 

Definition 2 A solution Xa is weakly dominating a solution Xb  ( ba ) if 

and only if it is superior or equal in all objectives. This can be expressed 

as )()(:},...,2,1{, baba ii ffmiif  . 

Now we could define the indifferent relationship between two solutions. 
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Definition 3 The solution Xa  is indifferent to a solution Xb ( ba ~ ), if and 

only if neither solution is dominating the other one ( )()( abb   a ). 

Definition 4 A solution Xa is said to be nondominated regarding a set XA  , 

if and only if abXb : . Here, XX f represents the set containing all the 

feasible solutions we got right now. If and only if the solution Xa is 

nondominated regarding the set
fX , x is said to be Pareto optimal. 

When no a priori preference is defined among the objectives, dominance is the 

only way to determine, if one solution performs better than the other. Furthermore, 

the best solutions to a multi-objective problem are the nondominated subset 

among all feasible solutions. These solutions are denoted as the Pareto optimal set, 

the corresponding objective vectors form the Pareto-optimal front or surface.  

Definition 5 Let fXA  . The function p(A) gives the set of nondominated 

decision vectors in A: p(A)={ Ab | b is nondominated regarding A}. 

The set p(A) is the nondominated set regarding A and the result set of objective 

vectors f(p(A)) is the nondominated front (surface) regarding A. In the sequel, if 

A=Xf, the p(Xf) is called the Pareto-optimal set and the set f(p(Xf)) is denoted as 

the Pareto optimal front. 

There have been quite a number of implementations for Pareto approach, such as 

the Pareto archived evolution strategy (PAES) [2_19], the Pareto envelope-based 

selection algorithm (PESA) [2_7], the strength Pareto evolutionary algorithm 2 

(SPEA2) [2_45], Pareto trained with multi objective genetic algorithm (MOGA) 

[2_10]. In our research, we are using similar MOGA approach to realize Pareto 

optimization. 

2.6.2 Weighted Sum Approach 

Weighted sum is a method of secularization of vector functions [2_14]. 
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Definition 6 For a function ))()...,(),(()( 21 xxxx kfffF  , which is a vector of 

target objects and a vector ),...,,( 21 kwwww , so that 1
1

 

k

i iw , define 





k

i

ii fwFw
1

)()( xx  

We have transferred the original multi-objective optimization problem into the 

problem of finding the optimal result for function )(xFw  with a suitable vector w. 

In this way, we could deal with the original problem using single-objective 

optimization methods. 

A normal way to assign the weight vector is considering the importance of the 

objectives. The more important objective will get a higher weight, while less 

important objective will get lower weight. But, usually not all the objectives have 

the same value range, so these objectives should be normalized before being 

weighted. 

The advantages of using weighted sum are: 

a) multi-objective function is reduced to a single-objective function;  

b) traditional optimization methods can now be applied.  

But the disadvantages are also very obvious. Since the results of solving an 

optimization problem using weighted sum method can vary significantly as the 

weighting coefficients change, and since very little is usually known about how to 

choose these coefficients, a necessary approach is to solve the same problem for 

many different values of w. But in this case, we are still confronted with the 

decision of having to choose the most appropriate solution based on our intuition.  

2.6.3 The -constraint Approach 

This method is based on minimization of one (the most preferred or primary) 

objective function, and considering the other objectives as constraints bound by 
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some allowable levels i. Hence, a single objective minimization is carried out for 

the most relevant objective function, say fr, subject to additional constraints on the 

other objective functions. The method could be formulated as follows: 

)(min)( *
xx rr ff  , subjects to additional constraints of the form iif )(x for 

i=1, 2,…, k and ir, where I are assumed values of the objective functions which 

we wish not exceed. 

This method is also known as trade-off method, because of its main concept of 

trading a value of one objective function for a value of another function [2_44]. A 

problem with this technique is that the obtained new feasible solution set might be 

empty. This will happen if the lower bounds are not chosen appropriately. In order 

to avoid this situation, a suitable range for values for the i has to be known 

beforehand. In other word, problem knowledge may be required for this approach, 

but the knowledge may not be available sometimes. 

2.7 Summary 

The three optimization algorithms are all good at searching for the best solution 

for complex problems. In our following research, we are using GA as the main 

evolutionary tool. For the multi-objective optimizations, Pareto is proven to be 

able to provide a set of solutions to meet different trade-off expectation on the 

competing goals. 
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Chapter 3 Fuzzy Rule Based Systems and Rule 

Complexity Reduction 

In this chapter, we presented the introduction and literature review for the fuzzy 

rule based system (FRBS) and the rule complexity reduction. The introduction of 

fuzzy set and fuzzy logic is presented first. Later, artificial neural network and 

fuzzy neural network (FNN) and the pruning method for FNN are discussed. 

Detail literature review on FRBS is shown next. Lastly, the rule complexity 

reduction is discussed. Another method in constructing FRBS, fuzzy clustering, 

will be deliberated about in next chapter. 

3.1 Fuzzy Set and Fuzzy Logic 

Fuzzy sets were introduced by L. A. Zadeh [3_59] in 1965. Instead of using 1 or 0 

to indicate whether an object belongs to a set or not, fuzzy set uses a value in the 

unit interval [0, 1] to indicate the relationship between an object and the set. This 

value is determined by a predefined function, called a membership function. 

Generally speaking, a fuzzy set F defined in the domain of X is characterized by a 

membership function XxxF ),( which gives out the values in the range [0, 1]. 

There are different implementations for defining a membership function for the 

fuzzy set. In many practical usages, fuzzy sets can be represented by the following 

parameterized functions, such as triangular, trapezoidal, Gaussian functions 

(shown in Figure 3.1). For more forms of the membership functions, see reference 

[3_37]. 
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Figure 3.1 Triangular, Trapezoidal and Gaussian functions 

For the specific domain, we could define as many fuzzy sets as we need, but it 

would become more difficult to explain and understand when the number of fuzzy 

sets grows larger. It is preferable if the number of the fuzzy sets defined in a 

universe does not exceed 7. Usually we assign linguistic meanings to membership 

functions, such as low, medium and high for three membership functions of 

temperature. Refs [3_37, 3_38] provide more information on fuzzy sets and 

membership functions.  

With fuzzy logic, we treat original truth values in two-valued or many-valued 

logic as a linguistic characterization of numerical truth-values. “Thus, fuzzy logic 

concerns the principles of approximate reasoning [3_38, 3_36].” By applying the 

theory of fuzzy logic in solving modeling problems, we are able to generate fuzzy 

models to represent knowledge. This process is known as fuzzy modeling. 

According to [3_39], fuzzy modeling is primarily concerned with building models 

at a certain level of information granularity, which is conveniently quantified in 

terms of fuzzy sets. Rule-based models have assumed a dominant position in the 

plethora of fuzzy models. With the continuously growing diversity of modeling 

rules, one can project a significant development along these lines. Rule-based 

fuzzy models exploit the calculus of rule-based structures and, in general, can be 

structured as a series of “IF-THEN” conditional statements of the form: 

IF Input1 is Ai1 and Input2 is Ai2 and … and Inputn is Ain THEN output is Y 
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i=1, 2,…, c, where Ai1, Ai2, …, Ain, and Y are fuzzy sets (linguistic labels) of the 

corresponding system’s variables being defined. 

3.2 Artificial Neural Network 

An Artificial Neural Network (ANN) is an information-processing paradigm. 

Artificial neural networks are simulations of biological nervous systems, such as 

animal brains. They are composed of a large number of highly interconnected 

processing elements (neurons) working together to solve specific problems. An 

ANN is defined by the neurons and the connection between these neurons. These 

connections are measured by having values assigned to them (primarily floating 

point values), which are called weights. ANNs are trainable, that is they can learn 

by examples. Through a learning process, an ANN adjusts the weights connecting 

to neurons based on a set of training data. The neuron, as the basic element to an 

ANN, usually has a number of connections that send information in/out of the 

neuron. The neuron processes the input information and produces the output 

information for other neurons in the ANN, or the network output to the outer 

system. The typical structure of the neuron looks like that in Figure 3.2. 

 
x1 

w1 

w2 

wn 

x2 

xn 

sum transfer 

Output 

 

Figure 3.2 the structure of the neuron 

The neuron can be considered as having two parts. The first part has responsibility 

for the aggregation of the input information. In Figure 3.1, the sum is calculated 

by  


n

i ii wxsum
1

. If we denote x  as the vector of the inputs and w  as the vector 
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of weights, that is ],...,,[ 21 nxxxx and ],...,,[ 21 nwwww , then the calculation of 

the sum can be expressed by 'wxsum . The second part of the neuron applies 

the transfer function (also called the activation function [3_17, 3_31]) on the sum 

obtained in the first part, and generates the output of this neuron. There are many 

selections for the transfer function, such as the sigmoid function
xe

xf



1

1
)( , 

the linear function xxf )( , or the hard limit function









01

00
)(

x

x
xf . The 

topology of the neural network can be described by the number of layers and the 

number of neurons (or nodes) per layer. Types of layers include input, hidden, and 

output. The topology of a feed forward ANN, which has n inputs, 1 hidden layer 

containing m nodes, and just one node in the output layer, is shown in Figure 3.3. 
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Figure 3.3 The topology of an ANN 

3.3 Fuzzy Neural Networks 

Fuzzy neural networks are developed based on the principle of artificial neural 

networks. From above discussion on ANN, one can think of neural networks as 

structure-free and fully distributed models. The distributivity contributes to 

profound learning capabilities, as the individual computing elements in the 

network are capable of adjusting their connections to carry out the best possible 
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mapping. While this feature enhances learning, it makes it almost impossible to 

come up with a reasonable interpretation of the overall structure of the network 

worked out in terms of easily understood logical constructs (like “if-Then” 

statements, frames, etc.). [3_39] In order to make use of the profound learning 

capabilities of the ANN and gain the ability to interpret the knowledge in logical 

form, fuzzy neurons are introduced to the family of neural networks [3_36, 3_40]. 

There are two types of basic fuzzy neurons: AND and OR. Both types of neurons 

process information through the use of standard fuzzy set operations like AND, 

OR, and NOT. (See [3_38, 3_41] for detailed information on these operators.) Let 

us briefly recall that by an OR neuron we mean a fuzzy neuron that achieves a 

logical mapping from [0, 1]
n
 into [0, 1] in the following format  

) t w(x);OR(y ii

n

1i
S


 wx                                                                                      

(1) 

where xi denotes the i
th

 input and wi stands for the associated weight (connection), 

all of them assuming values in the unit interval. The aggregation operations are 

implemented using t- and s-norms (recall that t- and s-norms are models of logic 

operators of AND and OR, respectively). For logic values of 0 and 1 (Boolean 

logic), s- and t-norms result in standard AND and OR operators (logic intersection 

and union). Formally, by a t-norm we mean a two-argument operator mapping [0, 

1]
2
 to [0, 1] such that it is monotonic, associative, commutative, and comes with 

boundary conditions as 0 t a = 0 and as 1 t a = a. The same properties hold for s-

norms with the exception of the boundary conditions, which are spelled out as 0 s 

a = a and as 1 s a = 1. Given the semantics of the logic operators, we can interpret 

equation (1) as a logic expression endowed with a collections of weights 

(connections) y = (x1 and w1) or (x2 and w2) or … or (xn and wn). We use a 

convenient shorthand notation y = OR(x; w) by collecting all inputs and 

connections into two vectors, x = [x1 x2… xn]
T
, w= [w1 w2… wn]

T
. This 
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representation helps emphasize the character of processing and underlines the 

available parametric flexibility of the module residing within its connections.     

The AND neuron is ruled by the expression 

) ws (x);AND(y ii

n

1i
T


 wx                                                                              

 (2) 

where in comparison with the previous construction, the order of aggregation 

operations has been reversed. Again, in terms of the abbreviated notation, we 

arrive at the expression, y = AND(x; w). 

3.4 Rule Based System 

Rule-based system (RBS) is to make use of expert knowledge to solve real world 

problems. The rule-based system could be used as a way to capture and refine 

human expertise through the computer and facilitates problem solving [3_22, 

3_18]. The inference engine and the rule base are two main parts of a rule-based 

system [3_50].  The inference engine is the problem solving model that processes 

the real world data making use of the rules in the rule base. The rule base consists 

of a set of IF-THEN rules. Those rules have the general form as “IF A THEN B”. 

A and B are propositions with linguistic variables. A is the rule condition, usually 

called as the collection of the premises and B is called as the consequence or 

conclusion of the rule. Rule condition can be single or a combination of various 

variables and be combined using AND or OR operators. The AND operator 

indicates a union of the two conditions and the OR operator represents an 

intersection of the two conditions. To simplify the conditions, sometimes a NOT 

operator can be used before a condition to represent the negation for that 

condition. Above three operators are commonly used basic ones. There are some 

other operators applied, but all can be represented by these three basic operators. 

Those rules are summary of the knowledge about the domain. The rules can be 
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obtained mainly through two ways. One is summarizing the expert knowledge. 

Expert knowledge is often presented as a set of rules or as the data stored in the 

computer [3_22]. Another way is to extract rules from data gathered from field or 

laboratory experiments. Sometimes, the combination of the expert knowledge and 

the rules generated could give more meaningful and accurate rules.  

A rule-based system provides a way to capture and refine human expertise 

electronically and solves problems [3_18, 3_22, 3_30]. There are quite a number 

of advantages of rule-based systems. RBS is clear and vivid in explaining the 

conclusion. It is easy to improve the quality of a RBS by adding more new rules 

or tuning old ones. No need to modify the source code, which is proven to be 

difficult. RBS uses inexact reasoning and is capable of dealing with incomplete 

fuzzy information. This way of solving problem closes to human intelligence. The 

shortcoming of RBS is also obvious. The accuracy is largely depending on the 

correctness and completeness of rules. RBS will work well if the solid expert 

knowledge or well maintained rule set is available for the problem. But in some 

area, lack of human experts or high costs of obtaining rules from the data will 

make RBS work poorly. So it is an important research aspect how to obtain 

complete correct rule set from the data.  

Rule based systems have been proven successful and powerful in various research 

fields. Newell and Simon [3_33] used rule based systems to model human 

problem solving behaviours in early 1970s. For a long time, quite a number of 

rule-based algorithms have been proposed and proved to be useful in solving 

complex decision making problems when normal algorithmic/mathematical 

solutions are either unknown or proven inefficient [3_4, 3_9, 3_21, 3_26]. The 

use-cases of RBS include demand forecasting [3_3, 3_8, 3_14, 3_54], production 

scheduling [3_9, 3_19, 3_53], supply chain control [3_46] and inventory control 

[3_34, 3_42, 3_52]. Like for demand forecasting, a paper by Armstrong [3_3] 

reported the progress made over the past twenty years. The paper demonstrated a 

series of empirical studies on forecasting methods. Armstrong summarized that no 
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single method has performed well across all types of data, all forecast horizons 

and all situations. The conclusion made by the paper is that a rule-based method 

provides a way to put experts' domain knowledge and traditional forecasting 

models together to produce more accurate forecasts. Recently, more researchers 

have put their effort in developing rule-based systems to work together with 

traditional operations research techniques to produce more accessible and 

practical methods [3_10, 3_13, 3_47].Some other researchers [3_9, 3_10, 3_13] 

put forward their theories and experimental results to prove that rule-based 

systems is able to formulate an enterprise operation with a multiplicity of 

representations that integrate historical and real-time data and provide quick and 

realistic solutions.  

3.5 Fuzzy rule based system 

In order to get more concise description of the real problem, brainstorming on the 

actual problem using expert knowledge is commonly used, especially little or no 

actual data available. Fuzzy logic is important to help in analyzing practical 

applications which involve poor-defined and uncertain concepts [3_43]. There are 

two types of uncertainties, randomness and fuzziness. The concept of probability 

is used on randomness and the concept of possibility theory is on fuzziness [3_16, 

3_43]. The important aspect about the concept of possibility theory is that this is 

closely matching the imprecision in human cognition [3_29].  The concept of 

possibility (fuzzy logic) has a particularly critical role in the management of 

uncertainty in rule based systems. Conventional modeling methods make use of 

exact accurate parameters to achieve a precise solution. However, in real 

situations, the accuracy provided by conventional models is not good enough to fit 

the changing situation. A rule-based model has the ability to capture the physics 

of a numerical model with a set of rules which replace the complex equation 

solvers with general rules that requires less precise input parameters. For 

conventional models, if the input data have inaccurate or uncertain information, 

the models will become instability or provide a wrong solution. But inaccurate or 
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uncertain inputs are always common in real world problems. Conventional models 

which use physical theories and equations may be difficult to interpret in real field 

situations. As mentioned before, fuzzy models have the ability to provide a 

reasonably accurate solution even there are inaccurate data. In addition, fuzzy 

models have the ability to make use of knowledge from experts and extract 

knowledge from raw data. That knowledge can be expressed in the form of rules 

to provide a solution for the problem. It is much easier for the end-users, even 

non-technical users to understand the solution which is written in rules similar to 

natural language. Most of the facts and rules consist of fuzzy predicates. Fuzzy 

rules expand linguistic IF-THEN rules. Non-fuzzy rules have serious deficiencies 

in solving real world problems when the reliability of decisions can be the most 

important goal. The fuzzy logic assisted rules utilize fuzzy sets in the premise and 

the conclusion.  Fuzzy rules are generalized form of the relationships of variables. 

The main goal in using fuzzy rules is to provide better description in the similar 

way as human reasoning with ideas and statements. The FRBS structure is shown 

in figure 3.4. 

 

Figure 3.4 Functional structure of Fuzzy Rule Based System 

The fuzzy rule-based system can be described as below. 

Rule 1: IF x is A1(x) THEN y=f1(x) 

Rule 2: IF x is A2(x) THEN y=f2(x) 

...  
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Rule n: IF x is An(x) THEN y=fn(x) 

Then the final output the fuzzy rule-based system is expressed as follows  








n

i

i

n

i

ii

xA

xfxA

y

1

1

)(

)()(
 

(3) 

3.6 Rule Complexity Reduction 

The spectacular increase in the amount of data is not only found in the number of 

samples collected, for example over time, but also in the number of attributes. 

This high dimensionality of datasets leads to the phenomenon known as the curse 

of dimensionality where computation time is an exponential function of the 

number of the dimensions. It is often the case that the model contains redundant 

rules and/or variables. When faced with difficulties resulting from the high 

dimension of a space, the ideal approach is to decrease this dimension, without 

losing relevant information in the data. If there are large number of rules and/or 

attributes in each rules, it becomes more and more vague for the user to 

understand and difficult to put into practice. Rule complexity reduction can 

circumvent this problem by reducing the number of attributes in each rules and 

the number of rules. This can also reduce the computation time, and the resulting 

rule based systems take less space to store. Models with simpler rules and small 

number of rules are often easier to interpret. The main drawback of rule 

complexity reduction is the possibility of information loss. Our main goal here is 

to reduce the complexity of the rule-based system while keeping reasonable 

accuracy on the information. 

In the last decade, much research has been done to search for practically feasible, 

but still sufficiently good predictive models for function approximation. Those 
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models are mostly of Takagi-Sugeno-Kang (TSK) type [3_49, 3_51], where the 

rule consequents could be represented in the form of linear function of the inputs: 

Ri: if x1 is Ai1 and ... xn is Ain then yi=aix+bi 

where ai=[ai1,...,ain] and bi=[bi1,...,bin] are the vector of the linear function 

parameters, x=[x1,...,xn]
T 

is the input vector. When there are C rules in total in the 

fuzzy rule based system, the overall output for the system can be written with the 

weighted sum of each individual rule output:  


C

i ii yxy
1

)( , where )(xi  is the 

activation function for i
th

 rule on the given input vector. 

Rule complexity reduction has become an important issue in data mining when 

dealing with data having high number of input attributes. Cutting off the number 

of rules or number of attributes in each rules are two main methods to reduce rule 

complexity. To calculate the minimal reduction on rule complexity has been 

verified is an NP complete problem [3_6]. Fuzzy rule interpolation was one of the 

first approaches to reduce the complexity of fuzzy models [3_27, 3_28]. The main 

idea behind this approach is that if some rules can be estimated by the linear 

representation of other rules in the rule set, these rules can be eliminated from the 

rule set. Now the attribute reduction algorithms for rough set are another 

important application of the complexity reduction. It mainly includes the methods 

of immune mechanism [3_57] and computation intelligence algorithms, such as 

genetic algorithm [3_60] and Particle Swarm Optimization [3_45].  

Variable importance measures for supervised learning are closely related to 

variable/attribute selection and they are important for improving both learning 

accuracy and interpretability. Tree ensembles such as random forest are widely 

used in measuring variable importance [3_2, 3_15]. The attribute selection 

method [3_20], selected relevant features in a forward phase and removed 

redundant variables in a backward phase.  
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In the construction of fuzzy rule based system, we have been witnessing a wealth 

of design strategies and detailed algorithms involving the technology of 

Evolutionary Computing and neurocomputing. Just recent developments reported 

in this realm can be found in a series of studies [3_56, 3_11, 3_24]. 

Predominantly, the development of fuzzy models is guided by the criterion of 

accuracy. Another fundamental criterion being at the heart of fuzzy modeling is 

interpretability (transparency) of resulting fuzzy models. This criterion is central 

to fuzzy models however its multifaceted nature requires a thorough formulation, 

quantification of essential aspects of interpretability and subsequently calls for 

advanced optimization techniques supporting the realization of the ensuing design.   

The concept of interpretability of fuzzy rule-based models has been around for 

several decades and attracted a significant deal of attention. The transparency of 

fuzzy models is one of the outstanding and important features of fuzzy models. In 

contrast to the criterion of accuracy, whose quantification is relatively 

straightforward and easy to come up with performance indexes, transparency of 

fuzzy rules is more difficult to describe. What makes the fuzzy rule-based easier 

to interpret is still an open issue. It is quite subjective to assess and in one way or 

another invokes a factor of subjective judgment given that a human user is 

ultimately involved in the evaluation process. What become very much apparent 

are a multifaceted nature of the problem and a multitude of various approaches 

supported by various optimization technologies including evolutionary 

optimization. When it comes to the main factors worth considering when 

discussing a concept of interpretability, we can enumerate a list of factors that 

may be involved in the reduction process: 

3.6.1 Reducing number of rules forming a rule base of the model 

Ref. [3_5] presented a novel method to extract the generic bases of fuzzy 

association. Two data sets, chess and mushroom, were shown in the experiments. 

The results showed that the reduction of the rule number could be cutting off 

99.1-99.2% of rules. In order to avoid information loss, the paper combined the 
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rule bases got from generic basis for exact fuzzy association rules (GBEF) and 

generic basis for transitive fuzzy association rules (RTF) to form the final rule 

bases. Ref. [3_1] proposed a new post-processing approach to perform an 

evolutionary lateral tuning of membership functions, with the main aim of 

obtaining linguistic models with higher levels of accuracy while maintaining good 

interpretability. A new rule representation scheme using the linguistic 2-tuples 

representation model has been considered. The rule selection method worked with 

lateral tuning technique to reduce the number of rules and the accuracy of the 

models. The experiment on synthetic data and fuzzy control of an HVAC system 

showed that the advantages of the new approach.  This paper will be working 

with other fuzzy rule-based system constructing algorithm to tune the rules in the 

rule set, so the performance on this algorithm is somewhat related to the rule 

constructing algorithm. Similar research could also be found in ref. [3_44, 3_56]. 

3.6.2 Reducing number of sub conditions (input variables) forming a 

condition part of a given rule 

In ref. [3_25], the paper applied fuzzy equivalence classes into the attribute 

reduction for rough set. The comparison was done to rough set crisp attribute 

reduction and fuzzy rough set attribute reduction. Web bookmark classification 

dataset was used in the experiment. The results shown that both crisp rough set 

attribute reduction and fuzzy rough set attribute reduction can cut off about 99% 

of the input attributes. The accuracy with fuzzy rough was better than crisp rough 

attribute reduction. In ref. [3_55], fuzzy models and decision tree models were 

adopted to construct the rule based systems. After the models gained, the feature 

selection technique was applied. The results show that the fuzzy objective 

function outperformed classical feature selection. Ref. [3_35] brought up a 

distance measure based rough set attribute reduction algorithm. The algorithm 

was compared with 4 existing rough set attribute reduction methods: rough set 

attribute reduction, tolerance rough set model, fuzzy rough feature selection and 

principal component analysis. The results showed that the new algorithm, 
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although in its preliminary stage, could finish the selection process in similar time, 

with acceptable accuracy and reduced number of attributes. Ref. [3_7] presented a 

fuzzy rule-based system to construct the fuzzy rule set for online data modeling. 

During the construction, the new fuzzy sets can be added and the attributes used 

in the rules can be reduced to improve interpretability. The attribute reduction is 

done by removing the attributes in the rule sets that have only one fuzzy set 

defined. The algorithm here constructs the rule consequence and the system 

topology with the online data input/output, without any offline training. Ref. 

[3_12] was mainly focusing on selecting important features (attributes) to use in 

the fuzzy rules, while the paper did the feature selection at the same time of 

constructing the fuzzy rule based systems. The results on the machine learning 

datasets showed that the accuracy did not drop too much comparing to use all the 

features when a significant amount of features were reduced. More reading could 

be done in refs [3_23, 3_32, 3_58]. 

3.6.3 Reducing number or rules and the number of input variables, 

In ref. [3_24], Iris, credit approval and wine data were used. From the result, the 

minimum number of rules was all equal to number of classes in the output 

variable. The results were compared with related references on same data and 

found comparable. This algorithm is combining the reduction of number of rules 

and number of variables. Similar research could be found in ref. [3_11]. Synthetic 

data derived from given functions were used in the experiments and compared 

with related reference. From the comparison, the algorithm in the paper could 

reduce the number of fuzzy sets and rules, and improving the accuracy at the same 

time. The rules are simplified by combining similar fuzzy sets, removing useless 

rules and merging similar rules. Ref. [3_48] proposed a way to construct the fuzzy 

rule-based system using GA to generate rules, and then reduce the system 

complexity by removing redundant rules, reducing attributes in rules and fuzzy set 

numbers. The attribute reduction is done by hiding one attribute for each rule in 
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iteration, until the accuracy dropped too much. Reducing fuzzy sets was trying to 

remove uncovered ones in the rules to simplify the fuzzy rule based system.  

As a result, given this diversity of possible ways of reduction of rules, it is 

difficult to quantify the effect of reduction. For instance, it is not always clear if it 

would be better to have a larger number of simple rules (whose condition parts are 

linear functions) or a smaller number of rules of a more complex conclusion parts 

( those of polynomial form). 

3.7 Summary 

Fuzzy rule-based system (FRBS) is a well-known tool to extract rules from the 

training objects and apply the rules to predict the future testing objects. Fuzzy 

neural network is a good way to construct the FRBS. In our research, we 

introduced our way to construct the FRBS and prune the system with the help of 

multi-objective optimization methods. After verified the proposed FRBS 

construction/simplification approach on commonly used datasets, we applied the 

similar approach to a real world control problem, wireless sensor network (WSN) 

deployment. FNN is used to construct the FRBS for the deployment of the sensor 

nodes in WSN. Then simple pruning approach and multi-objective optimization 

based pruning are used to reduce the complexity of the FRBS to get simpler rule 

set. 
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Chapter 4 Fuzzy clustering 

Clustering is the way in analyzing the sample data by assigning those data into a 

number of groups. With given method of calculation of the similarity, all the data 

within same group are more similar to each other than to the rest data in other 

groups. Those groups are called clusters. Fuzzy logic has also been applied in 

clustering research area. Fuzzy C-means (FCM) is a widely used fuzzy clustering 

algorithm to be adopted in our research. Fuzzy rule based system (FRBS) using 

linear function approximation with FCM to model the data is introduced next. 

Then the complexity reduction on FCM based FRBS is discussed. 

4.1 Data Clustering 

Clustering provides insight understanding to the data by dividing the data objects 

into groups (or clusters) of objects [4_26], so the objects within same cluster are 

more similar to each other and more dissimilar to the rest objects in other clusters. 

It has been an important research topic in a wide variety of application area for a 

long time, such as information mining [4_44, 4_46], market research [4_8], 

psychology and social science [4_30], bioinformatics and so on [4_14,4_29]. 

Clustering partitions the input space of the data into C regions calculated with the 

similarity/dissimilarity measures. The value of C is the number of clusters or 

partitions. It could be defined before partitioning or remain unknown until the 

partitioning process is done. Clustering algorithm is a branch in pattern 

recognition algorithm. Clustering approach could be carried out with little or 

without supervision. Generally, clustering is categorized into unsupervised 

learning approach. Unsupervised learning approach is useful to find something of 

interest for those data with unlabeled samples. There has been quite a number of 

different clustering implementation. It is not easy to tell which one is the best. No 

one approach is universally applicable.  According to ref [4_33, 4_42], the 

clustering algorithms could be classified into two categories: hierarchic vs. non-
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hierarchic methods. The hierarchic methods breaks data objects into clusters that 

have nested structures. The structure of the methods is much like decision trees. 

The objects can be put into proper cluster by travelling along the structure. Non-

hierarchic methods refer to those cannot be divided into nested clusters, also 

called partition clustering methods. Many real world problems are unable to be 

clustered using hierarchic methods, thus more efforts from researchers have been 

put into non-hierarchic methods. Non-hierarchic methods produce separate 

clusters by iteratively applying optimization algorithms on the data based on a 

clustering criterion function or an objective function [4_36]. Based on the 

resulting clusters relationship, non-hierarchic methods can be further grouped into 

overlapping methods or non-overlapping methods. Typical methods in this 

category include crisp c-means for non-overlapping methods, fuzzy c-means for 

overlapping methods. Crisp c-means algorithm classifies the objects in the data 

into Boolean condition based clusters. Every individual object in the data will 

only belong to one cluster. The degree for each object for a specific cluster will be 

either 1 (belonging to) or 0 (not belonging to). Fuzzy c-means algorithms assigns 

a real value to the object on each cluster to indicate the degree of the membership 

of the object related to the cluster. The degree value on the cluster indicates how 

well the object fit in the cluster. The degree values of each object belonging to the 

clusters are stored in a matrix, usually called partition matrix. If the total number 

of objects to be processed is N, the size of the partition matrix will be C×N. The 

partition matrix could be written in the form }..1,..1{ CiNnuU in  , inu is the 

degree of the n
th

 object to i
th

 cluster. For crisp clustering, inu is either 0 or 1. As 

for fuzzy c-means while 10  inu , it indicates that the object belongs to all the 

clusters, just with different fuzzy membership grades [4_24]. For a single object, 

the grades on all clusters come to 1, that is Nnu
C

j

jn ..1,1
1




. Crisp clustering 

algorithms were discussed in ref. [4_13, 4_27]. Fuzzy c-means brings fuzzy logic 
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concepts into the data clustering technique so as to improve the interpretability 

[4_36].  

4.2 Fuzzy C-Means (FCM) 

FCM was developed by Dunn in 1973 [4_12] and later improved by Bezdek in 

1981 [4_3].  Since its inception, it has been widely applied to unsupervised data 

analysis [4_49, 4_26]. For example, fuzzy clustering has been used to pattern 

recognition [4_3], medical database exploration [4_2] and analysis of traffic data 

[4_35] and directing traffic control [4_39]., Clustering realized within this setting 

is realized by minimizing a certain objective function [4_3, 4_12]. There has been 

a great deal of researchers also tried to use evolutionary computation techniques 

to train FCM. Ref. [4_32, 4_10] applied differential evolution algorithms into 

FCM. In [4_31], a variable length chromosome GA was used to find optimal 

partition matrix and prototypes. In [4_18], the authors begin by establishing that 

calculus-based optimization methods, like FCM, often get stuck at local minima. 

To address this problem, the authors propose a GA-based fuzzy clustering method 

that promises good initial centers and avoids local minima. The algorithm will 

terminate when the maximum number of allowed generations is reached. The 

authors observed that a major drawback of their algorithm is its computational 

complexity. When testing the Magnetic Resonance dataset, the authors had to 

divide the dataset into subsamples and run tests on each subsample separately so 

that the algorithm would converge under a day’s time. This excessive complexity 

can be attributed to the feature-level operations involved as opposed to the general 

gene-level.  Same group of authors put forward some continuing work in [4_19]. 

The authors acknowledge that FCM suffers from being extremely sensitive to the 

initialization process. Depending on the initial cluster centers selected the 

algorithm can yield arbitrary results, including convergence to local minima. To 

solve this limitation, the authors propose a genetic guided algorithm that avoids 

local minima and minimizes the dependency on initialization. Clustering based on 

kernel methods are proven to be robust [4_34]. FCM has been actively used in 
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tree classification [4_4], processing large dataset [4_21, 4_16], clustering 

microarray [4_11], feature discrimination [4_15], image segmentation [4_52, 

4_51] and kernel based clustering on image segmentation [4_6, 4_48]. FCM has 

been a popular research method for years. Some improvements for FCM have 

been put forward recently, such as single pass clustering [4_25], combining with 

support vector machine technique [4_50], using norm distance [4_20], hybrid 

with LP norms [4_37], speedup of the process in FCM was discussed in 

[4_23,4_41]. Zhang et al. [4_53] introduced a new kernel-induced distance 

measure for the original data space into the objective function of FCM (KFCM) to 

replace the conventional measures. Ref. [4_28] proposed a robust FCM to 

improve the reliability. Non linear/linear component analysis was done in [4_38, 

4_40, 4_45].  

Many researchers have proposed various improved FCM algorithms. Ahmed et al. 

[4_1] proposed FCM_S, which modified the objective function of FCM by 

introducing the spatial neighbourhood term. One drawback of FCM_S is that the 

spatial neighbourhood term is computed in each iteration step, which is very time-

consuming. To reduce the computational complexity of FCM_S, Chen and Zhang 

[4_7] proposed two variants, FCM_S1 and FCM_S2, which replace the 

neighbourhood term of FCM_S by introducing the extra mean-filtered image and 

median-filtered image, respectively. The mean-filtered image and median-filtered 

image can be computed in advance, so the computational costs can be reduced. To 

speed up the image segmentation process, Szilagyi et al. [4_43] proposed the 

enhanced FCM (EnFCM), which form a linearly-weighted sum image from both 

the local neighbourhood average gray level of each pixel and original image, and 

then clustering is performed on the basis of the gray level histogram of summed 

image. Thus, the computational time of EnFCM is very small. Cai et al. [4_5] 

proposed the fast generalized FCM (FGFCM) algorithm. This method introduces 

a local similarity measure that combines both spatial and gray level information to 

form a non-linearly weighted sum image. Clustering is performed on the basis of 
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the gray level histogram of the summed image. Thus, its computational time, 

similar to EnFCM, is also very small. However, these algorithms do not directly 

apply on the original image. They need some new parameters to control the trade-

off between robustness to noise and effectiveness of preserving the details. The 

selection of these parameters is not an easy task, and has to be made by 

experience or by using the trial-and-error method. [4_17] proposed a variant of 

FLICM algorithm (RFLICM), which adopts the local coefficient of variation to 

replace the spatial distance as a local similarity measure. More references could 

be read at [4_9, 4_22, 4_47]. 

The goal of FCM is trying to find C clusters for N objects to minimize an 

objective function. Mostly used objective function is  

 
 


C

i

N

n

in

m

in mvxy
1 1

2
,1,                                                                          

(1) 

Where m is the fuzzy exponent, mostly chosen value of 2, xn (n=1..N) is the n
th

 

object and Vi (i=1..C) is the center of the i
th

 cluster, uin is the membership value 

for n
th

 sample in i
th

 cluster, which has value between 0 to 1. All of uin 

(i=1..C,n=1..N) form a coefficient/partition matrix U.  A constraint is applied 

onto U, which is Nn
C

i

in ,..,1,1
1




 . This implies that the sum of the 

membership value for each sample on any one of the C clusters must be equal to 1. 

The sample is uniformly spread among those clusters. If the algorithm is working 

on the dataset containing N data points as (x1,y1),(x2,y2),…,(xN,yN). After we get 

the cluster, we can summarize the rules from those clusters. For each cluster, we 

can define the activation function for a data point (xn,yn) on the clusters, 
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(2) 

Nnwhere ..1  and Civi ..1,  is the prototype for i
th

 cluster, nx is the input of 

the data point. 

To get the problem suitable for FCM, assume we need to get C clusters among N 

data points, so we will need weights for each data point in each cluster, thus we 

need totally C×N weights. For the C clusters, the weights for each data point 

should fulfill the constraint Nn
C

i

in ,..,1,1
1




 . 

The detail FCM algorithm flow is 

Step 1: Get the N rules ready and related data 

Step 2: Initializing the population and randomly select the weights for each data points on each 

cluster 

Step 3: Standardize the input attribute weight among C clusters 
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 data point in j
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cluster. This step is trying to make sure the constraint Nn
C

i

in ,..,1,1
1




  is 

satisfied. 

Step 4: Calculate the new weights at stage s+1 based on the old weights at stage s 
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Step 5: Calculate the new center of each cluster 
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Step 6: if 10,.1   ss
, then exit, else return to step 3. 
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For FCM, one important parameter to be determined is the fuzzy factor, m. It can 

be any positive value bigger than 1. Generally, m value is set to 2 in most 

application of FCM. 

  

After FCM finishes, we get C prototypes on the C clusters. By optimizing the 

linear functions parameters with the performance of mean square error of the 

function output and the actual output of the data points. 

To get the problem suitable for FCM, assume each input attribute ATTRin 

(i=1.A,n=1..N) is one data sample. Thus, there are A×N samples all in all. We are 

trying to get C clusters for each rule, so we will need C×N clusters among the N 

rules. The C clusters inside a rule will have to fulfill the 

constraint An
C

i

in ,..,1,1
1
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 . To gain optimal parameters for the functions fi 
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then Zay  . Thus the solution is TT

opt ZZZZyZa 1)(,  

. 

4.3 Complexity reduction in FCM 

Suppose the rule-based system was got from a former algorithm, like FNN. There 

are total N rules and each rule has A input attributes. The ith rules could be 

represented as 

Ri: If Xi1 is Attr1 AND Xi2 is Attr2 AND … AND XiA is AttrA then y=fi(X,ai) 

The goal is to reduce the number of input attributes in those N rules. When using 

clustering approach, we are trying to cluster the A attributes to C clusters. In this 

case, the ith rule will be represented as 

Ri: If Xi1 is A1 AND Xi2 is A2 AND … AND XiA is AC then y=fi(X,ai) 

Where Ai (i=1..C) is a fuzzy cluster constructed in the A-dimensional input space 

and fi is a local function.  

Ciai ..1,  is the parameter for the i
th

 function. 

If we consider the linear form of the functions, we can represent the i
th

 function as 

NiNiiiii xaxaxaaaxfy  ...),( 22110  
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When we determine the parameters iNii aaa ,..., 10 , the function can be used to apply 

on each data point to calculate the output and measure the performance by 

comparing with the actual output. 

Our next step is trying to reduce the input space of the rules. For example, for i
th

 

rule, if we reduce the input space from N to ni, where ni < N, we map the original 

input space to the reduced input space, i . The i
th

 rule will be changed to  

If 
i

x


is Ai then ),( ii axfy
i

  

The activation function will be computed as 
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After reduction of the input space for each rule, we will get 

CiNnNnnn iC ..1,,1,...21   , is the space reduction coefficient. 

After we defined the space reduction coefficient, we can use GA to determine the 

existence of the input attributes in each rules to gain the result as good as possible 

comparing with the original rule sets. 

4.4 Discussion 

Clustering methods have been widely used in several of research areas, such as 

classification, pattern recognition, and data regression and proven to be powerful. 

In our research, we make use of traditional iteration based FCM training 

algorithm to find the optimal clusters for given training data objects. With the 

found clusters, we managed to figure out the linear estimation function to predict 

the output of the input variables. After that, we apply the rule reduction technique 

onto the FCM to get more concise fuzzy rule sets to improve the interpretability 

of the rule based system. 
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Chapter 5 Wireless Sensor Network and Node 

Deployment 

Wireless sensor networks (WSNs) consist of a large number of inexpensive sensor 

nodes and provide a novel way to improve the border surveillance, aid disaster 

recovery, enable precision agriculture, real-time environmental surveying and so 

on. A good sensor node deployment algorithm is critical to enlarge the whole 

WSN's life time, so our focus of applying fuzzy rule-based system in controlling 

is put on the deployment of the sensor nodes.  

5.1 Overview and Critical Issues 

A wireless sensor network (WSN) consists of a number of sensor nodes working 

together to monitor a specific area and provides raw or partially processed data to 

a remote data processing center. The sensor nodes have sensing ability and limited 

computing ability, power supply and communicating ability. Each sensor node at 

least has computing unit, sensing unit, power unit and communication unit, so the 

sensor node could wirelessly transfer detected information, sometimes relays the 

information from its neighbouring nodes to a central data station.  

With the merit of low cost and easy deployment of a large amount of nodes, the 

drawbacks are also obvious. The power supply is a main concern. The large 

number of nodes makes it not practicable to discover the power checking and 

replacement of the energy for failure nodes. Most of the research takes how to 

enlarge the power life into consideration. A good application of WSN should be 

able to work for a long period and the power life for the nodes in the network 

becomes a major measure [5_43]. Another important aspect is the constrained 

computing ability. On the cost of the node and the power constraint, the memory 

size and the processor’s ability are relatively poor. Large-scale calculation, 

complex algorithms and large data will not be suitable for WSN nodes. Most 
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mature widely used algorithms in known application areas are not applicable in 

WSNs. This also widens the research topics in WSNs. Target tracking is a good 

example of finding new algorithms for the well settled applications [5_30]. Fault 

tolerant in data transmission is one hotter topic [5_28]. The nodes use wireless 

communication method to transform data. The radio signal sent by the nodes has 

the limitation of the transmission distance, which constrains the data will have to 

be sent through some relay nodes before they reach the destination [5_44, 5_45].  

5.1.1 Energy consumption 

Mostly, the WSN must be able to survive for a long period. The maintenance and 

the repair to the sensors in the WSN are impractical to be done, so the ability to 

resist the bad environment and work with limited energy become essential. The 

consumption of the provided energy largely controls the lifetime for an individual 

sensor. So the sensor will be in the status of sleeping when there are no needs for 

collecting data, computing or communicating. In order to balance the energy 

consumption among the nodes inside the network, we need to select dynamic 

routes in transferring data. This might need some more communication time, 

which will use extra energy. The trade off between the goals of maximize the 

single node’s life and the whole network working period. The research on how to 

save the energy gets main focus in WSN. There are several ways to limit the 

energy consumption, such as efficiency in the communication protocol [5_4, 5_19, 

5_47], computing unit OS optimization [5_9], and data pre-processing for saving 

communication time [5_48]. 

5.1.2 Topology recognition 

In some use cases, the WSN is used to survey the area which is unreachable for 

human being.  The topology of a WSN could be predefined, but mostly it is 

unknown at the beginning and the WSN has to figure out the topology by itself. 

On the other hand, the sensors are usually used in harsh environment, so they are 

prone to failures. The network topology of a WSN is supposed to change from 
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time to time, so the WSN should have the ability to self-organize the network. 

The topic on recognizing the topology of WSN is gaining much attention [5_37, 

5_46, 5_52, 5_55, 5_59]. 

5.1.3 Deployment 

There are largely two types of node deployment, stationary and dynamic one. In a 

network with stationary deployment [5_8], the nodes in the WSN do not have the 

ability to move around. The stationary deployment takes advantage of the cheap 

sensing nodes, unwired node connection, known region of interest. For this type 

of WSN, the WSN nodes will be usually deployed automatically, like air drop. 

The random deployment will have trouble to preserve good observation over the 

ROI. The dynamic deployment supposed the WSN has all or some sensor nodes 

having the mobility. Nodes with mobility are considered to improve the overall 

performance of network. For dynamic deployment, it could be classified into two 

types considering the containing nodes, fully mobile WSN deployment and 

partially mobile WSN deployment [5_15, 5_60, 5_61]. In fully mobile WSN, all 

nodes are equipped with moving device [5_25]. For partially movable WSN, a 

portion of the nodes are stationary while the rest are mobile [5_15]. Based on the 

ROI type, dynamic deployment could be divided into two types, known area 

deployment and unknown area exploration [5_21, 5_22, 5_29].  

5.1.4 Media access protocol 

Half of the energy consumption of the WSN node is contributed by the 

communication as noted in [5_27]. In this paper, the medium access protocols for 

WSN are discussed and two new energy efficient medium access protocols, 

asynchronous MAC (A-MAC) protocol and asynchronous schedule-based MAC 

(ASMAC) protocol, are proposed. The fuzzy logic control was also applied to 

allocate the duration length. These two protocols need the WSN having the 

powerful data collection nodes (or normally cluster heads) to work properly. The 

simulation result was provided based on the local environment of a cluster. The 
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comparison was made on A-MAC versus sensor medium access control (S-MAC) 

protocol [5_51], ASMAC versus S-MAC and traffic-adaptive medium access 

protocol (TRAMA [5_66]). The results show the two protocols outperform those 

protocols in extending the lifetime of the WSN. 

5.1.5 Security  

The authors in [5_65] took a deep look into the safety issues about the gateway or 

sink node. Security issues are gaining more and more interests. With the wide use 

of the WSN, the attacking risk raises [5_3, 5_7]. Ref. [5_58] did research in how 

to secure the data during the transmission by watching the nodes that are safe to 

use. The intrusion detection were adopted to mark those nodes might be under 

attack. The routing of the data then chooses those nodes were safe as the in-

between hop nodes. In [5_43], the focus was laid on detecting the nodes that 

worked under anomaly mode, which would be the candidates of attacked nodes.  

5.1.6 Target tracking 

Target tracking is an important area in WSN application. The general target 

tracking with wireless sensor networks is focusing on the tracking accuracy and 

the error tolerance. For [5_1], the general concepts in target tracking in WSNs are 

thoroughly introduced. Sensors were classified and summarized their merits and 

shortcomings. In [5_41], the tradeoffs between the energy consumption and the 

calculation quality were discussed in depth. The sensors’ ability was found related 

to the selection of different strategies best matched. [5_26] lowered the constraint 

on the sensors’ ability to utmost. The balance needs to be found between the local 

processing and the communication needs. For [5_2, 5_6], the distributed tracking 

algorithms were investigated. For these distributed algorithms, the sensors are 

usually organized into tracking groups and the groups function as a unit in the 

tracking process. There are also some other researches, in which the groups were 

formed dynamically and a manager node was selected to coordinate the task, like 

in refs [5_6, 5_17, 5_30, 5_39, 5_50, 5_56, 5_57].  
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Tashtoush [5_54] applied fuzzy logic in predicating the next position of the 

moving target. Authors in [5_42] have developed a fuzzy target tracker to track a 

target. The fuzzy logic helped to eliminate the impact of the low signal-to-noise 

situation. [5_38] has introduced the application of fuzzy logic to solve the time-

delay problem in tracking a moving target using passive acoustic sensors. A fuzzy 

tracker based on recursive estimation with multiple fuzzy models was developed 

in [5_35]. The paper employed the fuzzy rules to select a correct acceleration 

model. Subsequently, the target is estimated based on a selected model.  Osman et 

al. [5_40] have proposed a fuzzy target tracker to track a single target in cluttered 

underwater environment. In [5_33, 5_34], a fuzzy interacting multiple model 

algorithm has been presented. The algorithm considers each Kalman filter to have 

only local validity, defined by the model conditioning input. 

5.1.7 Other Issues 

Ref. [5_16] laid focus on the cluster heads selection based on balancing the 

energy consumption on individual nodes, to improve the node lifetime and the 

network lifetime. Habitat study [5_5] is an important application of WSN. Some 

other research areas include the security issue existing in the communication 

[5_11, 5_12, 5_24] and localization [5_14, 5_23]. The application of the WSNs 

focuses the observation and the control of the physical world, such as outdoor 

monitoring, e.g. environmental and habitat monitoring [5_32], indoor monitoring 

and control applications [5_10] e.g. temperature control, security monitoring and 

reacting, and intelligent alarms. Habitat study is an important aspect among the 

applications of the wireless sensor networks. The wireless sensors are embedded 

in the monitoring entities’ environment to gather and sensing the bio-physical/bio-

chemical information. This kind of applications could be found in [5_53].  

5.2 Performance Metrics for WSN Deployment 

The performance of the deployment is measure with some metrics, such as 

coverage, uniformity, deployment time, travel distance, remaining power etc.  
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 Coverage 

If the sensing range for the node is sR , the area that the node could monitor is 

usually a circle in 2-dimensional field or a ball in 3-dimensional field. To simplify 

the complexity of the problem, we will just talk about the 2-dimensional ROIs. 

Then the covered field for a single sensor ),( yxN is the circle area 2

sR around 

point ),( yx . In the deployment research, we are mainly interested in the coverage, 

the percentage of monitored area among the entire ROI. If the WSN is working in 

an ROI of rectangle with width X and heightY , then the coverage (C) for the 

WSN with n nodes will be calculated with the formula 
YX

C

C

n

i

i


 


1 , where iC is 

the covered area for thi sensor node. There is also the coverage of the 

communication range ( cR ) for WSN. We are not considering the communication 

coverage issue in this metric. It will be discussed as the orphan ratio instead. From 

the points of sensing coverage, the relation of two sensor nodes could be one of 

the 3 types. 

 

Figure 5.1 Relationship between two sensor nodes 

The distance between them is less than sR2  for overlapped sensor nodes, and is 

equal to sR2  for adjacent sensor nodes, and is greater than sR2  for isolated 

sensor nodes. In this paper, we require that the overlapped or adjacent nodes 

should be neighbours, and then cR  should be at least sR2 . 

 Travel distance 
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The average travel distance for each node is related to the energy consumption for 

the movement during the redeployment. So, the expected travel distance is 

important for estimating remaining energy. The variance in travel distance is also 

important to find out the fairness of the deployment algorithm and for energy use. 

If the variance of travel distance is large, the variance of energy remaining also is 

large. The nodes that have less energy than other nodes exhaust their energy early. 

Early dead nodes result in a loss of coverage and the remaining nodes may require 

an increased transmission range or a longer routing path. Then the lifetime for the 

WSN is significantly shortened. 

 Orphan ratio 

Since the orphans are useless in WSN. We need to eliminate the orphans during 

the deployment process. This is also an important metric for the quality of the 

WSN. With a higher density of the nodes in the WSN, the chance of having 

orphans becomes rare. 

 Time 

The time spent for redeployment to reach high coverage, good uniformity and low 

orphan rate is also importance. This could also be called as converging speed. 

This metric may be used as one of the design constraints such that the applications 

should act properly within the desired time requirement. 

5.3 Related work on deployment strategies 

The deployment of sensors varies with different applications. Several applications 

require placing sensors at desired locations like data collection and security, 

where critical area, buildings and facilities are monitored by a network of sensors 

placed adequately. For such placement-friendly applications, plenty knowledge of 

the environment is assumed to be available before deployment is carried out. In 

other applications where prior knowledge of the environment cannot be gained, 

sensors may have to be randomly air-dropped and human intervention after 
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deployment to recharge or replace node batteries may not be feasible. Mobile 

sensors are desirable in this situation because they can move around to readjust 

their positions for high quality communication and better coverage and 

surveillance.   

However changing position is energy consuming for mobile sensor deployment. 

An efficient sensor redeployment scheme is a necessity to save energy resources 

and improve the quality of communications. Deployment methods using mobile 

nodes have been proposed to increase network coverage and to extend the 

network lifetime via arrangement of uniformly delivered node topologies from 

random node distributions [5_67]. Since mobility itself requires energy from its 

own limited energy source, a deployment scheme should be designed carefully to 

minimize energy consumption during deployment. At the same time, certain goals 

such as satisfactory coverage or an energy efficient node topology should be 

reached. Moreover, it is desirable for a distributed sensor network node to have 

fairly simple hardware architecture, which requires slight computing power and 

memory. Each node should have a simple and efficient algorithm for deployment, 

organization, and management of the WSN. Not only lessening average moving 

distance, but also reducing the difference of the remaining energy among sensor 

nodes is essential for a longer lifetime. Because of the dynamic and distributed 

nature of deployment, it is a challenging task to gain full coverage in the ROI and 

to use energy of each sensor in a fair fashion.  

One much referenced deployment algorithm is distributed self-spreading 

algorithm (DSSA) [5_20]. The main idea of DSSA is to define a partial force for 

the movement of sensors during the deployment process. The force a node 

receives from a closer neighbor node is greater than that from a farther neighbor. 

The bottle neck in the deployment research should be how to improve the 

deployment efficiency when the node density is not low. When the node density is 

low, all proposed methods are able to deploy the nodes in a good way to cover 
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more area without much overlapping. But when the node density is high, the 

overlapped covered area becomes a big issue. The algorithms currently available 

are all produced less difference in the coverage when the nodes are crowd. The 

distance is another important criteria always being used in comparison. Also the 

comparison is done to other criteria improvement. The probability of outrage 

criteria was applied by Shu etc. [5_49] when comparing the algorithm 

performance with DSSA. Termination time [5_62] is used to compare the result 

with DSSA. 

Garetto etc. [5_13] discussed the sensor networks containing the nodes equipped 

with sensing and acting devices, which is both sensor and actuator network. 

Authors in [5_36] tried to combine the virtual force and particle swarm 

optimization. The results shown in the paper compared the three methods, virtual 

force (VF) only, particle swarm optimization (PSO) only and virtual force-

directed particle swarm optimization (VFPSO). An application-specific clustering 

protocol in nodes deployment, called low-energy adaptive clustering hierarchy 

(LEACH), was proposed in [5_18]. Two researchers [5_63, 5_64] also introduced 

a clustering method to deal with the node deployment, namely Hybrid Energy-

Efficient Distributed clustering (HEED). Simulated annealing algorithm was 

adopted to improve the deployment performance. The algorithm was called 

Stochastic Deployment Routine (SDR) [5_36]. Loo and others considered a 

system consisting of some cooperating mobile nodes that move toward a set of 

prioritized destinations under sensing and communication constrains [5_31]. They 

show how individual agents know when cooperation between agents improves the 

performance and when they should suspend cooperation. 

5.4 Summary 

Wireless sensor network (WSN) is attracting more and more attention with the 

development of the wireless communication, electronics, and mobile computation. 

It is critically important to maximize the lifetime of the whole network. This 
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includes how to minimize the energy consumption of the single sensor node and 

how to balance the lifetime among the sensor nodes. Since the nodes in wireless 

sensor network are error pruned, the lost of the information and the broken down 

of some nodes should be expected. The fault tolerant is also very important. For 

mobile wireless sensor network, a good deployment algorithm could maintain 

balanced energy consumption among sensor nodes and avoid trouble brought by 

node failure. Also, deployment of the sensor node becomes critical when the 

network topology needs to be update from time to time, or reliable of the sensor 

coverage is critical. In this dissertation, we proposed to construct the rules for 

directing sensor node deployment using FNN and to apply rule complexity 

reduction to gain concise accurate rule set. 
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Chapter 6 Construction and complexity reduction of 

fuzzy rule-based systems with Fuzzy Neural Networks 

Fuzzy logic has been widely used in data modeling in recent years. In this chapter, 

using FNN to construct and simplify the rule-based system is presented. The FNN 

structure used in constructing the rule base system is described and the pruning 

method for FNN is applied to simplify the rules. In order to gain best performance 

on accuracy and simplicity of the rule based system, multi-objective approach is 

adopted. The fuzzy neural networks are constructed with the help of evolutionary 

intelligence technique. The complexity reduction is also done using evolutionary 

computation algorithms. 

Our point of departure is a “standard” Takagi-Sugeno fuzzy model comprising of 

“c” rules in the form 

-if  x is Ai then y= fi(x, ai) 

i=1,2, .., c where x 



  R
n
. The design of the modes is well-reported in the 

literature and as usual consists of the two main steps, namely a construction of 

condition parts (through clustering of input data done in the input space) and 

applying linear regression to the formation of the linear local models fi. The 

number of rules(c) is determined by monitoring the behaviour of the model on the 

training and testing data. 

The performance of the model is expressed by the RMSE computed for the 

training set  





N

1k

2

kk )target)(FM(
N

1
xtrainingRMSE  

(1) 
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Where N denotes the number of data in the training set. In the same way, 

determined is the performance of the constructed model on the testing data (M 

data points) 





M

1k

2

kk )target)(FM(
M

1
xtestingRMSE  

(2) 

6.1 Approaches presented in literature 

The concept of interpretability of fuzzy rule-based models has been around for 

several decades and attracted a significant deal of attention. The transparency of 

fuzzy models is one of the outstanding and important features of fuzzy models. In 

contrast to the criterion of accuracy, whose quantification is relatively 

straightforward and easy to come up with performance indexes, transparency of 

fuzzy rules is more difficult to describe. What makes the fuzzy rule-based easier 

to interpret is still an open issue. It is quite subjective to assess and in one way or 

another invokes a factor of subjective judgment given that a human user is 

ultimately involved in the evaluation process. What become very much apparent 

are a multifaceted nature of the problem and a multitude of various approaches 

supported by various optimization technologies including evolutionary 

optimization. When it comes to the main factors worth considering when 

discussing a concept of interpretability, as denoted in Chapter 5, there have been 

quite a number of factors got involved in the reduction process.  

Ref. [6_1] discussed about 4 types of feature evaluation algorithms used for 

feature selection or reduction and proposed a min-redundancy and max-relevance 

search strategy to improve the classifier performance. Experiments on 14 datasets 

from machine learning repository were shown to demonstrate the advantages of 

new way of feature selection. The results were not compared with any existing 

reference to verify if the algorithm here was better or worse than other algorithms.  
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The paper is focusing on considering the attributes in the dataset having 

monotonic relation with the decision, and trying to design the classification 

algorithm for this type of datasets. Although it is not realistic that the real datasets 

could satisfy this condition, but the paper treats the inputs having monotonic 

relation with decision as criteria, kind of key attributes and the rest as normal 

attributes. Ref. [6_2] introduced a way to do feature selection based on fuzzy-

rough sets by maximizing the relevance and minimizing the redundancy of the 

selected features. The experiment results were evaluation in terms of classification 

error, class reparability and two dependency indexes, calculated based on some 

known datasets, like iris, wine, letter, isolet and satimg. There were quite a 

number of parameters to be chosen for the algorithm to perform well. This is a 

fuzzy rough set related feature selection technique. Ref. [6_3] reported the work 

in 1995 to construct and reduce the fuzzy rule based system. It showed the result 

for FAM bank data.  In total, there are (5*7)*7 [inputs*output], in total 245 rules 

after error back-propagation training. After pruning the rules, 35 (all input 

combination) rules remained and the performance improved after pruning 

compared with using all 245 rules in classification. The paper put forward an 

algorithm to construct the fuzzy rule base using FNN with all possible 

combination of input/output fuzzy sets. Then select one OR neuron for each AND 

neuron to connect with, in order to cut off conflicting rules. Ref. [6_4] discussed 

about the attribute reduction in fuzzy decision systems using the generalized fuzzy 

evidence theory. Some new concepts were introduced into this area and gave the 

related theory and proof. This paper is mainly discussing about the theory, no 

actual experiments were done. In ref. [6_5], the focus is putting on balancing 

invert pendulum to evaluate the result for the research. The algorithm in the paper 

found 12 rules were good enough, while some referred papers need 81. The 

experiment showed that the 12 rules could work well under changed parameters 

for the balancing invert pendulum system. The paper uses GA to construct the 

rules by selecting all possible combination of input variable linguistic terms. This 
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is somewhat like using FNN. The rule number reduction is done by setting 

maximum rule number and removing conflicting rules.  

We also applied the FRBS into the real world control problem, the deployment of 

wireless sensors in the wireless sensor networks, which will be stated in Chapter 7. 

6.2 Dataset description 

In the study, we experiment with a number of publicly available datasets coming 

from eight datasets from UCI Machine learning repository and DELVE repository; 

their main characteristics are listed in Table 6.1.  

 

Dataset  Number 

of input 

variables  

Number 

of data 

Origin of the data 

Abalone 8 4,177 UCI Machine learning repository 

(http://archive.ics.uci.edu/ml/) 

Auto MPG 7 392 UCI Machine learning repository 

Boston Housing 13 506 UCI Machine learning repository 

Computer Activity 21 8,192 DELVE repository 

(http://www.dcc.fc.up.pt/~ltorgo/Regression/Data

Sets.html) 

Concrete strength 8 1,030 UCI Machine learning repository 

Forest fires 12 517 UCI Machine learning repository 

Red wine quality 11 1,599 UCI Machine learning repository 

White wine quality 11 4,898 UCI Machine learning repository 

Table 6.1 Main characteristics of datasets used in the experiments (number of data 

and dimensionality) 
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6.3 Construction of Fuzzy Neural Networks 

We can generate the rule-based system based on the given problem from an 

algorithm, like FNN. There are total N rules and each rule has A input attributes. 

The ith rules could be represented as 

Ri: If Xi1 is Attr1 AND Xi2 is Attr2 AND … AND XiA is AttrA then y=fi(X,ai) 

The FNN applied here is fuzzy AND-OR neural network. The structure of FNN is 

shown in figure 6.1.  

 

Figure 6.1 FNN structure 

This is a novel way to construct the FNN. Like normal FNN, it has input layer to 

accept all input to the model and hidden layer with predefined number, m, of 

AND neurons, and the output layer is the OR neuron to aggregate the output from 

AND neurons. The number m is not related to the input attributes in the dataset 

under process or to the number of fuzzy sets defined on the input attributes. The 

value of m can be chosen universally for all the experiments. In our research, we 

select 9 for the value of m. In this way, the difficulty and the calculation 

complexity in designing the model can be dropped significantly for large complex 
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datasets. On the other hand, we need to maintain the diversity of the candidate 

models in order to find out the best fit model for a given dataset. Each AND 

neuron has n inputs. The number n equals to the number of input attributes in the 

raw inputs of the dataset. The input from the attribute is actually the fuzzy set 

membership value for continuous attributes or the 1-out-of-n value for discrete 

attributes. For each AND neuron, the dataset attributes will choose one of the 

fuzzy set to process the raw value and feed the fuzzy set calculation as the actual 

input value to this neuron. So to construct the FNN, we do not need only to tune 

the weights between inputs to AND neurons, AND neurons to OR neuron, but we 

also need to figure out the best attribute input fuzzy set combination to the AND 

neurons. This will enable the model to search for the best model with a 

comparatively simple FNN structure. To clearly describe the inputs to AND 

neuron, a sample input to the AND neuron for auto mpg dataset is displayed in 

figure 6.2. 

 

Figure 6.2 Sample of the inputs to the AND neuron 

The FNN will be trained with GA. The chromosome contains two sections, as 

shown in figure 6.3.  
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Figure 6.3 Chromosome structure 

One section is allocated to store the inputs to AND neurons, to represent the input 

attribute membership function (or discrete value index) indicator. The length is 

n×m, where n is the number of input attributes in raw dataset and m is the number 

of AND neurons. Each value in this section is an integer index value to indicate 

the fuzzy set to be applied. For example, for autompg dataset, if the gene is 

supposed to represent the input attribute of cylinders and the value is 2, this means 

the third fuzzy set, the index is starting from 0, will be applied. Thus the discrete 

value 5 will be returned. If the gene is used to stand for the input attribute 

horsepower and the value is 2, the fuzzy set representing "horsepower is high" 

will be applied to process the raw input value. The value for each gene in this 

section is set to be the integer values ranging from 0 to number of fuzzy sets 

defined on the related input attributes minus 1.  

The other section in the chromosome is used for weights connecting inputs to 

hidden layer AND neurons and hidden layer AND neurons to output layer OR 

neuron. The length for second part is n×m+m. The gene is this section is the real 

number in the range [0,1]. 
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we defined the accuracy of the model, Accu(FNN), based on the RMSE for 

training data in equation (1). 

trainingRMSE
FNNAccu




1

1
)(  

(3) 

The accuracy of the model is the larger the better, so it meets the requirement for 

GA fitness function. We use equation (3) to calculate the fitness value for each of 

the chromosome in the population. 

The pruning procedure introduced here is based on two thresholds (, ) for OR 

and AND neurons respectively. The underlying concept is straightforward and 

relates to the nature of the AND and OR neurons and their monotonic with regard 

to the values of the corresponding connections. Owing to the expression for the 

OR neuron, we note that the higher the value of the connection, the more essential 

the input. Lower values of the connections could then be dropped (pruned). To 

formalize this effect, let us introduce a certain threshold  with the values 

confined to the [0, 1]:  



 


otherwise 0

λ  wif   w
w λ                                                                                                  

(4) 

which returns an original value of the connection (w) if it exceeds or is equal to . 

Otherwise, it is too weak to keep. We prune the weak connections and replace 

them with zero values. The operation reflects our previous observation that 

weaker connections are related to the variables that could be eliminated. The 

higher the threshold, the more connections are eliminated from the original 

network, the more simple the network is, the less accurate the reduced FNN. 
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The threshold operation for the AND neurons are defined as follows: 



 


otherwise 1

μ  wif   w
w                                                                                                      

(5) 

where we use a certain different threshold, say . Now, the connections whose 

values are above the threshold  are pruned. By setting their values to 1 

(corresponding to a complete masking effect), we eliminate the corresponding 

input. The lower the value of the threshold, the more radical the resulting pruning 

of the AND neurons. The combination of these two thresholds (, ) serves as a 

general pruning mechanism. The choice of their values arises as a compromise 

between the reduced accuracy of the network and its increasing interpretability. 

More radical pruning (with the values of  close to one and values of  close to 

zero) leads to higher approximation error, but at the same time, results are in more 

compact and therefore easily interpretable structure (its underlying logic 

expression). These two characteristics are in conflict. Possible optimization is 

very much user-oriented: we may wish move with further reductions of the 

network given its interpretation benefits from the reduced form of the model and 

accept somewhat higher values of the approximation error. 

After the FNN is trained with GA, the thresholds for AND/OR neurons will be 

selected to reduce the complexity of the rules. The range for the thresholds is from 

0 to 1, since the weights in FNN are in the range of [0,1]. When carrying out 

Spruning, our focus will be put on how to get simplest structure of resulting FNN 

trained by GA, while keeping the FNN working with acceptable accuracy. We 

defined the simplicity of FNN, Simp(FNN).  

weightsN

N
FNNSimp

Cutweights
)(   
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(6) 

Thus, when we do pruning, we need to satisfy two competing objectives, accuracy 

and simplicity of the FNN to find the best thresholds for the AND and OR 

neurons. The two objectives are all monotonically increasing, so in order to gain 

the best trade-off between the model accuracy on dataset and the rule-based 

system simplicity, the multi-objective optimization is used to find the optimal 

thresholds. The multi-objective optimization method adopted here is Pareto 

approach. It is trained with multi-objective GA (MOGA), modified GA to realize 

Pareto approach. 

The MOGA chromosome for Pareto training just contains two real number values 

in [0,1], matching the thresholds for AND and OR neurons, as shown in figure 

6.4. 

 

Figure 6.4 Chromosome for MOGA of Pareto 

6.4 Experiments on data modeling 

Data modeling is to define and analyze the data requirement based on given data 

samples in order to be able to predict the future data input. 
 

For above 8 datasets described in table II-1, the FNN containing 9 AND neurons 

(m=9) and 1 OR neuron is selected in the following experiments. The experiments 

were carried out with 60-40 random training/testing split. The performance is 

reported as RMSE. The GA mutation rate is 0.1 and the crossover rate is 0.8. 

Population size is 100 and maximum generation is 100. 

The GA performance on some of the datasets is shown in figure 6.5. 
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Figure 6.5 GA performances over generations on Wine Quality datasets 

(red&white) 

The rules got from the GA trained FNN are containing all the input attributes. 

Taking auto mpg dataset results as the example, the rule sets for low, medium and 

high mpg are as following: 

IF 

 {[Cylinders IS 5]0.000 AND [Displacement IS LOW]1.000 AND [Horsepower IS MEDIUM]0.000 AND [Weight IS 

MEDIUM]0.372 AND [Acceleration IS MEDIUM]0.791 AND [ModelYear IS 79]0.845 AND [Origin IS 1]1.000}1.000 

 OR {[Cylinders IS 6]0.000 AND [Displacement IS HIGH]0.940 AND [Horsepower IS MEDIUM]0.951 AND [Weight IS 
MEDIUM]0.981 AND [Acceleration IS MEDIUM]0.466 AND [ModelYear IS 79]0.879 AND [Origin IS 1]0.980}1.000 

 OR {[Cylinders IS 6]0.083 AND [Displacement IS MEDIUM]0.861 AND [Horsepower IS MEDIUM]0.000 AND 

[Weight IS LOW]0.871 AND [Acceleration IS LOW]0.635 AND [ModelYear IS 82]0.754 AND [Origin IS 1]0.642}1.000 

 OR {[Cylinders IS 6]0.211 AND [Displacement IS MEDIUM]1.000 AND [Horsepower IS MEDIUM]0.168 AND 

[Weight IS LOW]0.801 AND [Acceleration IS HIGH]0.771 AND [ModelYear IS 77]0.556 AND [Origin IS 1]0.165}0.454 

 OR {[Cylinders IS 3]0.219 AND [Displacement IS LOW]0.466 AND [Horsepower IS MEDIUM]0.191 AND [Weight IS 
MEDIUM]0.467 AND [Acceleration IS LOW]0.755 AND [ModelYear IS 70]0.917 AND [Origin IS 1]0.790}0.303 

 OR {[Cylinders IS 5]0.851 AND [Displacement IS MEDIUM]0.823 AND [Horsepower IS MEDIUM]0.000 AND 

[Weight IS LOW]1.000 AND [Acceleration IS MEDIUM]0.851 AND [ModelYear IS 74]0.947 AND [Origin IS 
2]0.838}0.792 

 OR {[Cylinders IS 4]0.927 AND [Displacement IS LOW]0.963 AND [Horsepower IS MEDIUM]0.891 AND [Weight IS 

MEDIUM]0.110 AND [Acceleration IS HIGH]0.526 AND [ModelYear IS 73]0.755 AND [Origin IS 3]0.537}0.407 
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 OR {[Cylinders IS 3]0.117 AND [Displacement IS MEDIUM]0.665 AND [Horsepower IS LOW]0.578 AND [Weight IS 

MEDIUM]1.000 AND [Acceleration IS LOW]0.374 AND [ModelYear IS 81]0.612 AND [Origin IS 2]0.000}0.108 

 OR {[Cylinders IS 6]0.883 AND [Displacement IS LOW]0.249 AND [Horsepower IS LOW]0.174 AND [Weight IS 

MEDIUM]0.354 AND [Acceleration IS LOW]0.402 AND [ModelYear IS 70]0.986 AND [Origin IS 2]0.875}0.000 

 THEN MPG IS LOW 

IF 

 {[Cylinders IS 3]0.843 AND [Displacement IS MEDIUM]0.044 AND [Horsepower IS LOW]0.411 AND [Weight IS 
MEDIUM]0.665 AND [Acceleration IS LOW]0.540 AND [ModelYear IS 76]0.390 AND [Origin IS 1]0.753}0.749 

 OR {[Cylinders IS 6]0.403 AND [Displacement IS MEDIUM]0.310 AND [Horsepower IS LOW]0.307 AND [Weight IS 

MEDIUM]0.806 AND [Acceleration IS MEDIUM]0.398 AND [ModelYear IS 81]0.166 AND [Origin IS 1]0.287}0.967 

 OR {[Cylinders IS 5]0.979 AND [Displacement IS MEDIUM]0.263 AND [Horsepower IS LOW]0.262 AND [Weight IS 

MEDIUM]0.416 AND [Acceleration IS LOW]0.877 AND [ModelYear IS 80]0.089 AND [Origin IS 1]0.092}0.331 

 OR {[Cylinders IS 4]0.394 AND [Displacement IS LOW]0.366 AND [Horsepower IS MEDIUM]0.881 AND [Weight IS 
MEDIUM]0.331 AND [Acceleration IS LOW]0.626 AND [ModelYear IS 77]0.426 AND [Origin IS 1]0.630}0.473 

 OR {[Cylinders IS 5]0.735 AND [Displacement IS MEDIUM]0.166 AND [Horsepower IS MEDIUM]0.432 AND 

[Weight IS MEDIUM]0.073 AND [Acceleration IS LOW]0.984 AND [ModelYear IS 78]0.802 AND [Origin IS 
1]0.048}0.987 

 OR {[Cylinders IS 5]0.664 AND [Displacement IS LOW]0.893 AND [Horsepower IS LOW]0.045 AND [Weight IS 

LOW]0.354 AND [Acceleration IS LOW]0.793 AND [ModelYear IS 74]0.890 AND [Origin IS 2]0.330}0.208 

 OR {[Cylinders IS 6]0.398 AND [Displacement IS MEDIUM]0.773 AND [Horsepower IS MEDIUM]0.166 AND 

[Weight IS MEDIUM]0.184 AND [Acceleration IS LOW]0.802 AND [ModelYear IS 78]0.641 AND [Origin IS 

1]0.407}0.017 

 OR {[Cylinders IS 5]0.655 AND [Displacement IS LOW]0.591 AND [Horsepower IS MEDIUM]0.294 AND [Weight IS 

LOW]0.512 AND [Acceleration IS MEDIUM]0.792 AND [ModelYear IS 79]0.899 AND [Origin IS 2]0.993}0.391 

 OR {[Cylinders IS 5]0.199 AND [Displacement IS MEDIUM]0.435 AND [Horsepower IS LOW]0.713 AND [Weight IS 
MEDIUM]0.765 AND [Acceleration IS LOW]0.919 AND [ModelYear IS 71]0.113 AND [Origin IS 2]0.297}0.721 

 THEN MPG IS MEDIUM 

IF 

 {[Cylinders IS 3]0.000 AND [Displacement IS MEDIUM]1.000 AND [Horsepower IS LOW]0.397 AND [Weight IS 
MEDIUM]0.000 AND [Acceleration IS MEDIUM]0.521 AND [ModelYear IS 76]0.122 AND [Origin IS 1]0.000}0.087 

 OR {[Cylinders IS 3]1.000 AND [Displacement IS LOW]0.739 AND [Horsepower IS LOW]0.169 AND [Weight IS 

LOW]0.000 AND [Acceleration IS LOW]0.000 AND [ModelYear IS 80]0.934 AND [Origin IS 1]0.912}0.546 

 OR {[Cylinders IS 5]0.235 AND [Displacement IS LOW]0.284 AND [Horsepower IS LOW]0.094 AND [Weight IS 

HIGH]0.385 AND [Acceleration IS LOW]0.810 AND [ModelYear IS 80]0.006 AND [Origin IS 2]0.099}0.000 

 OR {[Cylinders IS 3]0.000 AND [Displacement IS LOW]0.523 AND [Horsepower IS HIGH]0.522 AND [Weight IS 
LOW]0.000 AND [Acceleration IS MEDIUM]1.000 AND [ModelYear IS 73]1.000 AND [Origin IS 1]0.664}0.000 

 OR {[Cylinders IS 5]0.066 AND [Displacement IS LOW]1.000 AND [Horsepower IS LOW]0.362 AND [Weight IS 

HIGH]0.815 AND [Acceleration IS LOW]0.000 AND [ModelYear IS 81]1.000 AND [Origin IS 1]0.131}0.494 

 OR {[Cylinders IS 3]0.000 AND [Displacement IS LOW]0.682 AND [Horsepower IS LOW]0.242 AND [Weight IS 

HIGH]1.000 AND [Acceleration IS HIGH]0.000 AND [ModelYear IS 82]0.234 AND [Origin IS 2]0.000}0.000 

 OR {[Cylinders IS 8]0.000 AND [Displacement IS HIGH]0.194 AND [Horsepower IS MEDIUM]0.817 AND [Weight IS 
HIGH]0.442 AND [Acceleration IS HIGH]1.000 AND [ModelYear IS 70]0.354 AND [Origin IS 3]0.853}0.000 

 OR {[Cylinders IS 4]0.953 AND [Displacement IS LOW]0.507 AND [Horsepower IS HIGH]0.000 AND [Weight IS 

MEDIUM]0.652 AND [Acceleration IS LOW]1.000 AND [ModelYear IS 70]0.000 AND [Origin IS 1]0.986}0.000 

 OR {[Cylinders IS 4]0.821 AND [Displacement IS LOW]1.000 AND [Horsepower IS LOW]0.939 AND [Weight IS 

HIGH]0.604 AND [Acceleration IS MEDIUM]0.000 AND [ModelYear IS 80]0.000 AND [Origin IS 2]0.458}0.000 

 THEN MPG IS HIGH 
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Pareto approach is used to reduce the complexity of the rules. Two goals are 

chosen as competitive objects in Pareto, accuracy and simplicity. The two goals 

are all trying to get the optimal maxima and conflicting with each other. The 

Pareto surface is shown as below. 
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Figure 6.6 Pareto surfaces for each dataset 

If selecting an acceptable accuracy and a good simplicity, for above auto mpg 

dataset rules, picking (accuracy, simplicity) pairs of (0.829770, 0.666667) for low, 

(0.621555, 0.680556) for medium, and (0.870625, 0.888889) for high. The 

resulting rule set becomes much simpler. 

IF 

 {[Cylinders IS 5]0.000 AND [Displacement IS LOW]1.000 AND [Horsepower IS MEDIUM]0.000 AND [Weight IS 

MEDIUM]0.372 AND [Acceleration IS MEDIUM]0.791 AND [ModelYear IS 79]0.845 AND [Origin IS 1]1.000}1.000 

 OR {[Cylinders IS 6]0.000 AND [Displacement IS HIGH]0.940 AND [Horsepower IS MEDIUM]0.951 AND [Weight IS 

MEDIUM]0.981 AND [Acceleration IS MEDIUM]0.466 AND [ModelYear IS 79]0.879 AND [Origin IS 1]0.980}1.000 

 OR {[Cylinders IS 6]0.083 AND [Displacement IS MEDIUM]0.861 AND [Horsepower ISMEDIUM]0.000 AND [Weight 

IS LOW]0.871 AND [Acceleration IS LOW]0.635 AND [ModelYear IS 82]0.754 AND [Origin IS 1]0.642}1.000 

 THEN MPG IS LOW 

IF 

 {[Cylinders IS 3]0.843 AND [Displacement IS MEDIUM]0.044 AND [Horsepower IS LOW]0.411 AND [Weight IS 

MEDIUM]0.665 AND [Acceleration IS LOW]0.540 AND [ModelYear IS 76]0.390 AND [Origin IS 1]0.753}0.749 

 OR {[Cylinders IS 6]0.403 AND [Displacement IS MEDIUM]0.310 AND [Horsepower IS LOW]0.307 AND [Weight IS 

MEDIUM]0.806 AND [Acceleration IS MEDIUM]0.398 AND [ModelYear IS 81]0.166 AND [Origin IS 1]0.287}0.967 
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 OR {[Cylinders IS 5]0.735 AND [Displacement IS MEDIUM]0.166 AND [Horsepower IS MEDIUM]0.432 AND 

[Weight IS MEDIUM]0.073 AND [ModelYear IS 78]0.802 AND [Origin IS 1]0.048}0.987 

 THEN MPG IS MEDIUM 

IF 

  {[Cylinders IS 3]0.000 AND [Horsepower IS LOW]0.397 AND [Weight IS MEDIUM]0.000 

 AND [Acceleration IS MEDIUM]0.521 AND [ModelYear IS 76]0.122 AND [Origin IS 1]0.000}0.087 

 OR {[Horsepower IS LOW]0.169 AND [Weight IS LOW]0.000 AND [Acceleration IS LOW]0.000}0.546 

 OR {[Cylinders IS 5]0.066 AND [Horsepower IS LOW]0.362 AND [Acceleration IS LOW]0.000 AND [Origin IS 

1]0.131}0.494  

THEN MPG IS HIGH 

From above results for autompg dataset, we can see that the rule set after applying 

the pruning method become much simpler and more interpretable. The number of 

rules in the rule set dropped from 9 to 3 for each of the three outputs. The 

dimension is also reduced for some rules. For example, for output "MPG is 

HIGH", the three rules have input numbers of 6, 4 and 3 respectively, compared 

with the original 7 attributes for each rules before pruning. Table 6.2 summarized 

the rule complexity reduction results for each dataset on every fuzzy set for the 

output. The pruning thresholds for AND and OR neurons are selected based on 

the Pareto front by choosing the acceptable balance between the simplicity 

(interpretability) and the accuracy of the FNN. 

The rule complexity before pruning has the entry of format n×m, where n is the 

number of input attributes in each rule and m is the number of rules, e.g., for 

autompg dataset, "MPG is HIGH" output, 7×9 means there are in total 9 rules and 

7 input attributes for each rule. The entries in column rule complexity after 

pruning are displayed as the aggregation of a serial of integers, in the format of 

n1+n2+..+nr, where the number of coefficient, r, is the number of rule and each 

coefficient indicates the number of input attributes in that specific rule. For 

example, for output "MPG is HIGH", the entry is 6 + 4 +3. This means that there 
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are in total 3 rules left after pruning and the three rules have number of input 

attributes as 6, 4 and 3 respectively. 

Dataset Rule complexity before pruning Rule complexity after pruning 

 

Abalone 

Low 8 × 9 5 + 3 

Med 8 × 9 4 + 3 + 3 

High 8 × 9 2 + 2 + 3 + 3 

 

Autompg 

Low 7 × 9 7 + 7 + 7 

Med 7 × 9 7 + 7 + 6 

High 7 × 9 6 + 4 + 3 

 

Boston housing 

Low 13 × 9 6 + 5 + 3 + 2 

Med 13 × 9 5 + 3 + 3 

High 13 × 9 7 + 4 + 3 + 3 + 2 

 

Computer activity 

Low 21 × 9 8 + 6 + 2 

Med 21 × 9 7 + 6 

High 21 × 9 3 + 3 + 3 

 

Concrete strength 

Low 8 × 9 4 + 3 + 2 

Med 8 × 9 5 + 2 + 2 

High 8 × 9 3 + 3 

 

Forest fires 

Low 12 × 9 4 + 2 

Med 12 × 9 3 + 3 

High 12 × 9 6 + 6 + 5 + 4 + 3 + 2 

 

Red wine quality 

Low 11 × 9 5 + 4 + 2 

Med 11 × 9 4 + 3 

High 11 × 9 3 + 3 + 3 

 

White wine quality 

 

Low 11 × 9 4 + 2 + 2 

Med 11 × 9 5 + 3 + 2 

High 11 × 9 4 + 3 + 3 + 2 

Table 6.2 Rule complexity reduction results 

From table 6.1, we can summarize that the models after pruning with acceptable 

balancing between simplicity and accuracy really produce the good 

interpretability from the generated FNN model for all the 8 datasets in our 

experiments. 
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6.5 Discussion 

In this study, we have proposed a method to make use of fuzzy neural network 

composed of AND/OR fuzzy neurons. By adjusting the connections of the 

neurons one could easily model intermediate logic characteristics of the logic 

mapping. We have proposed a genetic scheme of optimization of the network with 

intent of addressing the structural facet of learning.  

In the design of the network we have demonstrated the role of the interface 

between the physical variables and those of logic character required by the model. 

The encoding scheme dwells on fuzzy sets treated as a collection of semantically 

sound information granules. By using Pareto approach in getting better accuracy 

and simplicity, we can choose the best model suitable for the actual needs. 

From the experiments, we can see that the construction of the rule-based system 

and the pruning of the system are efficient and acceptable. 
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Chapter 7 Neuro-fuzzy Controller for Deployment of 

Sensors 

Deployment methods using mobile nodes have been proposed to enhance network 

coverage and to extend the network lifetime via configuration of uniformly 

distributed node topologies from random node distributions. Since mobility itself 

requires energy from its own limited energy source, a deployment scheme should 

be designed carefully to minimize energy consumption during deployment as well 

as achieve certain goals such as satisfactory coverage and/or an energy efficient 

node topology. Moreover, it is desirable for a distributed sensor network node to 

have relatively simple hardware architecture, which requires minimal computing 

power and memory. Each node should have a simple and efficient algorithm for 

deployment, organization, and management of the WSN. Deployment process 

itself is very energy consuming due to the locomotive action as well as 

computation and communication associated with it. Not only minimizing average 

moving distance, but also reducing the difference of the remaining energy among 

sensor nodes is essential for a longer system lifetime. Due to the dynamic and 

distributed nature of deployment, it is a challenging task to obtain full coverage in 

the region of interest (ROI) and to utilize energy of each sensor in a relatively fair 

fashion.  

In this chapter, we applied FNN based FRBS, proposed in Chapter 6, into the 

deployment of the wireless sensor networks. Fuzzy C-means based FRBS will not 

be tackled for this controlling issue. 

7.1 Overview and Architecture 

Neuro-fuzzy Controller is applied in the strategy of sensor node deployment. The 

goal of the deployment is to achieve the high coverage and good uniformity. The 

fuzzy controller will direct the nodes to move away from crowd environment. In 
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consequence, more uncovered area will be in the sensing range of sensor nodes 

and the uniformity will be improved. The effect resulting from the fuzzy logic 

system is the sensor’s traveling distance during the redeployment.  

 Inputs 

There are two antecedents to indicate the metrics for rule-based deployment. The 

first antecedent is for local density (LD). The neighbour is defined as the other 

sensors inside the communication range, Rc, of the sensor. The value for LD is the 

number of neighbours plus 1 and ranging from 1 (isolated) to total node number n, 

that is [1,n]. The second antecedent is for average Euclidean distance (AED) from 

current sensor to all its neighbours. The calculation of Euclidean distance between 

two n-dimension nodes, p and q, is shown in equation (1), where p is represented 

as (p1, p2, ... , pn) and q is represented as (q1, q2, ... , qn). 





n

i

iiqp qpED
1

2

, )(  

(1) 

To simplify the symbol here, we denote EDi as the Euclidean distance from 

current sensor to its i
th

 neighbour.  

The two antecedents will be useful for improving the coverage and to increase the 

uniformity. These two characters described the crowdedness in the specified area. 

If it is too crowd, the sensor should move a little far from its neighbours. On the 

other hand, it might move a shorter distance or even stand still. The distance to the 

neighbours indicates the crowdedness in the surrounding area. The range for AED 

is from 0 to communication range (Rc). The network lifetime is close related to 

each node’s lifetime. If one node dies, the whole wireless sensor network might 

become non-functioning. So the remaining power for each node should be as 

similar as possible to extend the network lifetime. The remaining power of the 

nodes is closely related to the moving distance during the deployment stage. In 
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order to extend the lifetime of the WSN, the deployment algorithm needs to 

minimize the movement of the nodes in the network. Table 7.1 summarizes the 

antecedents interested in carrying out node deployment in WSN. 

antecedent Calculation Range 

local density (LD) 1 neigbourNLD  [1,n] 

average Euclidean distance (AED) 

m

ED

AED

m

i

i
 1  

[0,Rc] 

Table 7.1 Antecedent description 

 Fuzzification 

The three antecedents provide numeric inputs to the FLS, which are actually 

inputs for the fuzzifier in the FLS. Three fuzzy sets are defined for the antecedents. 

The fuzzy sets use trapezoid and triangular membership functions.  

 Fuzzification for Local Density 

Local density (LD) is the counting of the nearby nodes within current sensor’s 

communication range. The three fuzzy sets are labelled as low, moderate and high.  

                                    

Figure 7.1 Fuzzy sets for local density 

 

 Fuzzification for Average Euclidean Distance 

Average Euclidean distance (AED) is the result of the mean value for all the 

distance between the node and its neighbours. The minimum value for AED is 0, 
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which means all nodes are located at the same spot. The maximum value is the 

communication range, Rc, which indicates that all the neighbours are in the 

marginal range of the definition of a neighbour. The three fuzzy sets are labelled 

as near, moderate and far.  

                 

a)   For local density                               b) For AED and consequence 

Figure 7.2 Fuzzy sets defined for the input/output variables 

 Fuzzy Sets for Consequence 

The consequence of the FLS, which is the travel distance for the sensor node in 

current deployment iteration, works in the range [0,B], where B is the base 

moving distance. B is also used in the scaling stage. The consequence also has 

three fuzzy sets. They are denoted as near, moderate and far, which were shown 

as Figure 7.2. 

 Fuzzy neural network structure  

The fuzzy neural network will have three OR neurons matching the three fuzzy 

set output of the consequence. The number of AND neurons in hidden layer is 

equal to the max number of rules. For 2 numeric inputs with each having 3 fuzzy 

sets, the max number of rules will be 9, then the fuzzy neural network will have 9 

AND neurons. Each AND neuron is connected to the 3 OR neurons at the output 

layer. For 3 numeric inputs with each having 3 fuzzy sets, the max number of 

rules will be 27, then the fuzzy neural network will have 27 AND neurons. Each 

AND neuron is connected to the 3 OR neurons at the output layer. Here shows the 

fuzzy neural network structure with 2 numeric inputs. 
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Figure 7.3 fuzzy neural network structures for two numeric inputs 

 Inference and defuzzification of the output 

Taking above fuzzy network as example in Figure 7.3, for each consequence 

fuzzified output, a summarizing node is defined, which collects the rules that give 

the corresponding consequence fuzzy value. The 3 outputs of the summarizing 

nodes will go into the final processing node, where the following calculation is 

done. 

       
321

332211

OOO

POPOPO
F




   

 (2) 

Where Oi is the output from i
th

 summarizing node, and Pi is the dividing point for 

i
th

 fuzzy scope of the consequence. With this calculation, the final value will be in 

the real world range, no scaling operation needed.  

 Moving direction 

The sensor’s moving direction is calculated using the Coulomb's law in physics, 

which computes the sum of the vector’s subtraction. If the sensor locates at 

position ),( yxS


 and it has n neighbours, whose position is denoted as ),( iii yxS


 

for i
th

 neighbour, the final vector 
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Figure 7.4 describes the calculation of the moving angle when the node 

),( yxS has two neighbours ),( 11 yxS and ),( 22 yxS . 

 

Figure 7.4 Calculation of the moving angle 

 Special Treatment for the Isolated Nodes 

When the node has no neighbour, it is an isolated node. Since the isolated nodes 

are totally no use for the wireless sensor network. The information got by the 

isolated nodes could not be shared with other nodes and the base station, so we 

should try best to eliminate the isolated nodes. For the isolated node, the FLS will 

not be used to direct the movement of the node. Instead, the node will move a 
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fixed distance in the possible direction of meeting other nodes.  Here the fixed 

distance is used as the maximum possible movement distance of a node, which is 

defined as the base movement distance, B. In this research, B will be 

using cR1.0 , cR2.0 or cR3.0  as sample experiments. For the moving 

direction of the isolated node, we define 4 areas for the location of the node and 

shown in Figure 7.5. If the node is in area 1, it will be moving toward P2. If it is 

in area 2, the direction will be facing P4 and area 3 for P1 and area 4 for P3. 

 

 

Figure 7.5 Moving directions for isolated nodes 

7.2 Pruning to obtain rules 

In the heart of fuzzy logic networks lies their interpretability. In essence this 

means that we can take the optimized network and effortlessly produce its logic 

expression. As the neurons come with a well- defined semantics, the transparency 

of the network is evident. There is however, a possibility of producing even a 

more condensed logic description by confining ourselves to the most “essential” 

part of the network. This is accomplished by reducing the weakest and least 

meaningful connections. This concept of pruning is guided by the properties of 

AND and OR neurons and the underlying t- and s- norms, in particular. 

The pruning procedure introduced in this section is inherently associated with the 

(, ) notation hence the name of the pruning procedure. The underlying concept 

is straightforward and relates to the nature of the AND and OR neurons and their 
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monotonicity with regard to the values of the corresponding connections. Owing 

to the expression for the OR neuron, we note that the higher the value of the 

connection, the more essential the input. Lower values of the connections could 

be then dropped (pruned). To formalize this effect, let us introduce a certain 

threshold  with the values confined to the [0,1]. If w is quite weak (w<), we 

prune the connection and return a zero value. Or else wis set to the original value 

of the connection (w) if it exceeds or is equal to . The higher the threshold, the 

more connections become eliminated from the original network. The operation 

reflects our previous observation that weaker connections relate to the variables 

that could be eliminated. 

Similarly, the threshold could be defined for the AND neurons is defined, say  in 

range [0,1]. Now the connections whose values are above the threshold  are 

pruned by setting their values to 1 (that corresponds to a complete masking effect). 

Thus we eliminate the corresponding input. The lower the value of the threshold, 

the more radical the resulting pruning of the AND neurons. The combination of 

these two thresholds (, ) serves as a general pruning mechanism. The choice of 

their values arises as a compromise between the reduced accuracy of the network 

and its increasing interpretability. More radical pruning (with the values of  close 

to one and values of  close to zero) leads to higher approximation error but at the 

same time results in more compact and therefore easily interpretable structure (its 

underlying logic expression). These two characteristics are in conflict. Possible 

optimization is very much user-oriented: we may wish move with further 

reductions of the network given its interpretation benefits from the reduced form 

of the model and accept somewhat higher values of the approximation error. 

7.3 Simulator for WSN deployment 

Simulator could model and simulate Wireless Sensor Networks. There are a 

number of simulators available, such as NS-2, J-Sim, MatLab’s Prowler 

(Probabilistic Wireless Network Simulator) toolbox, etc. Those available 
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simulators are having their merits in simulating the WSN behaviors, but either it 

is not easy (or unable) to modify the functionality, or not suitable for deployment 

process. After putting much effort in making an existing simulator working for 

our research, we started to create a simulator for WSN deployment. Currently, the 

simulator is working properly for node deployment. The simulator is designed as 

combination of different modules, which makes it easy to do experiments for 

different deployment algorithms. Currently, the following algorithms have been 

added in: DSSA, fuzzy rule-based deployment algorithm in [57] and our neuro-

fuzzy networks.  

7.4 Experiments 

 General setting 

Some preliminary experiments are carried out to train the fuzzy neural networks. 

Since the sensor nodes equipped with mobile device are more expensive than the 

static sensor nodes. When dealing with the deployment for mobile wireless sensor 

network, our focus should be lay on the scenario about using less sensor nodes to 

cover the whole region of interest. Here, the sample experiments are done for the 

WSN not able to cover the whole area. The sensor node parameters are 

communication range Rc=100, sensing range Rs=50, the region of interest with the 

size as 500 * 500, or 250 * 250. Two numeric inputs, local density and average 

distance, are applied. 

 GA for constructing the FNN 

The GA was applied in training the model. The population size was set to 100 and 

the maximum generation is 100. The chromosome represents the connecting 

weights between neurons in the neuro-fuzzy network. To be generalized, the 

model will be run over 30 randomly initialized network and try to optimize on 

those WSNs. The fitness function is the average coverage over those separate runs. 
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The scope for this is in [0,1]. A large number of GA experiments were done based 

on different generation, population, crossover rate, and mutation rate. 

In our setting, we defined 3 fuzzy sets on each of the 2 inputs, so the maximum 

number of rules will be 9. Our model is using all 9 rules as the AND neurons and 

connecting those AND neurons to the 3 output OR neurons matching 3 fuzzy sets 

on conclusion. With normal pruning, we will just cut off the connections based on 

the threshold. The final structure will have same AND neuron connecting to more 

than one output OR neurons. Logically, this is confusing when trying to interpret 

those rules. The new way of analyzing the structure is trying to avoid confusion.  

 Simple pruning: 1 out of n connection pruning method 

For each AND neuron, there will be n (here equals to 3) connections to each of 

the OR neuron. The simple pruning will cut off all the connections coming out of 

the AND neuron but the one with highest weight value. In our model, it will be 

kept one connection from each AND neuron and the other two will be cut off. 

There will not have duplicate rules among outputs. 

 

 Pareto based pruning 

Similar pruning approach was applied as done for FNN in chapter 6. Here the 

Pareto will try to find the optimal solution for three competitive objectives: 

maximum coverage, network complexity and the contrary of minimum moving 

distance. The contrary of the minimum moving distance is calculated with 

B

DB 
 

(6) 

where B is the base movement value and the D is the average moving distance for 

each node in each iteration of deployment. 
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Here we are taking advantage of our model.  We are comparing the 3 weight 

coming out of each AND neuron to the 3 OR neurons. Thus the final model will 

take all 9 rules (currently, without applying pruning) scattered on 3 outputs. Based 

on above information, following experiments were carried out. 

7.4.1 Coverage optimization with simple pruning 

GA was used to train the FNN to construct the system. The fitness function is just 

the coverage of the WSN. The chromosome length is 27, which is the count of the 

number of connections between each of the 9 AND neurons and each of the 3 OR 

neurons. The chromosome uses real number in [0,1] for the gene value. 

First, we want to see what the optimal value for maximum deployment iteration 

will be.  
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72.9+3.4 

73.0+3.3 

77.4+3.2 

81.1+3.0 

84.1+2.8 

86.4+2.6 

88.0+2.3 

89.1+2.1 

89.9+2.0 

90.4+1.9 

90.9+1.7 

91.1+1.5 

91.3+1.4 

91.5+1.4 

91.6+1.3 

91.7+1.2 

91.8+1.2 

91.9+1.1 

92.5+1.0 

Move 10.1+1.6 9.8+1.1 9.6+1.0 9.4+0.8 8.9+0.6 8.6+0.4 8.3+0.3 8.1+0.1 
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distance 

Orphan 

ratio 

36.8+2.2 26.9+0.9 20.2+1.8 17.7+1.9 12.1+1.5 7.5+1.7 3.6+0.2 0.9+0.6 

Table 7.2 Rc=100, Rs=50, moving base value 20 and 200 runs 
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Figure 7.6 Plot for the coverage when base is 20 

Similar experiments were redone on the changes to the base moving value of 10 

and 30. 

 10 15 20 25 30 35 40 45 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

25.3+1.9 

25.8+1.9 

26.7+1.8 

27.4+1.7 

28.0+1.6 

28.5+1.5 

28.9+1.4 

29.1+1.3 

29.4+1.3 

29.6+1.2 

29.8+1.1 

35.4+2.4 

35.7+2.4 

37.0+2.4 

38.2+2.4 

39.1+2.3 

40.0+2.2 

40.7+2.2 

41.3+2.1 

41.8+2.1 

42.2+2.0 

42.6+2.0 

44.1+3.0 

44.2+2.9 

45.9+2.9 

47.4+2.9 

48.6+2.8 

49.8+2.8 

50.7+2.8 

51.6+2.7 

52.4+2.6 

53.1+2.6 

53.7+2.5 

51.5+3.2 

51.5+3.2 

53.4+3.2 

55.1+3.2 

56.7+3.2 

58.1+3.2 

59.3+3.1 

60.4+3.0 

61.4+3.0 

62.3+2.9 

63.1+2.9 

58.1+3.1 

58.0+3.1 

60.1+3.1 

62.1+3.0 

63.9+2.9 

65.5+2.9 

66.9+2.8 

68.2+2.7 

69.4+2.6 

70.4+2.5 

71.3+2.4 

63.0+3.3 

63.0+3.3 

65.3+3.3 

67.4+3.2 

69.3+3.1 

71.0+3.0 

72.6+3.0 

74.0+2.8 

75.3+2.7 

76.5+2.6 

77.5+2.5 

68.2+3.2 

68.2+3.2 

70.5+3.2 

72.7+3.2 

74.7+3.1 

76.5+3.1 

78.1+3.0 

79.6+3.0 

81.0+2.9 

82.1+2.8 

83.2+2.7 

72.1+3.6 

72.2+3.6 

74.5+3.6 

76.7+3.5 

78.7+3.5 

80.5+3.4 

82.1+3.3 

83.6+3.2 

84.9+3.1 

86.1+3.0 

87.0+2.8 
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Table 7.3 Rc =100, Rs =50, moving base value 10 and 200 runs 

 10 15 20 25 30 35 40 45 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

49 

25.2+1.9 

26.2+1.9 

28.0+1.6 

28.9+1.2 

29.4+1.0 

29.7+0.9 

29.7+0.9 

29.7+0.8 

29.8+0.8 

29.8+0.8 

29.8+0.7 

29.8+0.7 

29.9+0.7 

29.9+0.7 

35.5+2.6 

36.0+2.6 

39.1+2.4 

40.9+2.2 

41.8+1.9 

42.4+1.8 

42.9+1.7 

43.1+1.5 

43.5+1.4 

43.7+1.4 

43.8+1.3 

43.9+1.3 

43.9+1.2 

44.6+0.9 

44.0+3.0 

44.1+2.9 

48.3+2.8 

51.1+2.6 

52.8+2.4 

53.9+2.2 

54.6+2.1 

55.1+2.1 

55.5+1.9 

55.8+1.8 

56.1+1.8 

56.3+1.8 

56.5+1.8 

57.5+1.3 

51.4+3.2 

51.1+3.4 

56.2+3.3 

59.8+3.1 

62.2+2.9 

63.5+2.7 

64.4+2.7 

65.0+2.5 

65.6+2.4 

66.1+2.3 

66.3+2.3 

66.8+2.3 

66.9+2.2 

68.1+1.5 

57.9+3.4 

57.6+3.4 

63.5+3.4 

67.7+3.2 

70.3+2.9 

71.9+2.6 

72.8+2.4 

73.5+2.4 

73.9+2.3 

74.4+2.3 

74.6+2.3 

74.7+2.2 

74.9+2.1 

76.2+1.8 

63.6+3.5 

63.4+3.4 

69.5+3.4 

74.0+3.2 

77.1+2.8 

79.0+2.4 

80.1+2.2 

80.8+2.0 

81.4+1.9 

81.7+1.8 

81.9+1.7 

82.1+1.7 

82.3+1.6 

82.7+1.5 

68.2+3.2 

68.1+3.2 

74.6+3.1 

79.4+3.0 

82.6+2.7 

84.6+2.3 

85.7+2.0 

86.5+1.8 

86.9+1.6 

87.2+1.5 

87.3+1.4 

87.5+1.4 

87.5+1.3 

87.7+1.2 

71.8+3.5 

71.6+3.5 

78.0+3.4 

82.8+3.1 

86.1+2.7 

88.1+2.3 

89.2+2.0 

89.9+1.6 

90.3+1.4 

90.7+1.3 

90.9+1.2 

91.0+1.1 

91.1+1.0 

91.9+0.8 

Move 

distance 

15.4+2.4 15.0+2.1 14.4+1.4 13.9+1.2 13.5+1.0 12.8+0.6 12.4+0.4 12.1+0.2 

Orphan 

ratio 

38.8+0.8 28.8+2.1 22.3+1.7 18.8+1.5 13.3+0.8 8.2+1.4 3.0+0.9 0.8+0.2 

Table 7.4 Rc =100, Rs =50, moving base value 30 and 200 runs 

We can get a better view of the improvement after the nodes are directed by 

neuro-fuzzy network controller through the simulator results. Figure 7.7 shows 

the pictures captured from the simulator. The deployment improved the coverage 

11 

12 

13 

14 

15 

16 

17 

49 

29.9+1.1 

30.1+1.0 

30.1+1.0 

30.2+0.9 

30.3+0.8 

30.4+0.7 

30.5+0.7 

30.9+0.3 

42.9+2.0 

43.2+1.9 

43.4+1.9 

43.6+1.8 

43.8+1.8 

44.0+1.7 

44.1+1.7 

45.4+0.4 

54.2+2.4 

54.6+2.4 

55.0+2.4 

55.3+2.3 

55.6+2.3 

55.8+2.3 

56.1+2.2 

58.2+1.9 

63.7+2.8 

64.3+2.8 

64.8+2.7 

65.2+2.7 

65.6+2.7 

66.0+2.7 

66.3+2.7 

69.1+2.4 

72.2+2.4 

72.8+2.3 

73.4+2.3 

73.8+2.2 

74.2+2.1 

74.6+2.1 

74.9+2.1 

77.4+2.0 

78.3+2.4 

79.1+2.3 

79.7+2.3 

80.3+2.2 

80.7+2.2 

81.1+2.1 

81.5+2.1 

83.9+1.6 

84.0+2.6 

84.8+2.5 

85.4+2.4 

85.9+2.3 

86.3+2.3 

86.7+2.2 

87.0+2.1 

88.9+1.4 

87.8+2.7 

88.5+2.5 

89.1+2.3 

89.6+2.2 

90.0+2.0 

90.3+1.9 

90.6+1.7 

92.6+1.2 

Move 

distance 

5.2+0.7 5.0+0.6 4.9+0.5 4.6+0.4 4.4+0.3 4.3+0.2 4.1+0.1 4.1+0.1 

Orphan 

ratio 

34.1+1.9 25.6+1.6 19.9+2.1 16.2+0.9 10.6+2.5 6.6+0.8 2.8+0.2 0.6+0.6 
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and uniformity of the WSN during iterations for 45 nodes with base movement 

value as 10. The left picture presents the initial coverage after dropped. The right 

picture gives the node position and coverage after 10 iterations. We can see that 

the coverage improved from 77.79% up to 96.02%. The initial drop had some 

high density spots with a number of nodes sitting together. After 10 iterations, the 

nodes were almost evenly distributed. 

 

 

Figure 7.7 Deployment progress after 10 iterations 

From table 7.2, 7.3 and 7.4, it is obvious that the sensor coverage improved with 

more iteration. If the movement base value becomes bigger, the converging speed 
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is accelerated, while the travel distance becomes bigger.  With small moving 

distance base, the final coverage rate is usually higher than larger settings with 

more iteration and this shows that small moving base is slower in convergence but 

has better performance in improving the performance steadily. The larger moving 

base might cause the performance swinging from some iteration, especially when 

the node density is high. Although more iteration improves the coverage, more 

time and energy consumption will be needed. From table 7.2 to 7.4, the coverage 

generally goes up rapidly from iteration 1 to 8 or 9, from then on, the 

improvement speed becomes slower. With 8 or 9 iteration, the coverage rate is 

close to that of 49
th

 iteration. The difference is less than 5%. In this setting, 10 

iterations are enough for getting the optimal point.  

Comparison of new rule set and rule set from fuzzy system based deployment 

paper [8_2] 

RULE FS  Decision (Moving) New Decision (Moving) 

LD_low and AED_near Medium Far 

LD_low and AED_medium Near Near 

LD_low and AED_far Near Near 

LD_med and AED_near Far Medium 

LD_med and AED_medium Medium Medium 

LD_med and AED_far Near Medium 

LD_high and AED_near Far Far 

LD_high and AED_medium Medium Far 

LD_high and AED_far Medium Near 

Table 7.5 Rule comparison 

Comparison of results from new rule set and rule set from fuzzy system based 

deployment paper, FS [8_2]. 
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Node number 250*250 500*500 

New FS New FS 

15 0.959+0.035 0.935+0.047 0.447+0.011 0.433+0.012 

20 0.984+0.016 0.975+0.016 0.582+0.016 0.563+0.024 

25 0.991+0.011 0.983+0.016 0.692+0.029 0.666+0.028 

30 0.997+0.003 0.994+0.007 0.771+0.042 0.739+0.046 

35 1.000+0.001 0.999+0.002 0.824+0.019 0.789+0.019 

40 1.000+0.000 1.000+0.001 0.894+0.028 0.860+0.029 

Table 7.6 Performance comparison for different ROI 

The new rule sets can combine the 3 rules for moving in medium range to one 

rule 

IF LD is Medium THEN moving medium 

The new rule set results are also compared with DSSA. The performance of the 

two approaches is pretty close to each other.  

When mainly focusing on the coverage of the network, the experiment has found 

the optimal rule set, which is simpler and more efficient compared with those in 

referred paper. On the other hand, for the WSN deployment, the goal is not only 

keeping optimal coverage with given number of sensor node, but we also need to 

make sure to extend the lifetime of the WSN. To maximize the lifetime of the 

network, we need to reduce the node movement during the deployment. Thus we 

need to minimize the node moving distance during the process. The objectives 

about coverage and moving distance become competitive goal. Multi-objective 

method is proven to be efficient in finding the balance among competitive goals. 

7.4.2 Pareto in finding the optimal coverage and moving distance with simple 

pruning 

In reality, the problem of deployment of sensors is a multi-criteria optimization 

process. A number of important aspects have been discussed in former chapters 

that have to be considered for constructing sensor deployment rules. 
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In the proposed research we will use Pareto-based approach to address the needs 

of satisfying two objectives. A simple example of such situation is deployment of 

sensors that not only maximizes the coverage, but also maximizes the energy 

savings. One important criterion for the energy usage in mobile WSN is the 

moving distance during the deployment process. These two goals are actually 

contradict each other and the good way to balance these two goals is using multi-

objective optimization approach.  

Generally speaking, solving multi-objective problems is very difficult. In an 

attempt to stochastically solve problems of this generic class in an acceptable 

timeframe, specific multi-objective evolutionary algorithms were initially 

developed in the mid-1980s. The implementation of multi-objective genetic 

algorithm (MOGA) will be applied in this part of research. We use GA to train the 

neuro-fuzzy network models based on two competitive objectives, coverage and 

moving distance. 

The fitness functions are still based on the average results on a number of separate 

WSN optimization. The fitness for coverage is same as the one used in GA 

optimization. The moving distance fitness is calculated as equation (5). In this 

way, the two fitness functions are all maximizing optimization problem. The 

chromosome length is 27, which is the count of the number of connections 

between each of the 9 AND neurons and each of the 3 OR neurons. The 

chromosome uses real number in [0,1] for the gene value. 

The parameters for sensor nodes are as following, communication range Rc=100, 

sensing range Rs=50. The maximum iteration of the deployment is 10. The WSN 

with 15 nodes on 250 by 250 ROI was tested wit Pareto approach. The results are 

recorded in Figure 7.8 and Table 7.7. 
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Figure 7.8 Coverage vs. distance for topology 250x250 for 15 sensors 

 

 

 coverage distance 

 average std. dev. average std. dev. 

Best coverage  0.974 0.008 44.71 3.47 

Mid-way  0.961 0.012 38.18 3.99 

Best distance  0.923 0.020 34.65 5.04 

Table 7.7 Average coverage and distance for Parto-based algorithm 

The tests made on 500 by 500 ROI for 40, 60 and 80 nodes are shown in Figure 

7.9. 
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Figure 7.9 Coverage vs. distance for topology 500x500  

From above Pareto experiments, this is a useful way to find a good fuzzy neural 

network structure to meet different goals of WSN performance.  

7.4.3 Constructing FNN based FRBS using Pareto pruning to reduce 

complexity  

The chromosome for MOGA based Pareto approach contains three parts. First 

part is the input attribute membership function indicator. The length for this part 

is  

m×n 

(7) 

where m is the number of input attributes, here equals to 2, n is the number of the 

AND neurons. The value range is from 1 to the number of fuzzy sets or discrete 

values. The second part is the weights to the connections for the inputs to AND 

neurons and those AND neurons to the OR neurons. The length for second part is  

m×n+m×c 

(8) 
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where m is the number of input attributes, here equals to 2, n is the number of the 

AND neurons, c is the number of OR neurons. The third part is two real number 

for storing the thresholds for the connections to AND neurons and OR neurons 

respectively. It is describe in figure 7.10. 

 

Figure 7.10 Chromosome structure for Pareto pruning FRBS on deployment 

control 

The values for the weight are from 0 to 1. The GA chromosome for Pareto 

training just contains two real number values in [0,1], matching the thresholds for 

AND and OR neurons. The FNN complexity will be reduced at the same time of 

the construction of it. The Pareto is working on three competitive objectives, the 

coverage, moving distance and simplicity of the rules. The simplicity is the cut off 

number of input attributes vs. total number of input attributes among the rules. 

The moving distance objective is to maximize equation (6). 

Experiments have been done for ROI of 500 by 500 units. The WSNs with 30, 35, 

40 and 45 nodes were tested. The gained three dimensional Pareto surfaces are 

shown in figure 7.11. 

-  
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Figure 7.11 Pareto surface for 500 by 500 ROI  

The Pareto surface evolution trend is shown in figure 7.12 for 40 nodes. 
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Figure 7.12 Pareto surface changes for 40 node WSN deployment  

From figure 7.11 and 7.12, we can see that the resulting candidate solutions are 

smoothly distributed on the 3D Pareto surface. This gives us the chance to pick 

the optimal solution based on our needs. In order to maintain better coverage and 

maximize the WSN lifetime, we need to select the solution which brings 

reasonable trade off among the three objectives.  After applied the thresholds onto 

the FNN and we got the new rule sets and the comparison of the rules sets are 

done in table 7.8 and 7.9. 

RULE FS  FNN + simple pruning  FNN + Pareto Pruning 

LD_low and AED_near Medium Far Near 

LD_low and AED_medium Near Near Near 

LD_low and AED_far Near Near Near 

LD_med and AED_near Far Medium Medium 

LD_med and AED_medium Medium Medium Medium 

LD_med and AED_far Near Medium Medium 

LD_high and AED_near Far Far Far 

LD_high and AED_medium Medium Far Medium 

LD_high and AED_far Medium Near Medium 

Table 7.8 Rule comparison for the three methods 

Comparison of results from new rule set and rule set from fuzzy system based 

deployment paper, FS [8_2]. 



102 

 

Node 

number 

250*250 500*500 

Simple FS Pareto New FS Pareto 

15 0.959+0.035 0.935+0.047 0.951+0.066 0.447+0.011 0.433+0.012 0.432+0.017 

20 0.984+0.016 0.975+0.016 0.985+0.009 0.582+0.016 0.563+0.024 0.575+0.012 

25 0.991+0.011 0.983+0.016 0.989+0.021 0.692+0.029 0.666+0.028 0.670+0.006 

30 0.997+0.003 0.994+0.007 0.996+0.003 0.771+0.042 0.739+0.046 0.752+0.027 

35 1.000+0.001 0.999+0.002 1.000+0.000 0.824+0.019 0.789+0.019 0.799+0.022 

40 1.000+0.000 1.000+0.001 1.000+0.000 0.894+0.028 0.860+0.029 0.901+0.021 

Table 7.9 Performance comparison for different ROI for three methods 

From table 7.8 and 7.9, the new rule set obtained through Pareto pruning is even 

simpler. The performance on coverage of the three methods is pretty similar.  

With almost same performance matrix, the simpler rule set will give more 

convenient to understand the logic of the deployment control and shorter 

processing time on the sensor nodes when actually moving the nodes in 

deployment process. The performance of the three methods is also comparable 

with ref [8_1]. 

7.5 Conclusions 

In most of the rule based systems, the rules are provided by the experts in the 

problem area. It is same for the rule set in the referred. The rules sometimes are 

not the optimal ones. Using the rule construction approach, we can examine a 

large amount of possibilities and obtain the optimal rule set with simpler rules. 

With the calculated Pareto surface, we can choose the proper model to meet the 

focusing objectives. 
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Chapter 8 Data modeling using fuzzy c-means 

Previous chapters focused on the construction and complexity reduction of FRBSs 

using FNN (Chapter 6) and on the real world application of FRBS for the problem 

of the deployment of sensors in the wireless sensor network (Chapter 7). In this 

chapter, we will address the issue of construction and complexity reduction of 

FRBS using fuzzy c-means (FCM) clustering approach.  

In the design of fuzzy rule-based models we strive to develop models that are 

accurate and interpretable (transparent). The approach proposed here is aimed at 

the enhancement of transparency of the fuzzy model already constructed with the 

accuracy criterion in mind by proposing two modifications to the rules. First, we 

introduce a mechanism of reduction of the input space by eliminating some less 

essential input variables. This results in rules with the reduced subspaces of input 

variables making the rules more transparent. The second approach is concerned 

with an isolation of input variables: fuzzy sets defined in the n-dimensional input 

space and forming the condition part of the rules are subject to a decomposition 

process in which some variables are isolated and interpreted separately. The 

reduced dimensionality of the input subspaces in the first approach and the 

number of isolated input variables in the second one are the essential parameters 

controlling impact of enhanced transparency on the accuracy of the obtained 

fuzzy model.  The two problems outlined above are of combinatorial character 

and the optimization tasks emerging there handled with the use of Genetic 

Algorithms. A series of numeric experiments is reported where we demonstrate 

the effectiveness of the two approaches and quantify the relationships between the 

criterion of accuracy and interpretability.  

The concept of interpretability of fuzzy rule-based models has been around for 

several decades and attracted a significant deal of attention. The transparency of 

fuzzy models is one of the outstanding and important features of fuzzy models. In 
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contrast to the criterion of accuracy, whose quantification is relatively 

straightforward and easy to come up with performance indexes, transparency of 

fuzzy rules is more difficult to describe. What makes the fuzzy rule-based easier 

to interpret is still an open issue. It is quite subjective to assess and in one way or 

another invokes a factor of subjective judgment given that a human user is 

ultimately involved in the evaluation process. What become very much apparent 

are a multifaceted nature of the problem and a multitude of various approaches 

supported by various optimization technologies including evolutionary 

optimization. When it comes to the main factors worth considering when 

discussing a concept of interpretability, we can enumerate a list of factors that 

may be involved in the reduction process: 

• number of rules forming a rule base of the model, 

• number of sub conditions (input variables) forming a condition part of a 

given rule, 

• number or rules and the number of input variables, 

• complexity of local regression models (in case of Takagi-Sugeno model)  

• interpretability of a family of fuzzy sets formed in the input space for 

individual variables 

As a result, given this diversity of possible ways of reduction of rules, it is 

difficult to quantify the effect of reduction. For instance, it is not always clear if it 

would be better to have a larger number of simple rules (whose condition parts are 

linear functions) or a smaller number of rules of a more complex conclusion parts 

(say, those of polynomial form). 
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8.1. Approaches presented in literature 

In the construction of fuzzy rule based system, we have been witnessing a wealth 

of design strategies and detailed algorithms involving the technology of 

Evolutionary Computing and neurocomputing. Just recent developments reported 

in this realm can be found in a series of studies [7_1, 7_2, 7_3, 7_5, 7_6, 7_7]. 

Predominantly, the development of fuzzy models is guided by the criterion of 

accuracy. Another fundamental criterion being at the heart of fuzzy modeling is 

interpretability (transparency) of resulting fuzzy models. This criterion is central 

to fuzzy models however its multifaceted nature requires a thorough formulation, 

quantification of essential aspects of interpretability and subsequently calls for 

advanced optimization techniques supporting the realization of the ensuing design.   

The reader may refer to a large body of studies devoted to the issue of 

interpretability, cf. [7_3, 7_9]. Quite often given a combinatorial nature of the 

reduction problems, Genetic Algorithms are used in the process, see [7_8]. There 

are also more specialized algorithmic vehicles to support the reduction process 

such as e.g., singular value decomposition [7_10]. 

As to the overall strategy of rule reduction and interpretability enhancement, there 

are two general design strategies: either the reduction is completed once the 

model has been constructed or the reduction aspect of rule-based modeling is 

incorporated into the design process from its very beginning.  

The objective of the study is to pursue a fundamental issue of building more 

transparent and user-centric fuzzy rule-based models by starting from an already 

designed fuzzy model. The intent is to make the rules more readable in two 

different ways: (a) by reducing the input space (the number of antecedents) of the 

individual rules, and (b) by isolating input variables completed for the input 

variables treated en block in the condition parts of the rules.   
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In both these fundamental scenarios we can establish and quantify a tradeoff 

between a gradual reduction of accuracy (which is inevitable when realizing any 

of the reduction mechanisms of the rules and enhancing its intensity) and the 

increased interpretability of the rules. 

8.2 Fuzzy rule-based models based on FCM  

Our point of departure of the reduction processes of the rules is a “standard” 

Takagi-Sugeno fuzzy model comprising “c” rules coming in the following form 

-if  x is Ai then y= fi(x, ai) 

(1) 

i=1,2, .., c where x 



  R
n
. Ai is a fuzzy set defined in the n-dimensional space 

while fi is the corresponding local model (linear or nonlinear) endowed with its 

parameters ai forming the conclusion part of the i
th

 rule. The design of such 

models is well reported in the literature and as usual consists of the two main 

steps, namely (a) a construction of condition parts (through clustering of input 

data done in the input space) and (b) estimating parameters of the linear models 

(which leads to the problem of linear regression). The number of rules (c) is 

determined by monitoring the behaviour of the model on the training and testing 

data. The rules in the form (1) come with several essential properties. The 

condition part is a fuzzy set expressed in R
n
 and this format is concise and helps 

avoid a curse of dimensionality we are commonly faced with in rule based 

systems with a higher number of input variables. The number of rules is rather 

small and the rule base is compact. Unfortunately, the interpretability could be 

negatively impacted as no individual variables in the condition part are treated 

and visualized separately.  

When it comes to the quantification of the accuracy of the fuzzy model (1) its 

performance is expressed by the RMSE index computed for the training set  
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

1

N
(FM(xk ) target k )2

k1

N

  

(2) 

where N denotes the number of data in the training set. In the same way, 

quantified is the performance of the constructed model on the testing data 

(consisting of M data points) 

 



1

M
(FM(xk ) target k )2

k1

M

  

(3) 

Proceeding with the data summarized in Section 1, the performance of the 

corresponding models visualized versus the number of rules (c) is illustrated in a 

series of figures shown below, Figure 7_1. The results are reported both for the 

training and testing data. In the design, we use a standard version of the Fuzzy C-

Means (FCM) [4] with the fuzzification coefficient (m) set to 2.0. The algorithm 

was run for 10 iterations (more specifically, we completed 10 time runs with 

different training/testing data splits) 
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Figure 8.1 Performance of fuzzy models versus the number of rules reported for 

the training and testing data  
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For the training sets, there is a general tendency of lower values of the RMSE 

with the increase of the number of rules. The performance reported on the testing 

sets points at the memorization effect where the some models tend to lose their 

generalization capabilities. By eyeballing these plots, we choose a suitable 

number of rules (clusters) where sound approximation abilities come hand in hand 

with the generalization of the models. The values selected in this way are 

collected in Table 8.1. 

 

 

Data name Selected number of rules 

Abalone 7 

Auto MPG 6 

Boston Housing 6 

Computer Activity 6 

Concrete strength 4 

Forest fires 4 

Red wine quality 9 

White wine quality 5 

Table 8.1 Number of rules of fuzzy models constructed for the corresponding data 

After the FRBS is constructed with FCM, the rule complexity reduction methods 

will be applied to simplify system. Here two methods in complexity reduction will 

be presented, reduction of the input spaces and isolation of the input variables. 
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8.3 Reduction of input subspaces  

Reduction of input spaces method is going to cut off the variables in the input 

space to meet a certain threshold, defined as the percentage of the keeping 

variables in the total number of variable among the whole rule base.  

8.3.1 Algorithm description 

The essence of the enhancement of interpretability of the rules is accomplished by 

reducing the number of input variables standing in the condition parts of the rules. 

The reduced rules are concisely described in the form 

-if  x is [Ai]Xi then y= fi(x, ai) 

(4) 

where the symbol [ ]Xi stresses the fact that the fuzzy set Ai is now effectively 

confined to the reduced input space  Xi 



  R
n
 where some original input variables 

have been removed. In other words, dim (Xi) = ni < n.  

The computing of the activation level of Ai positioned in this new reduced space 

is realized as follows 

















c

1j

1m

2

j

i

)(1/][

i

i

i

vx

vx

iA  

(5) 

i=1,2,.., c; m>1 where the computations of the distance are realized in the reduced 

input space Xi.  

The reduction of the rules can be quantified in terms of a reduction factor  

which relates with the number n*c (expressing an overall number of variables 

across all the rules) in the following way 

p = (n*c) 

(6) 
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The reduction of the input variables present in the new, more interpretable rules is 

done by engaging the optimization capabilities genetic algorithms (GAs). More 

specifically, we optimize a matrix of allocation of input variables W = [wij] with 

“c” rows and “n” input variables. The “p” largest entries are selected giving rise to 

a 0-1 matrix where these entries with these largest values are set to 1 while the 

remaining ones are suppressed to zero. Each row of the matrix formed in this way 

identifies the variables to be used in the corresponding reduced rule. If all entries 

of the i
th

 row of W are equal to zero, this entails that the corresponding rule does 

not exist in the reduced set of rules.    

The fitness function of the GA used in the optimization is the RMSE computed 

for the training set 



1

N
(FM(xk ) target k )2

k1

N

 where FM(.) is described by (4). In 

the same way quantified is the performance of the constructed model on the 

testing data, that is we determine the value of 



1

M
(FM(xk ) target k )2

k1

M

 . As an 

optimization vehicle, we use a standard real coded GA. The chromosome 

incorporates the 0-1 matrix of allocation of variables while the fitness function is 

expressed with the use of the RMSE value, namely 1/(1+ RMSE) (evidently the 

maximization of the fitness function of this form results in the minimization of the 

RMSE).  

8.3.2 Experimental studies 

In the following experiments we present how the reduction of the rules proceeds 

and how the reduced, more interpretable rules perform. We use different values of 

 and report the corresponding values of the RMSE for the training and the testing 

data. The GA used a population of 100 individuals and was run up to 100 

generations. The crossover rate was set to 0.8 while the mutation rate was equal to 

0.1. The choice of these numeric values was a result of some experimentation. 
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The results are quantified by reporting the RMSE values obtained for different 

values of the reduction index; refer to Figure 8.2. 

 

(a) Abalone                                                              (b) Auto MPG 

 

(c) Boston Housing                                            (d) Computer Activity 

 

(e) Concrete Strength                                   (f) Forest Fires 
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(g) Red Wine Quality                                   (h) White Wine Quality 

 

Figure 8.2 RMSE values of the reduced rule-based models vs reduction level  

It becomes apparent (and intuitively anticipated) that lower values of  result in 

higher RMSE values. The detailed behaviour varies across data with regard to 

how far the rules can be reduced and how the differences shape up for the training 

and testing data. For example, the reduction could be made quite substantial not 

compromising the performance of the model as this becomes present in case of 

abalone, auto, concrete, and white wine. In some case, we witness a phenomenon 

of increased generalization abilities of the model (lower differences of the RMSE 

for the training and testing data for lower values of ). Figure 8.3 illustrates the 

performance of the GA for some selected data; most of the improvement is visible 

at the beginning of the optimization (first 20-30 generations).  

 

     (a) Abalone                              (b) Auto MPG                     (c) Concrete 

Strength 
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Figure 8.3 Values of fitness function reported in successive GA generations for  

ranging from 0.1 to 0.9 with step 0.1 

The detailed results of reduction of the number of variables in the rules are 

contained in Figure 8.4. The shaded regions identify the input variables being 

retained in the corresponding rules. This offers a better view as to which input 

variables can be dropped and points at a sequence of the variables, which have 

been successively eliminated.    
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     (a) Abalone; 0.2, 0.4, 0.5                           (b)Auto MPG; 0.3, 0.5, 0.7 
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(c) Boston Housing; 0.4, 0.6, 0.9        (d) Computer Activity; 0.3, 0.4, 0.9 
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(e) Concrete Strength 0.3, 0.5, 0.7              (f) Forest Fires 0.3, 0.6, 0.8 
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(g) Red Wine Quality; 0.2, 0.4, 0.8        (h) White Wine Quality; 0.2, 0.3, 0.4 

Figure 8.4 Visualization of reduced rules:  shaded regions identify the input 

variables being retained  

8.4 Isolation of input variables  

Isolation of input variables method finds the variables which can be isolated in the 

given rule. With a defined value for the number to isolation of input variables, the 

rules will become simpler. 

8.4.1Algorithm 

To enhance the transparency of the rules, we express the fuzzy set Ai as a 

Cartesian product of a single isolated fuzzy set defined in R and a relational 

remainder expressed in R
n-1

. In other words, we form the expression describing 

the condition part as follows 

Ai
^
 (xj)  



  Ai
~
(x

~
) 

(7) 

where Ai
^
  is a fuzzy sets defined in R and Ai

~  
is expressed in R

n-1
. Then the rules 

read as follows 

-If xj is Ai
^
 (xj)  and  x

~
 is Ai

~
(x

~
)  then y is fi(x, ai) 

(8) 

Here a certain input variable (j
th

 one) has been selected to be isolated. The term 

isolation pertains to the fact that a certain variable has been chosen and 

subsequently a fuzzy set isolated from the fuzzy set Ai is treated separately and 

thus becomes more visible and interpretable.  
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Obviously, the above Cartesian product is not identical to the original Ai that is 

the following holds 

Ai 



 (Ai
^
  



  Ai
~
) 

(9) 

In terms of membership functions this means that 

Ai (x)



 min(Ai
^
 (xj) , Ai

~
(x

~
)) 

(10) 

Note that the corresponding membership functions of Ai
^
 (xj)  and Ai

~
(x

~
)  are 

computed as follows 
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
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(12) 

The consequence is that if Ai
^
 (xj)  



  Ai
~
(x

~
) is used as the condition part of the i-

th rule, the output of the model is going to be different than the original rule. It is 

likely that the accuracy of the model could be reduced as a result of the increased 

interpretability of the rules because of the isolation of the input variables. In the 

above formulation, one is interested in choosing an individual variable (j) for 

which the results provided by the rule-based model are as close as possible to 

those formed by the original fuzzy model. The selection of the input variable is 

quite straightforward through a direct enumeration.  

The plots showing the LHS and the RHS relationship is shown for concrete 

strength with 1 or 5 isolated input variables. 
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(a) single input variable isolated 
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(b) 5 isolated input variables 

Figure 8.5 Values of the original activation of the rules value vs. the one with 

isolated input variables - concrete strength data set, 4 rules in the rule base 

From the plots above, several observations of a general character can be drawn. 

First, the values of the LHS are higher than the corresponding ones for the LHS. 

This is reflective of the fact that the separation of the variable(s) leads to the 

higher activation levels of the rules with eventual reduction of the specificity of 

the results of reasoning. It is also apparent that with the increase of the variables 

being isolated – compare Fig.5 (a) and (b), the differences between the values 

produced by the LHS and RHS of the expression (9) are more profound. Again, 

this is not surprising as by isolating more variables we depart from the RHS more 

vigorously.  

In a general setting, one can realize an isolation of “L” input variables, which as a 

result leads to the rules in the form 

-If xj1 is Ai
^
 (xj1)  and xj2 is Ai

^
 (xj2)  and…and xjL is Ai

^
 (xjL) and   x

~
 is Ai

~
(x

~
)  

then y is fi(x, ai) 

(13) 

note that in this case here x
~
 is defined in R

n-L
.  

Here the choice of L variables gives rise to a combinatorial optimization problem. 

This could be solved by GA optimization. Considering that the value of L is 

specified in advance, GA forms an optimal isolation matrix I consisting of “c” 
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rows (number of rules) and “n” rows (number of input variables) where in each 

row there are L 1s indicating the variables which are isolated in the rule. For 

instance, for L =3 the matrix with the entries 

 

I= 



1  0   0   1   1   0

0  1   1   1  0   0

...

















 

(14) 

states that in the first rule isolated are variables 1, 4, and 5; in the second rule we 

isolate variables 2,3, and 4, etc… 

8.4.2 Experiments 

The GA was carried out with 100 populations and maximum 50 generations. 

Some GA stop improvement before 50th generation, so the maximum generation 

is set to 50.  The population is not large, so the moderate crossover and mutation 

rate are used. The crossover rate is set as 0.8 and mutation rate is 0.1. 

We present the results in a similar way as before by focusing on the presentation 

of the rules with isolated variables and showing how the families of isolated 

variables impact the performance of the model 
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Figure 8.6 Performance of the fuzzy model versus the number of isolated input 

variables  
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GA performance plots   

 

     (a) Abalone                             (b) Auto MPG                     (c) Concrete Strength 

Figure 8.7 Fitness function reported in successive GA generations 
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a) Abalone with L= 1, 3, 5                           b)Auto MPG with L= 1, 3, 4 

 

 

 

 

 

 

 

 

 

 

 

c) Boston Housing with L= 1, 4, 10            d) Computer Activity with L= 2, 11, 13 
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e) Concrete Strength with L= 1, 2, 5                   f) Forest Fires with L= 2, 7, 9 
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(g) Red Wine Quality with L= 4, 5, 7         (h) White Wine Quality with L= 1, 3, 5 

Figure 8.8 Isolated variables (shaded) obtained for selected values of L 

8.5 Comparison of the two complexity reduction methods 

Both of the two rule complexity reduction methods can efficiently simplify the 

rules in the rule set got from FCM. The two methods keep at least one attribute in 

each rule, so that the number of rules will not be reduced. After the optimization 

of GA, the more significant attributes will be chosen. Beside the similarity, the 
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two methods also have obvious difference. Reduction of input spaces method will 

cut the rules in the rule base unevenly. After reduction, some rules will be much 

simpler than others, like rule #5 and #6 for Auto MPG dataset when 0.3 in 

figure 8.4 (b). Isolation of variables will cut off all rules in same manor. Every 

rule will have same number of input variables after the process. Reduction of 

input spaces will physically remove the inputs to the rules. Those cut-off inputs 

will not have effect on the functionality of the resulted FRBS. Isolation of 

variables will out-stand the more significant variables, while still keep the rest less 

significant variables as a group to provide their contribution to the FRBS output. 

8.6 Conclusions  

The two approaches enhancing the interpretability of rule-based models are 

directly applied to the already constructed Takagi-Sugeno fuzzy models realized 

with the use of fuzzy clustering. Both the formation of the input subspace of 

conditions as well as the isolation of the input variables are the methods refining 

multivariable fuzzy sets produced through fuzzy clustering. The proposed 

approaches are quantifiable in terms of the level of the interpretability abilities 

offered by them (expressed either in terms of the number of variables eliminated 

or the variables isolated). This aspect is helpful in determining how much the 

interpretability could be enhanced without any significant sacrifice of accuracy of 

the model. Furthermore in this way one could reveal input variables (or their 

combinations) that are essential in rule-based modeling.  

The approach offers a certain new view at the enhancement of fuzzy rule-based 

models. There could be several avenues worth pursuing in the future including (a) 

development of a hybrid arrangement of the formation of subspaces of conditions 

of the rules associated with some further isolation of variables from such 

subspaces, (b) use of other techniques of Evolutionary Optimization in the entire 

process, (c) construction of interpretability measures quantifying various facets of 

the interpretation mechanisms.       
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Chapter 9 Conclusions and future work 

In this study, we focus on efficient approaches for constructing fuzzy rule-based 

systems and reducing their complexity. This chapter summarizes the research 

completed in this study and identifies the future tasks as the extensions of the 

current work.  

9.1 Conclusions 

The presented experimental results proof that the fuzzy rule-based models built 

using FNN and fuzzy c-means together with complexity reduction methods are 

able to provide concise rule sets and sound prediction accuracy. This has been 

observed during testing phases for the cases of synthetic data as well as the real 

world control problems. 

Fuzzy neural networks and fuzzy clustering are powerful tools for data modeling. 

Our research employed these two methods in constructing the accurate and easy 

understandable fuzzy rule based systems.  

First part of our research is dedicated to the construction of FRBS using FNN and 

evolutionary intelligence techniques. The main contributions of this work are: 

 Construction process of FRBSs based on FNNs, where FNNs are built 

using the genetic algorithm (GA). 

 Reduction of dimensionality of FRBS rules and the improvement of their 

quantity via a pruning process based on threshold values identified for 

AND neurons and OR neurons. The optimal threshold values for both 

neurons are determined so there exists a balance between simplicity of 

rules and accuracy of FRBS. Optimal model satisfying both competing 

objectives are built using a multi-objective optimization algorithm. 
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 The constructed FRBSs together with the pruning approaches are verified 

on datasets from well-known data repositories and for the real world 

application – deployment of wireless sensor networks.  

The second part of the work focuses on the construction of FRBS based on fuzzy 

clustering. The reduction of complexity of the system is done by providing a 

system with an up-front determined number of input variables, or by finding 

isolated variables inside the rules. This part presents the following contributions: 

 Construction method of FRBS based on fuzzy clustering realized using the 

linear approximation functions defined on clusters. 

 Reduction of a number of variables in each rule. Two methods are 

proposed here. One of them is to cut off the input variables based on a 

provided number of input variables to keep. Another one is to determine 

isolated input variables in each rule.  

 The FRBSs built based on fuzzy clustering and optimized with the two 

reduction approaches are evaluated with the datasets from well known 

data repositories.  

The two approaches enhancing the interpretability of rule-based models are 

directly applied to the already constructed Takagi-Sugeno fuzzy models realized 

with the use of fuzzy clustering. Both the formation of the input subspace of 

conditions as well as the isolation of the input variables are the methods refining 

multivariable fuzzy sets produced through fuzzy clustering. The proposed 

approaches are quantifiable in terms of the level of the interpretability abilities 

offered by them (expressed either in terms of the number of variables eliminated 

or the variables isolated). This aspect is helpful in determining how much the 

interpretability could be enhanced without any significant sacrifice of accuracy of 

the model. Furthermore in this way one could reveal input variables (or their 

combinations) that are essential in rule-based modeling.  
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The originality in our research is manifested by: 

 Novel way to configure FNNs for modeling purposes; 

 Novel way to organise inputs to each AND neuron in a hidden layer; 

 Usage of Pareto front in a pruning process to reduce complexity of the 

FRBSs with FNN; 

 Two methods of complexity reduction for FRBSs built using FCM:  

o via reduction of input space 

o via isolation of input variables 

 Construction of FRBSs based on FNN for WSN node deployment problem 

and the application of a simple pruning and Pareto front pruning processes 

to reduce the complexity of constructed models. 

9.2 Suggestions for future work 

Observations and the conclusions stated in Chapters 6, 7 and 8 confirmed the 

effectiveness and the consistency of constructing FRBS using evolutionary 

approach in modelling of a given problem. Moreover, the different techniques in 

reducing the FRBS complexity bring future research tasks in this area. 

The presented research results prove that the approaches we have proposed are 

capable of providing useful tools for data modeling/mining and real world 

applications. However, we have noticed a few limitations on the approaches. 

Some suggestions for FRBS constructed based on FCM have been stated in 

summary of Chapter 8. Here are some additional issues to consider. 

Overhead processing when constructing the models 

For both FNN and fuzzy clustering, current construction processes take into 

account all attributes. When given data sets have a large number of input 

variables, the processing time becomes a big burden. To reduce the performance 



133 

 

requirement, we can introduce preliminary feature selection techniques to 

discount some of the less important variables. 

Previous knowledge on some parameter setting 

For FNN, before constructing a model, we need to consider how many AND 

nodes in the hidden layer in order to provide best results for a given problem. 

Currently, based on extensive experiments and expertise knowledge, we chose 

nine AND neurons for all problems. This selection needs some verification so that 

a suitable number might be found. For fuzzy clustering, we need to determine an 

optimal number of clusters before proceeding to the complexity reduction stage 

with models. In both cases, there is a need for automatic ways of selecting 

proper/optimal numbers of nodes and clusters. 

The optimal kept ratio when cutting off variables in rules 

Currently, we select the number of variables in the input space to be kept 

ourselves. However, it is possible and desirable to apply GA to determine the 

optimal number of variables to keep. When a number of clusters and/or input 

variables become larger, the application of GA to select the optimal number of 

kept variables seems unavoidable. In the future work, we will apply multi-

objective optimization to find the best tradeoff between the model interpretability 

and its accuracy. 

The optimal number of isolated variables  

Similarly to the number of kept input variables, the number of isolated variables 

requires an automatic method of determination. When the number of input 

variables increases, the application of GA to find the optimal number of isolated 

variable imposes some performance constrains. In the next step of the work, it is 

possible to apply multi-objective optimization approach to determine numbers of 

isolation variables. 
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Application of other evolutionary optimization algorithms 

In our research, we used GA and MOGA as main optimization method. The other 

evolutionary optimization methods could also be efficient in construction and 

complexity reduction of FRBS based on FNN or FCM. The possible evolutionary 

optimization methods could be PSO or DE, and the modified algorithms for multi-

objective optimization requirement. 

Other improvement for FRBS with FCM  

The approach offers a certain new view at the enhancement of fuzzy rule-based 

models. There could be several avenues worth pursuing in the future including (a) 

development of a hybrid arrangement of the formation of subspaces of conditions 

of the rules associated with some further isolation of variables from such 

subspaces, (b) construction of interpretability measures quantifying various facets 

of the interpretation mechanisms. 

All in all, the proposed methods are able to construct FRBS modeling given data 

sets with simple rule sets when the rule complexity reduction algorithms are used. 

The above-mentioned areas for future improvements should lead to even better 

results. 

 


