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Abstract 

In this thesis, molecular dynamics simulations were performed to characterize the 

atomic motions governing grain boundary migration in a series of [001] twist 

boundaries. Particularly, migrations of a θ=36.87° Σ5, a θ=22.63° Σ13 and a 

θ=40.23° general high angle [001] twist boundaries driven by stored elastic 

energy in fcc Ni were investigated. Atomic motions during migration were 

identified as the combination of single atom jump and string-like cooperative 

atomic motions. The simulation results confirmed that the collective 4-atom 

shuffle motion was the rate controlling atomic motion during the migration of Σ5 

twist boundary. As grain boundary local symmetry decreasing, string-like 

cooperative atomic motions became increasingly important. Eventually, both 

random single atom jump and string-like cooperative motions became dominant 

during the migration of general non-Σ twist boundary. Furthermore, simulations 

showed that activation energy for grain boundary migration was well correlated 

with the average string length occurring within boundary.  
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Chapter 1 Introduction 

 Most solid materials such as metals, ceramics and semiconductors are 

polycrystalline, where a group of small crystals or grains are separated by grain 

boundaries (GBs). Grain boundaries are the two-dimensional lattice defects 

separating two regions of identical crystals with the same structure but different 

orientations. The thermodynamic and kinetic properties of grain boundaries are 

distinct from bulk materials and usually grain boundaries are the weakest link in 

the polycrystalline materials. Therefore, the knowledge of grain boundary 

properties is essential to understand the overall properties of materials.  

The grain boundaries network forms material microstructure, which would 

influence material properties in many aspects. For instance, yield strength 

depends on the average grain size and creep resistance is determined by the 

diffusion along grain boundaries. All of these suggest that grain boundaries play a 

key role in determining material function and structural integrity.  

Furthermore, microstructural parameters such as grain size and texture are 

determined by grain boundary migration. Average grain size directly influences 

material response to plastic deformation. The smaller the grain size, the higher the 

material yield strength will be. This crystal size-strength relationship is described 

by the Hall-Petch relationship: 

0y
k
d

σ σ= + ,                     (1.1) 
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where σy is the material’s yield strength, d is the average grain size, k and σ0 are 

the material constants. Thus, grain size is considered as a key parameter to be 

controlled in the optimization process of annealing, hot rolling, forging, extrusion 

and so on. By the same token, grain boundary migration is essential to material 

microstructural evolution that takes place during thermo-mechanical processing of 

polycrystalline materials.  

In metallic systems, grain boundaries serve as dislocations barriers, preferred 

diffusion path and precipitation phase nucleation sites. Creep relies on the 

diffusions along grain boundary. Increased grain boundary density results in more 

diffusion paths. Meanwhile, as discussed before, increasing grain boundary 

density by reducing grain size will increase the difficulty of dislocation 

movements.  

In addition, polycrystalline materials are widely involved in various kinds of 

electronic applications. Compared to single crystal materials, polycrystalline 

materials are easier to manufacture and cheaper. Grain boundaries in 

polycrystalline materials are able to, significantly, influence metal electrical 

properties. For instance, the higher the grain boundary density is, the lower the 

electrical conductivity will be. This is because the charge carriers in material 

would be scattered by grain boundaries and increased grain boundary density 

would greatly reduce the mobility of charge carriers, therefore decreasing 

electrical conductivity.  
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Owing to above reasons, many researchers carried out investigations with 

respect to grain boundary structure and properties. However, it is an arduous task 

to experimentally explore the nature of grain boundary structure and properties. 

The difficulties lie in several aspects. 

 Firstly, in order to well define a grain boundary, five variables are required: 

three Euler angles to determine the unit vector of rotation axis and the angle of 

grain rotation and the other two angles to denote the position of grain boundary or 

specify the vector normal of the grain boundary plane. It is difficult to precisely 

control the five variables experimentally. 

Secondly, impurities may greatly affect grain boundary properties and 

migration. Impurity free metals are beyond our capability to produce. Even in 

highly pure metals, the small amount of impurity would tend to segregate at grain 

boundaries. Impurity will drag the motion of grain boundary, decreasing boundary 

mobility and consequently, the grain boundary migration mechanism will be 

altered. Unfortunately, such influences due to the presence of impurities are 

unavoidable in experimental studies. Therefore, it is hard to study intrinsic 

boundary properties experimentally.  

Last but not the least, the relationship between gain boundary structure and 

fundamental grain boundary migration mechanism has not been illuminated. 

Observable grain boundary migration will only take place at relatively high 

temperature. However, high-resolution observations of grain boundary migration 
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dynamic process at high temperature are quite complicated. Current 

high-resolution grain boundary observation equipments are only able to inspect 

static image of grain boundary configuration.  

The motivation of this research is to explore the relationship between grain 

boundary structures and grain boundary migration mechanisms for twist grain 

boundaries. In order to avoid conventional experimental limitations, an easier 

alternative approach – atomistic simulations is used. Particularly, molecular 

dynamics (MD) simulation is applied. The reasons for selecting this approach are 

as follows: 

1) The five parameters in defining a grain boundary can be easily controlled 

using computer simulations.  

2) The only input for simulation is the potential that describe the 

inter-atomic interaction between atoms for metals. 

3) Through computer simulation, an impurity free bicrystal configuration 

system can be easily achieved.  

4) Grain boundary migration experimental parameters, i.e. temperature, 

stress and etc. can be controlled with ease.        

5) Related grain boundary thermodynamics and kinetics properties can be 

extracted from simulation results. 

6) Simulation enables us to investigate grain boundary migration at a small 

spatial scale (sub-atomic) and time scale (picoseconds). Characteristic 
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atomic motions can be identified through detail analysis of simulation 

data. 

7) Compared to experiments, simulation has a much lower cost 

In sum, MD simulation is an effective and easy to control method in 

investigating grain boundary properties and grain boundary migration mechanism 

with satisfactory spatial and temporal resolution. The details of MD simulation 

application will be presented in latter part of this thesis. 

Nevertheless, limitations of MD simulations do exist. One of the major 

limitations of MD simulation lies with its time and length scales. In order to 

capture the trajectory of all atoms in a simulation system, time resolution should 

be as small as 10-14 seconds (smaller than the Debye frequency). In addition, 

simulation for a system involving several hundred thousands of atoms via several 

state-of-the-art CPUs should take no less than several days. Therefore, 

simulations are usually carried out, at maximum, on the order of 10 nanoseconds 

and simulation systems normally contain hundreds of thousands of atoms. On the 

other hand, real experiments for grain boundary migration usually take seconds 

while grain boundary migration distance reaches on the order of microns. The 

discrepancy on time and length scale between simulations and experiments leads 

to a difficulty in comparison between the two. However, as long as the input 

inter-atomic potentials are reliable, the results obtained from MD simulations are 

expected to reproduce the right phenomena in real systems and they will provide 
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additional insight into these problems.  

MD simulation results greatly depend on the employed inter-atomic potential. 

While atomic interactions can, theoretically, be described using fully quantum 

mechanical techniques, calculation via quantum mechanics method requires 

extraordinary large computational resources and time which makes this method 

unrealistic for even several hundreds of atoms. As a result, like many other 

researchers, we employed empirical potential as an alternative, where the 

inter-atomic potential is described by functions and the coefficients of such 

functions are fitted by lattice parameter, elastic constants, cohesive energy, 

vacancy formation energy and etc. Given that no empirical potentials can 

absolutely reproduce the real inter-atomic actions, simulation results are sensitive 

to the choice of potentials. On the other hand, well-parameterized potentials could 

yield reliable simulation results for specific materials properties. Rather than 

focusing the accuracy of a single property under specific condition, empirical 

interatomic potentials emphasize on trends that are insensitive to details of the 

potential. Details of potential selection will be presented in the latter part of the 

thesis. 

Chapter 2 of this thesis will present some of the earlier research as a literature 

review. In chapter 2, background on grain boundary structure, previous theoretical 

models, experimental and simulation methods related to grain boundary migration 

mechanism will be briefly introduced. In Chapter 3, I mainly introduce the 
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statistical measures for characterizing atomic motions. Meanwhile, molecular 

dynamics simulation details such as elastic driving force, temperature control, 

periodical boundary conditions and selected inter-atomic potentials will be 

discussed. In Chapter 4, I investigated the atomistic migration mechanisms of a 

series of twist grain boundaries. The activation energies for grain boundary 

migration in selected twist grain boundaries are determined. Statistical measures 

are used to characterize the atomic motions that occur during grain boundary 

migration. The analysis shows that two types of cooperative atomic motions exist 

depending on grain boundary local symmetry and different single atom jump 

patterns can be identified for various grain boundaries. Atomic migration 

mechanisms for twist grain boundary will be compared among different types of 

grain boundaries in terms of single atom hop and collective atomic motions. 

Finally a general mechanism for twist grain boundary migration obtained from 

current simulation results is presented. In Chapter 5, directions for future work in 

this area and remaining questions will also be discussed. 
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Chapter 2 Literature Review 

This thesis mainly focuses on the identification of the atomistic mechanisms 

for grain boundaries migration in twist boundaries. At the beginning of the review 

session, I will present the definition of grain boundary based upon their structural 

and energy difference. Earlier theoretical research of grain boundary migration is 

reviewed and followed by experiments and simulations conducted for grain 

boundary migration mechanism research. Previous tilt and twist grain boundaries 

migration models are carefully analyzed, whose merits and limitations are both 

briefly discussed. 

2.1 Grain Boundaries 

2.1.1 Definition 

 Grain boundaries are the interfaces separating two grains with the same 

crystal structure but different orientations. Usually, interfaces separate regions of 

two phases with different chemical or physical properties [1], e.g., the interface 

between boiling water and vapor is segregating two phases with same chemical 

component but different physical states. The unique characters of grain boundary 

enable us to describe grain boundaries via geometric parameters. 

2.1.2 Description of Grain Boundaries 

 In two-dimensional space, we could define grain boundary by two angles -- 

misorientation angle θ and inclination angle α. As shown in Figure 2.1, 
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misorientation θ determines the relative position of two grains while inclination α 

is responsible for specifying the exact position of grain boundary. Translation 

vector t indicates the relative displacement of two grains.  

 

Figure 2.1 Determine two dimensional grain boundaries via two angles: misorientation θ 

and inclination α [2]. 

 Defining three dimensional grain boundaries is a more complicated task. 

Misorientation θ is expressed by three Euler angles while inclination α could be 

expressed by two variables. Consequently, 5 degrees of freedom are required to 

fully describe a grain boundary. Translation vector t would also introduce three 

extra freedoms. Fortunately, these three extra freedoms are not readily adjustable. 

Rather, due to grain boundary energy minimization, they are pre-determined. In 

this thesis, we intentionally fix other parameters and allow grain boundary 

property to be a direct function of misorientation angle θ.  

 Describing grain boundaries through rotation axis and rotation angle allows 

us to define grain boundaries as tilt boundary, twist boundary or combination of 
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the two (mixed). A schematic illumination of pure tilt and twist boundary are 

shown in Figure 2.2, respectively. For tilt boundaries, rotation axis stays within 

(parallel to) grain boundary plane. Rotation angle is the misorientation between 

two grains. Dashed lines in Figure 2.2(a) represent a symmetric grain boundary 

plane while solid lines indicate an asymmetric grain boundary. The angle between 

the two grain boundaries is determined as grain boundary inclination α. 

Meanwhile, rotation axes of twist grain boundaries are perpendicular to the grain 

boundary plane and there is no inclination α, as shown in Figure 2.2(b). As for the 

mixed grain boundary, the rotation axis is neither parallel nor perpendicular to the 

grain boundary plane. 

 

Figure 2.2 Illustration of (a) tilt grain boundary; (b) twist grain boundary.[2] 

 According to the misorientation angle, we are able to distinguish grain 

boundaries as high angle and low angle grain boundaries, as indicated by Figure 

2.3. While precise division has yet been specified, grain boundaries are often 

considered as low angle if the misorientation angle θ<15°.  

10 
 



 

Figure 2.3 Illustration of low angle and high angle grain boundaries [3] 

2.1.3 Grain Boundary Structure 

Low angle grain boundaries could be described using dislocation model. 

Figure 2.4 indicates the formation of a symmetric tilt grain boundary via a series 

of edge dislocations. In this figure, two grains are rotated to each other by θ/2 

around the tilt axis, which is perpendicular to the paper. Then, the overall 

misorientation is θ. As shown in Figure 2.4(b), we treat the steps in grain 

boundary as arrays of edge dislocations. Distance between each edge dislocation d 

could be expressed as: 

2sin
2

b
d

θ θ⎛ ⎞= ≈⎜ ⎟
⎝ ⎠

,                     (2.1) 

where b is the magnitude of the dislocation’s Burgers vector. From equation 2.1, 

we would be able to see that while the rotation angle θ increases, the distance 

between two edge dislocations d would decrease. When misorientation angle is 

larger than 15°, dislocation cores tend to overlap and the dislocation model would 

turn invalid. Hence, 15° is selected as a reasonable transition angle between high 

and low grain boundaries. 
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Figure 2.4 Describing a symmetric tilt grain boundary with misorientation θ via a series 

of edge dislocations [4]. 

 For describing a low angle asymmetric tilt grain boundary，two sets of 

non-parallel edge dislocations are needed, details shown in Figure 2.5(a). As for 

describing a twist boundary, at least two sets of screw dislocation are required, 

illuminated in Figure 2.4(b). Describing a mixed low angle grain boundary with 

both tilt and twist components will demand at least three Burgers Vectors. 

 

Figure 2.5 Schematic illustration of (a) low angle asymmetric tilt boundary (b) low angle 

twist boundary [4] 

 As discussed before, dislocation cores would overlap if rotation angle is 
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larger than 15°, and the dislocation model is incapable to describe grain boundary 

structures. Meanwhile, the properties of high angle grain boundaries are essential 

in determining material properties. Despite the fact that no theories are effective 

in fully predicting high angle grain boundaries structures, some of the models 

originated from previous experiments and simulations have certain validity in 

describing a limited set of specific high angle grain boundaries. For instance, 

Sutton and Vitek [5] proposed a structural unit model, treating high angle grain 

boundaries as a series of finite set of atomic units. Pond and Smith employed the 

secondary grain boundary dislocation model for describing certain high angle 

grain boundaries [6] . 

 A very important concept, coincidence site lattice (CSL), should be clarified 

for exploring grain boundary structure. For constructing CSL, we should first 

employ two crystals with infinite extent. Then select rotation axis which, at least, 

should pass one atomic site of each crystal. Rotate one of the crystals to make 

some of the atoms from both crystals overlap with each other. Finally, the 

overlapped atomic sites are named as coincide site lattice. The final configuration 

of CSL is shown in Figure 2.6. Generally, there will be no CSL in grain 

boundaries. Only when the misorientation reaches specific values can we obtain 

this unique structure. These special misorientation angles are named as Σ angles. 

Determination of Σ value follows equation: 
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Σ=

elementary CSL cell volume  
elementary crystal lattice volume 

,         (2.2) 

 

Figure 2.6 Illustration of coincide site lattice formation in a <001> tilt grain boundary. 

 Mathemetically, all Σ values are odd integers. The smaller the Σ value ,the 

higher the symmetry (orderness) grain boundary has. In the previous experiments 

and simulations[7, 8], some of low Σ grain boundaries are found to be speical, i.e., 

low grain boundary energy, high grain boundary mobility and so forth. Despite 

not all low Σ grain boundary are special, many of them are unique. That’s the 

reason for focusing on such grain boundaries in this study. 

2.1.4 Grain Boundary Energy 

Grain boundary energy γ is detemined by the excess free energy of the atoms 

located in grain boundary region. γ is an intrinsic thermodynamic property which 

can be used to derive all other thermodynamic properties of grain boundary. By 

definition, grain boundary energy is the energy difference between a bicrystal 

with a flat grain boundary plane and a single crystal under the same conditions. 
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Then, the excess free energy is divided by the area of the grain boundary to obtain 

γ.  

The energy of a low-angle grain boundary could be expressed using 

Read-Shockley dislocation model, i.e., γ is a fuction of misorientation, θ. For the 

simple tilt boundaries, where grain boundary is made up of dislocations with 

Burgers vector b and spacing d, grain boundary energy could be expressed as 

follows: 

0 ( lns A )γ γ θ θ= − ,              (2.3) 

where /b dθ = , 0 / 4 (1 )Gb vγ π= − ,and 01 ln( / 2 )A b rπ= + . G represents shear 

modulus, v is the poisson’s ratio and r0 is the dislocation core radius. Thus, grain 

boundary energy becomes a function of grain boundary misorientation. 

Estimation from this equation perfectly matches the experimental results.[9] 

 Since high-angle grain boundaries are unable to be described using 

Read-Shockley model, the mathematical expression of high angle grain boundary 

energy becomes more complicated. While theories predict that grain boundary 

energy will be minimum for ideal CSL high angle grain boundaries, experimental 

results show certain deviations, as indicated by Figure 2.7. The figure shows 

misorientation dependence of grain boundary free energy for <110> symmetric tilt 

boundary in Al [8]. Despite boundaries at misorientations Σ3(111) and Σ11(113) 

represent the cusps with lowest grain boundary energy, low Σ boundaries, e.g., 

Σ9(114) and Σ3(112), on the other hand, have high energy. Even not all low Σ 
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grain boundaries are special, they are still worth investigation. In chapter 4, two 

low Σ grain boundaries (Σ5 and Σ13) as well as a general high angle twist 

boundary will be selected for characterizing twist boundary migration mechanism. 

So far, no general useful model could predict grain boundary energy dependence 

on the five variables. 

 

Figure 2.7 Grain boundary energy versus misorienation of <110> symmetric tilt boundary 

in Al[8] 

2.2 Grain Boundary Migration 

2.2.1 Theoretical Background of Grain Boundary Migration   

 Grain boundary migration is accomplished by reducing the total free energy 

of the system. Also, grain boundary at the equilibrium state would fluctuate due to 
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the entropic effects. Generally, external strains, magnetic field , capillary are 

applied as the driving force for grain boundary migration.  

 The dependence of grain boundary migration rates on external driving force 

is illuminated by grain boundary migration mechanism. Reaction rate theory was 

employed to simply analyze the kinetic process of grain boundary migration [10]. 

According to this theory, grain boundary migtration is treated as an 

acomplishment of a series of single atomic hopping. The free energy dependence 

on migrating distance of a single atom hopping is shown in Figure 2.8, where the 

energy profile of a single atom’s migration from grain 1 to grain 2 is illustrated. 

 

Figure 2.8 Free energy variance for a single atom’s migration from grain 1(blue online) to 

the grain 2(red online). 

 Fullfilling the process of hopping from grain 1 to grain 2 requires the atom to 
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overcome an energy barrier (ΔGA). The overall energy difference in this process is 

ΔG, which is the driving force. Of course, some of the atoms could jump 

backward from grain 2 to grain 1 as long as they could overcome the energy 

barrier: ΔG+ΔGA. In generall, there will be less atoms jump backward due to the 

necessity of larger energy. Effective flux of atoms migrating from grain 1 to grain 

2 could be determined as 2 1 1 exp( / )A BA n v G k T−Δ , where n1 is the number of 

atoms per unit area in grain 1 that can jump to grain 2, v1 is the jumping frequency. 

A2 is the posibility for atoms to remain in grain 2 when they jump from grain 1 

and ΔGA is the activation energy for a single atom jump. By the same token, the 

effective flux of atoms migrating from grain 2 to grain 1 could be expressed as 

1 1 2 exp( ( ) / )A BA n v G G k T− Δ + Δ . In equilibrium, 0GΔ = . The flux from grain 1 to 

grain 2 will be zero. Then, 1 2 2 2 1 1A n v A n v= . When 0GΔ ≠ , the net flux from grain 

1 to grain 2 could be expressed as: 

2 1 1 exp 1 expA
net

B B

GJ A n v
k T k T

⎛ ⎞⎛ ⎞ ⎛Δ
= − − −⎜⎜ ⎟ ⎜⎜⎝ ⎠ ⎝⎝ ⎠

G ⎞Δ
⎟⎟⎟⎠

B

,     (2.4) 

Grain boundary migration rate is obtained by multiple net flux and atomic volume. 

When ΔG is much smaller compared to kBT, we could expand the exponential 

 and migration rate could be expressed as: exp( / ) 1 /BG k T G k T−Δ ≈ −Δ

              
2

2 1 1 exp A
net

B B

A n v G Gv J
k T k T

⎛ ⎞Ω Δ Δ
= Ω = −⎜ ⎟ Ω⎝ ⎠

,           (2.5) 

From this equation, we could observe that the migration rate is proportional to the 

driving force per unit area /GΔ Ω . Also, we could treat 
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2
2 1 1 exp A

B B

A n v G
k T k T

⎛ ⎞Ω Δ
−⎜
⎝ ⎠

⎟as a variable M, grain boundary mobility. Then equaiton 

2.5 becomes: 

v MP= ,                    (2.6) 

where P represents the driving force and grain boundary mobility could be 

expressed as: 

   
2 2

2 1 1 2 1 1exp exp expA A

B B B B

A n v G A n v S HM
k T k T k T k k T

⎛ ⎞ ⎛ ⎞ ⎛Ω Δ Ω Δ −Δ
= − =⎜ ⎟ ⎜ ⎟ ⎜

⎝ ⎠ ⎝ ⎠ ⎝
A

B

⎞
⎟
⎠

,   (2.7) 

or 

0 exp( )A

B

HM M
k T
Δ

= − ,           (2.8) 

where M0 is the pre-exponential factor and ΔHA is the activation enthalpy for grain 

boundary migration.  

As shown in equation 2.8, grain boundary mobility is an Arrhenius function 

of temperature. The linear relationship between grain boundary mobility and 

driving force is confirmed by several experiments [11, 12] and simulatoins 

[13-15]. 

2.3 Experimentally Determine Grain Boundary Mobility 

 In this section, experimental geometries and the applied driving force for 

determining grain boundary mobility are presented. Some of the strategies are 

utilized in our computer simulations. Major conclusions draw from experiments 

will also be reviewed. 
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2.3.1 Applied Driving Force 

 Based upon equation 2.6, V=MP, driving force should be measured before we 

could extract mobility data. The driving force has the dimension of energy per 

unit volume, equals the force applied on unit grain boundary area or pressure. 

Source of driving force could be a gradient of temperature, pressure, dislocation 

density, magnetic field, etc. Generally, physical anisotropy and capillarity are the 

most widely utilized driving force. 

 Capillarity is mainly employed for driving curvature grain boundary 

migration. Curvature is a geometric variable with the units of reciprocal length. 

Grain boundary curvature could be described in terms of average grain size. In 

general, the driving force orignated from capillary difference on both sides of the 

boundary could be expressed as follows: 

/P γ α= ,          (2.9) 

where P is the driving force, γ is the grain boundary energy and α represents the 

curvature radius. 

Anisotropy in any physical property, e.g., elastic constants and magnetic 

susceptibility, could be employed to drive flat grain boudary migration. Mullins 

[16] was the first to employ magnetic anisotorpy as a driving force for grain 

boundary migration. The driving force resulted from magnetic susceptibilities 

difference is given by [2]:  

20 
 



2
0

1 2 1(
2m m
HP g g μ

2 )χ χ= − = − ,           (2.10) 

where χ1 and χ2 are the magnetic susceptibilities of grain1 and grain 2, 

respectively, parallel to magnetic field H. When applying magnetic field, the 

driving force is the magnetic susceptibility difference between two crystals and 

the driving force could be readiliy adjusted by altering the strength of applied 

magnetic field. The disadvantage of such driving force is that only a few materials 

have large enough anisotropy in magnetic susceptibility. 

On the other hand, almost all materials are elastically anisotropic. If we apply 

an appropriate elastic strain on both crystals, there will be large enough elastic 

free energy difference between the two, serving as a driving force for grain 

boundary migration. Let us consider a bicrystal tilt grain boundary configuration 

with misorientation θ, where the upper grain rotated for the misorientation angle θ 

while the lower grain maintained unrotated. The X-, Y- and Z- coordinates of the 

system coincides with lower grain’s crystallographic orientations i.e., [100], [010] 

and [001], respectively. Biaxial strains were applied on the X- and Y- axis of the 

system while the stresses associate with Z- axis are kept as zero. Thus, the elastic 

driving force could be expressed as: 

 
2 2

211 12 11 12
1 2

11 11 11 12 11 12

( )( 2 ) sin (2 )
[4 ( ) ( ) (1 cos(4 ))]

a

a a

C C C C CP F F
C C C C C C C C

θ ε
θ

− +
= − =

− + − + −
,  (2.11) 

where is the measure of elastic anisotropy and ε is external 

applied strain. Details could be found in [17]. 

44 11 122aC C C C= − +
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2.3.2 Polycrystal Methods for Mobility Analysis 

Polycrystal methods is based upon the idea that grain boundary mobility data 

could be extracted from temporal evolution of grain size under the process of 

grain growth or recrystallizatoin in polycrystalline materials. Despite this method 

have certain validity for some specific situations, they fail in obtaining grain 

boundary migration properties since grain boundary mobility was averaged over 

many different types of grain boundaries. Polycyrstal methods could be expressed 

as follows: 

                       1 (C Md R
dt

")
R
γ γ+

= ,              (2.12) 

where R represents the average grain size. C1 is a constant. (M ")γ γ+ is the 

averaged reduced grain boundary mobility.γ is the grain boundary energy per unit 

area and "γ is its second derivative with repect to boundary inclination.  

 Owing to the fact that polycrystal methods could only provide average 

reduced mobility data, relationship between mobility and grain boundary structure 

as well as the influence of temperature, pressure and etc. on moblity for specific 

grain boundary are unable to access.  
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2.3.3 Bicrystal Methods for Mobility Analysis 

 

Figure 2.9 (a) Bicrystal configuration of the system (b) Orientaion to the field 

Two major types of bicrystal geometries were employed for mobility study. 

One is the flat boundary geometry while applying external elastic strains or 

magnetic field as driving force. Flat boundary bicrystal structure would be 

employed in building simulation configuration of this thesis, details of which will 

be presented latter. One example of using bicrystal flat boundary configuration for 

migration moblity analysis driven by magnetic field is conducted by Sheikh-Ali et 

al [18]. Configuration of the system as well as the orientation to the magnetic field 

is indicated in Figure 2.9. Following equation /M V P= , absolute boundary 

mobility was obtained to be about  at 633K. Winning [19] also 

conducted experiments with bicrystal structure for migration mobility analysis 

9 45.1 10 /m Js−×
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driven by external shear stresses. Grain boundary migration velocity was 

measured by in-situ X-ray diffraction. Strain level influences on activaton 

enthalpy as well as grain boundary mobility’s temperature dependence were 

determined. 

The other type is the curved grain boundary geometry with capillary driving 

force. The advantage of utilizing capillary driving force is that grain boundary 

surface tension only slightly depends on temperature. Thus, capillary driving 

force could maintain constant under a wide range of temperatures. In Figure 2.10, 

three major types of capillary-driven grain boundaries are shown. Figure2.10(a) 

shows the “wedge” bicrystal techniques [20-22]. The main advantage of such 

model attributes to a simple relationship between the driving force P and the 

radius of curvature a, expressed as  

/bP aσ=             (2.13) 

where bσ represents grain boundary surface tension. The limitation of such a 

geometry is that driving force P would varies, increasing when a decreases during 

grain boundary migration. 
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Figure 2.10 Illustration of bicrystal geometry of (a) wedge technique; (b) 

reserved-capillary technique; (c) constant driving force technqiue (quarter loop) and (d) 

constant driving force technique (half loop technique).[2] 

 Figure 2.10(b) illustrates the reversed-capillary technique, proposed by Sun 

and Bauer [23, 24]. Such geometry has several advantages. First, it is relatively 

easy to prepare experimental sample. Second, driving force could be readily 

altered by changing the angle α . Third, large driving force could be obtained, 

despite only in the beginning of the experiment. The limitation of such geometry 

is that driving force are varying and grain boundary migration never reaches 

steady-state.  

 In order to reach steady-state grain boundary migration, constant driving 
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force techniques were developed by Aristov [25] and indicated by Figure 2.10(c) 

and Figure 2.10(d). Since, grain shape remained unchanged during migration, the 

driving force is held constant. 

2.3.4 Conclusions Draw from Experiments 

 (1) Most grain boundary migration experiements show a linear dependence 

between migration velocity and driving force, as indicated by equation 2.6. 

However, bicrystal experiments of Al via “wedge technique” conducted by Rath 

and Hu [note 4] found that grain boundary velocity is not correlated with driving 

force, rather if follows a relationship: 

 ,          (2.14) nV P∝

where n ranges from 2 to 12. Rath and Hu attributed this non-linear dependence to 

the effects of impurity while Gottstein and Shvindlerman suggested it was due to 

thermal grooving and groove dragging.[26] 

 (2) Grain boundary migration mobility and temperature follows an Arrhenius 

relationship, indicated by Equation 2.8. Hence, grain boundary migration is 

determined as a thermal activated process. Further, from Arrhenius relationship 

between mobility and temperature, activation enthalpy could also be yielded.  

 (3) How grain boundary migration and grain boundary diffusion correlated is 

unanwsered. The activation energy for grain growth was found similar to grain 

boundary self-diffusion activation energy by Cole et al [27] during the 

investigation of the early stages of the isothermal austenizing in steel. Further, 
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Sun and Bauer [23] confirmed that activation energy for high angle grain 

boundary migration and self-diffuion are comparable while studying tilt grain 

boundary migration in NaCl. However, while investigating the effect of applied 

pressure on grain boundary migration in Al, Molodov [28] discovered that the 

activation volume for <110> tilt boundary in Al was four times larger than single 

atomic volume. Hence, atomic motions during grain boundary migration in <110> 

tilt boundary would be cooperative rather than single atom’s hopping -- which is 

related to grain boundary self-diffusion. 

 (4) Grain boundary migration is sensitive to the presence of impurities. Aust 

and Rutter [29] conducted experiments with respect to grain boundary migration 

in dilute lead-tin alloy. According to the experimental data, grain boundary 

migration was found senstive to the content of tin ( treat as impurity). In fact, the 

interactions between grain boundaries and impurities are the origin of the drag 

effects.   

 (5) Compensation effect. A series of experiments [30-32] confirmed the 

moblity and temperature follows an Arrhenius relationship and activation energy 

and natural logarithm of the pre-exponential factor are correlated with each other. 

Such a correlation is known as the compensation effect. It has been proved valid 

for low Σ boundaries while their misorientations stay within a certain ranges. 

Compensation temperature is defined as the temperature where all grain 

boundaries within such a misorientation range have the same mobility. 
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 Certain features have been determined by experiments for extracting grain 

boundary moblity data. While most of these features are sensitive to impurities, 

impurity-free bicrystal experimental configurations is unavaiable. Thus, computer 

simulation is introduced as an effective alternative measure to obtain grain 

boundary intrinsic mobility data. 

2.4 Using Computer Simulations to Determine Grain Boundary 

Mobility 

 Computer simulations serves as an effective method in the determination of 

grain boundary mobility. With the aid of advanced computer hardware, computer 

simulation enable us to study some aspects of grain boundary migration which are 

not accessible by conventional experiments. Via computer simulations, grain 

boundary migration mechanism could be characterized by analyzing the trajectory 

of all atoms in the system during migration. Nevertheless, computer simulation 

also have certain limitations. As discussed before, the major disadvantage of 

computer simulation is the discrepancy in spatial and temporal resolution between 

simulations and experiments. In addition, simulations are, more or less, inaccurate 

because of the input for describing atom interactions are not absolutely definite. 

Hence, we should only treat computer simulation as a supplement to real 

experiments, serving as an alternative when experiments are unpractical under 

certain conditions. 

 The first simulation for obtaining grain boundary migration mobility 
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employed elastic strain as driving force was carried out by Schonfelder et al. [15]. 

In this simulation, a flat Σ29 twist grain boundary migration was studied. 

Lennard-Jones potential for copper was employed for describing atomic 

interactions for copper. The driving force originated from the elastic free energy 

difference between two grains. Then main findings of the simulations were: (1) 

grain boundary migration rate and driving force followed a linear relationship 

while applied strain is up to 4%, thus absolute grain boundary mobility could be 

determined; (2) Grain boundary migration activation energy was found 

sufficiently smaller than that of grain boundary diffusion; (3) grain boundary 

migration mobility follows an Arrhenius relationship with temperature and the 

activation energy was yielded to be 0.23 eV/atom. While the activation energy for 

each atom obtained from experiments are much larger than the value extracted in 

this simulation, it is inappropriate to simply attribute the discrepancy to selected 

inter-atomic potential.  

 Further, Upmanyu et al. studied curvature driven tilt grain boundary 

migration using molecular dynamics simulation [13]. Atomic interaction was 

described by a Lennard-Jones two-body potential. In this simulation, reduced 

mobility, * (M M ")γ γ= + , was extracted. As experiments commonly measure 

reduced mobility rather than real mobility, this simulation’s results could be 

directly compared with the data obtained from experiments. The activation energy 

dependence on misorientation obtained from MD simulation was consistent with 
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that from experiments. However, activation energy, itself, extracted from 

simulation was smaller than experimental value. This variance could be attributed 

to the effects of impurities [33, 34]. The limitation of such simulations lies in the 

difficulty in obtaining the real mobility from extracted reduced mobility data. 

Moreover, by using curved boundary geometry, it is unable to investigate the 

dependence of mobility on other parameters, e.g., grain boundary inclination.  

 The simulations listed above are valid measures to obtain absolute and 

reduced grain boundary mobility. Meanwhile, activation energy could also be 

derived. However, activation energy obtained from simulations is sufficiently 

smaller than those extracted from experiments. Despite we could attribute this 

discrepancy, in part, to the existence of impurities in experiments, we still need to 

guarantee the selection of accurate inter-atomic potentials for MD simulations. 

Both simulations presented above employed the simplistic Lennard-Jones 

potential. 

In order to achieve more accurate simulation results, more realistic 

inter-atomic potentials are employed in simulations. Zhang et al. conducted 

curvature driven grain boundary migration in Al [35], employing embedded atom 

method (EAM) inter-atomic potentials [36]. Migration of a series of <111> tilt 

boundaries in aluminum were simulated. Reduced mobilities were obtained and 

determined to be an Arrhenius function of temperature. Compared with 

experimental results, obtained mobilities were much higher while lower activation 
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energies were yielded from simulations.  

 Janssens et al [37] conducted MD simulations in order to determine mobility 

of twist flat boundaries with misorientations ranging from 10° to 60°. An artificial 

crystal-orientation-dependent driving pressure was employed to compute the grain 

boundary mobility in the fcc Al. Inter-atomic potential was real Aluminum EAM 

potential and modified for obtaining desired driving force. Rotation axis was 

selected around [111] crystallographic direction. For a series of investigated 

symmetric boundaries, grain boundary mobility was found increasing while 

rotation axis deviating from [111] axis, as expected. However, some unexpected 

results were observed, e.g., some mixed boundaries of Σ3 misorientations have 

high mobility. Simulation results are consistent with those from experiments. 

Moreover, simulations added more details, therefore enriching experimental 

investigations.  

 Upmanyu et al [38] performed a zero driving force MD simulation, with 

EAM-Al inter-atomic potential. Absolute interface mobility was obtained by 

tracking random walk of averaged interface position along interface normal. 

Simulation results validated and also emphasized predicted impurities’ effect. 

Mobility data obtained by employing Lennard-Jones potential was assumed to 

underestimate the boundary mobility by at least an order of magnitude. 

Methodology developed in this simulation provides a successful measure to 

quantify impurity effect at atomic scale.   
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2.5 Grain Boundary Migration Mechanism 

2.5.1 Reason for Study Grain Boundary Migration Mechanism 

 Although, we could obtain temperature dependence on grain boundary 

mobility by employing the reation rate theory, treating grain boundary migration 

as a siries of non-correlated single atom hopping, many experimental and 

simulation results [14, 39-43] suggest the existence of cooperative motions 

between these jumping atoms. For instance, Jhan and Bristowe [42] claimed a 

4-atom shuffling motion while studying a curvature driven twist boundary 

migration, which was experimentaly confirmed by Babcock and Balluffi [43]. 

Zhang et al also reported collective motions[39-41], which they named as string 

motions, while simulating a series of tilt grain boundaries. Related details will be 

discuessed in later session. All of these discoveries supported the idea that some 

of the atoms are moving in a cooperative manner. Meanwhile, activation energy 

for grain boundary migration is found much smaller compared with that for grain 

boundary diffusion [14, 15, 44]. Thus, grain boundary migration and grain 

boundary self-diffusion are determined as two unique processes.[14] In sum, 

reaction rate theory is incapable for describing grain boundary migration details. 

 Nevertheless, experiments and simulation results, so far, are not good enough 

for building a more reliable model due, in part, to the complexity of the grain 

boundary migration process. Furthermore, data with repect to details of atomic 

movements are not readily accessible by utilizing conventional measures. Thanks 
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to computational simulations, we are able to track a large number of atomic 

motions under a satisfactory time and space resolution, monitoring the overall 

process of grain boundary migration. Now the task becomes how to analyze the 

vast data collecected from computer simulations for yielding grain boundary 

migration mechanism. 

 The necessity of building a general grain boundary migration mechanism 

model lies in the requirement for describing grain boundary motions associated 

with a large number of different materials and grain boundary bicrystallography. 

By utilizing atomisitic simulations, mechanisms of grain boundary migration 

could be determined, and, hence, a theory based upon the mechanism could be 

established for detemining some unknown elements, i.e., grain boundary structure. 

Consequently, this thesis is motivated by investigating several special twist grain 

boundary migration mechanism in fcc metal Nickel and pave the way for future 

establishment of a general migration model for twist grain boundaries in variety 

kinds of materials. 

2.5.2 Previous Grain Boundary Migration Models 

Many works in the past several decades have been focused on the atomistic 

mechanisms for grain boundary migration. As discussed in grain boundary energy 

session, Read and Shockley [9] suggested that for a low angle grain boundary, 

migration could be described in term of the motion of dislocations. As discussed 

before, by utilizing such a dislocation model, grain boundary is treated as a series 
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of edge dislocations for pure tilt grain boundaries while pure twist boundaries are 

composed of a set of screw dislocation. Grain boundaries migrate via gliding and 

climbing of the dislocations. Obviously, the limit of the dislocation model is its 

incapability of describing grain boundary migration for high angle grain 

boundaries when dislocation cores overlap. Island model, proposed by Mott [45] 

and improved by Gifkins [46], describes grain boundary migration as a movement 

of a group of perfect crystalline island that melt from one side of the boundary 

and solidified on the other side. This island model is hard to justify due to the 

highly structured nature of the very narrow grain boundaries seen in high 

resolution electron microscopy [47]. Gleiter[48], however, suggested grain 

boundary that consisted of terraces, ledges and kinks could migrate by grain 

boundary atoms detaching from kinks and ledges, propagating on the terraces and 

adhering to the opposite grain boundary surface. Despite this model do account 

for grain boundary structure, it is only an idealized form as related parameters are 

not verified by any experiment or simulation. Further, such model also implies a 

wide grain boundary structure which is contradict to experimental observations[2]. 

Pond and Smith [6] schemed grain boundary migration by the motion of the 

secondary grain boundary dislocation (SGBD) within the Coincidence Site Lattice 

(CSL). In large angle grain boundaries, the dislocations are found to have smaller 

Burgers vector compared to that of lattice dislocations. Such dislocations are 

frequently named as secondary grain boundary dislocations (SGBD) or DSC- 

34 
 



dislocations. The existence of the secondary grain boundary dislocation was 

verified by and Balluffi [49]. However, the validity of this model is confined to 

only several high angle Σ grain boundaries. Further, recent experiments [50] have 

shown that the contribution from the motion of SGBD is negligible. In a whole, 

none of those models provides a particularly complete description of the atomistic 

mechanism for describing grain boundary migration. 

While grain boundary structures at low temperature can be characterized 

using modern high-resolution electron microscopy, grain boundary structures and 

migration at high temperature are hardly accessible via these experimental 

measurements. As an alternative, atomistic simulation is a perfect approach to 

explore this problem. Over the last three decades, a number of works have been 

reported on the identification of the atomistic mechanisms for grain boundary 

migration using molecular dynamics (MD) simulation. Jhan and Bristowe [42] 

reported an atomic shuffle mechanism in the study of curvature driven grain 

boundary migration of a Σ5 twist boundary. By observing sequence of snapshots 

of the grain boundary plane, a series of 4-atom cooperative motions were 

observed and a propagation of such shuffling was believed to be the mechanism 

of Σ5 twist boundary migration mechanism. This was supported by experimental 

results from Babock and Balluffi [43]. Bishop et al. [51] and Cahn et al. [52] 

investigated the atomistic mechanism for flat grain boundary migration induced 

by external shear stress. They concluded that grain boundary migration, the 
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motion perpendicular to the grain boundary plane, was coupled with grain 

boundary tangential displacement -- the motion parallel to the boundary plane. 

The rate of such tangential motion is proportional to the migration rate of the 

interface. Grain boundary migration of a series of Σ5 [001] twist boundary driven 

by elastic strain energy in copper was investigated by Schonfelder et al. [14] . In 

this study, the authors confirmed that grain boundary migration for low angle 

twist grain boundaries was assisted by the motion of a network of screw 

dislocations, while 4-atom collective shuffle mechanism was responsible for the 

migration of Σ5, Σ17 and Σ29 grain boundaries. However, the migration 

mechanisms for Σ13 and Σ25 were hard to identify. 

Recently, Zhang and Srolovitz [39] performed MD simulations to identify the 

atomistic mechanisms for grain boundary migration in a series of Σ5 [001] tilt 

grain boundaries. Two major distinct types of atomic motions were identified 

during migration -- string-like cooperative motions parallel to the tilt axis and 

single atom jump across grain boundary plane. These two types of atomic motions 

were confirmed in a further study [41] using statistical measures such as van Hove 

correlation function, dynamic entropy and non-Gaussian parameter. In addition, a 

quantitative measure of the cooperatives motion was developed. More recently, 

these methods have been used to identify the atomistic mechanisms for general 

[001] tilt grain boundary [40] and similar conclusions were obtained. These 

developed statistical measures are used for specifying twist grain boundary 
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migration mechanism in this thesis. 

2.6 The Goal of This Thesis 

Obtaining grain boundary mobility value is not the ultimate goal for our study 

on grain boundary migration. Rather, unambiguous understanding how grain 

boundary move – the migration mechanism is our destination. The focus of this 

thesis is to illuminate the atomistic migration mechanisms of several special twist 

grain boundaries and provide guidelines for generating universal grain boundary 

migration mechanisms in the future. Although some previous works have been 

focused on the migration mechanisms for [001] twist grain boundary, many 

questions associated with the atomic motions during twist grain boundary 

migration are yet answered. For instance, is there any correlation between 

individual 4-atom shuffles in Σ5 grain boundary? Is the migration mechanism of 

Σ5 twist boundary to be the propagation of reported 4-atom shuffling? What is the 

atomistic migration mechanism for Σ13 grain boundary, which is claimed to be 

difficult to specify in previous simulations? How does the migration mechanism 

change when grain boundary changes from a CSL boundary to a non-CSL 

boundary? To answer these questions, I will use the statistical measures that were 

previously developed in the study of tilt grain boundaries to investigate the atomic 

motions that govern grain boundary migration in twist grain boundaries. Details 

of the simulation as well as statistical measures are presented in Chapter 4.  
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Chapter 3 Simulation Methodology 

 In the previous chapters, I presented the advantage of employing molecular 

dynamics simulation for grain boundary migration study. In this chapter, details of 

simulaiton methods, especially the algorithms for intergrating Netwon’s equations, 

temperature control, simulation configuration construction and the selection of 

inter-atomic potentials will be discussed. 

 Through numerical intergration of Newton’s equations of motion for each 

atom, MD simulation could obtain thermodynamic, structural and kinetic 

properties, e.g., yield strength, interfacial energy, diffusivity and etc. Alder and 

Wainwright first introduced the MD methods in 1950’s [53, 54] while studying 

the dynamcis of an assembly of hard spheres. MD simulation for real materials 

was conducted by Gibson et al [55] in analyzing copper’s radiation damage 

dynamics. Rahan was the first to employ realistic potential while simulating liquid 

argon [56]. 

 As discussed before, MD simulation is able to perform under the conditions 

that beyond experment’s capability. For instance, five variables for describing 

grain boundary crystallography could be readily fixed. In addition, experimental 

conditions, i.e., temperature, pressure and chemical potentials, are easy to control. 

Further, with the aid of computer simulation, thermodynamics properties as well 

as temporal evolution are easily accessible.  
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 One of the major limitation of computer simulation is its discrepancy in 

spatial and temporal resolution with real experiments. Nevertheless, the 

application of periodic boundary conditions provides an approach to extend 

simulation system from a finite small volume to infinitely large. For truly periodic 

systems, e.g., periodic single crystal, only small simulation system is needed. 

However, when we deal with systems with defects or calculate kinetic and 

dynamical quantities, large simulation system is needed. Normally, largest 

simulation system may contain atoms on the order of 109. Due to the wide-spread 

interest on nano-scale materials, spatial resolution of real experiment and that of 

simulation becomes closer. Now, the the discrepancy becomes temporal resolution 

inconsistency.  

 In the following section, I will present the foundamental principles of the MD 

simulation method, employed algorithm and the choice of inter-atomic potentials. 

3.1 Foundamental Principle of MD Simulation 

 Molecular dynamics simulation is based upon Newton’s second law: 

    i iF m ai= ,               (3.1) 

where Fi, mi and ai are the force, mass and acceleration of atom i, respectively. 

Since the force on each atom is determined from potentials, acceleration of each 

atom could be calculated. Hence, integration of the equation of each atom yields 

the trajectories (positions, velocities and accelerations) of each atom as a function 

of time. Thus, the average values of system properties could be determined. We 
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only need intial position and velocity of the system as a input for MD simulation. 

 Force of each atom could be calcualted via given inter-atomic potential, 

shown as follow: 

iF i iV= −∇ ,              (3.2) 

where V represents inter-atomic potential. Combining equation 3.1 and 3.2 could 

yield: 

                      
2

2
i

i
i

d rdV m
dr dt

− =  ,      (3.3) 

where ri represents the ith atom’s position. 

 From equation 3.3, we could see that the most important input for MD 

simulation is the interatomic potential V. Different materials would have distinct 

V. While accuracy of potential would directly determine simulation results’ 

reliability, one can use variety kinds of potentials ranging from empirical, 

semi-empirical to full quantum mechanical. Frequently employed potentials for 

simulation with respect to metals are two–body potentials, treating the overall 

energy of the system as a sum of atomic pairwise interactions and many-body 

potentials by summing a larger group of atoms. 

 Lennard-Jones 6-12 potential is a classical two body potential which could be 

expressed as follows: 

                    V = 4ε((
σ
r

)12 − (
σ
r

)6 ) ,      (3.4) 

where ε is the depth of the energy well and σ is the interparticle spacing when 
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pairwise potential equals zero. Lennard-Jones potential could be divded into two 

parts – an attractive part and a repulsive part. Despite the fact that Lennard-Jones 

potential is incapable of accurately describing specific material’s properties, it 

does have certain merits. Also, pair-wise potential generally requires less 

computer sources compared with many-body potentials. 

 Many body potentials, on the other hand, accounts for interactions between 

pair-wise atoms. Embedded Atom Method potential [36] is one of the important 

types of many body potentials,which was employed in the simulations conducted 

in this thesis. Since EAM potentials include a many-body force term to take the 

electron density into account, such potentials are widely utilized in simulating 

metals. EAM potential is consituted by a pair-wise term plus a local eletron 

density term – describing a n-body interaction. Details of EAM potential would be 

presented later. Generally, many-body potential is capable of describing more 

accurate atomic interactions while demanding more computing sources.  

 Given that potential energy is a function of the positions of all atoms within 

system, it is impractical to intergrate Newton’s equations of motion. Thus, we 

resort to numerically solve such set of equations of motions. The algorithm for 

such numerically solution should acquire following features: (1) energy and 

momentum of the system should be conservative; (2)computational efficient; (3) 

the round off errors should be small enough for long time accurate integration. 

The most basic numerical integration method is Euler method, following 
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equations: 

( ) ( ) ( )i i ir t t r t v t tδ δ+ = + ,       (3.5) 

and 

  
vi (t + δt) = vi (t) + (−

∂U
∂ri

⋅
δt
mi

) ,       (3.6) 

where ri, vi respectively represent position and velocity of atom i. t and δt on 

behalf of a certain timestep and time interval. V is employed force-field and mi is 

the atom i’s mass. With already known initial position and velocity of each atom 

and the inter-atomic potential, positions and velocities at latter time could be 

calculated in a sucession of timesteps. However, such method is not accurate and 

would not be utilized in our simulations. 

One of the most commonly used integration algorithms is the Verlet 

algorithm [57, 58]. The foundamental idea of such a algorithm is to expand the 

particle position in the previous and next time step in the Taylor series: 

21( ) ( ) ( ) ( ) ...
2

r t t r t v t t a t tδ δ δ+ = + + + ,        (3.7) 

and 

21( ) ( ) ( ) ( ) ...
2

r t t r t v t t a t tδ δ δ− = − + + ,        (3.8) 

where δt and v are MD simulation timestep and velocity respectively. By 

combining equation 3.7 and 3.8 we could obtain: 

                  2( ) 2 ( ) ( ) ( )r t t r t r t t a t tδ δ+ ≈ − − + δ ,           (3.9) 
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With position and accerleration at time t and position at t-δt, position at t +δt 

could be determined. Error of such algorithm is δt4. The advantage of such 

algorithm attributes to the unnecessity of velocity data for estimating the positions 

of following timesteps. However, when we need calculate velocity, the acurracy 

of obtained velocity is only on the order of δt2. To increase obtained velocity’s 

accuracy, we could use velocity Verlet algorithm with following form: 

       21( ) ( ) ( ) ( )
2

r t t r t v t t a t tδ δ+ = + + δ ,             (3.10) 

and  

1( ) ( ) [ ( ) ( )]
2

v t t v t a t a t t tδ δ δ+ = + + + ,          (3.11) 

Velocity Verlet algorithm has same accuracy level for predicting new atomic 

positions as Verlet algorithm does. Meanwhile, the accuracy of velocity 

estimation would be up to δt4. Despite such algorithm has more or less numerical 

errors, the simulation results are reliable in a statistical or enesemble sense. 

3.2 Temperature Control 

 Classical MD simlation of N particles system with volume V corresponds to a 

microcanonical ensemble (NVE ensemble), i.e., number of atoms, volume of the 

system and total energy are conserved during simulation. However, in this thesis, 

we need to perform NVT ensemble (canonical ensemble) where temperature is 

conserved. Then, we should employ other methods to maintain temperature to be 

constant.  
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 Variety kinds of means are available for maintaining temperature during MD 

simulations. The approach we employed is rescaling velocity owing to that 

velocity and system temperature could be expressed as follows: 

21 3
2 2i

i
mv Nk T=∑ B ,       (3.12) 

where m is the mass; vi is the velocity; N is the number of atoms in system; kB is 

the Boltzman constant and T represents the system temperature. We could rescale 

the velocities at each timestep by a factor of , where T is the desired 

temperature while Ti is the instantaneous temperature at timestep i.  

1/2( / )iT T

 An alternative approach to maintain constant temperature is to introduce an 

extended Lagrangian approach in modifying Newton’s equation of motion. This 

method was first introduced by Anderson [59] in performing a constant pressure 

simulation. Nosé – Hoover thermostat is the classical type of such approach [60, 

61]. Employing extended Lagrangian to maintain constant temperature in MD 

simulation based upon the assumption that the simulation system is in contact 

with a thermal reservoir which have additional degrees of freedom. Energy 

exchange between the system and the reservoir is allowed. The total energy of the 

simulation system plus the thermal reservoir is conserved. 

 Stochastic approach proposed by Anderson [59] coupled the system with a 

heat bath to achieve desired system temperature. The coupling to a heat bath is 

accomplished using stochasitic forces on random seletct particles. By employing 
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this method, a random particle is first selected at certain interval. Then, resample 

the atom’s velocity components from Maxwell-Boltzman distribution by colliding 

with the heat bath particle. Between the interval, system evloves in a 

microcanonical (NVE) measure and the limiting probability distribution is 

canonical (NVT). The time between collisions is sampled from a Poisson 

distribution.  

3.3 Simulation Initialization 

 In the initialization of simulation system, atoms of certain configuration will 

be inputed. We randomly assign velocity of each atom from a Maxwell 

distribution to obtain desired temperature. Alternatively, assigning velocities to 

atoms from a uniform random distribution could also lead to Maxwell temperature 

distribution. Timestep in MD simulation of this thesis was chosen to be 

femtosecond, i.e. , 10-15 second. 

 Periodic boundary condition is employed in MD simulation of this thesis. In 

order to maintain a constant driving force, we constructed free surface on up and 

bottom part of the simulation configuration. Details of boundary conditions would 

be presented in latter part of the thesis. 

3.4 EAM Potential 

 The many-body potential employed in MD simulation is the EAM potential. 

EAM was firstly developed by Daw and Baskes [36]. By employing EAM 

potential, the energy of the metal is obtained by embedding an atom into the 
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electron density created by remaining atoms of the system. The potential energy 

of the system could be expressed as: 

, ( )

1 ( ) ( )
2 ij ij i i

i j i j i
E U r G ρ

≠

= +∑ ∑ ,           (3.13) 

and  

( )
i

a
j ij

i j
rρ ρ

≠

=∑ ,                   (3.14) 

where Uij(rij) is pairwise potential between atom ij with separation rij. Gi(ρi) 

represents the energy required for embedding an atom i into uniform electron 

density ρi, while ρi is the spherically averaged atomic electron density at atom site 

i created by all of the rest atoms in the system. The EAM potential has been 

proved to be effective in studying grain boundaries in metals, which is the reason 

why it is selected for MD simulation in this thesis. Exactly, in this thesis, the 

atomic interactions were described using the Voter-Chen form of the Embedded 

Atom Method (EAM) potential for Nickel. The selection of nickel in this 

simulation is due to its large elastic anisotropy. Under the same elastic strain, Ni 

would have larger driving force compared with other FCC metals, e.g., Al.  
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Chapter 4 Twist Grain Boundary Migration Mechanism 

 In this chapter, I will focus on the migration of a series of Σ5 [001] twist 

grain boundaries in Ni. The atomic interactions were described using the 

Voter-Chen [62] form of the Embedded Atom Method [36] (EAM) potential for 

Ni. The simulations were performed within a NVT ensemble (Fixed numbers of 

atoms, volume and temperature). Constant temperatures of 900K, 1000K, 1100K, 

1200K, 1300K, 1400K and 1500K were maintained using a rescaling scheme. The 

melting point of this potential is 1624K [40]. The total number of atoms for Σ5, 

Σ13, and general boundaries simulation cell were 128000, 54076 and 92721, 

respectively. Atomic configurations of the simulation cell were saved every 0.2ps 

for further study. MD Simulations were performed using large-scale 

atomic/molecular massively parallel simulator (LAMMPS) [63], developed at 

Sandia National Laboratory. The purposes are to (1) investigate grain boundary 

moblity’s temperature dependence; (2) characterize rate controlling atomic 

motions for grain boundary migration of each selected twist boundary; (3) 

determine the relationship between grain boundary migration mechanism and 

grain boundary misorientation. In the following sessions, I will describe the 

applied driving force, simulation geometry, methods for extracting grain boundary 

mobility data and the statistical measures for identifying grain boundary migration 
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mechanism. Simulation results were carefully examined and the mechanisms for 

each invesigated twist boundary were specified. A general trend of migration 

mechanism transistion from Σ twist boundaries to non-Σ twist boundary was also 

yielded. 

4.1 Simulation Geometry 

In the thesis, I performed three dimensional molecular dynamics simulations 

of grain boundary migration in a series of [001] twist grain boundaries in fcc 

nickel. In Particular, a θ=36.87° Σ5 boundary, a θ=22.63° Σ13 boundary and a 

θ=40.23° general boundary (non-CSL boundary or Σ=∞) were considered. Figure 

4.1 shows the schematic of the bicrystal simulation cell with a flat grain boundary. 

The bicrystal consisted of a lower grain (grain 1) with the crystal orientations 

[100], [010] and [001] in the X-, Y- and Z-directions, respectively, and an upper 

grain (grain 2) rotated about the [001] axis by angle θ. The misorientation angle θ 

was defined as the relative angle between the [010] axis of the upper and lower 

grains. The grain boundary plane was perpendicular to the Z-axis as the figure 

indicated. Periodic boundary conditions were applied to the X- and Y- directions 

while free boundary condition was applied in the Z-direction, resulting two free 

surfaces on the top and the bottom in the simulation cell.  
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Figure 4.1 Schematic diagram of the simulation cell. Grain 1 is the lower grain with 

crystal orientation [100], [010] and [001] in the X-, Y- and Z- directions. Grain 2 is the 

upper grain rotated about the [001] axis by a misorientation angle θ. The simulation cell 

is periodic in the X- and Y-directions and the top and bottom surfaces are free. 
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4.2 Applied Driving Force 

It is widely accepted that grain boundary migration is a thermally activated 

process, as discussed in Session 2.21. Based on this, grain boundary migration 

velocity v can be written as mobility M times driving force P  

 0 exp
B

Qv MP M M
k T

⎛ ⎞
= = −⎜

⎝ ⎠
⎟

, 
             (4.1) 

where M0 is the pre-exponential factor, kB represents the Boltzmann constant and 

Q is the activation energy for grain boundary migration. In the steady state 

migration condition grain boundary migration velocity could be obtained by linear 

fitting the temporal evolution of the average grain boundary position. 

Consequently, grain boundary mobility can be calculated if the driving force is 

known. 

The driving force employed in this study is the stored elastic strain energy 

density difference between two grains. Since most crystalline solids are elastically 

anisotropic as discussed in previous chapters, the driving force can be expressed 

as, 

 ( )2Grain Grain
elastic elasticP F F= − 1 ,                 (4.2) 

where 1
2elastic ijkl ij klF C ε ε=  is the elastic strain free energy. The applied strains and 

stresses are as follows: 
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⎛ ⎞
⎜= ⎜
⎜ ⎟
⎝ ⎠

,                 (4.4) 

Note, we applied εxx and εyy in the X- and Y-direction by controlling the 

periodic boundary conditions and applied zero stress along the Z-direction using 

free boundary condition (free surfaces). Therefore, the elastic free energy in the 

lower grain is estimated as: 

( ) ( ) ( )
11

22
12

2
11121211

22
12

2
111

2
2

C
CCCCCCC

F yyyyxxxxGrain
elastic

εεεε −+−+−
= ,    (4.5) 

The elastic free energy in the upper grain can be also estimated using Hook’s law 

with proper rotation as: 

( )[ ]( )
( )[ ] ⎪⎭

⎪
⎬
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⎪
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,                  (4.6) 

Hence, the driving force can be estimated analytically using linear elasticity as, 

 ( ) ( )( 22
44 11 12

1 2 sin 2
4 xx yyP C C C θ ε ε= − + − ) ,        (4.7) 

where C11, C12 and C44 are the elastic constants and 44 11 12(2 )C C C− + is the 

measure of the elastic anisotropy of material. It is noted that the driving force is 

vanishing when εxx=εyy and is maximized when θ=45°. Based upon this 

calculation, we chose εxx=-εyy in our simulation cell to maximize the driving force. 
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The accuracy of this calculation relies on the linearity of the stress-strain relation. 

Typical strains employed in our simulations are up to 2%, where the linearity of 

stress-strain relation is questionable. In order to take account the non-linear 

elasticity in the calculation of driving force, an alternative approach is applied. In 

this approach, a series of molecular dynamics simulations were performed in each 

grain to obtain the stress-strain curves; then, expand obtained stress in the power 

of strain, following equation: 

( ) 2 ...A Bσ ε ε ε= + +   ,                    (4.8) 

where A and B are constants. The stored elastic free energy in each grain was 

estimated using numerical integration under each stress-strain curve at a given 

strain level; and finally, the driving force was obtained by the difference of the 

stored elastic free energy between two grains, following equation: 

( ) 0

0

2 2 1 1( )Grain Grain Grain Grain
xx yy xx yyP d

ε

ε
ε σ σ σ σ

−
ε ′= + − −∫ ,           (4.9) 

or 

      ( ) 2
0 2 1 0 2 1 0

1 1( ) ( )
2 3

P A A B Bε ε= − + − +3 ...ε  ,             (4.10) 

where P is the elastic energy difference between the two grains (driving force) 

while Figure 4.2 indicates the deviation of stress-strain curve from linear region at 

large applied strain. The purple area indicates energy difference between the 

estimation from linear elasticity and the proposed simulation measurement. 
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Figure 4.2 Illumination of deviation from linear elasticity. Brown area indicates the 

elastic energy obtained from measurement (non-linear elasticity) while the purple zone 

represents energy difference between linear elasticity estimation and measurement. Red 

stars are the measured stress when apply selected strain. 

The obtained elastic energy difference between upper and lower grain (green 

zone) is illustrated in Figure 4.3 .  
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Figure 4.3 Obtained elastic energy difference (the green zone) between the two grains 

Due to the deviation from linear elasticity, estimated driving force are, hence, 

different from measured one, shown in Figure 4.4. More details could be found in 

[17]. 

 

Figure 4.4 Illumination of driving force difference between linear elasticity estimation 

and measured driving force. 
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 4.3 Grain Boundary Migration Velocity  

 Grain boundary velocity is obtained by linear fitting the plot of grain 

boundary position versus time, indicated by Figure 4.5. From the figure, we could 

observe that grain boundary reaches a steady-state migration while grain 

boundary migration rate is the slope of the linear fit of the grain boundary position 

versus time plot. By employing this method, velocity data at different temperature 

was applied strain were obtained for each selected twist boundary. 

 

Figure 4.5Linear fit of the grain boundary position versus time 

4.4 Statistical Measures for Characterizing Atomic Motions during 

Migration 

 Previous simulation with respect to tilt grain boundary mechanism studies 

confirmed co-operative atomic motions within the grain boundary. Such motions 
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are named as collective string-motions [39-41, 64]. Figure 4.6 indicates the string 

motions found in tilt grain boundary where boundary region was blanked except 

tracked strings (colorful atoms linked with arrows). The upper and lower region of 

atoms, respectively, represent the atoms belonging to each grain in the bicrystal 

configuration [64]. Typically, string motions found in tilt grain boundaries are 

predominantly parallel to tilt axis. 

 

Figure 4.6 Collective string motions observed in a tilt grain boundary. Red atoms either 

belong to upper or lower grain while series of colorful (other than red) atoms indicate 

observed string motions. [64] 

A quantitative measure [41] has been developed to characterize the string-like 

collective atomic motions within grain boundary plane. The criterion for 
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determining string-like atomic motions is as follows: first, mobile atoms should 

be identified. An atom will be treated as a mobile atom if its displacement in time 

interval Δt is larger than thermal vibration amplitude, but smaller than the second 

nearest neighbor distance, i.e., ( ) ( )00.35 - 0 1.2i ir r t r r< Δ < 0 . Next, mobile atom i 

and atom j can be identified as a pair or a string if they remain nearby as they 

move, i.e., ( ) ( ) ( ) ( ) 0min - 0 , 0 - 0.43i j i jr t r r r t r⎡ Δ Δ⎣ ⎤ <⎦ . The average string length 

then can be estimated as ( ) ( )
2

,
n

n t nP n t
∞

=

Δ =∑ Δ , where n is the number of atoms 

involved in a string and P(n,Δt) is the probability of finding a string of length n in 

a time interval Δt.  

Self-part van Hove correlation function Gs(r,Δt) is employed to characterize 

the atomic displacement during grain boundary migration. Gs(r,Δt) describes the 

probability distribution of an atom to be found from its original position by an 

amount of r after a time Δt. Mathematically, the van Hove correlation function can 

be written as: 

( ) ( ) ( )( )
1

1, 0
N

s i i
i

G t t
N

δ
=

Δ = Δ − −∑r r r ,r       (4.11) 

When Δt is small, Gs(r,Δt) is Gaussian, meaning harmonically localized motion. 

As time interval Δt increasing, generally, we will expect to observe non-Gaussian 

behavior. By looking at Gs(r,Δt) at a different time interval, we can trace the path 

that the atom takes as it moves through the system and quantify these changes in 

terms of atomic displacement. It is noted that the atomic displacement is sensitive 
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to any rigid motion between two grains. To minimize the effect of grain boundary 

rigid motion during the atomic displacement calculation, we chose to fix the 

atomic positions of two layers of atoms near the top and bottom surfaces in the X- 

and Y-directions during simulations. 

4.5 Simulation Results 

4.5.1 Grain Boundary Mobility 

 

Figure 4.7 Logarithm of grain boundary mobility versus inverse temperature for Σ5 , Σ13 

and general twist boundaries. The inset shows logarithm of the pre-exponential factor as a 

function of the activation energy. 

Figure 4.7 shows grain boundary mobility as a function of temperature for Σ5, 
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Σ13 and θ=40.23° general high-angle twist grain boundaries. In order to get 

mobility data at each temperature, shown in Figure 4.7, we first need to calculate 

driving force under different strains. As a typical example, driving force data for 

Σ5 [001] twist boundary at 1300K is illustrated in Table 4.1 

  

Grain2 (Upper) Grain1 (Lower) Temperature Strain  
σxx 

(GPa) 
σyy 

(GPa) 
σxx 

(GPa) 
σyy 

(GPa) 

Driving Force 
(GPa) 

0.01 1.2136 -1.3870 0.4951 -0.4061 0.008439  
0.015 1.7366 -2.1687 0.7510 -0.5809 0.019065  

 
1300K 

0.02 2.2166 -2.9996 1.0263 -0.7216 0.034032  

Table 4.1 Data for calculating driving force at 1300K for Σ5 [001] twist boundary 
 

Thus, according to obtained driving force and measured grain boundary 

velocities, we could calculate the mobility. Mobility data for 1300K Σ5 [001] 

twist boundary is also provided in Table 4.2 

 

T Strain Time (ns) Velocity(m/s) DF (GPa) Mobility 

1300K 0.02 10 4.6308 0.034032 136.07  

1300K 0.015 11 2.5321 0.019065 132.81  

1300K 0.01 11 1.1723 0.008439 138.91  

Table 4.2 Obtained mobility data at 1300K for Σ5 [001] twist boundary 
 

Hence, the mobility at each temperature is obtained by averaging over 

simulation of migration at three different driving forces (i.e., ε=1%, ε=1.5% and 

ε=2%). Each simulation is performed for at least 10 ns to ensure that grain 

boundary migrates up to 14 nm. The error estimate is based upon a 95% 
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confidence interval. For each misorientation, the mobility lnM shows reasonable 

linearity with the inverse temperature 1/T. This implies that grain boundary 

mobility can be described as an Arrhenius function of temperature, as suggested in 

Eq. (4.1). Linear fitting of the data set to the form allows us to 

extract the activation energy for grain boundary migration Q (from the slope) and 

the pre-exponential factor M0 (from the intercept). The activation energies for Σ5, 

Σ13 and general high-angle grain boundaries are 0.26±0.019eV, 0.45±0.026eV 

and 0.36±0.022eV, respectively. These values are in good agreement with our 

previous simulations of grain boundary migration in Σ5 tilt boundaries [65], 

where the activation energies for migration fall into a range from 0.2eV to 0.4 eV. 

Since all the activation energies are non-zero, we can conclude that grain 

boundary migration for these twist boundaries is thermally activated process. It is 

also noted that the Arrhenius plot of lnM vs. 1/T for Σ5 and Σ13 boundaries 

crosses at 1100K (general boundary and Σ5 could have an intersection above the 

melting point and general boundary and Σ13 could intersect at a much lower 

temperature). This is the so-called compensation temperature, as discussed in 

previous chapter [66], a typical experimentally observed correlation [30]. The 

inset of Figure 4.7 plots logarithm of the pre-exponential factor M0 versus 

activation energy Q for three twist boundaries. It is clear that the data sets cannot 

be described as a linear relationship. This implies the atomistic mechanisms by 

which grain boundary migrates might be different between these boundaries. 

/
0

BQ k TM M e−=
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Moreover, while the activation energies for three misorientations are relatively 

close, the general grain boundary shows substantially lower mobility at all 

temperatures interested. This suggests that the migration mechanism for non-Σ 

(general high angle) twist boundaries might be different from Σ twist boundaries 

(Σ5 and Σ13).  

4.5.2 Grain Boundary Kinetics 

Next, we will employ the methods introduced in Section 4.4 to identify the 

atomistic mechanisms for grain boundary migration in twist boundaries. The 

temperature T=900K was chosen in the investigation to ensure that grain 

boundaries migrate by enough amount of distance with MD time scales but that 

the natural random walk of the boundary due to thermal fluctuation is small. The 

applied strain for Σ5, Σ13 and general twist boundaries are 1.5%, 2.0% and 1.5%, 

respectively. 
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Figure 4.8 Kinetics of the three selected twist boundary at 900K. 

The choice of different strain in different boundaries is to ensure the driving force 

is similar between different boundaries. Figure 4.8 indicates migration kinetics 

obtained from the three selected twist boundaries. For each type of boundary, 

several layers’ kinetics were obtained and averaged to acquire averaged kinetics 

shown in Figure 4.8. A few layers on the path of migration for each selected grain 

boundary were chosen. The selected layers, which belong to upper grain with 

original misorientation θ, would finally become layers with unrotated 

configuration. The ratio of atoms changing from rotated configuration to the final 

configuration was plotted versus time for each type of selected twist boundary. 

For each observed plane, its configuration was averaged over several consecutive 
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timesteps. On the other hand, the reference was selected as the layer close to 

observed plane with observed plane’s final configuration, whose configuration 

was also obtained via averaging. When some atoms in the observed planes 

approximately match the atoms in reference planes, these atoms in observed plane 

would be labeled as atoms with final orientation (unrotated). From the figure, we 

could see that, in the beginning, Σ5 and Σ13 both have a certain amount of atoms 

with final misorientation, which, respectively, matches the percentage of CSL 

atoms in each grain boundary plane. As for general boundary, the initial ratio is 

due to the error brings by thermal vibration. Theoretically, there should be no 

atoms with final misorientation for general twist boundary plane. These 

observations suggest CSL atoms are simply involved in thermal vibration around 

their original positions since the ratio of atoms with final orientation for Σ5 and 

Σ13 twist boundaries always maintain the same before migration started. In 

addition, this figure confirms that general twist boundary has a relatively lower 

mobility. 

4.5.3 Single Atomic Motions 

Figures 4.9, 4.10 and 4.11, respectively, show the self-part of van Hove 

correlation function (displacement distribution function) at eight different time 

intervals Δt for Σ5, Σ13 and general high-angle twist grain boundaries at 900K. In 

all cases, at small time interval the displacement distribution function is Gaussian 

since the atomic motions are simply harmonic oscillation around their equilibrium 
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positions. Hence the peaks at r ~ 0.5Å in three cases correspond to the atomic 

vibration amplitude at T = 900K. As the time interval increases, the displacement 

distribution function starts to develop new peaks at r=r0 and r=a, where the r0 

corresponds to the first nearest neighbor distance of the fcc nickel and the a 

corresponds to the lattice parameter (the second nearest neighbor distance). In 

previous simulations [39] of tilt grain boundary it has been demonstrated that the 

displacements at r0 and a are most likely the atomic motion associated with grain 

boundary self-diffusion. While the displacement distribution functions exhibit 

some similarities, significant differences are shown as time interval becomes 

larger among three boundaries. 

 

Figure4.9 The displacement distribution function Gs at eight different time intervals Δt for 

Σ5 boundary 
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Figure4.10 The displacement distribution function Gs at eight different time intervals Δt 

for Σ13 boundary 

Figure 4.9 shows the displacement distribution function of the Σ5 twist grain 

boundary. A strong new peak centering at r=1.28Å appears when Δt >50ps. The 

new peak suggests that substantial amount of atoms displace such a distance after 

a certain time, where this displacement (short jump) is only half length of the first 

nearest neighbor distance r0. Similar to the Σ5 twist boundary, a new but broader 

peak centering at r=1.52Å develops in the Σ13 twist grain boundary, as shown in 

Figure 4.10. Both peaks found in Σ5 and Σ13 twist boundaries are similar to our 

previous observations in tilt boundaries [41], where the “short jump” corresponds 

to single atom hop across the grain boundary. Figure 4.11 shows the displacement 
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distribution function in the general high-angle twist grain boundary. It is 

surprising that other than the peaks at r~0.5Å, r=r0 and r=a, no “short jump” is 

discovered. This indicated that no specific atomic displacements less than first 

nearest neighbor take place in general high-angle twist boundary. The differences 

found in displacement distribution function between Σ boundaries and non-Σ 

boundaries suggest that the atomic motion that governs grain boundary migration 

is different and it is sensitive to grain boundary symmetry. Next, we would 

examine where the “shot jump” in Σ grain boundaries originates.  

 

Figure 4.11 The displacement distribution function Gs at eight different time intervals Δt 

for general high angle twist boundary. 

Temporal evolution of atomic configurations and angular distribution 
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function are employed to determine the origin of the “short jump” found in the 

displacement distribution function. The temporal evolution of atomic 

configurations with a X-Y plane view of a single (002) atomic plane contains 

thousands of individual atomic configurations separated in time interval by 0.2 ps 

over 2 ns period of time. The atomic positions are colored by the time, i.e., light – 

early time and dark – later time. Since such a figure shows the motion of all atoms 

over a long period of time, it provides information on the atomic trajectory in a 

statistical sense. Angular distribution function is used to examine whether certain 

“short jump” within grain boundary plane (the X-Y plane) has angular correlation 

and whether such correlations are related to grain boundary structures. In order to 

calculate the angular distribution function, we first identify the “displaced” atoms 

if the displacement is within a selected range (e.g., for Σ5 grain boundary, we 

choose 0.78Å<r<1.78Å), then the displacement vectors are projected onto the X-Y 

plane and an angle αi for the “displaced” atom i is measured with respect to the 

X-direction. Finally, the angular distribution function γ(α) is calculated as, 

  ( ) ( )
1

1,
N

i
i

t
N

γ α δ α α
=

Δ = −∑ .      (4.10) 

The time interval Δt is chosen to be 400ps in the present work.  

Figure 4.12 shows the temporal evolution of atomic configurations in the X-Y 

plane for the Σ5 twist boundary. Only an enlargement of a small part of the entire 

grain boundary is shown. It is clear that the dark cluster of atoms and light cluster 
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of atoms represent the orientation of the lower and the upper grains, respectively. 

The black triangles represent the initial atomic positions of the upper grain while 

the white circles indicate the final atomic positions of the lower grain. 

Coincidence site lattice, the positions that light cluster of atoms are overlapped 

with the dark cluster of atoms, is connected by the dashed line.  

 

Figure 4.12 Boundary plane view (X-Y) of superimposed atomic positions every 0.2 ps 

for 1000 time intervals for Σ5 twist boundary. The atoms are colored according to time, 

where darkest (red online) and lightest (green online) represent starting and finishing 

times, respectively. The dashed square indicates the unit cell of the coincidence site lattice 

and arrows denote the single atomic hopping path. 

Since in this figure we know where each atom begins its trajectory and ends 
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its trajectory, we can determine a statistically meaningful atomic jump path. The 

black arrows indicate such a jump path. There is no displacement or jump 

involved in those atoms in the CSL site. This jump path is consistent with the 

so-called DSC lattice [2], where the length of the vector is estimated to be 1.14 Å 

[2]. This is a good agreement with the peak at r=1.28Å in the displacement 

distribution function, shown in Figure 4.9. Figure 4.13 shows the angular 

distribution function for the atoms with displacements in a range of 0.78Å and 

1.78Å. The peaks at θ=20°, θ=110°, θ=200° and θ=290° in the angular 

distribution function suggest that these four angles or directions are taken by the 

most atoms with a displacement in a range of 0.78Å and 1.78Å [second peak in 

Figure 4.9]. In addition, these four directions are also reasonable matching with 

the jump paths suggested in Figure 4.12.  
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Figure 4.13Angular distribution function of the atoms with displacement around the peak 

centered at r = 1.28Å in Figure 4.9 (figure of Σ5 twist boundary van Hove correlation 

function). 

Therefore, both the temporal evolution of atomic configuration and the 

angular distribution function confirm the “short jump” path within a CSL cell for 

Σ5 twist boundary. Since such short jumps eventually lead to grain boundary 

migration, we believe they are the controlling atomic motions that govern grain 

boundary migration in Σ5 twist boundary.  
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Figure 4.14 Boundary plane view (X-Y) of superimposed atomic positions every 0.2 ps 

for 1000 time intervals for Σ13 twist boundary. The dashed square indicates the unit cell 

of the coincidence site lattice and arrows denote the possible single atomic hopping 

directions. 

Figure 4.14 shows the temporal evolution of atomic configurations in the X-Y 

plane for the Σ13 twist boundary. Similar to the Σ5 twist boundary, the CSL site 

can be defined and indicated by the dashed line. Nevertheless, short jump paths 

are difficult to determine. The angular distribution function of atoms having 

displacement between 1.02Å and 2.02Å is shown in Figure 4.15. Compared with 

the angular distribution function for the Σ5 boundary, more angles or directions 

for the short jump in the Σ13 boundary are observed. Based on the information in 
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Figure 4.14 and 4.15, we can determine the possible jump path for the Σ13 

boundary, indicated by the black arrows. The distance of the possible 

displacements ranges from 0.72Å to 2.05Å. This is the reason why we observe a 

much broader second peak in the Σ13 twist boundary in the displacement 

distribution function [Fig. 4.10]. The possible short jump displacement can be 

divided into two types: i) Type I is the outer ring jump with relatively large 

displacement (i.e., >1.02Å), and ii) Type II is the inner ring jump with relatively 

small displacement (i.e., ~ 0.72Å).  

 

Figure 4.15 Angular distribution function of the atoms with displacement around the peak 

centered at r=1.52Å in Figure 4.10(figure of Σ13 twist boundary van Hove correlation 

function). 
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Figure 4.16 Boundary plane view (X-Y) of superimposed atomic positions every 0.2 ps 

for 1000 time intervals for general high angle twist boundary. The arrows denote the 

possible single atomic hopping directions. 

Figure 4.16 shows the temporal evolution of atomic configurations in the X-Y 

plane for the general high angle twist boundary. Although this figure also suggests 

possible short jump paths from the atomic trajectory, the van Hove correlation 

function indicates no significant displacements that are less than atomic distance 

take place during migration. Therefore, short jump is not important for the general 

high angle twist boundary. Figure 4.17 shows the angular distribution function of 

the atoms having displacement of the first nearest neighbor distance. Surprisingly, 

these first nearest neighbor jumps within general grain boundary are not random, 
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rather, the directions coincide with the crystallographic orientation of the upper or 

lower grain. This suggests that the atom within grain boundary is likely to jump 

into its nearest neighbor in its own sublattice, as illustrated by atom (1) and atom 

(2) in 4.16.  

 

Figure 4.17 Angular distribution function of the atoms with displacement around the peak 

centered r=r0 in Figure 4.11 (figure of general twist boundary van Hove correlation 

function). 

4.5.4 String-like Cooperative Motions  

String-like cooperative motion is an intrinsic feature of grain boundary 

motion that may greatly influence the dynamics of grain boundary during 

migration [41, 64]. For the typical string-like cooperative motions within grain 

boundary, string length will increase with increasing time interval Δt until it 

reaches a maximum at Δt =t*, and then it starts to decay. The choice of t* for 
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general twist [001] grain boundary is indicated by Figure 4.18. 

 

Figure 4.18 Selection of t*when string size reaches maximum 

At small and large Δt, the atomic displacements exhibit inertial and Brownian 

(both are uncorrelated), respectively, while between the two extremes the atomic 

displacements develop correlation and such a correlation reaches a maximum at 

Δt =t*. Figure 4.19, 4.21 and 4.23 show the position of atoms in strings of length 

larger than three at Δt =t* in the X-Y plane for Σ5, Σ13 and general twist 

boundaries at T=900K when the average grain boundary position has moved 

approximately 10 Å along the Z-direction.  
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Figure 4.19 Identification of all of the atoms that are members of strings of length greater 

than three at Δt =t* in Σ5 boundary X-Y plane when the grain boundary migrates 

approximately 10Ǻ. Different colors represent individual strings and the arrows point to 

the positions where atoms end. 

In Figure 4.19, the string-like cooperative motions in the Σ5 twist grain 

boundary at Δt =113 ps are shown, where 4-atom strings are found to be dominant. 

Two types of 4-atom string can be identified based on their orientation. Each of 

the string orientation coincides with the crystallographic orientation of the upper 

or lower grain. However, these 4-atom strings are not related to the 4-atom 
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shuffles mechanisms suggested by the previous works [14, 42, 43] simply because 

they do not involve any local crystal orientation change. Indeed, the definition of 

4-atom shuffles is slightly different from the definition of the strings in this work. 

In a 4-atom string, each atom tends to jump into the position occupied by its 

member and the displacement is around the atomic distance, while in 4-atom 

shuffles, each atom tends not to jump into the position occupied by its member 

and the displacement is only half of the atomic distance. Our observation of the 

strong second peak (r~1.28 Ǻ) in the displacement distribution function and 

“short jump” path in X-Y plane are actually in accordance with the definition of 

4-atom shuffles. One obvious question is “Are these ‘short jump’ part of 4-atom 

shuffles?” In order to answer this question, we performed additional string 

analysis based on the definition of 4-atom shuffles. In this analysis, atoms were 

treated as mobile if a “short jump” took place, i.e., 0.78Ǻ ( ) ( )- 0i ir t r< Δ < 1.78Ǻ 

and then mobile atom i and j can be identified as collective if the distance between 

them at Δt was within a certain value. Figure 4.19 shows the position of atoms in 

4-atom shuffles at Δt =3ps in the X-Y plane [a (002) atomic plane] for Σ5 grain 

boundary over a period of 200ps. Atoms are colored by the time. This figure 

confirms that 4-atom shuffling motions are dominant mechanism for grain 

boundary migration in Σ5 twist boundary as suggested by other researchers [14, 

42, 43].  
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Figure 4.20 collective “short jump” in Σ5 boundary X-Y plane at Δt=3ps. Atoms are 

colored by time and the arrows point to the positions where atoms end. 

Examination of Figure 4.20 confirms three different types of 4-atom shuffles, 

i.e., (1) shuffles associated with orientation change from the upper crystal to the 

lower crystal, (2) shuffles associated with orientation change from the lower 

crystal to the upper crystal, and (3) reversible shuffles associated with orientation 

change from back and forth. It is also noted that compared with the correlation 

time (Δt= 113ps) for 4-atom string motion, the correlation time (Δt= 3ps) for the 

4-atom shuffles is extremely short. Hence, the nature of the reversible shuffles and 

the short correlation time suggest the 4-atom shuffle motions are one type of 

intrinsic atomic motions in Σ5 twist boundary. In addition, the color (time) 
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distribution provides us the information of whether or not the individual 4-atom 

shuffles are correlated.  

 

Figure 4.21 Identification of all of the atoms that are members of strings of length greater 

than three at Δt =t* in Σ13 boundary X-Y plane when the grain boundary migrates 

approximately 10Ǻ. Different colors represent individual strings and the arrows point to 

the positions where atoms end. 

Examination of Figure 4.20 shows that the color of 4-atom shuffles is well 

mixed, or uncorrelated. Therefore, since there is no clear correlation between 

individual 4-atom shuffles, the simulation result seems not support the idea that 

grain boundary migration in Σ5 twist boundary occur by the propagation of kinks 
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along ledges, as suggested by [14, 42, 43].   

Figure 4.21 demonstrates the string-like cooperative motions in the Σ13 twist 

grain boundary at Δt = 63ps. Compared with the cooperative string motions in the 

Σ5 twist boundary, such motions in the Σ13 boundary are much stronger and the 

overall string-like motion seems to form a network-like structure. The structure of 

low angle twist grain boundary (θ<15º) can be described in terms of an array of 

screw dislocations [9] and intuitively, such dislocation lines can provide easy 

paths for the atomic displacement within grain boundary. The spacing d between 

screw dislocations in this description [67] can be expressed as: 

 
2sin( / 2)

d
θ

=
b             (4.11) 

where b is the Burgers vector ( [110
2
a

=b ]  here) and θ is the misorientation angle. 

It is noted that d decays as θ increases, and eventually the screw dislocation cores 

will overlap when θ is large enough. Therefore, it is difficult to identify the screw 

dislocation network for twist grain boundary when θ > 15º, while different 

techniques [14] were successful in determining such structures when θ < 15º in 

previous simulations. As shown in Figure 4.21, the string-like cooperative 

motions tend to form regular channels in the Σ13 twist grain boundary (θ=22.63°). 

The average spacing between the nearby channels is 6.46Å, which is in excellent 

agreement with d=6.45Å, as suggested by Eq. (4.11). This agreement confirms 

that the network shown in Figure 4.21 represents the screw dislocation network of 
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Σ13 twist grain boundary. This also implies that string-like cooperative motions 

are likely to take place along the dislocations cores. Although grain boundary 

dislocation structure is hard to obtain in the Σ13 twist grain boundary using 

conventional structural measures [14], grain boundary dynamic motions 

(string-like cooperative motion) are proven to be an effective alternative way to 

determine such structures. Since the “short jump” in the Σ5 twist boundary is 

intrinsic multiple atoms shuffling motion, it is of interest to know whether such 

shuffling motions are also dominant in the Σ13 boundary and whether the “short 

jump” found in Σ13 boundary is correlated.  

 

Figure 4.22 collective “short jumps” in Σ13 boundary X-Y plane at Δt=10ps. Atoms are 

colored by time and the arrows point to the positions where atoms end. 
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Figure 4.22 demonstrates the position of atoms in atomic “shuffles” at Δt 

=10ps in the X-Y plane [a (001) atomic plane] for Σ13 grain boundary over a 

period of 200ps. As suggested by [14], it is not surprising that no 4-atom atomic 

shuffling motions were observed. Meanwhile, those captured atomic “shuffles” 

also tend to align in the screw dislocation cores. Therefore, it is evident that the 

“short jump” identified in the Σ13 twist boundary is mostly single atom jump.  

 

Figure 4.23 Identification of all of the atoms that are members of strings of length greater 

than three at Δt =t* in general boundary X-Y plane when the grain boundary migrates 

approximately 10Ǻ. Different colors represent individual strings and the arrows point to 

the positions where atoms end 

Similar string motions in the general high-angle twist boundary are shown in 
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Figure 4.23. Compared with the Σ5 and the Σ13 twist boundaries, the non-Σ 

general boundary exhibits significantly stronger string-like cooperative motions 

during migration. However, the strings in the general twist boundary appear more 

randomly distributed and no regular network or patterns are observed. No 

additional 4-atom shuffle analysis is needed in the general twist boundary since 

the lack of “short jump”. 

4.5.5 String Motion and Shuffling Motion in Stationary Boundaries 

 

Figure 4.24 String-like motions captured in Stationary Σ5 [001] twist boundary 

In order to explore the nature of sting-like cooperative motions, we have 
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performed a series of controlled simulations in Σ5, Σ13 and general high-angle 

twist boundaries without applying external driving force at 900K. With the same 

technique, we found the existence of the similar string-like cooperative motions in 

all cases even though the grain boundaries were stationary, indicated in Figure 

4.24; Figure 4.25 and Figure 4.26. 

 

Figure 4.25 String-like motions captured in Stationary Σ13 [001] twist boundary 

Compared with the migrating grain boundaries, the average string length 

tended to be longer and the total population of strings seemed to be less in the 

stationary boundaries. These observations were consistent with our previous 
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findings of the string motion in tilt grain boundaries [41]. 

 

Figure 4.26 String-like motions captured in Stationary general [001] twist boundary 

Interestingly, the special 4-atom shuffling motions were observed and 

predominant in the stationary Σ5 twist boundary, shown in Figure 4.27. This 

suggests that the 4-atom shuffles are one of the intrinsic atomic motions in Σ5 

twist boundary. Hence, we can conclude that string-like cooperative motions 

(including 4-atom shuffles) are intrinsic atomic motions in twist grain boundaries 

and their behaviors depend greatly on the external conditions, such as stresses, 

impurities, temperatures, etc [64].  
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Figure 4.27 4-atom shuffling motion in stationary Σ5 twist boundary 

4.6 Simulation Result Discussions 

One obvious question is how to relate the atomic mechanisms for grain 

boundary migration observed here to experimentally measurable quantities such 

as activation energy for migration. In particular, can we explain the variation of 

activation energy with misorientation in terms of atomic motions? Previous work 

[64] has established that the longer the average length of these strings presented, 

the larger the activation energies for grain boundary migration were. This finding 
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was in accordance with the Adams and Gibbs (AG) theory [68] of relaxation in 

glass forming liquids. Our previous atomistic simulations of grain boundary 

migration in general tilt boundary [40] suggested that the distribution of string 

lengths P(n) was an approximately exponential function of n,  

( ) ~ exp( / )P n n n− ,           (4.11)  

where <n> is the average string length. Figure 4.28 shows the distribution of 

string lengths at Δt = t*, where the string length ( )n tΔ  exhibits a maximum 

during grain boundary migration for the Σ5, Σ13 and general twist boundaries. It 

is noted that the string with four members in both Σ5 and general twist boundaries 

is more likely to be found in a grain boundary. This is consistent with the overall 

string-like cooperative motions shown in Figure 4.24 and Figure 4.26. Linear 

fitting of the data set yields the average string length <n> for the Σ5, Σ13, and 

general twist boundaries are 0.97, 3.07, and 1.89, respectively. The inset of Figure 

4.28 plots the average string length <n> versus activation energy for migration Q 

for the three boundaries. The linear relationship between these two quantities is 

consistent with our previous findings in general tilt grain boundary [40] as well as 

the observations in glass-forming liquids [69-71]. It is also noted the average 

string length in the Σ5 twist boundary is near unity. This implies that while 

individual strings can occur in Σ5 twist boundary during migration, the string 

motions are indeed uncorrelated in a statistical sense.  
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Figure 4.28 String-length distribution function P(n) for Σ5, Σ13 and general high angle 

twist boundary at 900K. The inset shows the correlation between the average string 

length <n> and the activation energy for migration Q for three twist boundaries. 

Up to this point, we have identified i) multi-atom collective jump (including 

general cooperative string motions in all boundaries and special 4-atom shuffle 

motions in Σ5 boundary) and ii) single atom jump in all boundaries (including 

“short jump” in Σ13 boundaries). Based upon these observations and analysis, we 

are now able to draw a picture of how the atomic motions lead to grain boundary 

migration in different twist boundaries. 

(1) Since Σ5 is the lowest possible CSL that can be obtained in the [001] rotation 
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in the fcc metals, Σ5 grain boundary possesses the highest local symmetry or 

order among all [001] twist boundaries. Because of this, the atomistic 

migration mechanisms are relatively simple, i.e., 4-atom shuffling motions 

along DSC-lattice leads to grain orientation change from one to the other and 

this translation occurs within one (002) atomic plane. This finding is 

consistent with other reports [14, 42, 43]. However, our simulation also shows 

that correlation between each 4-atom shuffles is weak, suggesting that the 

migration is due to random 4-atom shuffles rather than the propagation of 

kinks along ledges (i.e., from one 4-atom shuffles to adjacent 4-atom 

shuffles).  

(2) Although Σ13 is the closest CSL to Σ5 in the [001] rotation in fcc metals, the 

atomic motions during migration in Σ13 twist boundary exhibit significant 

difference from those in Σ5 boundary. First of all, the Σ13 string-like 

cooperative motions likely form a network within grain boundary plane [see 

Figure 4.21]. Additional analysis revealed that such a network is the 

representation of screw dislocation cores within grain boundary plane. 

String-like cooperative motions prefer to occur along these dislocation cores 

as they provide additional free volume. Meanwhile, no special 4-atom 

shuffling motions are observed in Σ13 boundary. On the other hand, the “short 

jump” path in Σ13 boundary is much more complicated than the path in Σ5 

boundary. Based on the atomic trajectories and the angular distribution 

89 
 



function, we can only characterize the single atom hops into inner and outer 

ring jump, rather than more specific paths. Since the “short jump” is mostly 

not correlated [See Figure 4.20], we believe that the single atom “short jump” 

is the dominant atomic motion that controls the grain to change from one 

orientation to the other. Enough evidence here also suggests that intensive 

string-like cooperative motions are important during migration since the 

dislocation network has pinning effect on the boundary motion. 

(3) Compared with the Σ twist boundaries, the string-like cooperative motions in 

general high angle twist boundary are predominant. Meanwhile the single 

atom hop in the general boundary does not exhibit any characteristic 

displacement that is less than an atomic distance, i.e., the single atom hop 

distance is close to the first nearest neighbor distance. These observations 

suggest that no well-defined short jump path exists in non-Σ boundary during 

migration, and both single atom hop and multi-atom jump are responsible for 

the orientation change from one crystal to the other.      

Although in general the atomic motions that govern twist grain boundary 

migration can be characterized into single atom hop and multi-atom hop, the 

detailed atomistic mechanisms are sensitive to grain boundary orientation or grain 

boundary local symmetry. For CSL twist grain boundary, the “short jump” path 

becomes more complicated when the boundary change from low Σ to high Σ.  

boundary. This “short jump” will disappear when the boundaries change from  　
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Σ boundary to non-Σ boundary. Meanwhile the string-like cooperative motion 

becomes increasingly important when Σ boundary switches to non-Σ boundary. 

On the other hand, the string-like cooperative motion will become predominant in 

low angle twist boundaries than in high angle twist boundaries since the presence 

of the well-defined screw dislocations. Therefore, atomistic mechanisms for twist 

grain boundary migration highly depend on the grain boundary structure. Similar 

observations can be also found in in-organic systems, where mobility of grain 

boundary migration is correlated to grain boundary structures [72].  

4.7 Twist Boundary Migration Mechanism Study Conclusions 

In the present thesis, we performed molecular dynamics simulations to 

identify the atomistic mechanisms by which grain boundaries migrate in a series 

of [001] twist grain boundaries. In particular, a θ=36.87° Σ5, a θ=22.63° Σ13 and 

a θ=40.23° general twist boundaries driven by the stored elastic free energy were 

investigated. The simulation results of non-zero activation energy for the grain 

boundaries interest here confirmed that grain boundary migration in twist 

boundaries is a thermal activated process. Using quantitative string measurement, 

van Hove correlation function and angular distribution function, we were able to 

characterize the atomic motions during migration into multi-atom jump and single 

atom jump. Although the string-like cooperative motion were proved to be an 

intrinsic atomic motion, the activation energy for grain boundary migration was 

nicely correlated with the average string length, suggesting any factors such as 
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external stresses, temperature, impurities that can alter the nature of multi-atom 

collective motion will have effects on the activation energy for migration, in turn, 

they can greatly change the drifting velocity for boundary migration. 

While our simulations of migration of Σ5 twist boundary confirmed the 

existence of 4-atom shuffling motion, as reported by experiments and simulations 

[14, 42, 43], the migration of one (002) atomic plane is controlled by the random 

occurrence of 4-atom shuffling motion, rather than the propagation of kinks along 

ledges. Unlike in the case of the Σ5 twist boundary, “short jumps” are mainly 

uncorrelated and the string-like cooperative motions in the Σ13 twist boundary 

form a dislocation network in a statistical sense. Usually, it is difficult to visualize 

the dislocation cores within grain boundary when the misorientation angle is 

larger than 15°. However, the representation of string-like motions in “low” high 

angle twist boundaries provides us an alternative way to investigate grain 

boundary structures.  

The present simulation results on the mechanism for grain boundary 

migration suggest a simple to complex mechanism transition when the grain 

boundary structure changes from low Σ boundary to high Σ boundary and further 

to general non-Σ boundary. In particular, boundary migration in Σ5 twist boundary 

(low Σ boundary) is simply controlled by a special 4-atom shuffling motions and 

the “short jump” path is also relatively simple. Such a “short jump” path becomes 

more complicated in a Σ13 boundary (higher Σ boundary) and completely 
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indistinguishable in a general high angle boundary. Meanwhile, the collective 

motions tend to form a more complicated screw dislocation network in a Σ13 

boundary and become almost random in the general high angle boundary.  

Although in the present simulations, we have chosen different types (e.g., low 

angle and high angle, Σ and non-Σ) of twist grain boundaries to represent the 

typical boundaries that exist in nature, it is still very limited and only focuses on 

[001] twist boundaries. Therefore, it is not yet possible to prove the generality of 

these observations for all twist grain boundaries. However, the trend for the 

atomistic migration mechanisms change from low Σ to general boundary found in 

this work is consistent with the earlier prediction in [43]. Nonetheless, to the best 

of our knowledge, the present results represent the most complete systematic 

analysis of the atomistic mechanisms of twist grain boundary migration 

performed to date. 
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Chapter 5 Conclusions and Future Work 

 In this thesis, we have investigated a series of twist [001] grain boundary 

migration driven by the stored elatic energy using MD simulation. Temperature 

dependence of grain boundary moblity was obtained. Atomistic mechanisms for 

each selected twist boundary was thoroughly investigated. Correlations between 

the activation energy for grain boundary migration and the average string length 

was established.  

 Molecular Dynamics simulation was proved to be an effective alternative to 

quantitatively determine grain boundary mechanisms dependence on boundary 

misorentation, since detailed atomic motions during migration are readily 

accessible. Nevertheless, due to indefinite input atomic potentials, simulation 

results presented in this thesis could only be served as a supplement for real 

experiments.  

 Simulation was only carried out on fcc Ni in the present work, owing to its 

large elastic anisotropy. In order to obtain a universal grain boundary migration 

mechanism, simulations with other materials should be performed in future work. 

Achieving a general grain boundary migration mechanism, also, demands 

considering a variety of grain boundaries, i.e., tilt grain boundaries, mixed 

tilt-twist boundaries, symmetric boundaries and so forth.  
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