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Abstract

This thesis is motivated by a practical real application, Large Lump Detection

(LLD), for which we provide a complete automatic system to detect large lumps

in the oil sands mining surveillance videos. To this end, we propose a solution

built around three main research components, each of which raises a specific issue,

is formulated in a general way, and is tested on both the LLD problem and other

similar applications.

The first issue is related to the detection of objects that undergo sudden changes

in motion. We formulate this problem in a joint detection and tracking (JDT) frame-

work using multiple motion models, where these models are predicted adaptively.

The prediction exploits the correlation between motion models and object kine-

matic state. As a result, objects are detected more accurately when they change

their motion.

The second issue concerns defining an appearance model which differentiates

objects from background in an effective manner. We propose a novel shape based

appearance model for kernel based trackers which typically model an object with a

primitive geometric shape. As a result, by employing the proposed shape based ap-

pearance model, the kernel based trackers can improve their accuracy significantly.

The last issue aims to ensure an object detection which handles the steam oc-

clusion. We propose a new steam detection method which directly feeds a discrete

wavelet transformed image to an Adaboost classifier. In this way, the proposed

method is not only accurate because a proper classifier is learned by Adaboost, but

also computationally efficient because the feature extraction step is omitted.

The complete object detection solution for the LLD problem is obtained by

combining the above three techniques. The proposed steam detection method en-



sures that objects of interest are not occluded, and then, the improved JDT method

with the shape based appearance model performs the detection. Extensive experi-

ments and encouraging results which demonstrate the effectiveness of the proposed

solution to the large lump detection problem are provided.
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Chapter 1

Introduction

1.1 Large Lump Detection

Oil sands mining is an important industry in Canada. Canada has oil sand deposits

containing about 1.7 trillion barrels of bitumen in-place, comparable in magnitude

to the world’s total reserves of conventional crude oil [106]. To separate oil from

sand, the very first step in the current methods of production is to reduce the size of

oilsand fragments that are excavated in open-pit mines. This is done by feeding oil-

sand fragments into a crusher as shown in Fig. 1.1. Since the mining operation takes

place throughout the year including the cold winter in northern Canada, frozen large

lumps, the size of several refrigerators (as shown in Fig. 1.2), can form and jam the

crusher. The production downtime caused by these jamming events can results in

huge economic losses. Therefore, an automatic solution is extremely desirable to

detect the presence of such large lumps in the feed to crushers so that precaution-

ary operational procedures could be taken to minimize the risk of jamming. In this

thesis, we propose a computer vision based solution to this problem. This solution

has two practical advantages. First, there is no need for additional facilities to be

mounted because the real time surveillance video monitoring the worksite is readily

available. Second, the current production process is not interfered by the computer

vision based solution.
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Figure 1.1: Illustration of the first processing step in the oil sands mining produc-
tion.

1.1.1 JDT Based Object Detection

To achieve the objective announced before, this LLD problem is formulated as an

object detection problem in this thesis. In the computer vision framework, an object

detection method determines whether the object of interest is present in the input

image or not and, if so, estimates the gross location of the object or the exact object

boundaries. In this thesis, joint detection and tracking (JDT) is adopted as the

framework within which we are going to propose our object detection method for

Figure 1.2: A large lump on an apron feeder before it falls into a crusher.
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the large lump detection problem. JDT is a Bayesian recursive estimator with a

hybrid object state,

p(Xt|Zt) ∝ p(Zt|Xt)p(Xt|Zt−1). (1.1)

Xt contains both discrete and continuous variables, describing the current number

of present objects and the objects’ kinematic states (such as location) respectively.

JDT recursively estimates Xt given all the observations up to time t, Zt, so that the

current number of object can be determined by this estimated hybrid object state.

In other words, the object detection and tracking are conducted jointly in the same

framework. In this way, the detection of new targets entering the scene, i.e., tracking

initialization is embedded in the JDT framework without relying on an external

object detection algorithm. As a result, JDT can handle new objects appearing and

old objects dying from time to time, i.e., fulfill the detection mechanism as a robust

object detection method.

Indeed, most of the object detection methods introduced in the literature are

not suitable for the application at hand. For instance, background subtraction [47,

99, 36, 88, 68, 107], one of the most popular object detection techniques, builds a

representation of a scene or a background model and then computes the deviation

between each subsequent frame and this model. Any significant deviation corre-

sponds necessarily to the moving objects. However, one basic assumption within

background substraction methods is that the background should remain static dur-

ing the whole tracking process. Therefore, this does not stand in problems with a

constantly moving or varying background such as the application at hand. Another

popular class of object detection methods utilizes supervised learning methods to

learn different object views from a set of examples, and then generates a function

that maps object features to “object” or “non-object” labels. This class of methods

includes, among others, Adaptive Boosting (Adaboost) and support vector machine

(SVM). They have been successfully employed in many applications such as pedes-

trian and face detection [96, 72]. Although the supervised learning methods can be

directly applied to the large lump detection problem, however a much better per-

formance can be obtained by combining them with joint detection and tracking

methods. They are more beneficial in computing, as a first step, a soft detection
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decision map of how likely an object is present. After that, this likelihood function

can be incorporated into the JDT method as an appearance model. By doing so, we

do not limit detection to the frame at hand as supervised learning methods do. In-

stead, decisions are taken based on the information gathered over time, i.e., during

all the past tracking process. These claims defending the choice of the JDT frame-

work are illustrated with experiments shown in Fig. 1.3 with an example of the

LLD problem. Figs 1.3(b) and 1.3(e) show two images of the likelihood of having

a lump centered at a certain location. These likelihood images are computed from

the two original images shown in Figs 1.3(a) and 1.3(d) using a supervised learning

method. Based on the likelihood maps, it is more likely that a lump is present in

Fig. 1.3(a) than in Fig. 1.3(d) which is incorrect. However, by combining the evi-

dence computed by the same supervised learning method from all previous frames,

a JDT method provides the correct decision. Specifically, based on the combined

evidence maps (the posterior probability images estimated by JDT) in Figs 1.3(c)

and 1.3(f), it is more likely that the candidate object in Fig. 1.3(d) is a lump than the

one in Fig. 1.3(a). This single example shows that JDT based methods can make

reliable decisions based on the accumulated evidence during the tracking process.

1.1.2 LLD System

Once the JDT framework is chosen as the basic object detection method for the LLD

problem, we build the complete LLD solution around it as shown in Fig. 1.4. This

figure shows the flowchart of reaching a detection decision given an input image. A

region of interest (ROI) is first specified in the input image. Then a preprocessing

step is conducted to detect whether the input image is occluded by steam or not. In

the case of steam occlusion, the input image will be labeled as a steam image and

discarded without further processing. Otherwise, the input image will be fed to the

JDT method for large lump detection. If any large lump is detected, an alarm will

be triggered.

The complete LLD solution described above contains three major important

components, a prediction model (our first contribution described in Chapter 2) and

an appearance model (our second contribution described in Chapter 3) in the JDT
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(a) (b) (c)

(d) (e) (f)

Figure 1.3: (a) An image without any lump, (b) likelihood image of the single frame
in (a), (c) posterior probability density estimated by a JDT method until the frame
in (a), (d) an image with a lump, (e) likelihood image of the single frame in (d), (f)
posterior probability density estimated by a JDT method until the frame in (d).

framework, and a steam detection component (our third contribution described in

Chapter 4). The prediction model and appearance model components correspond

to the JDT block shown in Fig. 1.4. This JDT block is the core of the LLD solu-

tion, since it is directly responsible for detecting the large lumps. In this block, a

Bayesian recursive estimator recursively estimates the object state Xt given all the

previous observations Zt = {Z1, ...Zt} following

p(Xt|Zt) ∝ p(Zt|Xt)

∫
p(Xt|Xt−1)p(Xt−1|Zt−1)dXt−1. (1.2)

The prediction model and appearance model components correspond respectively

to the two terms p(Xt|Xt−1) and p(Zt|Xt) in this framework. The prediction model

p(Xt|Xt−1) predicts the object state based on the object motion models. We for-

mulate it novelly with adaptive multiple motion models in Chapter 2 to detect ob-

jects that may undergo sudden motion changes. With the predicted object state,

the appearance model p(Zt|Xt) then updates it based on the observation. We thus
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Figure 1.4: The proposed solution for large lump detection.

propose a novel shape based appearance model in Chapter 3 to incorporate shape

information into tracking/detection. These two components along with each other

dominantly determine the performance of the JDT framework, i.e., the JDT block in

the LLD solution, and in turn the large lump detection performance. Besides these

two components, another important component in this LLD solution corresponds to

the steam detection block in Fig. 1.4. This steam detection component is important

and necessary, because steam happens frequently in the LLD application during the

wintertime. Ignoring this problem may directly result in the failure of the large
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lump detection. Therefore, we propose an accurate and efficient steam detection

method in Chapter 4 to prevent steam from interfering the large lump detection. To

summarize, this thesis focuses on investigating the three critical problems briefly

mentioned above, and solving these problems completes the previously discussed

three components in the LLD solution. Although these three problems are raised

in the LLD application, they are not limited to it. In the following, we will explain

each one of the components in detail.

1.2 Motivated Research Problems

As previously mentioned, three general questions related to the three components

in the system have to be investigated in order to provide a complete LLD solution.

The first issue is related to the multiple motion models that objects to be detected

may undergo. In other words, objects in the real world may experience different mo-

tion models at different times and may switch arbitrarily from a motion model to

another. However, the existing JDT methods assume a single motion model for the

objects of interest. Therefore, they generally fail to keep track of the objects when

they change their motion models. This question is relevant in our LLD application

because the lumps move in more than one motion pattern on the feed to the crusher.

For example, a lump moves on the belt in a slow acceleration model due to the

perspective distortion (as shown by the two consecutive frames in Figs 1.5(a) and

1.5(b)), then it moves in a fast acceleration model due to gravity when it reaches

the end of the belt and falls down (as shown by the two consecutive frames in Figs

1.5(b) and 1.5(c)). This phenomenon happens not only in the LLD problem but also

in many other applications. For instance, soccer players may experience models of

acceleration, constant velocity, and so on. In order to make a JDT method detect

these kind of objects accurately, the ability of handling motion model changes has

to be incorporated into the JDT methods. More precisely, an adaptive way of pre-

dicting changes of the motion model should be implemented in order to allow the

tracker switch between motion models smoothly and accurately.

The second issue is related to the object appearance model embedded in the JDT
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(a) (b) (c)

Figure 1.5: Three consecutive frames from the LLD application.

tracker which generally plays a critical role in object detection performance. The

research around this specific question is mainly motivated by the difficulty encoun-

tered in defining a proper appearance model for the LLD problem which allows

differentiating lumps from dirt because of their appearance similarity (refer to Fig.

1.6). Defining an appearance model is more closely related to object representation.

For the sake of computational efficiency, an object can be represented by a primitive

geometric kernel rather than its actual contour. The tracking methods employing

this kind of object representation are typically called kernel-based trackers [102].

The JDT based tracking method adopted in this thesis for the LLD problem belongs

to the class of kernel based trackers as we track the lump by a primitive elliptical

kernel in order to reach a real time performance. Owing to such concise object rep-

resentation, most of the existing appearance models in kernel based trackers utilize

the textural information within the kernel only. Interestingly, shape information of a

general form has never been fully exploited in kernel tracking. Therefore, a method

which utilizes shape information in the appearance model of kernel based trackers

is obviously needed to improve the ability to distinguish objects of interest from

background.

(a) (b)

Figure 1.6: Two example images showing the similarity between the appearance of
lumps and dirt.
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The last issue is related to the occlusion that may intervene in some applications

where detection is the main purpose. Occlusion happens in various forms. For ex-

ample, it may be caused by the object itself or by other objects in the scene. In

this specific research, we specifically investigate the occlusion resulting from the

presence of steam, or similar objects in terms of appearance. This happens quite

frequently in the LLD problem especially in winter and occludes the monitoring

cameras used in the worksite (refer to Fig. 1.7). In fact, detecting whether the ob-

jects are occluded by steam -or similar objects- is an open and interesting problem

which needs to be dealt with in many applications. For instance, various meth-

ods have been proposed to detect steam and smoke based on chromaticity, shape,

motion, and energy information. Among these, signal processing methods based

on energy information are the most suitable to the LLD problem although they

do not really ensure a good compromise between accuracy and computational effi-

ciency. Therefore, an accurate steam detection method with a real time performance

is highly needed for the application at hand, the LLD problem.

(a) (b)

Figure 1.7: Two example images occluded by steam.

1.3 Contributions

In this thesis, we propose a complete automatic object detection system for LLD

problem by addressing the three issues listed above. This system is based on a

preprocessing step, the steam detection component, which ensures that the input

images are steam-free in order to activate the following detection process. The JDT

method, then, carries out the object detection task aided by two proposed com-

ponents, the adaptive multi-motion model and the shape aided appearance model.
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These major components summarize the thesis contributions and are listed in the

following.

• Adaptive multi-motion model: We propose an adaptive multi-motion model

formulated within the JDT framework to address the question of detecting

objects which undergo multiple motion models mentioned earlier as the first

issue. We formulate, in the same framework, both detection of varying num-

ber of objects and handling their sudden motion changes, extending what has

been generally done in the literature where each problem was tackled sepa-

rately. Prediction of motion model changes is supported by the introduction

of a new prediction function which embeds the correlation information be-

tween the motion models and the object kinematic state. The advantages of

this method are tested using, in addition to the LLD problem which motivated

this thesis, other general applications in order to demonstrate the flexibility of

the method. In all the considered experiments, the objects of interest change

their motion models during the tracking process.

• Shape based appearance model: We propose a new way to incorporate

shape knowledge into the appearance model of kernel based trackers in or-

der to improve the object detection performance and address the second issue

listed in the previous section. In the existing methods, the appearance models

are based on textural information within the kernel boundary or the gradi-

ent information along the kernel boundary. Instead, the proposed appearance

model provides a new way to utilize the prior shape information for the bene-

fit of kernel based trackers. We formulated the appearance model in a general

way which is flexible enough to bear with various shape contraints. Depend-

ing on the considered shape constraints, we addressed different real appli-

cations including the LLD problem. A series of comparative and extensive

quantitative studies have shown the effectiveness of the method.

• DWT & Adaboost based steam detection: We propose also a steam de-

tection component to address the third issue related to lumps occlusion re-

sulting from steam. The proposed method directly feeds a discrete wavelet
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transformed image to an Adaboost classifier which discards the need for the

feature extraction step, always necessary in the existing methods. By doing

so, the proposed method realizes the best compromise between accuracy and

efficiency among the competing methods. Indeed, because a proper classifier

is learned by Adaboost, the method reaches accurate results. In addition, it

ensures a very low computational time because the cumbersome step, feature

extraction, is discarded.

• Large lump detection: Besides the above three research contributions, a

practical contribution is the whole proposed system for the large lump detec-

tion problem in oil sands mining. The proposed system automatically detects

large lumps so that the risk of jamming crushers can be reduced and signifi-

cant economic loss may be prevented.

1.4 Organization

In this thesis, three novel techniques are proposed to address some critical prob-

lems related to the LLD application: detect objects that undergo sudden changes

in motion, integrate shape knowledge into the appearance model of kernel based

trackers, and detect steam both accurately and efficiently. These three components

are the basis of our solution for the large lump detection problem. For this reason,

we organize the thesis as follows:

• In Chapter 2, we introduce the improved JDT method that detects objects

experiencing multiple motion models. This chapter mainly improves the pre-

diction model in the Bayesian recursive estimator in order to predict the ob-

ject state accurately. Along with the novel appearance model proposed in

the next chapter, accurate posterior object state can be finally estimated. In

this way, the performance of the JDT step or block in the LLD system can

be improved, and in turn the large lump detection performance can be im-

proved. Specifically, in this chapter we first review related works to the JDT

framework which investigate multiple motion models in tracking and mod-

els change predictors. Then, we detail the proposed formulation to bear with
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multiple interacting model sets and embed the correlation information be-

tween motion models and object kinematic state. These contributions are

supported with several general experiments including the LLD application.

• In Chapter 3, we present a novel technique to incorporate shape knowledge

into the appearance model of kernel based trackers. The resultant shape based

appearance model is a general appearance model for the Bayesian recursive

estimator. It can update the object state predicted by the proposed prediction

model in Chapter 2 based on the new observation, to obtain the posterior ob-

ject state accurately. With the novel prediction model in the previous chapter

and the novel appearance model in this chapter, the performance of the JDT

method in the LLD system can be obviously enforced. Specifically in this

chapter, after reviewing silhouette based trackers using shape knowledge and

the competing knowledge based kernel trackers, we explain how the shape

cue is defined. A general formulation embedding various shape constraints in

the appearance model of the proposed kernel tracker is then stated. A large

number of experiments illustrating the superiority of the proposed compo-

nent in terms of accuracy and computational efficiency are carried out using

various datasets.

• In Chapter 4, we provide a novel steam detection method based on DWT and

Adaboost. This steam detection method mainly functions as a preprocessing

step before the JDT step in the LLD system. It filters out those input images

occluded by steam which happens frequently in the LLD application during

the winter time. Without this step, the following JDT step will be severely

interfered even though with the new techniques proposed in Chapters 2 and

3. As a result, the LLD performance will be affected due to the false pos-

itives resulting from steam. Specifically in this chapter, after an exhaustive

description of the existing steam detection methods, the new steam detector

is presented with focus on its theoretical advantages vis-a-vis the limitations

of the competing techniques. A set of experiments first demonstrate that the

proposed method outperforms the competing methods in terms of both accu-
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racy and efficiency. Then, additional tests are also conducted on two smoke

data sets in order to show that the proposed method also works in other simi-

lar contexts. In addition, an analysis is conducted to show the contribution of

each one of the components of the new method.

• In Chapter 5, we integrate the three components proposed in the previous

chapters, and provide the complete large lump detection system. This system

is then applied to the online LLD videos which is the main motivation of

this thesis. Evaluations on two types of data sets are conducted. One of

them demonstrates the effectiveness and robustness of the provided system in

terms of precision and recall. The other demonstrates the practical effect of

the system in real scenarios which actually gave rise to crusher jamming and

work stoppage in the past. Very encouraging results have been obtained.

• In Chapter 6, we conclude the thesis by summarizing its most important con-

tributions. Some recommendations and promising future works are presented

at the end.
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Chapter 2

Joint Detection and Tracking Using
Adaptively Multiple Motion Models

As stated in the introductory part of this thesis, the first component of the proposed

object detection method for large lump detection deals with detection of objects

having multiple motion models. Although motivated for this specific problem, the

proposed component in this chapter is formulated in a general way. Indeed, the core

idea behind the proposed solution is not limited to the targeted application and, as

a result, can be easily applied to other contexts. We propose a JDT-based adaptive

multi-motion model in order to accurately detect moving objects taking into account

possible changing motion models. The proposed technique differs from the existing

JDT-based methods mainly in two ways. First we express the solution in the JDT

framework via a formulation in the multiple motion model setting. Second, we

introduce a new motion model prediction function which exploits the correlation

between the motion models and object kinematic state.

2.1 Introduction

In object tracking and detection, two problems that attract researchers’ attention

are (1) variable motion models of the moving objects, and (2) varying number of

moving objects. In this work, we tackle both problems, i.e., we tackle the problem

of detecting varying number of objects undergoing various motion models. Each

of these two problems has been generally posed in the literature as a hybrid state

estimation problem, that is, estimation of a partially observed stochastic process
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with discrete- and continuous-valued states [63]. Among all the hybrid state esti-

mation schemes, the interacting multiple model (IMM) estimator [8, 4] is the most

cost-effective and has been widely adopted. IMM has the ability to estimate the

state of a dynamic system with several behavior modes which can “switch” from

one to another [63]. Such a system can be used to model a variety of problems

with multiple behavior modes. In fact, IMM has been employed by many works to

tackle separately each of the two previously mentioned problems: variable motion

models and varying number of objects.

Concerning the first problem, a discrete state variable which indexes motion

models along with a continuous state variable consisting of kinematic components

have been employed by many IMM estimators to track objects that may change

their motion models. For example, IMM is used with Kalman filters for describing

maneuvering target dynamics, such as IMM-EKF, IMM-UKF, etc [1, 79]. To handle

the problems with nonlinear dynamics and measurements, IMM is also combined

with particle filters (PF) in [45, 20, 64] to track maneuvering targets. One potential

problem with the basic particle filters is that the number of particles corresponding

to a specific mode is proportional to the mode probability. If the mode probability

is very low, only a very small fraction of the particles resides in that mode and

this causes numerical problems [9]. Therefore, for tracking a manoeuvring target,

authors in [9] combined IMM with a regularized particle filter so that a fixed number

of particles are assigned to each mode. In addition to these traditional dynamical

systems, IMM has been also combined with Gaussian Process Dynamic Models

(GPDM) [18]. This mainly aims to effectively handle high dimensionality of the

motion states and track the varied human body motion model. All these methods

are intended to deal with the problem of variable motion models. However, they

did not take into account the second problem -varying number of objects.

Regarding the problem of detecting a varying number of objects, many works

have been proposed based on IMM estimators employing a discrete variable indi-

cating the number of present objects. Such methods are commonly named joint

detection and tracking (JDT) methods, because the detection decision is made by

tracking the discrete object state corresponding to the number of present objects.
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In other words, detection and tracking of objects are performed jointly in the same

framework. Many works have been proposed on various issues of JDT since Ristic

et al. introduced the basic JDT framework and its applications in their book [80].

Rutten et al. proposed two different particle filters for JDT [83]. The first one is

an orthodox SIR filter augmenting the target state space with an existence variable.

However, the second is derived such that the probability of existence is calculated

using the weights of the particles so that the target existence does not need to be

included as a part of the state vector. JDT methods were then generalized from

single object detection to multiple object detection in [43] and [70]. They have also

been applied in many applications for detecting different types of objects. For ex-

ample, [69] jointly detected and tracked unresolved targets with monopulse radar.

Additionally, in [28] and [29] Czyz et al. applied the JDT method to detect ob-

jects in color videos by using a color observation model. A scale-invariant feature

transform (SIFT)-based particle filter algorithm has been also presented for joint de-

tection and tracking of independently moving objects in stereo sequences observed

by uncalibrated moving cameras in [90]. Although all these methods deal with the

varying number of objects of interest, they assume the objects undergo a single mo-

tion model. Hence, they are not suitable for problems where objects experience

various motion model changes.

In this chapter, we propose a component which addresses both mentioned prob-

lems formulated in the JDT framework. The novelty of the proposed method can

be summarized in two points. First, we use an IMM estimator formulated in the

JDT framework which not only embeds multiple motion models, but also takes into

account the varying number of objects. Second, a novel motion model prediction

function is introduced. With this function, prediction of the current motion model

is not based on the previous model alone, but also on the object kinematic state. Re-

call that in the existing IMM estimators, prediction of the interacting motion models

-among others- follows the basic assumption of the Markov chain. In other words,

the current active model is correlated with only the previous model, and the corre-

lation is described by a fixed model transition matrix. For example, in [9, 77, 6] the

IMM estimator is employed to switch between different motion models and a fixed
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transition matrix is used to determine the probability of switching from one motion

model to another. In [18, 46, 7], the IMM estimator is rather employed to switch

between different gesture and expression states. A fixed transition matrix is also

employed to define the probability of switching from one gesture/expression to an-

other. Furthermore, IMM is also used to estimate the varying number of objects in

[43, 70, 69, 28, 29, 90]. In these methods, the probability of transition from a given

number of objects to another one is defined by a fixed transition matrix. In all the

methods mentioned above, the prediction of the current interacting model is based

only on the previous model. However, the interacting model is generally strongly

correlated to the object kinematic state. Taking this into account, we define here a

model prediction function where the current model is correlated also to the previ-

ous object kinematic state. To this end, any prior knowledge about model switching

can be exploited to achieve an accurate model prediction, and eventually accurate

object detection results. Notice that this new motion model prediction function is

general enough to bear with any other interacting models. In this chapter and for

sake of clarity, we limit ourselves to interacting motion models.

The remainder of this chapter is organized as follows. In Section 2.2, the general

IMM solution for jointly detecting and tracking objects with a single motion model

is first described, and then the new solution using adaptive multiple motion models

is proposed. The implementation of the proposed solution with a particle filter is

detailed in Section 2.3. Section 2.4 includes the experimental results that illustrate

the performance of the proposed method, and finally a summary is drawn in Section

2.5.

2.2 Joint Detection and Tracking Using Adaptive Mul-
tiple Motion Models

In this section, we first introduce the existing IMM solution for jointly detecting

and tracking objects using a single motion model. Then, we describe how this for-

mulation is generalized to bear with the problem of detection with multiple motion

models.
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2.2.1 Object Detection with a Single Motion Model

In the JDT framework, the IMM estimator tackles the object detection problem by

recursively computing the posterior probability density function (pdf) p(Xt|Zt). Zt

includes all the observations up to time t, {Z1, . . . , Zt}. Xt is the hybrid object

state defined by a variable length vector

Xt = [xt Et]. (2.1)

xt contains the objects’ kinematic states at time t describing information including,

for instance, location and velocity. Et ∈ {0, 1, ...,M} is a discrete existence vari-

able associated with a set of interacting models indicating the number of objects

that exist at time t. Here, we set the maximum number M to one for the simplicity

of explanation, and for further details regarding extension to multiple objects please

refer to [28]. Then, Et ∈ {0, 1} indicates whether the object is present at time t or

not. The transition between different interacting models corresponding to Et fol-

lows a Markov chain whose transition probabilities are specified by a transitional

probability matrix (TPM)

Π =

[
1− Pb Pb
Pd 1− Pd

]
(2.2)

where Pb = P (Et = 1|Et−1 = 0) denotes the probability of object birth and

Pd = P (Et = 0|Et−1 = 1) denotes the probability of object death.

To make the detection decision, the probability of an object being present or

absent, P (Et|Zt), is estimated recursively in each frame. As we have only two

states, P (Et|Zt) is derived in the following by computing both P (Et = 1|Zt) and

P (Et = 0|Zt). These two probabilities are derived differently because the object

state is not defined when the object is not present. The difference will be explained

in more details in the following derivations.

The probability of an object being present at the current frame is estimated as

follows

P (Et = 1|Zt) =

∫
p(xt, Et = 1|Zt)dxt, (2.3)

p(xt, Et = 1|Zt) =
p(Zt|xt, Et = 1) p(xt, Et = 1|Zt−1)

p(Zt|Zt−1)
. (2.4)
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p(Zt|xt, Et = 1) is the object appearance model updating the predicted hybrid state

according to the current observation, and it can be defined according to different

applications. More details about the appearance model can be found in Chapter 3,

where a new shape based appearance model is proposed. p(xt, Et = 1|Zt−1) is the

predicted hybrid state function which can be derived as follows,

p(xt, Et = 1|Zt−1)

=

∫
p(xt, Et = 1|xt−1, Et−1 = 1)p(xt−1, Et−1 = 1|Zt−1)dxt−1

+ p(xt, Et = 1, Et−1 = 0|Zt−1)

=

∫
p(xt|xt−1, Et = 1, Et−1 = 1)(1− Pd)p(xt−1, Et−1 = 1|Zt−1)dxt−1

+ pb(xt)PbP (Et−1 = 0|Zt−1). (2.5)

On the right hand side of the above equation, p(xt|xt−1, Et = 1, Et−1 = 1) is the

object kinematic state transition function specified by the object’s motion model.

p(xt−1, Et−1 = 1|Zt−1) is the previous posterior pdf and P (Et−1 = 0|Zt−1) is the

previous object absence probability. pb(xt) is the initial object pdf where subscript

b stands for “birth”. If no prior knowledge is available, it may be assumed to be

uniformly distributed.

Similarly, the probability of an object being absent at the current frame is esti-

mated according to

P (Et = 0|Zt) =
p(Et = 0, Zt|Zt−1)

p(Zt|Zt−1)
, (2.6)

p(Et = 0, Zt|Zt−1)

= p(Zt|Et = 0)P (Et = 0|Zt−1)

= p(Zt|Et = 0)(P (Et = 0, Et−1 = 0|Zt−1) + P (Et = 0, Et−1 = 1|Zt−1))

= p(Zt|Et = 0)((1− Pb)P (Et−1 = 0|Zt−1) + PdP (Et−1 = 1|Zt−1)). (2.7)

p(Zt|Et = 0) is the likelihood function when the object is absent, and it is indepen-

dent of the object state. This function is normally set as a constant.
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2.2.2 Object Detection with Multiple Motion Models

The JDT method described above assumes that the object kinematic state transition

function in Eq. (2.5), p(xt|xt−1, Et = 1, Et−1 = 1), is specified by a dynamic

model xt = f(xt−1, w(t− 1)). f(·) is a known function determined by an assumed

motion model andw(t−1) is the process noise. However in many problems, objects

may undergo more than one motion model. For example, an aircraft moving in a

constant velocity may accelerate suddenly. In this case if we use a constant velocity

model to define the state transition probability function, then the method will lose

track, as well as the detection, of the aircraft after it accelerates.

To improve the above JDT method so that it can detect objects that may undergo

multiple motion models, two main improvements are introduced. In summary, the

first improvement combines two object state formulations: [xt, Et] which tackles

the varying number of objects and [xt, αt] which tackles the varying object motion

models. The combined object state [xt, αt, Et] allows taking into account multiple

motion models in the JDT framework. Intuitively, the prediction of the object kine-

matic state xt is dependent not only on the previous object kinematic state xt−1, but

also the current motion model αt as explained in Fig. 2.1. Furthermore, the second

improvement formulates JDT with multiple motion models adaptively by employ-

ing a novel motion model prediction function P (αt|xt−1, αt−1) which extends the

original one P (αt|αt−1). Intuitively, the prediction of the object motion model αt

is dependent not only on the previous motion model αt−1, but also the previous

object kinematic state xt−1 as explained in Fig. 2.1. The details of the above two

improvements are explained in the following.

Multiple motion model formulation: First, we formulate the JDT framework

with multiple motion models. As mentioned before, there is normally one interact-

ing model set in each IMM estimator. For example, a model set containing different

motion models is used to track objects with variable motion models. For another

example, a model set containing different present object numbers is used in JDT

methods to estimate the number of objects in each frame. However when these two

problems occur simultaneously, i.e., when objects that may change their motion

models need to be detected, one model set is not enough. Therefore, as the first step
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(a) (b)

Figure 2.1: (a) The prediction strategies of the object kinematic state in the existing
JDT methods, and of the motion model in the existing model prediction functions.
(b) The prediction strategy of the object kinematic state and the motion model in
the proposed JDT method.

of the modification, we formulate the IMM estimator in JDT methods to contain an

additional set of motion models besides its original set of object presence models.

To this end, a discrete variable αt that allows the filter to switch between differ-

ent motion models is added to the object state [xt Et]. Hence, the original hybrid

object state is modified to

Xt = [xt αt Et]. (2.8)

αt ∈ {1, . . . ,Mm} and Mm is the number of possible motion models. With the

new variable αt, the filter can switch between different motion models to select the

appropriate one which best fits the object’s actual model. If this is set properly, the

object can be tracked accurately even when it changes its motion.

After the additional motion model variable is added to the hybrid object state,

the original predicted hybrid state function in Eq. (2.5) has to be re-derived as

p(xt, αt, Et = 1|Zt−1)

=
∑
αt−1

∫
p(xt, αt, Et = 1|xt−1, αt−1, Et−1 = 1)

p(xt−1, αt−1, Et−1 = 1|Zt−1)dxt−1 + p(xt, αt, Et = 1, Et−1 = 0|Zt−1)

=
∑
αt−1

∫
p(xt|αt, xt−1, Et = 1, Et−1 = 1)P (αt|xt−1, αt−1)(1− Pd)

p(xt−1, αt−1, Et−1 = 1|Zt−1)dxt−1 + pb(xt)Pb(αt)PbP (Et−1 = 0|Zt−1). (2.9)
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Similarly, Pb(αt) is the probability of the initial object motion model where sub-

script b stands for “birth”, and if no prior knowledge is available, it may be as-

sumed uniformly distributed. Different from the original predicted hybrid state

function in Eq. (2.5), the new function’s object kinematic state transition function

p(xt|αt, xt−1, Et = 1, Et−1 = 1) is characterized by its αtht motion model. Here αt

is one of the object’s possible motion models, rather than a unique pre-fixed motion

model as in the original formulation.

Motion model prediction function: Once the JDT framework is formulated

with multiple motion models, we employ a novel adaptive motion model prediction

function. In the existing methods, the transition of the motion model variable αt is

modeled by a Markov chain as discussed in Section 2.1. In other words, the motion

model prediction function P (αt|xt−1, αt−1) is assumed to be dependent only on the

previous model.

P (αt|xt−1, αt−1) ≡ P (αt|αt−1), (2.10)

and the transitions are specified by an Mm ×Mm transitional probability matrix,

Π = [πij], where

πij = P (αt = j|αt−1 = i), (i, j ∈ {1, . . . ,Mm}). (2.11)

In this thesis, we rewrite the above prediction function to take into account, in

addition to the previous model, the object previous kinematic state. In this way,

prior knowledge on when and/or where to switch to a certain motion model can be

exploited to predict the model adaptively. Based on the Bayes rules, the new motion

model prediction function is written as,

P (αt|xt−1, αt−1) =
p(αt, xt−1, αt−1)∑
αt
p(αt, xt−1, αt−1)

=
p(xt−1, αt−1|αt)P (αt)∑
αt
p(xt−1, αt−1|αt)P (αt)

=
p(xt−1|αt)P (αt−1|αt)P (αt)∑
αt
p(xt−1|αt)P (αt−1|αt)P (αt)

=
p(xt−1|αt)P (αt−1, αt)∑
αt
p(xt−1|αt)P (αt−1, αt)

(2.12)
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Compared with the corresponding function in Eq. (2.10), the new function em-

beds an additional correlation between the objects’ current motion model and kine-

matic state. This function indicates the likelihood of switching to a certain model

αt given both the previous model αt−1 and kinematic state xt−1. It can be easily

seen that when the second correlation is not taken into account, Eq. (2.12) simply

degenerates to the equality in Eq. (2.10). To determine this prediction function, two

terms in the right hand side of Eq. (2.12), P (αt−1, αt) and p(xt−1|αt), need to be

estimated from a training set.

A training set of N samples need to be collected from a sequence as follows,

{(α1
t , x

1
t−1, α

1
t−1), (α

2
t , x

2
t−1, α

2
t−1), ..., (α

N
t , x

N
t−1, α

N
t−1)}.

Each sample pair contains the motion model at a certain time step, the object kine-

matic state and motion model at the previous time step. The first term that needs

to be determined is the joint probability of αt−1 and αt denoted by P (αt−1, αt). It

can be estimated as the relative frequency of the event (αt−1, αt) occurring in the

training set by the standard method for maximum-likelihood parameter learning

[82].

P (αt−1 = i, αt = j) =

∑
s δ((α

s
t , x

s
t−1, α

s
t−1), (j, x

s
t−1, i))

N
(2.13)

where δ is the Kroneker delta function: δ(a, b) = 1, if a = b, and zero otherwise.

The second term that needs to be determined, p(xt−1|αt), is a probability den-

sity which can be estimated by various parametric and nonparametric methods [82].

Parametric methods assume a certain model for the pdf to be estimated, and then fit

the parameters of that family of models to the observed data set. Examples of the

parametric models include Gaussian, Poisson, and Beta distributions. The problem

with the parametric methods is that they often oversimplify the underlying distribu-

tion complexity of the data from the real world. In contrast to parametric methods,

nonparametric methods allow the underlying distribution complexity to grow with

the data. Therefore they are preferred in estimating the probability density dis-

tribution p(xt−1|αt), because the correlation conveyed by this distribution is often

complicated and varies with the applications. Popular nonparametric methods in-

clude histogram and kernel density estimation (KDE), and the latter is employed in
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our work because it provides better performance than the former [25]. Hence, an

individual probability density p(xt−1|αt = i) can be estimated for each model from

the training subset Y (i) = {(αst , xst−1, αst−1)|αst = i, s = 1 : N}.

p(xt−1|αt = i) =
1

N

∑
(αs

t ,x
s
t−1,α

s
t−1)∈Y (i)

K(xt−1, x
s
t−1), (2.14)

where K(xt−1, x
s
t−1) is a kernel function, and the most popular one is the Gaussian

[82]. Now, the adaptive motion model prediction function P (αt|xt−1, αt−1) can be

determined.

In the following, a large lump detection example is used to illustrate the pro-

posed motion model prediction function more clearly. In this problem, lumps may

be described roughly by two motion models: a slow acceleration model m1 due

to the perspective distortion when a lump moves on the belt (as shown by the two

consecutive frames in Figs 2.2(a) and 2.2(b)), and a fast acceleration model m2 due

to gravity when the lump reaches the end of the belt and falls down (as shown by

the two consecutive frames in Figs 2.2(b) and 2.2(c)). Therefore, an interacting

model set containing two motion models {m1,m2} is needed, and the possibility of

switching to each motion model is not the same everywhere in the image. For exam-

ple, it is much more probable that the lump switches to the fast acceleration model

m2 when it gets close to the end of the belt than in any other location. Therefore,

the kinematic state, the lump location on the row axis in this case, is apparently

correlated to the motion model, and this correlation can be learned to predict the

motion model accurately. To achieve this, a training set of 60 samples is collected

as described previously,

{(m1, 1,m1), (m1, 10,m1), ..., (m1, 260,m2)}.

Each sample pair contains the lump’s motion model at a certain time step and its lo-

cation on the row axis and motion model in the previous time step. In this example,

the only kinematic state correlated to the motion model is the lump’s location on

the row axis. Based on the training set, the joint probability P (αt−1, αt) can be es-

timated as in Table 2.1. Furthermore, the probability density p(xt−1|αt) can also be

estimated by the kernel density estimation method. Fig. 2.3(a) shows the two indi-

vidually estimated density distributions p(xt−1|αt = m1) and p(xt−1|αt = m2). Up
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Table 2.1: The joint probability P (αt−1, αt) in the large lump detection example.

Pr(αt−1, αt) αt = m1 αt = m2

αt−1 = m1 0.97 0.03
αt−1 = m2 0 0

to this point, the motion model prediction function P (αt|xt−1, αt−1) can be com-

pletely determined. Fig. 2.3(b) compares between this prediction function, taking

into account the kinematic state, and the original prediction function which uses

only the transition probability between different motion models. As shown in the

figure, the new prediction function P (αt = m2|xt−1, αt−1 = m1) varies depending

on the object kinematic state xt−1 (the lump’s location on the row axis). Contrarily,

the original prediction function P (αt = m2|αt−1 = m1) does not embed such cor-

relation information, and therefore, appears as a horizontal line corresponding to a

constant transition probability.

(a) (b) (c)

Figure 2.2: Three consecutive frames from the LLD application

In Summary, the new JDT method takes advantage of two kinds of prior motion

knowledge which are the eventual motion models that the object may undergo, and

the probabilities of models switchings. Thus, the proposed JDT method should

achieve better performances than the existing methods when dealing with objects

with variable motions models.

2.3 Particle Filter Implementation

The JDT method derived in the previous section is implemented with a particle filter

described with a pseudo-code depicted in Fig. 2.4. The posterior pdf at the previous
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(a) (b)

Figure 2.3: (a) The two estimated probability density distributions of the lump loca-
tion on the row axis given the two potential motion models in the large lump exam-
ple. The dashed line corresponds to p(xt−1|αt = m1) and the solid line corresponds
to p(xt−1|αt = m2). (b) The comparison between the proposed motion model pre-
diction function P (αt|xt−1, αt−1) and the original prediction function P (αt|αt−1),
using the probability of the transition between the previous motion model m1 and
the current motion model m2 as an example.

time is approximated by a set of weighted particles {(xit−1, αit−1, Ei
t−1, w

i
t−1)}Ni=1,

where wit−1 is the ith particle weight at time t− 1. The input to the algorithm is the

set of particles at a previous time and the current observed image, and the output is

the set of particles at the current time. We will next explain the algorithm in more

details.

• The first step predicts the current existence variable according to the previous

existence variable and the TPM specified by Eq. (2.2) (refer to the pseudo-

code in Fig. 2.4).

• Given the predicted existence variable, the second step predicts the object’s

current state based on the previous state and the predicted state function de-

fined in Eq. (2.9).

• The third step weighs the particles representing the predicted state given the

current observed image. To achieve the detection mechanism conveniently,

the likelihood ratio is used as the particle weight here rather than the mea-
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Input: {(xit−1, αit−1, Ei
t−1, w

i
t−1)}Ni=1, Zt

Output: {(xit, αit, Ei
t , w

i
t)}Ni=1

1. Given {Ei
t−1}Ni=1, generate {Ei

t}Ni=1 according to the TPM specified
by Eq. (2.2).

2. Based on {Ei
t−1}Ni=1 and {Ei

t}Ni=1, generate {(xit, αit, Ei
t)}Ni=1

from {(xit−1, αit−1, Ei
t−1)}Ni=1 according to Eq. (2.9).

3. Given Zt, compute the weights {wit}Ni=1 for {(xit, αit, Ei
t)}Ni=1 according

to Eq. (2.15).
4. Normalize {wit}Ni=1 to {w̃it}Ni=1.
5. Resample from {(xit, αit, Ei

t , w̃
i
t)}Ni=1 for N times to obtain a new set of

particles {(xit, αit, Ei
t , 1/N)}Ni=1.

Figure 2.4: The particle filter implementation of the proposed JDT method.

surement model p(Zt|Xt). The likelihood ratio can be calculated as

L(Zt|Xt) =

{
p(Zt|xt,αt,Et=1)
p(Zt|Et=0)

for Et = 1,

1 for Et = 0.
(2.15)

• The fourth step performs normalization.

• The fifth and last step is the standard resampling step, which converts the

set of weighted particles back to an equivalent set of unweighed particles

approximating the current posterior pdf.

Once the posterior pdf p(xt, αt, Et|Zt) is approximated by the set of particles, the

probability that the object exists is estimated based on Eq. (2.3) as

P (Et = 1|Zt) =
1

N
·
N∑
i=1

δ(Ei
t , 1). (2.16)

2.4 Experimental Results

In this section, we test the proposed JDT method for detecting objects with multiple

motion models using three types of experiments: (1) a synthetic example to illus-

trate the effectiveness of the formulation, (2) a real example from the large lump

detection application which motivates this work , and (3) three general object de-

tection examples to demonstrate the flexibility of the method. Further experiments
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are carried out in order to study the effect of each level of the proposed technique

through various comparisons. These comparisons are organized as follows:

• First, we compare the proposed method without the adaptive model predic-

tion function, to which we refer by MMMJDT, against existing JDT tech-

niques with a single motion model assumption, referred to by SMMJDTs.

This experiment aims to study the effect of using a multiple motion model

assumption rather than a single motion model. For this purpose, experiments

include objects which undergo sudden motion changes.

• Second, we compare the MMMJDT with the proposed method with all its

components including the new model prediction function. Recall that this

function exploits the correlation between the motion models and object kine-

matic state. We refer to our complete method by Adaptive MMMJDT. To this

end, we consider experiments where a prior knowledge about the correlation

between motion changes and the object’s kinematic state is available.

2.4.1 Synthetic Experiments

In this experiment, we follow the synthetic example in [28] and create a scenario

where an object moves back and forth as shown in Fig. 2.5(a). The object of interest

is a square with the pattern shown in Fig. 2.5(b). The object moves from one side

to the other in a constant velocity for 10 frames before it changes its direction,

and then, it repeats the same motion pattern. This motion pattern is assumed to be

known a priori and we use two motion models to describe it, a constant velocity

model

vt = vt−1 + wt−1 (2.17)

and a bouncing model, i.e., the same speed as the previous time instant but in the

opposite direction

vt = −vt−1 + wt−1, (2.18)
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and wt−1 is the process noise. In all the competing methods used in the following,

the adopted appearance model is defined by

p(Zt|Xt) =
1√
2πδ

exp(
−dist(qt, q∗)2

2δ2
). (2.19)

qt is the intensity histogram computed from image Zt, specifically from the object

region specified by Xt. dist(qt, q∗) is the distance between the object’s histogram

and the reference histogram q∗, and it is computed based on the Bhattacharyya

similarity coefficient as follows,

dist(qt, q
∗) =

√√√√1−
U∑
u=1

√
qt(u) · q∗(u). (2.20)

U is the number of bins over which the histogram is calculated. Although very

simple, this scenario illustrates very well the problem of interest.

(a) (b)

Figure 2.5: (a) Experimental scenario. The background is represented by nested
rectangles each of a different shape and an object by a small square with the texture
shown in the right panel. (b) Object appearance used in the experiment. Note that
in this experiment an object is modeled by its intensity histogram in a rectangular
region, although with modification, other types of object models can be accommo-
dated by the algorithm.

As mentioned before, we first compare the performances of SMMJDTs and

MMMJDT. In this case we employ two single motion model JDT methods, one

uses a random walk model (named SMMJDT1) and the other uses a constant ve-

locity model (named SMMJDT2). Fig. 2.6(a) shows the detection results of all the

three competing methods. The x-axis is the frame number and the y-axis is the ex-

istence probability of having an object, P (Et = 1|Zt). The horizontal dashed line

at existence probability of 0.5 indicates a tunable threshold that determines whether
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the object exists or not. The results show that MMMJDT can detect the object

consistently with an existence probability above 0.5 as the embedded multiple mo-

tion models handle the object’s motion changes to a certain extent. In contrast, the

constant velocity model JDT method, SMMJDT2, loses the track when the object

moves with a motion pattern inconsistent with its assumed single motion model and,

as a result, its existence probability drops repeatedly every 10 frames, leading to in-

correct detection decisions. Moreover, the naive random walk method, SMMJDT1,

amounts to assuming that no prior motion information is available. To deal with the

possible change of motion model, SMMJDT1 has to diverge its prediction with a

large variance. As a result, when the appearance model is not accurate enough, the

object cannot be detected as shown in Fig. 2.6(a).

In the following, we compare MMMJDT and Adaptive MMMJDT to investi-

gate the input of the motion model prediction function. In this case, the prediction

function exploits a trivial prior knowledge that one may extract from this experi-

ment. Indeed, the object is more likely to switch from its constant velocity model

to the bouncing model near the two locations close to the left and right borders of

the image. This prior knowledge can be learned from the training set as presented

in Section 2.2.2, and it is illustrated in Fig. 2.7(a) by the two individually estimated

density distributions p(xt−1|αt = m1) and p(xt−1|αt = m2). In this specific case,

the kinematic state xt−1 is simply the object location on the column axis, and the

two motion models m1 and m2 are respectively the constant velocity model in Eq.

(2.17) and the bouncing model in Eq. (2.18). By embedding this prior knowledge in

the motion model prediction function according to Eq. (2.12), the new function can

predict the current motion model adaptively based on the previous motion model

and kinematic state as explained in Fig. 2.7(b). However, when such knowledge is

ignored, the original prediction function predicts the current motion model based

on the previous one with a fixed transition probability. As a result, the detection

performance of the Adaptive MMMJDT employing the new prediction function is

further enhanced in comparison to what MMMJDT has reached. This is mainly

illustrated by Fig. 2.6(b). One can also notice that the Adaptive MMMJDT outper-

forms MMMJDT in terms of the existence probability mainly because it handles
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better the object’s motion changes. In these situations, the MMMJDT curve drops

slightly before the method corrects itself and the curve goes up again. Contrarily,

the Adaptive MMMJDT predicts such situations adaptively and the corresponding

curve maintains the same level.

(a) (b)

Figure 2.6: (a) Existence probability curves of MMMJDT (the JDT method with our
first modification step), SMMJDT1 (random walk method) and SMMJDT2 (con-
stant velocity model method). (b) Existence probability curves of MMMJDT and
Adaptive MMMJDT (our final proposed JDT method).

Furthermore, we also tested the previous four methods on the same video but

perturbed with a high level of noise. Similarly, the results, in terms of existence

probability, are depicted in Fig. 2.8. In spite of the high level of noise in this

case, MMMJDT is able to accumulate the evidence consistently even though the

object changes its model, and finally detect the object after strong enough evidence

is accumulated. Contrarily, the constant velocity model method, SMMJDT2, loses

its accumulated evidence every time the object changes its model, and as a result

the object can never be detected. The same behaviour is noticed for the random

walk method, SMMJDT1, when significant noise exists, indicating that conserva-

tive prediction is unable to detect the object. We then applied Adaptive MMMJDT

to exploit the prior knowledge on motion model switching as we did in the previous

experiment. With this additional piece of information, the detection performance is

considerably enhanced as it is demonstrated in Fig. 2.8(b). Consistent with the re-

sults in Fig. 2.6, we can see that the proposed JDT method has the best performance
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(a) (b)

Figure 2.7: (a) The two estimated probability density distributions of the synthetic
object’s location on the column axis given the two potential motion models, the
constant velocity model (m1) and the bouncing model (m2). The dashed line
corresponds to p(xt−1|αt = m1) and the solid line corresponds to p(xt−1|αt =
m2). (b) The comparison between the proposed motion model prediction function
P (αt|xt−1, αt−1) and the original prediction function P (αt|αt−1), using the prob-
ability of the transition between the previous motion model m1 and the current
motion model m2 as an example.

dealing with the situations where the object changes its motion model.

(a) (b)

Figure 2.8: (a) Existence probability curves of MMMJDT (the JDT method with
our first modification step), SMMJDT1 (random walk method) and SMMJDT2
(constant velocity model method) when significant noise exists in the video. (b)
Existence probability curves of MMMJDT and Adaptive MMMJDT (our final pro-
posed JDT method).
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2.4.2 Large Lump Detection

We have also tested our proposed JDT method in the large lump detection applica-

tion which is the main motivation behind this work although the proposed technique

is not limited to this application. In the following, we will use a large lump exam-

ple to show the detection performance of our proposed method compared to the

existing JDT methods with single motion models.

With a simple visual inspection of the large lump sequence, we conclude that

lumps, generally, move from top to bottom along a verticale line. Initially, lumps

move slowly and then gradually faster and faster on a conveyor, and finally they

drop when they reach the end to fall into the crusher. Therefore, lumps may be

considered to have two motion models, a small constant acceleration model on the

conveyor

vyt = vyt−1 + as + wt−1

and a large constant acceleration model off the conveyor

vyt = vyt−1 + al + wt−1.

as and al are the small and large constant acceleration rates estimated in the training

set. vyt is the velocity in the vertical direction. In both models, the velocity in

the horizontal direction is constant, i.e., vxt = vxt−1 + wt−1. We utilize these two

motion models adaptively in our method to detect lumps and compare the results

with classic JDT methods using only one motion model. The appearance model

used in these algorithms can be found in [97] where a feature detector is proposed

specifically for this large lump detection problem.

Fig. 2.9 shows a few consecutive frames where one lump moves down into the

crusher. Initially, it moves really slowly, for example from frame 1 (Fig. 2.9(a)) to

frame 2 (Fig. 2.9(b)), and then gradually faster until frame 7 (Fig. 2.9(c)). From

frame 7 (Fig. 2.9(c)) to frame 8 (Fig. 2.9(d)) the lump moves much faster than

before. Fig. 2.10(a) shows the comparison of four methods, MMMJDT using two

constant acceleration models and three SMMJDTs with respectively a small con-

stant acceleration model, a constant velocity model, and a constant position model.

The three SMMJDTs methods do not match the actual lump motion model very well
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especially from frame 7 to frame 8 when the lump changes its acceleration rate and

they obviously lose the track as well as the detection of the lump. MMMJDT, in

contrast, continues accumulating the evidence and finally detects the lump. Even

from frame 7 to frame 8, it can still adjust itself by switching the filter’s model to fit

the actual lump motion model. Now we incorporate the prior knowledge that lumps

tend to move to the second motion model when they become very close to the bot-

tom of the image. This correlation information is learned following Eq. (2.12), and

it is discussed previously in Fig. 2.3. By employing this correlation information in

the new motion model prediction function, the Adaptive MMMJDT reaches even

better performance compared to MMMJDT as illustrated in Fig. 2.10(b).

(a) (b) (c) (d)

Figure 2.9: Sequence of a lump. (a) Frame 1, (b) Frame 2, (c) Frame 7 (d) Frame 8.

(a) (b)

Figure 2.10: (a) Existence probability curves of MMMJDT (the JDT method with
our first modification step) and SMMJDTs (three single motion model JDT meth-
ods) detecting the large lump in Fig. 2.9. (b) Existence probability curves of MM-
MJDT and Adaptive MMMJDT (our final proposed JDT method).
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2.4.3 Additional Experiments in Object Detection

In this subsection, we compare the detection performances of the proposed multiple

motion model JDT method and the JDT methods using a single motion model on

three video sequences involving the tracking and detection of different objects. All

the three sequences are extracted from YouTube. The purpose is to show that the

proposed JDT method is flexible enough to be able to make performance improve-

ments in general. In all the three examples, the appearance model used in all the

competing methods is based on color histogram as defined in Eq. (2.19).

The first sequence ping-pong contains 200 frames, where a ping-pong ball is

the object of interest for detection. Fig. 2.11 shows a sample frame where the ball

is highlighted by a big rectangle for better visualization. This sequence shows an

example of real world objects that undergo multiple motion models. In this case,

the ping-pong ball’s motion can be described by three models: a constant velocity

model

vt = vt−1 + wt−1, (2.21)

a vertical direction bouncing model (constant speed while opposite direction verti-

cally)

vyt = −vyt−1 + wt−1, v
x
t = vxt−1 + wt−1, (2.22)

and a horizontal direction bouncing model (constant speed while opposite direction

horizontally)

vxt = −vxt−1 + wt−1, v
y
t = vyt−1 + wt−1. (2.23)

The latter two models are due to the ball hitting the table and the bats. This sequence

presents a difficulty that the object switches among three motion models frequently.

To tackle this difficulty, our proposed method first embeds the three motion mod-

els into the JDT framework. Then it exploits the correlation between these models

and object kinematic state when predicting the current motion model. Intuitively, a

correlation comes out, in this case, from the fact that the three motion models are

more likely to appear at different specific locations. Therefore, it can be learned

from the training sequence and utilized by our method following Eq. (2.12). This

learned information is illustrated in Fig. 2.12(a) by the three individually estimated
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density distributions p(xt−1|αt = m1), p(xt−1|αt = m2) and p(xt−1|αt = m3).

In this case, the object kinematic state xt−1 is simply the object location and the

three motion models m1, m2 and m3 are respectively the ones described in Eqs

(2.21), (2.22) and (2.23). As shown in Fig. 2.12(a), the kinematic state distribu-

tions corresponding to the second and third motion models, p(xt−1|αt = m2) and

p(xt−1|αt = m3), peak at certain locations, while the distribution corresponding

to the first constant velocity motion model is not biased towards any specific loca-

tion. By embedding the information described above, the proposed motion model

prediction function P (αt|xt−1, αt−1) predicts adaptively with regard to the value of

the object kinematic state as shown in Fig. 2.12(b). Contrarily, the original motion

model prediction function P (αt|αt−1) depends only on the previous motion model

and remains a constant regarding the previous object kinematic state. Fig. 2.12(b)

shows this comparison using the transition between the motion model m1 and m3

as an example, i.e., P (αt = m3|xt−1, αt−1 = m1) and P (αt = m3|αt−1 = m1).

Figure 2.11: An example frame of the sequence ping pong.

In the following, two comparisons as in the previous experiments will show the

effects of each component of the proposed method on this ping-pong sequence. Fig.

2.13(a) shows the comparison between MMMJDT and two SMMJDTs. The latter

two methods employ a model with constant velocity in both vertical and horizontal

directions (indicated by SMMJDT1) and a model with constant velocity in hori-

zontal direction while constant acceleration in vertical direction (indicated by SM-

MJDT2). From this figure, it is shown that with a single motion model, SMMJDT1

and SMMJDT2 cannot accumulate the detection evidence properly. In other words,
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(a)

(b)

Figure 2.12: (a) The three estimated probability density distributions of the ping-
pong ball’s location given the three potential motion models, p(xt−1|αt = m1)
(corresponding to the constant velocity model), p(xt−1|αt = m2) (corresponding to
the vertically bouncing model), and p(xt−1|αt = m3) (corresponding to the hori-
zontally bouncing model). p(xt−1|αt = m2) and p(xt−1|αt = m3) peak at certain
locations illustrated in the figure, while p(xt−1|αt = m1) does not peak prominently
as shown in the figure. (b) The comparison between the proposed motion model pre-
diction function P (αt|xt−1, αt−1) and the original prediction function P (αt|αt−1),
using the probability of the transition between the previous motion model m1 and
the current motion model m3 as an example.

the ball cannot be detected consistently. However by embedding multiple motion

models in JDT, a better detection performance can be achieved and this is illustrated

by the higher estimated existence probability corresponding to MMMJDT. On this

basis, the correlation information can be exploited to further improve the detection
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performance as shown in Fig. 2.13(b). Our proposed method, the Adaptive JDT,

has a higher estimated existence probability than MMMJDT. It demonstrates that a

more accurate model prediction as well as detection decision can be made when the

correlation information is available and is used.

(a) (b)

Figure 2.13: (a) Existence probability curves of MMMJDT (the JDT method with
our first modification step) and SMMJDTs (two single motion model JDT methods)
detecting the ping pong ball in sequence ping pong. (b) Existence probability curves
of MMMJDT and Adaptive MMMJDT (our final proposed JDT method).

The second sequence soccer contains 130 frames where a girl jogs a soccer ball.

A sample frame of this sequence is shown in Fig. 2.14. The soccer ball shows an-

other example where a real world object may have multiple motion models. In this

example, the soccer ball’s motion can be described roughly by a constant accelera-

tion model

vyt = vyt−1 + a+ wt−1 (2.24)

and a vertical direction bouncing model

vyt = −vyt−1 + wt−1. (2.25)

a is the constant acceleration rate estimated from the training set. For both mo-

tion models, the object maintains a constant velocity along the horizontal direction,

vxt = vxt−1 +wt−1. Our proposed method embeds both motion models in the frame-

work, and then it exploits the prior knowledge, in the model prediction function,

that the faster the ball falls down the bigger probability it may switch to the second
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motion model from the first one. This exploited knowledge is illustrated in Fig.

2.15(a) by the two individually estimated density distributions p(xt−1|αt = m1)

and p(xt−1|αt = m2). In this case, m1 andm2 are the two motion models described

in Eqs (2.24) and (2.25), and the object kinematic state xt−1 is the vertical velocity

vyt−1. This shows that the kinematic state employed to provide the correlation infor-

mation is not limited to object locations (as used in all the previous experiments)

but is more general. By exploiting such correlation information, the probability

of predicting the current motion model depends on the previous object kinematic

state. Again, this is illustrated by Fig. 2.15(b) via a comparison against the original

prediction function using a constant probability. In the following, two comparisons

were conducted to demonstrate the contribution of each level of the proposed tech-

nique to JDT. Fig. 2.16(a) shows the performance comparison between SMMJDT

(the JDT method with a single constant acceleration model) and MMMJDT. From

this figure, we can see that with a single motion model, the existing JDT method

fails to detect the soccer ball every time the ball bounces. Therefore, it is obvi-

ously important to use multiple motion models in JDT to detect objects that change

motions. Fig. 2.16(b) shows the detection performance comparison between MM-

MJDT and Adaptive MMMJDT. The results show that with the prior knowledge

about the motion model transition, a better detection performance is achieved by

Adaptive MMMJDT because an additional piece of information is embedded in the

motion model prediction function.

Figure 2.14: An example frame of the sequence soccer.

The third sequence slide contains 28 frames where a person slides down as
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(a) (b)

Figure 2.15: The two estimated probability density distributions of the soccer ball’s
vertical velocity given the two potential motion models, p(xt−1|αt = m1) (corre-
sponding to the vertically acceleration model) and p(xt−1|αt = m2) (corresponding
to the vertically bouncing model). The dashed line corresponds to p(xt−1|αt = m1)
and the solid line corresponds to p(xt−1|αt = m2). (b) The comparison between
the proposed motion model prediction function P (αt|xt−1, αt−1) and the original
prediction function P (αt|αt−1), using the probability of the transition between the
previous motion model m1 and the current motion model m2 as an example.

(a) (b)

Figure 2.16: (a) Existence probability curves of MMMJDT (the JDT method
with our first modification step) and SMMJDT (constant acceleration model JDT
method) detecting the soccer in sequence soccer. (b) Existence probability curves
of MMMJDT and Adaptive MMMJDT (our final proposed JDT method).

shown in a sample frame in Fig. 2.17. The person is highlighted by the yellow rect-

angle in the figure for visualization reasons. This sequence shows another example
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where an object changes its motion from an acceleration model on the slide

vyt = vyt−1 + a+ wt−1, (2.26)

to a random walk model off the slide

Xt = Xt−1 + wt−1. (2.27)

Xt = (x, y)t represents the object location. Our proposed JDT method first embeds

both models in the framework so that it can switch the system model when the per-

son actually changes its motion. Then, to predict the motion model accurately, it

exploits the prior knowledge that the person moves more likely in a specific motion

model around certain locations. This prior knowledge can be learned following Eq.

(2.12), and it is depicted in Fig. 2.18(a) by the two individually estimated density

distributions p(xt−1|αt = m1) and p(xt−1|αt = m2). In this case, m1 and m2 are

the two motion models described in Eqs (2.26) and (2.27), and the object kine-

matic state xt−1 employs the object location along the vertical axis. Similarly to the

previous experiments, Fig. 2.18(b) shows the comparison between the new motion

model prediction function P (αt|xt−1, αt−1) that exploits the correlation information

described above and the original motion model prediction probability P (αt|αt−1).

Obviously, the former predicts the motion model adaptively to the object’s state,

while the latter does not. In the following, two similar comparisons, as previously,

are conducted in this case. Fig. 2.19(a) demonstrates that embedding two motion

models in JDT provides a better detection performance than using a single motion

model. Three single motion models are employed in this comparison, constant ve-

locity, constant acceleration, random walk. None of them was able to describe the

actual object motion models as accurately as MMMJDT. Fig. 2.19(b) demonstrates

that when prior knowledge on motion model transition is exploited, a slightly bet-

ter detection performance is achieved especially after the person has changed his

motion model around the 20th frame as shown in Fig. 2.19(b). A relatively high

estimated existence (detection) probability is maintained by Adaptive MMMJDT

compared to MMMJDT.
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Figure 2.17: An example frame of the sequence slide.

(a) (b)

Figure 2.18: The two estimated probability density distributions of the object’s
vertical location given the two potential motion models, p(xt−1|αt = m1) (corre-
sponding to the random walk model) and p(xt−1|αt = m2) (corresponding to the
vertically acceleration model). The dashed line corresponds to p(xt−1|αt = m1)
and the solid line corresponds to p(xt−1|αt = m2). (b) The comparison between
the proposed motion model prediction function P (αt|xt−1, αt−1) and the original
prediction function P (αt|αt−1), using the probability of the transition between the
previous motion model m1 and the current motion model m2 as an example.

2.5 Summary

An adaptive multi-motion model JDT method is proposed for detecting objects that

may undergo sudden changes in motion. The proposed method tackles simultane-

ously the problem of detecting objects and handling objects’ sudden changes in mo-

tion, which have been always treated individually in the literature. This is achieved

by employing two sets of interacting models in an IMM estimator, one for handling
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(a) (b)

Figure 2.19: (a) Existence probability curves of MMMJDT (the JDT method with
our first modification step) and SMMJDTs (three single motion model JDT meth-
ods) detecting the person in sequence slide. (b) Existence probability curves of
MMMJDT and Adaptive MMMJDT (our final proposed JDT method).

varying number of objects and the other for handling variable motion models. The

proposed method then exploits the correlation between the motion models and ob-

ject kinematic state, never exploited in the existing IMM estimators. In this way,

the prediction of the motion model is more accurate when the correlation informa-

tion is available. Experiments on both synthetic and real examples illustrated that

the proposed JDT method detects objects more accurately than the existing JDT

methods when objects change their motions.
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Chapter 3

Shape Based Appearance Model

In the previous chapter, we mainly investigated the motion model in the Bayesian

recursive estimator to achieve an accurate object state prediction. Based on the pre-

dicted state, an appearance model can update it into posterior with new observation.

Therefore, this chapter focuses on the appearance model in the Bayesian recursive

estimator. Here we give an overview on the essential properties of the work in

the previous and current chapters, so that we can clarify the connection between

them as well as their connection with the Bayesian recursive estimation framework.

The adaptive multi-motion model proposed in Chapter 2 is mainly designed for a

JDT framework, which is a Bayesian framework estimating the varying number of

present objects using a discrete variable in the object state. Instead, the appear-

ance model to be proposed in this chapter is designed for a kernel based tracking

framework, which is a Bayesian framework estimating the object state with a sim-

ple object representation. Therefore, the two novel techniques in the previous and

current chapters are proposed respectively for these two specific frameworks, and

therefore have distinctive assumptions and generalities. Specifically, the adaptive

multi-motion model in the previous chapter is proposed within the JDT framework.

However its object representation is not limited to a concise kernel format. The

shape based appearance model in this chapter is proposed within the kernel based

tracking framework. However, its object state does not require to contain the dis-

crete variable for the purpose of joint detection and tracking. In spite of the different

assumptions of the two proposed techniques, both of them together constitute the

two critical components in the Bayesian recursive estimator.

44



As mentioned above, the appearance model is a critical component in Bayesian

recursive estimators, including JDT methods as well as many other detection and

tracking methods. Appropriate design of this model plays an important role in de-

tection/tracking performance. Specifically, we will propose an appearance model

based on shape knowledge for kernel based trackers. A kernel based tracker typ-

ically tracks an object with a primitive geometric kernel, and then estimates the

object state by fitting the kernel such that the appearance model is optimized. Most

of the appearance models in kernel based tracking utilize the textural information

within the kernel, although a few of them also make use of the gradient information

along the kernel boundary. Interestingly, shape information of a general form has

never been fully exploited in kernel tracking, despite the fact that shape has been

widely used in silhouette tracking at the cost of intensive computation. Therefore,

in the following we propose an original way to incorporate shape knowledge into

the appearance model of kernel based trackers to significantly improve their track-

ing accuracy, and in the meanwhile preserve their computational advantage versus

silhouette based trackers.

3.1 Introduction

Object tracking consists of following moving objects through an image sequence.

It is a challenging problem in computer vision which serves various applications

such as vehicle navigation, medical image processing, and video analysis [102].

To locate a given object from one image to the next in a sequence, the cur-

rent trackers are generally based on the photometric characteristics or shape of the

object. The photometric appearance is used assuming that the object has a pro-

file which is distinctive against the background [34, 73]. Differently, shape based

trackers follow the object having a given geometric description modulo some de-

formations [27]. Other visual cues have also been used to assist tracking such as 3D

object views, but photometric characteristics and shape constraints remain the most

useful and they determine the efficiency of the tracker considerably. Besides the ef-

ficiency concern, there are also other practical needs which determine considerably
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the framework adopted for designing the tracker. In some applications, tracking

consists of following the object grossly placed about a mean position [23, 102] and

only some bounding figures, such as rectangles or ellipses, are used to circumscribe

the moving object. However this is insufficient for other applications where accu-

rate object boundary is rather needed to identify the object, classify it, or interpret

its behavior [27, 102]. As a result, two major groups of tracking methods, silhouette

based and kernel based, have been proposed depending on their specific advantages

and on the targeted applications. Silhouette based trackers employ rich but inef-

ficient contour models to estimate accurate object shape as shown in Fig. 3.1(a),

while on the contrast kernel based trackers employ rough but efficient primitive ge-

ometric kernel models to estimate the object’s basic information, e.g., location and

scale as shown in Fig. 3.1(b).

(a) (b)

Figure 3.1: (a) An example of a silhouette based tracker estimating the object
boundary. (b) An example of a kernel (ellipse in this case) based tracker estimat-
ing the object state. Silhouette based trackers are mainly used when the exact ob-
ject boundary is required, which implies a high computational load. Kernel based
trackers are rather used when only basic object information (location and scale, etc)
needs to be estimated, which generally requires less computations.

In silhouette based tracking, the object contour is generally described by a

closed curve which encloses the region corresponding to the photometric and/or

shape constraints. The variational framework has been the most convenient for this

kind of methods [73, 61, 27], where the problem constraints are embedded in an

objective functional whose minimum corresponds to positioning the curve by the

region of interest boundaries. The shape constraint has been intensively used to

assist tracking by active contours. In [17], a Fourrier-based shape prior model is

used to constrain the deformation of a classic active contour (snake). In [27], it
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has been demonstrated that object tracking can be improved considerably when a

model of the moving object boundary shape is available. Principal component anal-

ysis (PCA) is used to learn a geometric shape description of the moving object from

a training set of various object outlines. The principal components are systemati-

cally embedded in a shape prior of an active curve/level set formulation. The track-

ing process updates continuously the shape prior based on the previously observed

contours. Moreover, shape priors have been also used in [103] for multi-object

tracking but it has been activated only when occlusion is detected. The tracker is

mainly based on the appearance term which acts when there is no occlusion between

moving objects. Meanwhile, the shape prior model is updated using the observed

contours in the tracking process. All the above algorithms pose the silhouette track-

ing as a minimization problem, and the minimization of such functionals relies on

gradient descent. As a result, the algorithms converge to local minima, can be af-

fected by the initialization and, more importantly, are notoriously slow in spite of

the various computational artifacts which can speed their execution [86]. To over-

come these problems, another group of algorithms pose the silhouette tracking as

an inference problem, and the goal is to estimate the posterior density of a contour

given image observations. In this context, the shape information constrains the ob-

ject model to transform only in ways characteristic of the object of interest. For

instance, in [44, 76], an object is represented with an active shape model that un-

dergoes constrained transformation defined by the shape prior information. While

all the aforementioned shape models are shown to drastically improve the tracking

performance, they still suffer from the inefficiency problem due to the high dimen-

sional solution space, and they are of no consequence where the object need not

be identified nor its behavior interpreted based on its shape. Practically, the ineffi-

ciency in terms of execution load of these silhouette based tracking methods is the

major impediment in many applications, particularly those which require real time

processing.

In contrast, kernel based trackers have been widely adopted because of their

relative simplicity and low computational cost. The purpose is to estimate the ob-

ject state efficiently by computing the motion of the object and modeling it with a
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primitive geometric shape. In this framework, many efficient and accurate meth-

ods have been proposed. These methods differ mainly in terms of their appearance

representations which did not fully exploit shape knowledge due to the lack of the

information of object boundary. Most of the cues that have been used in this frame-

work are based on regional information, and some of them on boundary informa-

tion. Among the regional based cues, color histogram might be the most popular. It

is scale and rotation invariant and it can handle occlusion to a certain extent (partial

occlusion) [52, 41, 74]. As global statistic information, color histogram does not

provide discriminative localization. In addition, there are also models based on his-

tograms of edge orientation [12, 52] and motion [84, 74]. These two cues are quite

sensitive to clutter. Similarly, texture has also been used as a cue in the appearance

models of [11] and [12], which are based on wavelet and steerable pyramid, respec-

tively. Another approach to modeling the object appearance is using PCA to build

a subspace representation from a set of templates [84, 81, 53]. SIFT (Scale Invari-

ant Feature Transform) descriptors have also been used as features in appearance

models in [16, 56] to increase the discriminative ability. All the regional based cues

mentioned above are computed from some manually designed statistics. There are

also a few papers which use machine learning methods to learn appearance models

directly from training sets. For example in [2], the authors use a support vector ma-

chine to learn the appearance model from a set of templates, and in [3] the authors

learn the appearance model via Adaboost from a set of Haar-like features. All the

existing regional cues used in the above works are based on the information within

the kernel (not the object) boundary that contains absolutely no shape information.

Perhaps the closest works to our shape cue are [31, 55, 54] that try to utilize

the kernel boundary information although still in a different level from shape infor-

mation. In [31], the authors use a boundary cue measured by the distance between

kernel’s contour pixels and their closest edge points. Similarly, in [55], a hypoth-

esized object kernel’s boundary cue is measured according to the amount of edge

pixels near the kernel’s contour. To be more accurate, based on the observation

that object boundaries are usually perpendicular to the orientation of the projected

object edges, the boundary cue is computed in [54] by rewarding the gradients with
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the tangent direction to the kernel contour, which are in close proximity to the ker-

nel contour. Although our proposed shape cue is similar to the above three works in

the sense that all of them try to extract information along the kernel boundary, our

work differs and excels in the following ways:

• The proposed shape cue embeds high level prior knowledge. Our shape con-

straints bias the kernel tracker towards objects meeting specific shape charac-

teristics. However, by estimating the gradient along the kernel, the above

mentioned methods assume implicitly that the object boundaries coincide

with kernel boundaries, which is generally not true.

• The shape is described in a general form. Indeed, the description is ver-

satile enough to allow various constraints on the shape from being linearly

distributed around a mean shape to being restricted to some geometric forms

such as concavity and convexity.

Additionally, the kernel based trackers enhanced by the proposed shape appear-

ance model can still maintain the computational advantage compared to the shape

benefited silhouette trackers, and they can also handle partial occlusion problem to

a certain extent.

The rest of this chapter is organized as follows. In Section 3.2, we first present

the general kernel based tracking framework, and then for this framework we pro-

pose an appearance model to utilize shape information in a novel way. Section 3.3

includes the experimental results that demonstrate the properties of the proposed

shape appearance model in different ways. Finally the work is summarized in Sec-

tion 3.4.

3.2 Kernel Based Tracking

Since the shape based appearance model is proposed to be integrated into a ker-

nel based tracker, we first give an overview of the kernel tracking framework and

then describe, in details, the proposed appearance model. A kernel based tracker

generally represents an object with a primitive geometric kernel, such as rectangle
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or ellipse, whose object state at time t, Xt, is defined by a small set of parameters

concisely. Tracking consists of estimating the object state at the current time t given

all the observations up to time t referred to by Zt = {Z1, . . . , Zt}. The posterior

probability density function (pdf) of the object state is generally formulated in a

Bayesian form,

p(Xt|Zt) ∝ p(Zt|Xt)

∫
p(Xt|Xt−1)p(Xt−1|Zt−1)dXt−1, (3.1)

where p(Xt|Xt−1) is the state prediction model, and p(Zt|Xt) is the appearance

model. The key contribution of the work in this chapter is to embed prior shape

constraints in the latter conditional probability. Tracking an object of interest over a

sequence of images with the proposed appearance model can be done by estimating

the current object state which maximizes the posterior pdf p(Xt|Zt) as follows:

X̂t = arg max
Xt

p(Xt|Zt). (3.2)

3.3 Shape Based Appearance Model

An appearance model defines the likelihood of associating an observation with a

given particular object state. Therefore, in the following we will first describe how

the shape constraints corresponding to an object state are extracted. Then we will

formulate the proposed appearance model embedding these constraints.

3.3.1 Shape Observation

Given a candidate kernel (an ellipse in this case as depicted in Fig. 3.2) associated

with a potential object, a set of N points are evenly sampled along the contour of

the kernel, and a normal line is drawn from each sampled point. As shown in Fig.

3.2, sn is the nth sampled point along the kernel contour and ln is the normal drawn

from sn. Along each normal line, 1-D edge detection is performed as in [59] and

only the most prominent edge point is extracted (refer to the red dots in Fig. 3.2).

Consider the normal line ln in Fig. 3.2 as an example. There are more than one

edge pixels on ln: z1n and z2n. Only z1n is extracted, supposing that it is the strongest

edge pixel on ln.
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Although this procedure may extract some points which do not correspond to

the real object edge (such as the point e in this example), most of the extracted

points coincide generally with the object boundary [73, 49, 44]. This claim is based

on the assumption that the targeted object presents boundary segments which are

distinctive from the nearby background, i.e., the image gradient is relatively high

along the object boundary. When this assumption holds, the most prominent ex-

tracted points likely correspond to boundary points. In some spots of the target,

the boundary point may not be the most prominent and thus, another non-boundary

point might be mistakenly extracted (such as the point e). However, this does not

happen frequently and does not affect the shape representation in most of the cases.

Indeed, assuming that edge points correspond generally to high intensity gradients

is common. In [73, 49], for instance, object segmentation/tracking is performed

using the active contours/snakes which evolve towards the target based on the stop-

ping function. This function depends only on the intensity gradient by assuming

that the object boundary corresponds to high values of intensity gradients (very

small values of the stopping function). In [44], a similar 1-D high contrast search is

performed along the spline curve normals. The hypothesized shape is represented

as a parametric spline curve. Similarly, many relevant edge detectors make the

same assumption regarding the edge points (Canny, Sobel, Prewitt, etc.). There-

fore, the object boundary can be fully determined by the extracted edge points, and

represented using a radius vector function as follows,

rn = ‖zn − ẑ‖2, n ∈ {1, ..., N}. (3.3)

ẑ =
1

N

N∑
n=1

zn. (3.4)

rn indicates the distance between each extracted edge point (boundary point), zn,

and the shape centroid, ẑ. Then, the normalized (scale-invariant) N-dimensional

radius vector,

r(X) =
[r1, ..., rN ]T∑N

n=1 rn/N
, (3.5)

is extracted as the shape observation corresponding to the object state X .

The obtained radius vector is ordered starting from the radius corresponding to

the sampled boundary point in the direction of the ellipse orientation θ, assuming
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the elliptical kernel is configured by the object state,

X = [x, y, a, b, θ]. (3.6)

(x, y) is the center, a and b are the lengths of the two principal axes, and θ is the ori-

entation of the major axis. This starting point corresponds to a unique end of an el-

lipse axis. For example in Fig. 3.2, r1 corresponds to the sampled point s1. Then we

traverse the sampled boundary points clockwise, so that the radius vector is always

aligned. Due to this alignment, the proposed method avoids the need to an explicit

one-to-one correspondence between the points. These kind of correspondances are

rather present in snake-based tracking where the evolving contour is determined

by a set of points which need an inter-frame correspondence. The reason is that

the proposed method poses tracking as an inference problem implemented using a

particle filter. Hence, each potential candidate object (corresponding to a candidate

ellipse) is sampled independently in its actual frame. The only correspondance that

exist is rather implicit because the points keep always the same index in the state

vector, and this is straightforward because of the alignment.

Figure 3.2: Illustration of extracting the shape observation

3.3.2 Shape Cue

Once the shape observation r(X) is extracted, then the similarity between r(X)

and the pre-learned shape prior model can be used as a shape cue by the appearance

model in kernel tracking. We define this cue in a general form as a dot product of
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two vectors,

f(X) = En(r(X)) · w, (3.7)

where En(r(X)) is an energy vector computed from the shape observation r(X)

that indicates the shape energy at each extracted boundary point. The lower a cer-

tain energy vector element is, the more the corresponding boundary point satisfies

the shape constraint. w is a weighting vector which assigns different weights to

boundary points to obtain useful attributes. Therefore, the proposed shape cue is a

weighted sum of all the extracted boundary points’ shape energies. In the following

we will discuss the meanings of the energy vector En(r(X)) and the weighting

vector w in more details through some examples.

The energy vector En(r(X)) can be designed in different ways to extract the

shape constraints. Many shape feature analysis techniques such as PCA and Fourier-

based model can be used to define this energy vector. In the following, we show

different ways of defining the energy vector En(r(X)) each of which leads to a

specific shape constraint.

PCA reconstruction – Given a set of p training shapes represented with nor-

malized radius vectors, one can learn the mean shape of all the training samples

r and the eigenvectors of the covariance matrix of shape radius vector denoted by

UN×p. The first m columns of UN×p are the m eigenvectors corresponding to the

first m principal components of the training shapes. Any new shape observation

r(X) can be projected into the learned PC-subspace composed of only these m

eigenvectors:

r̂(X) = r + UN×m(UN×m)T (r(X)− r). (3.8)

Then the energy vector En(r(X)) can be defined as the absolute difference vector

between the extracted shape observation and its reconstruction. This absolute dif-

ference vector is computed on element-by-element basis. Specifically, each element

in the energy vector, En(r(X))n, is computed as

En(r(X))n = ‖rn(X)− r̂n(X)‖, (3.9)

where ‖ . ‖ is the norm applied independently to the scalar components of the

difference vector and, hence, can be either the L1 or the L2 norm. rn(X) is the
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nth element (normalized radius) in the shape observation vector r(X). En(r(X))n

indicates the shape energy on the nth extracted boundary point. By choosing the

weighting vector w as a uniform vector with the same length as r(X), the shape cue

f(X) defined in Eq. (3.7) becomes equal to the sum of the energy vectorEn(r(X))

components which indicates the total reconstruction error. If the shape observation

r(X) and the shape prior belong to the same class, then this reconstruction error

shall be small [48]. This can be interpreted intuitively as follows: the uniform

weighting means that all the boundary points are assigned equal importance. Thus,

minimizing the sum of the individual energies, amounts to minimizing equally each

component of the energy vector En(r(X)).

Geometric constraints – The PCA shape cue based on Eq. (3.9) measures

how close a candidate object’s boundary is to a unique shape shared by the class of

objects of interest. In this paragraph, however, the shape cue is intended to measure

the likelihood that a candidate object’s boundary has a given geometric constraint

such as smoothness and convexity. Consequently, the energy vector En(r(X)) is

defined as follows

En(r(X)) =
abs(D2(r(X)))

S(r(X))
, (3.10)

where D2(r(X)) is the discrete second order difference of the normalized radius

vector. Each element in D2(r(X)) is computed as D2(r(X))n = rn+1(X) −

2rn(X) + rn−1(X). abs(D2(r(X))) computes the absolute values of the compo-

nents of D2(r(X)), so that we only focus on the magnitude of the second order

difference of the radius vector. This energy term abs(D2(r(X))) can be interpreted

in a similar way as the active contour’s internal energy term [14], which is generally

associated with the smoothness of the evolving active contour. The second energy

term S(r(X)) is the solidity of the object boundary corresponding to r(X), and it

captures the convexity of the object shape. S(r(X)) can be computed as,

S(r(X)) =
Ao(r(X))

Ah(r(X))
(3.11)

where Ao(r(X)) is the area of the object region specified by the object boundary

representation r(X), and Ah(r(X)) is the convex hull area of the same object. The

detailed steps for computing Ao(r(X)) and Ah(r(X)) have been omitted here and
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can be found in [89]. Similar to the previous PCA based cue, a uniform vector is

chosen as the weighting vector w here, and different weighting vectors with other

effects will be used later. The shape cue based on the energy vector En(r(X))

in Eq. (3.10) is useful to distinguish smooth boundaries in convex shapes from

others. Therefore it can be adopted to distinguish some natural objects from back-

ground [87] such as lumps in the large lump detection (LLD) problem which will

be discussed in detail in the experimental section. In this kind of situations, objects

belonging to the class of interest are not normally distributed around a mean shape

to be captured using the shape cue based on Eq. (3.9). Instead, they have a certain

common global shape property which is rather characterized by cues such as the

one based on Eq. (3.10).

The two examples of energy vectors presented in Eqs (3.9) and (3.10) have

been adopted in our experiments. Besides, as previously outlined, other shape de-

scriptors can also be used to define energy vectors according to the available shape

constraints in the targeted applications. Therefore, the formulation in Eq. (3.7) is

rather general and flexible, and any energy vector can be embedded systematically.

Besides the flexibility with the energy vectorEn(r(X)), the weighting vector w

can also be defined in various ways depending on the importance to be assigned to

the different parts of the extracted boundary. In the following, we define a weighting

vector for the cases where a part of the object boundary is occluded or presents weak

intensity gradients. For n ∈ {1, ..., N},

w(n) =

{
1 if α−B/2 < n < α +B/2
0 else, (3.12)

is a rectangular window function determined by the window center α and the win-

dow width B. With this weighting vector, the shape cue is only enabled/computed

on the portion of the extracted object boundary overlapping with the window. Hence

it is possible to omit the part which might be occluded or intrinsically presents very

weak gradients. For instance, in Fig. 3.3(a) a proper candidate kernel is presumably

located on the artificially occluded fish. From this candidate kernel, the boundary

points (the red dots in the figure) are first extracted as explained before. Then, the

corresponding PCA reconstruction, based on the learned shape prior, is represented
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in Fig. 3.3(a) by the green stars. Obviously, the boundary of the occluded fish head

is not extracted correctly, but the tail part matches the shape prior well. In such

cases, the role of the weighting vector w becomes more important and can be easily

understood. For instance, the mask defined in Eq. (3.12) can be used to enable

the shape cue exclusively on the non occluded (tail) part of the fish. Fig. 3.3(b)

shows the radius vector of the extracted boundary (r(X) represented by the red

dots) and the corresponding PCA reconstruction (r̂(X) represented by the green

stars). As stated in Eq. (3.9), the energy vector En(r(X)) is consequently de-

fined as the absolute difference between these two vectors. The suitable weighting

vector w corresponds to the window between the two vertical dashed lines in Fig.

3.3(b). To determine this weighting vector, the width of the window, B, is fixed

in advance as a proper size of the portion of the boundary on which the shape cue

is enabled. However the window center α has to be computed dynamically by ex-

amining all the possibilities. This can be implemented by convolving the energy

vector En(r(X)) with a one dimensional mean filter h having the same length as

the window width B. Then the location which corresponds to the smallest response

indicates the expected window center α. The reason is that α locates the boundary

part that matches the shape prior best and excludes the part not extracted correctly

due to either occlusion or intrinsically weak gradients. α is determined as the index

k ∈ {1, ..., N} satisfying

Vk = min
n=1:N

{Vn},

V = En(r(X))⊗ h. (3.13)

V is anN dimensional vector, and it is the convolution of the energy vectorEn(r(X))

with the one dimensional mean filter h.

3.3.3 Appearance Model

Once the shape cue f(X) in Eq. (3.7) is defined, an appearance model based on it

can be built systematically as an exponential distribution,

p(Z|X) ∝ exp(−λ · f(X)), f(X) ≥ 0. (3.14)
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(a) (b)

Figure 3.3: (a) An example of partial occlusion. The red dots show the boundary
extracted as the shape observation from a candidate kernel on the fish. The green
stars show the PCA reconstruction of this shape observation in the subspace learned
from the training set. Only the tail part with better extracted boundary is expected
to be used to compute the shape cue by applying a proper weighting vector. (b) The
corresponding normalized radius vectors of the extracted boundary and its recon-
struction in (a). The two vertical dashed lines indicate the window of the weighting
vector w which locates on the portion of the radius vector corresponding to the tail
boundary with the minimum reconstruction error.

λ is a tunable parameter, and f(X) is the shape cue determined by the employed

energy vector. As we mentioned before, different energy vectors embedding vari-

ous shape constraints can be defined to obtain different shape cues. Multiple energy

vectors are also possible to be integrated in the shape cue to convey the combined

shape constraint. In this thesis, we do not investigate the combination problem of

multiple energy vectors. Instead, we only use either one of the two shape energy

vectors proposed in Eqs (3.9) and (3.10) in our experiments. By introducing this

shape prior information, the proposed appearance model is intended to differenti-

ate objects from the background when the regional features and boundary gradient

features are not sufficient.

Note that the purpose here is to establish the proposed shape cue as a com-

plementary model to be embedded into the appearance models of current kernel

trackers. A combination of such a cue with the current models should improve the

performance of the existing trackers in difficult cases as discussed in this section.

The proposed shape descriptor is integrated in the kernel tracking framework in a

structured manner which makes the method flexible and easily generalized. Indeed,
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starting from a simple kernel (ellipse) and as explained in the previous sections, the

shape descriptor is built through three main steps, each of which is able to feed var-

ious shape descriptors. First, the object boundary points are detected using image

gradient information. This set of points can be used to construct a shape contour

and apply any contour based shape descriptor [66]. Second, the edge points are

exploited in order to define the shape signature using radius vectors as in Eq. (3.5).

Again, a variety of point-wise shape signatures are available such as curvatures,

tangent angles, chain codes, etc. Finally, the shape cue is formulated by embedding

the point-wise shape signature in a global measure as in Eq. (3.7). This cue is for-

mulated in order to encode implicitly the tracking constraints arising mainly from

the application at hand. For instance, Eq. (3.9) embeds the shape signature in order

to reconstruct a prior shape using PCA. However, in Eq. (3.10), the shape signature

is rather utilized to impose a geometric constraint on the shape contour (convexity

in our case). Other than PCA, various techniques may be used for encoding the

shape cue such as Fourrier descriptor [89], wavelet descriptor [65], and curvature

scale space [67]. Moreover, other than convexity, geometric constraints can also be

imposed on the shape contour such as eccentricity, circularity, rectangularity, elon-

gation, and orientation [89]. This flexibility is especially demonstrated through the

experiments with the large lump detection application detailed in the experimental

section. The lumps present in both training and test images are very different in

terms of shape and size. However, in addition to photometric aspects, they obey

to a certain geometrical shape constraint. By enforcing such shape constraint, as

in Eq. (3.10), better results have been reached. This is not the case in other shape

frameworks such as the Active Shape Models (ASM) [24] or the dynamical statis-

tical shape priors [27] where the actual object’s shape needs to be reconstructed as

a linear combination of the principal components extracted from the training set.

This, of course, assumes that the shapes are only allowed to slightly deform around

a mean shape which is not the case in many real applications such as the large lump

detection problem.
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3.4 Experimental Results

Recall that the intended purpose of the proposed method is to afford a shape cue

which provides complementary shape information to the existing appearance mod-

els used for kernel tracking. Therefore, the purpose of the following experiments

is to demonstrate the following two aspects. First, the proposed shape description

improves the tracking accuracy of kernel based trackers. Secondly, it preserves

the computational efficiency of kernel based trackers compared to silhouette based

trackers. To this end, we have two types of validation tests as follows.

(1) Comparative study:

• Computational load comparisons against silhouette based trackers.

• Tracking accuracy evaluations and comparisons against several kernel based

trackers on different test videos. The performance is evaluated in terms of

the accuracy of the object’s state estimation, not the object’s boundary details

which are specific to silhouette based trackers.

(2) Extensive quantitative study with the large lump detection application, using

more than 64, 000 images.

Additional experiments will also be given in order to investigate the behavior

of the proposed method in presence of partial occlusion, with different numbers of

sampled boundary points, and with different sizes of initialized elliptical kernels.

Except when explicitly mentioned, all the experiments use the proposed shape cue

based on PCA reconstruction in Eq. (3.9). In each experiment using PCA recon-

struction, the PCA model including the mean shape and principal components is

learned on a subset of frames from the corresponding test sequence. Indeed, one

fifth of the total number of test frames are used for training. The number of contour

points N is fixed to 50, and the number of the principal components m used in the

PCA reconstruction is set to 15 for all the related experiments. The effect of such

parameters on the tracking results is discussed later. The proposed algorithm, as

well as the competing methods are all implemented using Matlab 2009 and run on

a PC with 3 GHz Intel CPU.
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3.4.1 Computational Efficiency

As outlined previously, this subsection aims to investigate the computational effi-

ciency of the proposed shape based kernel tracker with comparison to silhouette

based trackers. Recall that silhouette tracking is employed when the complete

boundary of an object is required. This becomes more important when dealing

with complex shapes and non rigid objects which cannot always be adequately de-

scribed by the basic geometric shapes. Despite this, people still may use kernel

trackers mainly for their computational efficiency rather than silhouette trackers. In

our case, the purpose is to demonstrate that we still remain efficient over silhouette

trackers even by embedding shape constraints into the observation model of our

kernel trackers.

(a) (b)

(c) (d)

Figure 3.4: A sample of the results by the silhouette tracker [61] with the basketball
sequence. (a) Frame 1. (b) Frame 3. The silhouette tracker with a maximum inter-
frame offset of 15 pixels fails to follow the ball and loses the track thereafter. (c)
Frame 5: the silhouette tracker with a maximum inter-frame offset of 25 pixels
fails to follow the ball and loses the track thereafter. (d) Frame 60 (last frame):
the silhouette tracker with a maximum inter-frame offset of 35 pixels succeeds to
follow the ball until the lend of the sequence.

The first experiment consists of a video showing a basketball falling down with
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a variable inter-frame offset. The maximum offset of the basketball between any

two consecutive frames is around 35 pixels which is larger than most of the cases

that silhouette tracking methods deal with [102]. Four frames among a total of

60 frames are depicted by Fig. 3.4. Besides the proposed algorithm, we run the

level set implementation of the silhouette trackers of Mansouri [61] and Freedman

et al. [34]. The method of Mansouri uses active contours formulated in a varia-

tional way. For each pixel of the object region, a flow vector is computed within a

neighborhood. Using these flow vectors, an energy evaluated based on the bright-

ness constancy constraint is iteratively minimized along with the active contour

evolution. The unique a priori fixed parameter is the largest possible inter-frame

offset which determines the maximum range of motion between any two consecu-

tive frames. In this example and for comparison reasons, this parameter is varied

from 15 to 35. Similarly, the method of Freedman et al. iteratively minimizes the

mismatch between the actual intensity distribution and a prior model of the target

object. The only tunable parameter is the maximum allowed iterations number for

the level set function update. In this example, it is varied between 2000 and 3000

for comparison reasons.

Table 3.1 reports the average computing time (mean and standard deviation) of

the proposed tracker against two silhouette trackers (referred to by ST1 and ST2)

using different values of their parameters. The sequence at hand in this experiment

presents two main difficulties. First, the object of interest (the ball in Fig. 3.4)

moves with a variable velocity so that any motion constancy assumption is not valid.

Second, the contrast along the moving boundary is weak, particularly when the ball

rebounds from the floor. As shown in Table 3.1, the proposed method (referred to

by SKT) clearly outperforms the silhouette trackers in terms of computational time.

The tracking is performed in less than one second for all the sequence frames. A

sample of the obtained tracking results, depicted in Fig. 3.5, show that our method

succeeds in tracking accurately the moving object through the entire sequence. In

contrast, the silhouette tracker ST1 [61] has an average computational time of more

than 6 seconds in the best case where the inter-frame offset is set to 15 pixels. In

this specific case, ST1 loses the target in the third frame because the actual inter-
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Table 3.1: Computational time comparison between our shape based kernel tracker
(SKT) and the silhouette trackers by Mansouri (ST1) [61] and Freedman et al.
(ST2) [34] using different values of parameters on the basketball sequence.

Method SKT ST1(15) ST1(25) ST1(35) ST2(2000) ST2(3000)
Time (s) 0.7 ±0.1 6±0.5 14±1.2 23±0.7 8±0.8 14±0.7

frame displacement is larger than 15 pixels. Similarly, ST1 loses the target by the

fifth frame when we set the maximum inter-frame offset to 25 pixels as shown in

Fig. 3.4(c). Obviously, this requires more computational time because the search is

performed in a larger neighborhood. This tracker succeeds in keeping track of the

moving object only when the offset is set to the maximum inter-frame motion-35

pixels for this sequence-as depicted by Fig. 3.4(d). This case corresponds to the

highest computational time recorded by ST1 on the sequence at hand as reported in

Table 3.1. Similarly, although the silhouette tracker ST2 [34] is faster than ST1, it

is still slower than our kernel tracker. For instance, when the maximum number of

allowed iterations is set to 2000, ST2 takes around 7 seconds per frame on average.

However, similarly to ST1, it fails to track the basketball successfully. Only when

the maximum number of iterations is increased to 3000, ST2 tracks the basketball

through the whole sequence. However this requires an average of about 14 seconds

per frame.

An additional experiment is conducted on the taxi sequence using the same three

competing methods as shown in Fig. 3.6. Similar results to the previous experiment

have been noticed as reported in Table 3.2. The proposed method, SKT, performs

the tracking successfully in less than 0.2 seconds per frame. It clearly outperforms

both silhouette trackers in terms of computational time. The silhouette tracker ST1

is run using three different values of the inter-frame offset parameter (1, 5, and

10 pixels). With the first two values, ST1 fails to track the taxi over the whole

sequence, and succeeds in doing that only when that parameter is set to 10 pixels.

However, the corresponding computational time evaluated to 4.3 seconds, is higher

than that recorded by the SKT. Similarly, the silhouette tracker ST2 is run using

two values of the maximum iterations number (25 and 100 iterations). Within 25

62



(a) (b)

(c) (d)

Figure 3.5: A sample of the results by our shape based kernel tracker with the
basketball sequence. (a) Frame 1. (b) Frame 5. (c) Frame 30. (d) Frame 60 (last
frame). The proposed tracker succeeds to keep track of the ball accurately over the
whole sequence.

Table 3.2: Computational time comparison between our shape based kernel tracker
(SKT) and the silhouette trackers by Mansouri (ST1) [61] and Freedman et al.
(ST2) [34] using different tuning parameters on the taxi sequence.

Method SKT ST1(1) ST1(5) ST1(10) ST2(25) ST2(100)
Time (s) 0.15 ±0.01 2.1±0.03 2.7±0.3 4.3±0.4 1.2±0.02 2.2±0.1

iterations, ST2 failed in following the taxi successfully through the entire sequence.

When this parameter is set to 100 iterations, the tracker succeeded in keeping track

of the taxi. However the computational time per frame increased to more than 2

seconds, which is higher than what the SKT has recorded.

3.4.2 Tracking Accuracy

In this subsection, we investigate the accuracy of the proposed shape based tracker

against other similar kernel based trackers. In the following comparative studies,

the proposed appearance model is compared to other existing appearance models
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Figure 3.6: An example frame of a sequence containing a taxi being tracked by ST1
[61].

using the same basic kernel tracker implemented in Section 2.3. The purpose is to

show that the proposed shape cue helps in improving tracking results especially in

specific cases where the existing cues are ambiguous. In the following comparative

appraisal, we apply the proposed method with four state-of-the-art kernel trackers

on three different sequences: face, cup and pedestrian. The first competing tracker

employs an appearance model based on intensity histogram as in [78], and the oth-

ers utilize appearance models embedding different boundary gradient descriptions

as in [31, 55, 54]. In more details, the intensity histogram based appearance model

can be described as

p(Z|X) ∝ exp(−λ · fint−hist(X)), fint−hist(X) ≥ 0. (3.15)

fint−hist(X) measures the distance between the histograms of the template and the

observation extracted from the region specified by the object state X . Therefore

the kernel tracker based on this appearance model will prefer the regions or objects

with similar intensity histogram profiles as the template. Similarly, the gradient

based appearance models can be described as

p(Z|X) ∝ exp(λ · fgrad(X)), fgrad(X) ≥ 0. (3.16)

fgrad(X) measures the gradient strength within the vicinity of the kernel boundary

specified by the object state. Therefore, the kernel trackers employing the three

gradient based appearance models favor the regions or objects presenting strong

gradients. These trackers differ from each other in the way they measure the gradi-

64



ent strength along the kernel boundary (as described in the introductory section of

this chapter).

Figure 3.7: Comparison of the tracking errors recorded by the five competing track-
ers with face sequence. The error is defined as the distance between the automatic
face location and the ground truth.

The sequence face1, shot with a Logitech webcam, shows a moving person un-

der a fairly constant illumination. This sequence belongs to SPEVI dataset 1 [60],

and it contains 447 frames where the person undergoes large scale movements,

as well as abrupt motions and partial disappearance from the scene. The five al-

gorithms were applied in order to track the face of the moving person based on

shape, intensity histogram, and boundary gradients respectively. The performances

are evaluated by measuring the distances between each estimated face location and

the ground truth1. As shown in Fig. 3.7, all the four competing trackers using

regional and boundary appearance models have significantly higher and fluctuating

errors than the proposed tracker with shape based appearance model. This is mainly

caused by the fact that, first, the intensity profile of the face is similar to the nearby

background and, second, the face boundary present many weak intensity gradients

spots. As shown in Fig. 3.8, these ambiguities are behind the fact that the yellow,

green, blue, and magenta ellipses corresponding to the competing trackers are at-

1The sequence face and the ground truth are available at http://www.eecs.qmul.ac.
uk/˜andrea/spevi.html
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tracted by the neighboring regions having similar intensity and gradient profiles to

the person’s face. However, shape information is shown to be very useful to keep

track of the person’s face with high accuracy except for few moments about the

frame number 350 because the face has disappeared from the scene.

(a) (b)

(c) (d)

Figure 3.8: A sample of the results by the competing trackers with face sequence.
The red ellipse corresponds to our method results, and the others ellipses correspond
to the competing trackers. (a) Frame 42. (b) Frame 92. (c) Frame 200. (d) Frame
350. Our tracker outperforms, in terms of tracking accuracy, the competing methods
which are attracted by the nearby confusing areas.

The sequence cup2 contains 260 frames where a desktop is monitored by a mov-

ing camera [85]. The purpose here is to track the cup on the desktop. This sequence

presents two main difficulties. First, the cup has no distinct textural information and

its intensity profile is similar to the background. Additionally, intensity gradients

along the cup’s boundary are lower than those in many areas in the background.

Similarly to the previous experiment, we illustrate by Fig. 3.9 the tracking errors

corresponding to all the five tested algorithms. The tracker using intensity his-

togram fails to track accurately the cup and presents high tracking errors because

the kernel is attracted by the wall which has an intensity profile similar to that of

2The sequence is from http://wwwcremers.in.tum.de/data/bottledata.zip
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Figure 3.9: Comparison of the tracking errors recorded by the five competing track-
ers with cup sequence. The red curve corresponds to our shape based appearance
model. The magenta curve corresponds to the intensity histogram based appearance
model, and the green, blue and yellow curves correspond to the appearance models
based on the three boundary cues respectively.

the cup. This is shown in Fig. 3.10 using the magenta ellipse in four frames from

the entire sequence. Similarly, the trackers based on boundary gradients present big

errors (refer to Fig. 3.9) because they get attracted by areas with higher gradients

such as the keyboard. These trackers’ kernels are represented in Fig. 3.10 using

green, blue and yellow ellipses. In contrast, both Figs 3.9 and 3.10 demonstrate

that our method is able to track the cup throughout the whole sequence except for

a few moments when the cup disappears from the camera view. Again, the shape

information we embedded in our appearance model is shown to be sufficient to dis-

tinguish between the target and the surrounding objects, and is necessary for having

accurate results in such scenarios.

The sequence pedestrian belongs to the BEHAVE dataset3 showing moving

people in an outdoor scene. This sequence comprises 240 frames where the tar-

geted pedestrian moves in front of the camera. Although non rigid, the shape of

pedestrian body remains relatively consistent throughout the entire sequence, while

its intensity profile is very similar to the nearby car. We run all the five competing

3The sequence pedestrian and the ground truth are available at http://groups.inf.ed.
ac.uk/vision/BEHAVEDATA/INTERACTIONS/
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(a) (b)

(c) (d)

Figure 3.10: A sample of the results by the competing trackers with cup sequence.
(a) Frame 28. (b) Frame 91. (c) Frame 158. (d) Frame 213. The red ellipse
corresponding to our method is keeping track of the cup over the whole sequence.
The intensity histogram based tracker (magenta ellipse) loses the track and gets
attracted by the wall. The boundary gradients based trackers (green, blue and yellow
ellipses) are attracted by the keyboard area.

algorithms on this sequence and we show a sample of the obtained visual results in

Fig. 3.12 with the tracking errors in Fig. 3.11. We obtained similar results to the

previous experiments with the cup and face sequences. In this case, the competing

trackers get attracted by other misleading regions (car windows, car hood, and the

street curb) which have similar intensity and gradient characteristics but different

shapes from the pedestrian silhouette. The proposed method succeeds to track the

body of the pedestrian accurately until the last frame as it is shown in Fig. 3.12

using the red ellipse.

We have demonstrated, using three challenging sequences, that our shape based

tracker is able to track accurately the moving targets while the competing methods

fail due to many difficult issues which are very likely to be encountered in real

applications. We have showed also that the proposed tracker, even by embedding

such shape description, remains computationally efficient compared with silhouette
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Figure 3.11: Comparison of the tracking errors recorded by the five competing
trackers with pedestrian sequence. The red curve corresponds to our shape based
appearance model. The magenta curve corresponds to the intensity histogram based
appearance model, and the green, blue and yellow curves correspond to the appear-
ance models based on the three boundary cues respectively.

trackers.

3.4.3 Quantitative Study: Large Lump Detection

In this subsection, we tackle the real Large Lump Detection application in oil sands

mining as shown in Fig. 3.13. In this study, we run two kernel based trackers over

a dataset which contains more than 64, 000 test images. The first tracker employs

two regional cues combined with the proposed shape cue, and the second tracker

utilizes the two regional cues only. Hence, such a comparative appraisal over the

LLD dataset can help to investigate the contribution of the shape term. Furthermore,

we also include the results obtained by applying a classification based method con-

ceived specifically for the LLD problem [71].

As previously outlined, we tackle this problem using a kernel tracker utilized

for joint detection and tracking (JDT) of lumps [97] from which arises two variants.

These two variants differ from each other in terms of the employed appearance

models. In the first variant, two regional cues are embedded in its appearance model

and we refer to it by region based JDT. Similar to the shape based appearance model
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(a) (b)

(c) (d)

Figure 3.12: A sample of the results by the competing trackers with pedestrian
sequence. (a) Frame 62. (b) Frame 113. (c) Frame 123. (d) Frame 195. The
red ellipse corresponding to our method is keeping track of the pedestrian over the
whole sequence. The intensity histogram based tracker (magenta ellipse) loses the
track and is attracted by the car area. The boundary gradients based trackers (green,
blue and yellow ellipses) are attracted by the car windows and the street curb.

defined in Eq. (3.14), the region based appearance model is defined as

p(Z|X) ∝ exp(−λ · freg(Fblob(X), Fsm(X))). (3.17)

Fblob(X) and Fsm(X) are the two regional cues that will be detailed in the follow-

ing. freg(·) is a function learned by a support vector machine (SVM) from a training

set, and it computes the signed distance between a feature point and the maximum-

margin hyper-plane [26]. freg(·) indicates how likely the two input regional cues

correspond to the foreground object or the background. The second variant em-

beds, in addition to the regional cues, our proposed shape cue and we refer to it by

shape aided JDT. Specifically, the shape aided appearance model extends the above

region based appearance model into

p(Z|X) ∝ exp(−λ · fsh−aided(Fblob(X), Fsm(X), Fsh(X))). (3.18)

fsh−aided(·) is learned similarly to freg(·) based on the three regional and shape
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Figure 3.13: Detecting large lumps in an oil sands video stream. (a) A view of the
scene where a large lump is present in the feed just before falling in the crusher.
(b) Region of interest which mainly comprises the dirt that is to be processed. (c)
Detection and localization of the large lump.

cues. The shape cue Fsh(X) that we adopt in this set of experiments is based on

Eq. (3.7) employing the energy vector in Eq. (3.10) which captures geometric shape

constraints. The reason is that lumps are more likely to have convex shapes with

smooth boundaries, different from the arbitrary boundaries of the nearby fine mate-

rial. The first regional cue Fblob(X) employed in the above two appearance models

uses a blob feature computed from the scale normalized Laplacian of Gaussian

(LoG) operator [57]. The reason is that lumps appear more often as blobs which

are brighter than the surrounding fine material. Given an input image I(x, y), its

scale-space representation L is computed by convolving it with a Gaussian kernel

g(x, y, σ2) at the scale σ2

L(x, y; I;σ2) = g(x, y, σ2) ∗ I(x, y). (3.19)

Then, the Scale Normalized Laplacian operator is defined as

∇2
normL(x, y; I;σ2) = σ2(Lxx + Lyy), (3.20)

and it measures how likely a specific region appears as a blob. Lxx and Lyy denote

the second order derivatives of L along the x axis and y axis. Specifically for an

elliptical object state X (as shown in Fig. 3.14(a)), we compute its blob response

Fblob(X) as follows,

Fblob(X) = ∇2
normL(x, y; IA;σ2) (3.21)

where IA is an image affine-transformed from the original image I without consid-

ering translation, i.e., IA(x′, y′) = I(x, y) for all [x′ y′]T = HA · [x y]T . With this
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transformation, the elliptical object is transformed to a circular object with the same

area as shown in Fig.3.14(b). The transformation matrix

HA =

[ √
b/a 0

0
√
a/b

]
·
[

cos θ sin θ
−sinθ cos θ

]
(3.22)

is determined by the elliptical object’s shape parameters specified in Eq. (3.6).

Then we convolve the transformed image IA by the scale normalized LoG with the

same scale σ2 to the transformed circular object. It computes the blob response

image Fblob shown in Fig. 3.14(c). The response at the object location, Fblob(X), is

finally extracted as the blob feature used in the appearance model in Eqs (3.17) and

(3.18). The second regional cue Fsm(X) embeds a smoothness feature computed

from the coefficients of the discrete wavelet transform (DWT). The reason is that

lumps have surfaces with a different smoothness from the neighboring fine material.

For a specific object state X , its smoothness feature is defined as

Fsm(X) =
1

3|RX |
∑

(x,y)∈RX

(LH2(x, y) +HL2(x, y) +HH2(x, y)). (3.23)

LH, HL, and HH are horizontal, vertical and diagonal subimages of the original

image’s first level wavelet decomposition. (x, y) ∈ RX represents all the pixels

within the object region RX . For example, Fig. 3.15(b) shows the average of the

three square wavelet subimages, (LH2 +HL2 +HH2)/3, computed from the orig-

inal image Fig. 3.15(a). The smoothness feature of the object state X indicated by

the white ellipse in Fig. 3.15(b) is then the mean value within the elliptical object

region.

Our dataset is an oil sands video sequence recorded during daytime (from 9:30am

to 3:30pm) of three days in January 2010 (from 23rd to 25th). For a sampling rate

of one image per second, we collected during the 18 hours, with a total of approx-

imately 18 x 3600 = 64,800 images. The whole sequence contains a total of 29

different large lumps. The first 10 lumps, in addition to some images without lumps

between January 23rd and January 24th are used for training. The rest of the images

during January 25th and containing 19 lumps are used for testing. For detection per-

formance evaluations, we use precision, recall, and F-score [94] measures defined

as follows:
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(a) (b) (c)

Figure 3.14: (a) A lump is described by an elliptical object state indicated by the
white ellipse. (b) An affine transformation is conducted to the image in (a) so that
the elliptical object becomes a circular object with the same area represented by the
white circle. (c) The scale normalized LoG response of the transformed image in
(b). The response at the object location indicated by the center of the white circle
is extracted as the blob feature in the appearance model in Eqs (3.17) and (3.18).

(a) (b)

Figure 3.15: (a) A lump is described by an elliptical object state indicated by the
white ellipse. (b) The average of the three square wavelet subimages computed
from the original image in (a). The mean value within the object region inside
the white ellipse is extracted as the smoothness feature of the corresponding object
state.

Precision =
NTP

NTP +NFP

Recall =
NTP

NTP +NFN

F -score = 2 · Precision ·Recall
Precision+Recall

(3.24)

NTP , NFP and NFN are respectively the numbers of true positives (TP), false

positives (FP) and false negatives (FN). In this specific LLD application, these num-

bers are defined as event based. Indeed, true positive event implies that in the period

during which a large lump is present on the scene, it is detected at least once. False

positive implies that at least one small lump or fine material region (not considered

as a large lump) is detected mistakenly during its period of presence on the scene.
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Table 3.3: Comparison of the large lump detection performance among the shape
aided JDT, the region based JDT and the classification based method in [71]

Methods FP TP Precision Recall F-score
Shape aided JDT 0 10 100% 52.6% 0.69

Region based JDT 0 5 100% 26.3% 0.42
Classification based 0 1 100% 5.3% 0.1

Finally, false negative implies that during the period of presence of a large lump on

the scene, it was never detected. Besides, the ground truth is provided by visually

inspecting the sequence manually.

Table 3.3 shows the results of the JDT methods, with and without shape cue in

the appearance models, and the classification based method in [71]. It illustrates

the recorded quantitative measures in terms of precision rate, recall, and their com-

bined score i.e. the F-score [94]. All the competing methods are tuned to have

high precision rate which is preferred in this specific application. The embedded

shape information enabled the JDT to detect 5 more lumps than the JDT without

any shape information. Two such detection events are depicted in Fig. 3.16 show-

ing that shape information is useful especially when the regional information is not

strong enough to distinguish the object from the nearby background. The classifi-

cation based method in [71] totally fails in this real situation although it recorded,

as reported in the paper, a good performance on a selected small data set. Hence,

the proposed model yielded the best results and provided a relatively acceptable F-

score for this kind of problems. We also provide the Precision-Recall (PR) curves

for the three competing methods recorded on this LLD dataset in Fig. 3.17. These

curves allow comparing the different methods at specific precision rates and are

used mainly because when the dataset is highly skewed, they provide a more in-

formative picture of an algorithm’s performance than others such as the Receiver

Operator Characteristic (ROC) curve [30]. It can be concluded from the curves in

Fig. 3.17 that the shape aided JDT always outperforms the other two methods.
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(a) (b)

Figure 3.16: Two examples of lumps which are detected by the shape aided JDT
method but not by the region based JDT method.

Figure 3.17: PR-curves corresponding to the shape aided JDT method, the region
based JDT method, and the classification method in [71] applied to the LLD dataset.

3.4.4 Sensitivity

This subsection contains further experiments aiming to test the behaviour of the

proposed tracker vis-a-vis certain design choices which may influence the quality

of the tracking. For instance, we investigate its ability to handle partial occlusion,

sensitivity to the number of sampled points along the kernel boundary, and the size

of the initial kernel ellipse. For these explorations, the proposed algorithm is run on

the sequence of a moving fish.

To show that the proposed method handles relatively well partial occlusion,

we run the shape based kernel tracker on the artificially occluded fish sequence.

Fig. 3.18 shows the tracking results of five competing trackers: our shape based

kernel tracker and other four trackers based on intensity histogram and boundary
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gradients. The red ellipse indicates our result that follows the fish correctly. The

magenta ellipse indicates the result of the tracker based on intensity histogram, and

the green, blue and yellow ellipses indicate the results of the three trackers based

on boundary gradients. Due to the ability of handling partial occlusion brought by

the weighing vector in the proposed shape cue, our shape based kernel tracker can

locate the fish roughly at its centroid even though it is partially occluded. However,

the other four trackers with the existing cues currently used in kernel based trackers

fail to track the fish correctly because of the occlusion disturbance.

(a) (b)

(c) (d)

Figure 3.18: A sample of the results by the competing trackers with fish sequence in
presence of occlusion. From (a) to (d), the fish becomes more and more occluded.
Our tracker (refer to the red ellipse) locates relatively well the fish. The competing
trackers are biased by the occluding strip.(a) Initial frame. (b) Frame 10. (c) Frame
14. (d) Frame 19.

To explore the effect of the number of points sampled along the kernel boundary,

we vary this number from 10 to 100 and learn the respective shape based appear-

ance model. Fig. 3.19(a) shows the tracking results when the different numbers of

points are used. The Y-axis reports the average per frame tracking error between

the estimated object centroid and the ground truth. According to Fig. 3.19(a), it

is shown that at a certain value of the number of boundary points, the correspond-
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ing tracking error reaches its steady state. When the number of points is beyond

that threshold, less than 20 points in this case, the tracking error becomes relatively

high. This is not surprising since the shape information is captured via the contour

points. Fig. 3.20(a) shows how the tracker fails when only 10 contour points are

used.

(a) (b)

Figure 3.19: (a)The average tracking error on each frame of the fish sequence when
different numbers of sampled boundary points are used in the shape based appear-
ance model.(b) The average tracking error on each frame of the fish sequence when
different sizes of the initialized ellipses are used.

(a) (b) (c)

Figure 3.20: (a) The failed track when only 10 sampled boundary points are used in
the shape based appearance model. (b) The failed track when the initialized ellipse
is only one tenth of the size of a properly initialized ellipse. (c) The failed track
when the initialized ellipse is twice of the size of a properly initialized ellipse.

To explore the effect of initialization, we also run our shape based tracker using

initial ellipses with different sizes. Fig. 3.19(b) reports the tracking errors corre-

sponding to the different initializations. The X-axis indicates the relative size of

the initial ellipse where the value of 1 corresponds to the size of the kernel that

properly covers the targeted object. For instance, a relative size value of 0.5 means
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an initial ellipse of half the size of the aforementioned ellipse (the one with relative

size 1). Similarly, the Y-axis reports the average per frame tracking error on the

fish sequence. It can be concluded from Fig. 3.19(b) that, away from the relative

size of 1, the corresponding tracking errors get higher. For instance, Figs 3.20(b)

and 3.20(c) show the poor tracking quality corresponding to relative sizes of 0.1

and 2 respectively. However, it is worth mentioning that acceptable tracking er-

rors can be obtained for a large range of relative size values. Again, this behaviour

is predictable because the object boundary cannot be captured if the kernel is too

small/big compared to the size of the target. Recall that the object boundary is

detected by looking for the highest image gradient along the normal lines going

through the kernel boundary points.

3.4.5 Discussion

All the above experimental results mainly demonstrate the previously stated ad-

vantages of our shape based kernel tracker. It is shown to be more efficient than

silhouette tracking methods in terms of computational load, and it is more accurate

than the existing kernel based trackers by exploiting the proposed prior shape in-

formation. Furthermore, an additional ability of handling partial occlusion is also

demonstrated in the last experiment. Since the purpose of our work in this Chapter

was to demonstrate the benefits of using shape prior to achieve a robust kernel track-

ing, other parts of the tracking process were not within the scope of this paper. For

instance, we initialized all the above experiments manually by positioning a kernel

roughly on the object. We noticed that the performance of the proposed method is

quite sensitive to random initializations. This is mainly due to the fact that the com-

puted observation likelihood distribution is not smooth enough. Indeed, the shape

based likelihood usually peaks around a meaningful fit, and if candidate object con-

tours are not extremely close by the true fit, the likelihood assigned to the contours

is often meaningless [10]. Fig. 3.21(b) shows the likelihood map of the proposed

shape based appearance model. The greyscale value at a certain pixel location is

proportional to the likelihood of being the face centroid. The likelihood distribu-

tion peaks only within a small vicinity of the face centroid and vanishes abruptly.
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Although this is beneficial to distinguish the object from the background, it is ineffi-

cient when searching for the optimum from an arbitrary initialization. This problem

can be alleviated when the shape based appearance model is combined with other

existing models in kernel tracking. For example, Fig. 3.21(c) shows the likelihood

distribution of the appearance model based on intensity histogram. Although it is

not distinctive enough to separate the face from the background, it is smooth in large

scale so that it can efficiently guide the tracker towards promising areas that may

contain the object of interest. Therefore, the combination of our proposed shape

based appearance model with the existing models might accentuate the advantages

of each.

(a) (b) (c)

Figure 3.21: (a) Image of interest showing the target which is the person’s face. (b)
The likelihood distribution of the proposed shape based appearance model. It peaks
at the close vicinity of the face centroid, with an advantage of being distinctive but a
disadvantage of being inefficient in guiding the tracker towards the optimum when
the kernel is initialized far away. (c) The likelihood distribution of the intensity
histogram based appearance model. The likelihood distribution is obviously not
distinctive, but it is smooth in a large scale so it can guide the tracker towards the
promising solutions.

3.5 Summary

In this chapter, we proposed an original method to integrate shape into the appear-

ance model of kernel based trackers. These shape based kernel trackers have two

advantages. First, the exploited shape prior information is complementary to the

existing regional textural or boundary gradient information that are currently em-

ployed in kernel based trackers. Second, the proposed method is more efficient

than those used in silhouette based trackers. The above two advantages are demon-
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strated by the experiments on various sequences. The results show that the shape

based kernel tracker localizes the targets more accurately than the competing kernel

trackers, and is faster than the competing silhouette based trackers in terms of the

computational load.
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Chapter 4

Steam Detection

Occlusion is a common problem in object detection, and it can be caused by the ob-

jects of interest themselves, self occlusion, or by other objects present on the scene.

When occlusion is serious, i.e., the object of interest is totally occluded, there is no

information available to perform detection. Hence, the system input images with

such occlusion need to be labeled in order to stop the detection process. Because of

the application motivating this work, the occlusion tackled in this chapter is mainly

related to steam in the large lump detection problem. We propose a general steam

detection method to overcome this problem. The existing steam detection methods

feasible for the LLD application generally extract features from the transformed

input image first and then feed them to a classifier in a completely independent

step. In these methods, the step of feature extraction is usually cumbersome and

application-dependent. Therefore, we propose a new steam detection method in

this chapter by feeding directly the transformed image to an Adaboost classifier.

By doing so, we discard the considerable computational load normally dedicated

to feature extraction and benefit from the accuracy of the propoer classifier built by

Adaboost.

4.1 Introduction

Steam is present in many image processing applications where it may occlude the

objects of interest. For example, steam may occlude the input oil sand images

where large lumps need to be detected [106]. This problem motivated our research
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on steam detection, to ensure that the input images to the large lump detection al-

gorithm are steam free. Apart from our specific application, steam detection is

also important for many environment surveillance applications, e.g., steam leaking

detection in industry environments. Furthermore, the similarity in appearance be-

tween steam and smoke makes steam detection techniques interchangeably used for

the purpose of smoke detection and early fire warning. This fact further enhances

the usefulness of steam detection techniques. In this chapter we investigate all this

class of problems although we specifically consider the steam detection application.

Various features have been employed for steam/smoke detection, and they are

mainly related to color, motion, area properties, texture, and energy. Color might

be the most intuitive feature. Steam/smoke appearance spectrum is commonly as-

sumed from white to gray. Many proposed methods distinguish steam/smoke im-

ages from steam/smoke-free images by analyzing the information in color spaces

such as RGB, HSI, YCrCb,CIELab [40, 50, 98, 58, 15, 21, 13, 51, 104]. For in-

stance, Chen et al. proposed a smoke detector in [19] which assumes that smoke has

a grayish color with certain chromatic conditions. This is not generally sufficient

as steam/smoke changes color with noise and the scene lighting conditions [39].

Other approaches [98, 22, 93, 15, 21, 104] use motion information as a feature for

steam/smoke classification. They implicitly assume that steam/smoke moves con-

sistently in a certain direction for a certain period of time. However, any motion

pattern of steam/smoke can be easily violated in presence of external effects such

as wind. In addition to motion, other properties within the steam/smoke area are

also exploited for classification in [40, 100, 101, 50, 98, 37, 93, 105]. Among the

assumptions related to steam/smoke area properties are roundness, contour fluctua-

tion, growth rate, etc. For example, in [19], smoke area is first segmented accurately

from the background and then the method checks whether the smoke area’s disor-

der measurement and growth rate follow certain characteristics. In these methods,

a static background is required and the area properties are not clearly stated. For

example, the smoke area is assumed to grow steadily in [98, 37], while it is assumed

to grow irregularly in [93]. Texture features have also been used for smoke classi-

fication in [62, 93], such as surface roughness, contrast, inverse difference moment
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and difference entropy. However, they are not popularly employed in this context

possibly due to the difficulty in modeling the visual pattern of smoke [100].

A specific class of methods detect steam/smoke from an energy point of view

in the wavelet domain. Their basic assumption is that steam/smoke introduces a

smoothing effect to the image, i.e., the steam/smoke region should have differ-

ent energy spectrum from the steam/smoke-free region. We are interested in this

group of methods because it is suitable for our LLD application. The methods dis-

cussed in the previous paragraph are not preferred due to some practical constraints

in the LLD application. For example, color based features might be insufficient

when steam density and illumination change. Other features based on motion and

area properties assume for a static background which is not the case in our ap-

plication. However, in general, it is not necessary that energy based features are

more general or robust than the others. Various methods have been proposed within

this group of steam detection methods based on energy features. For instance, in

[58, 13, 91, 75, 92] a composite image is computed to capture the image’s energy

variation in the wavelet domain by summing up the squared coefficients of each

discrete wavelet transform (DWT) subband. A decrease in the image’s energy is an

indication of the appearance of smoke. However, a static background is always re-

quired in all these five methods. The closest works to our method might be [33] and

[38]. In [33], a statistical hidden Markov tree (HMT) model is derived to character-

ize the image’s steam texture from the coefficients of the dual-tree complex wavelet

transform (DTCWT), and then a support vector machine (SVM) is used for clas-

sification. Two slightly different methods are proposed in [38]. The first method

decomposes the input image by applying a discrete cosine transform (DCT), and

then the 100 low frequency coefficients are selected as features to be fed into SVM

for steam classification. The second method decomposes the input image by ap-

plying DWT, and then six statistical features are extracted from each sub-band and

fed into SVM. The above three methods are fundamentally similar and all of them

are based on three main steps. The first step, image transformation, employs a

transformation method to obtain frequency and/or spatial domain information from

the input image. The second step, feature extraction, employs a feature extraction
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method to generate the features to be fed to a classifier. These features are then

used to decide whether the input image is labeled as steam or steam-free image

via a classifier in the third step, image classification. Among the weaknesses of

the steam detection methods discussed above is the selection of the feature extrac-

tion method which is generally arbitrary so that a compromise between accuracy

and efficiency becomes difficult. Indeed, in some cases the extraction of features

is efficient in terms of execution time but leads to unsatisfactory results in terms

of accuracy. Others focus more on the accuracy in the choice of the features and

their extraction methods, making the technique time consuming. For this reason,

we propose a new steam detection method to discard the feature extraction step by

directly feeding the DWT image to an Adaboost [35] classifier, whose strength is

the selection of a proper classifier. In this case, Adaboost selects a subset of the co-

efficients of the DWT applied to the image in a way which optimizes both accuracy

and execution efficiency.

The remainder of this chapter is organized as follows. In Section 4.2, we first

present how DWT characterizes both steam and steam-free images in order to en-

able their classification, and then how this classification is performed via Adaboost

using the properly captured information. Section 4.3 includes the experimental re-

sults that illustrate the performance of this method. Finally, the work is summarized

in Section 4.4.

4.2 Proposed Method

Given an input image, steam detection can be defined as the process of determin-

ing whether steam is present in the scene or not, and if so, localizing it. We solve

this problem by partitioning the input image into a grid of small patches (as in Fig.

4.1), and then classifying each patch as steam or steam-free. In this way, the de-

tected steam area may be blocky, but there is no assumption of a static background.

Therefore, we focus in this chapter on how to classify an image patch (rather than

a whole input image) as steam or steam-free. In short, the proposed method first

transforms an image patch with DWT, and then classifies the image patch based on
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the transformed wavelet coefficients using Adaboost.

Figure 4.1: An example of dividing an input image into patches for classification.

4.2.1 Steam Characterization via DWT

Image regions of steam are generally characterized by a smooth appearance while

steam-free image regions rather have a coarse appearance with various edges and

textures. Fig. 4.2 shows examples of steam image patches in the upper row and

steam-free image patches in the bottom row. Considering the properties of smooth-

ness and coarseness in frequency domain, coarseness from edges and texture in

the image is mainly represented by high frequency information, i.e., its energy re-

sides in high frequency bands. Steam generally has an effect of obstructing these

edges and textures in the images. Therefore, when steam is present, the image

becomes a low frequency signal and its energy is mainly concentrated in low fre-

quency bands. This difference in frequency domain is the core idea which has been

used by wavelet based steam detection methods to differentiate steam images from

steam-free images. Specifically, the wavelet transform decomposes an image into

different frequency components and based on that, a classification decision is made.

Due to the specific advantages of wavelet transform such as being fast, linear and

relatively less sensitive as other existing features for steam detection, wavelet based

steam detection methods have become more and more popular.

A wavelet transform can be represented by a linear combination of a group of
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(a) (b) (c)

(d) (e) (f)

Figure 4.2: Examples of steam/smoke images in the first row and steam-free
(smoke-free) images in the second row.

basis functions. Continuous wavelet transform (CWT) can be computed as

fψ(a, b) = |a|−1/2
∫
f(t)ψ((t− b)/a)dt, (4.1)

where f(t) is the signal for processing, a is the scaling coefficient, and b is the

translating coefficient. ψ(t) is called the mother wavelet function. |a|−1/2 is a nor-

malization factor that ensures the transformed signal to have the same energy level

in each scale [5]. In image processing, DWT is used as a compact representation

of CWT. DWT is obtained by dyadic sampling of CWT in time and frequency do-

mains, and can be computed efficiently by convolution of the original signal with

a series of wavelets. In practice, the DWT decomposes an image with successive

low-pass and high-pass filtering. For example, a three level decomposition of an

image is demonstrated in Fig. 4.3. Similarly, k level decomposition of an image

can be represented by 3k + 1 sub-bands:

[Ak, (H1, V1, D1), ..., (Hk, Vk, Dk)], (4.2)

where Ak is the approximation coefficients at the kth frequency resolution, and

(Hi, Vi, Di) is the detailed coefficients at the ith frequency resolution representing

the detail information obtained by high-pass filtering in three directions: horizontal,

vertical and diagonal.
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Figure 4.3: Multilevel (3 level) DWT decomposition of an image. The figure is
from [38].

The DWT decomposition on one level provides the information corresponding

to a certain frequency band. Therefore, multi-resolution analysis, as shown in Fig.

4.3, enables us to analyze the image in different frequency bands. In steam detec-

tion application, various situations can happen. Steam may vary from being dense

to sparse, and background can have different textures. Therefore, exploiting infor-

mation from limited scale analysis as in [33] is obviously not sufficient to deal with

complex inputs. In our method, full-scale DWT decomposition is employed for the

steam classification as preliminary results confirmed that employing information

from more scales enhances the performance.

4.2.2 Discrete Wavelet Transform Utilization via Adaboost

In the previous subsection, information has been obtained in the full scale DWT

decomposition of the input image, and the next step is to make a classification

decision based on this information. Directly using the decomposed image as the

input feature to a classifier is definitely inefficient and ineffective. Therefore, ex-

isting methods tried to generate some synthetic features from the decomposition

image for two purposes. First, reducing the dimensionality of the input feature to
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a classifier. Second, obtaining more compact and meaningful information from the

raw DWT decomposition image whose information is diluted in high dimensional

space. In this chapter, we demonstrate that Adaboost can fulfill these two purposes

better than arbitrarily deriving some features as the existing methods do.

Adaboost is a meta-algorithm which can be used in conjunction with many other

machine learning algorithms to improve their performances. It calls a weak clas-

sifier repeatedly in a series of rounds t = 1, . . . , T . In each round the weights of

incorrectly classified examples are increased, so that the new classifier focuses more

on those examples. That way, a final strong classifier can be learned by Adaboost.

Utilizing the Adaboost’s characteristics described above, the DWT decomposi-

tion image in the previous subsection can be naturally considered as a large set of

features. These features can be used to build weak classifiers from which a strong

classifier can be learned. Assuming we have an input image, we can calculate its

DWT decomposition image, denoted by x. We consider each coefficient in the de-

composition image as a feature from which a weak classifier may be learned. An ex-

ample weak classifier ht(x) can be naive thresholding: ht(x) = sign(xid(t)− th(t))

where id(t) specifies a certain coefficient entry and th(t) is a threshold. Then in

each round a specific weak classifier learned based on one coefficient is picked up

and assigned a weight. After T rounds a strong classifier is learned by Adaboost

according to the training set

H(x) = sign(
T∑
t=1

αtht(x)). (4.3)

Here, T is the number of weak classifiers used to build the final strong classifier

H(x). x is the input DWT decomposition image. ht(x) ∈ {−1,+1} is the weak

classifier learned in round t and αt is its weight. Notice that ht(x) is based only on

xid(t), one dimension of x, although it appears taking the whole decomposed image

x as input. The final classification decision can be made based on whether H(x) is

positive or negative.

By combining DWT with Adaboost, the proposed method can preserve both ac-

curacy and efficiency for the following reasons. First, it selects wavelet coefficients

from the decomposition image and combines them into a classifier in a proper way
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learned from a training set. Second, the classification based on the selected coeffi-

cients is efficient and has a linear complexity.

4.3 Experimental Results

In this experimental section, we have conducted three types of tests. The first one

is a comparative study against three competing steam classifiers in terms of both

accuracy and time efficiency. The second test is an analysis of the specific contri-

bution of each component of the proposed method. In the third test, we apply the

proposed steam detector to the large lump detection problem.

4.3.1 Comparative Study

In the following comparative appraisal, we compare the proposed method with the

three state-of-the-art steam/smoke classification methods in [33, 38] in terms of

both accuracy and efficiency. We refer to the three competing methods in the fol-

lowing by DTCWT/HMT based method, DCT based method and DWT/statistics

based method. The comparison is conducted on three data sets which are referred to

as Steam, Smoky, and Wastebin. The first one is a steam data set with image patches

cropped from oil sand mining images. This data set contains 200 steam-free patches

and 150 steam patches, and all the patches are 48x48 pixels. Each patch is cropped

from a distinct image so that the problem is not trivial. The second and third data

sets are two smoke data sets collected from two smoke videos, each containing

900 frames. The two smoke videos are publicly available at http://signal.

ee.bilkent.edu.tr/VisiFire/Demo/SampleClips.html. The sec-

ond data set includes 150 smoke-free patches and 100 smoke patches, and the third

data set includes 100 smoke-free patches and 100 smoke patches. By using three

different data sets covering various steam, smoke and background cases, we aim to

show the robustness and flexibility of the proposed method.

Table 4.1 shows the accuracy comparison of the four competing methods on the

three data sets. The average classification accuracy values on the test set are col-

lected using the bootstrap resampling method [32] 50 times. The bootstrap method
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Table 4.1: Comparison of the three existing methods and our proposed method in
terms of accuracy. Steam, Smoky, and Wastebin represent the three different data
sets.

Method
Accuracy (%) ± std

Steam Smoky Wastebin
DTCWT/HMT 86.83± 2.4 84.15±2.74 78.18±6.15

DCT 91.18± 2.35 92.8±3.53 82.47±7.59
DWT/statistics 97.21± 1.54 97.87±1.34 95.1±3.96

Proposed Method 98.21±1.12 98.36±1.52 96.05±3.02

draws a set of training samples randomly with replacement from the whole data set

each time. Consistent results are obtained on the three data sets. The DTCWT/HMT

based method always records the worst accuracy, followed by DCT based method.

The DWT/statistics based method has a comparative accuracy to our method, which

provides the best mean accuracy among all the investigated methods.

Similarly, Table 4.2 shows the time efficiency comparison of all the four investi-

gated methods. In this table, we list the corresponding theoretical complexities and

computational times for all the three steps discussed in introduction, image trans-

formation, feature extraction, and image classification. For the proposed method,

the second and third steps are combined into one single step. The computational

times are measured on a PC with 3 GHz Intel CPU, and they are collected based

on an input image containing 9x9 small patches, each of which has a size of 48x48

pixels. The size of this image is just selected to follow the same size of the ROI

processed in [33]. We can see that our method presents the lowest complexity and

computational time in all the processing steps. Among all the three steps, notice

that especially the combined second and third steps of our method have a much

smaller complexity and computational time than the existing methods. This is due

to the fact that Adaboost joints efficiently the feature selection and classification

steps. The improvement in terms of time efficiency is particularly important for us

because we use steam detection as a preprocessing step in our complete system for

large lumps detection. As a result, the more this step is time efficient, the more time

can be saved for the remaining important system components.
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Table 4.2: Comparison of the three existing methods and our proposed method in
terms of efficiency. n is the square image width. m is the iteration number for
the expectation-maximization algorithm to estimate parameters. k is the number of
support vectors. l is the feature dimensionality.

Method
Complexity Computational Time (s)

Step1 Step2 Step3 Step1 Step2 Step3 Sum
DTCWT/HMT O(n2) O(n2m) O(kl) 1.28 1.95 0.05 3.3

DCT O(n2 log n) O(l) O(kl) 1.19 0.001 0.23 1.4
DWT/statistics O(n2) O(n2) O(kl) 0.48 1.12 0.08 1.7

Proposed Method O(n2) O(l) 0.48 0.007 0.5

4.3.2 Analysis Study

In the second experimental test, we investigate the effect of each component in

our proposed steam classification method. First, we fix the image transformation

method, DWT, and compare three classification methods, NN (nearest neighbor),

SVM and Adaboost in terms of accuracy as shown in Table 4.3. The best perfor-

mance of (obtained by) using Adaboost demonstrates that Adaboost actually does

a good job by playing both the role of feature extraction and image classification.

However without the feature extraction step, a high dimensional feature directly

feeding a NN or SVM classifier does not work as well. Secondly, we fix the clas-

sifier, Adaboost, and compare the three different image transformation methods,

DCT, DWT and DTCWT, which are used in the existing competing methods. Table

4.4 illustrates that, with different image transformation methods, the classification

accuracy is more or less the same, i.e., these image transformation methods do no

affect the final accuracy so much. Therefore, DWT is mainly preferred because it

has the best computational efficiency as shown in Table 4.2.

4.3.3 Extended Study

In the following we run an experiment to test the efficiency of our complete steam

detection method on a real sequence of large lump detection images. The sequence

monitors the dry feed preparation stage which crushes ore material in oil sands

mining industry. The sequence spans two hours and contains a total of 639 images
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Table 4.3: Comparison of the classifiers when using the same image transformation
method.

Method
Accuracy (%) ± std

Steam Smoky Wastebin
DWT+NN 66.81±4.01 63.6±4.48 74.41±5.64

DWT+SVM 90.07±1.86 91.99±3.19 89.17±5.17
DWT+Adaboost 98.21±1.12 98.36±1.52 96.05±2.35

Table 4.4: Comparison of the image transformation methods when using the same
classification method.

Method
Accuracy (%) ± std

Steam Smoky Wastebin
DTCWT+Adaboost 97.95±1.43 98.58±1.24 95.9±2.13

DCT+Adaboost 98.17±1.37 98±1.62 97.73±2.35
DWT+Adaboost 98.21±1.12 98.36±1.52 96.05±2.35

obtained using a sampling speed of about one image every 10 seconds. A sample

image of this sequence is depicted in Fig. 4.4(a). For each input image, a region of

interest (ROI) is selected to be processed and it is partitioned into 25 patches. In this

way, an input image can be labeled as steam or steam-free image depending on how

many patches are classified as steam patch by the proposed classifier. In this set of

experiments, we decide that an image is labeled as steam image when more than

two patches are labeled so. For example, Fig. 4.4(b) shows the classification result

of the input image in Fig. 4.4(a) where 5 patches are classified as steam patches

and, as a result, the image is labeled as steam image. In the following, we evaluate

the performance of our steam detection method on the whole sequence in terms

of the accuracy rate. The ground truth is labeled by investigating the sequence of

images manually. The results for the first and second hours of the sequence are

reported in two different rows in Table 4.5. TP , TN , FP and FN are the numbers

of true positives, true negatives, false positives and false negatives respectively. It is

demonstrated that for each of the two hours, the proposed steam detector is able to

obtain a high accuracy rate. Therefore, the proposed method is able to ensure that

the subsequent processes in large lump detection will not be interfered by steam.
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(a) (b)

Figure 4.4: (a) An example frame from a sequence of images monitoring the dry
feed preparation stage which crushes ore material in oil sands mining industry. A
region of interest is selected in the image and divided into patches for steam classi-
fication. (b) The steam classification result of the input image in Fig. 4.4(a).

Table 4.5: The performance of our proposed steam detection method on a sequence
of images spanning for two hours. The results for the first and second hours are
reported respectively in two rows.

Sequence segment TP TN FP FN Accuracy
First hour 71 221 11 17 91.3%

Second hour 64 230 3 22 92.2%

4.4 Summary

In this chapter, a new steam detection method is proposed based on DWT and Ad-

aboost. By feeding DWT coefficients directly to Adaboost, this general steam de-

tection method has three advantages:

• It is computationally efficient, because both DWT decomposition and Ad-

aboost classification are fast.

• It is accurate, because a proper classifier is learned by Adaboost based on the

training set.

• It is automatic, because features are automatically selected by Adaboost rather

than user dependent as in the existing methods.

The proposed method is also shown to be general enough to bear with other fun-

damentally similar problems. Indeed, some of the presented tests have shown very

good results on two smoke data sets. We plan to apply this method for more smoke

datasets and other similar problems.
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Chapter 5

Large Lump Detection

In the previous chapters, we proposed the three components which make up our

large lump detection system. The adaptive multi-motion JDT model introduced

in Chapter 2 and shape based appearance model proposed in Chapter 3 provide

an object detection method. The steam detection method presented in Chapter 4,

a preprocessing component, is used to ensure that objects to be detected are not

occluded by steam. In this chapter, all these components are integrated together

in a complete system for large lump detection (LLD). This system will be first

presented, and then performance evaluation study is performed.

5.1 Large Lump Detection System

The large lump detection problem can be formally described as follows. Given an

input image, label it as one of these three states: steam, lump or lump-free. A

system integrating all the proposed components (shown in Fig. 1.4) is designed

to address the LLD problem as described in the Introduction section. (Note that

Fig. 1.4 shows the flowchart of processing only one input image.) First, an input

image similar to Fig. 5.1(a) is grabbed. The region of interest (ROI) is defined as a

trapezoid region for this application. An example ROI with its set of coordinates is

shown in Fig. 5.1(a) by black lines. The defined ROI is then cropped and stretched

into a rectangle as in Fig. 5.1(b) to compensate for the distortion due to the camera

angle. From now on, the processed ROI will be referred to as the input image. The

input image is first fed into our proposed steam detector. It will be labeled as a steam

94



image or a steam-free image depending on how many steam patches are detected in

it. This step is required because in the wintertime steam may occur frequently due

to the water used in oil sands processing. This step ensures that lumps are visible

and not occluded by steam for better detection accuracy. When an input image is

labeled as steam image, its processing is interrupted at that level. Otherwise, it is

fed into the following JDT component, to be labeled as lump image or lump-free

image. In the following, the JDT step will be described in details.

(a) (b)

Figure 5.1: (a) An input LLD image with ROI specified by black lines. (b) ROI cut
from (a) and stretched into a rectangle.

In the JDT step, three components need to be defined. The first one is the object

state at time t, which can be defined as

Xt = [xt yt x
′
t y
′
t at bt θt αt Et]

T . (5.1)

(xt, yt) and (x′t, y
′
t) are the location and velocity of a lump. (at, bt, θt) specifies the

shape of a lump which is modeled as an elliptical patch. at and bt are respectively

the major and minor axis of the ellipse. θt is the orientation of the ellipse’s major

axis. αt and Et are respectively the motion model variable and existence variable.

The second component which needs to be defined is the motion model set in our

multiple motion model JDT. A simple inspection of the large lump video sequence

shows that, generally, lumps move from top to bottom along a vertical line. They

first accelerate slowly on a conveyor and then drop suddenly when they reach the

end to fall into the crusher. Therefore, lumps may be considered to have two motion

models: a small constant acceleration model on the conveyor and a large constant

acceleration model off the conveyor. The last component which needs to be defined
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in JDT is the appearance model. It employs the previously proposed shape aided

appearance model (in Eq. (3.18)) discussed in Section 3.4.3. It combines three

features together in the appearance model, blob feature, smoothness feature, and

shape feature, which are fused by a machine learning method. Normally based

on a training set, a machine learning method can learn a model that indicates how

likely an input belongs to the foreground or the background. We used a support

vector machine (SVM) in this problem to learn a function fsh−aided that computes

the signed distance between the combined three features and the maximum-margin

hyperplane. The final appearance model is built on this learned function fsh−aided

using a simple exponential formulation.

p(Z|X) ∝ exp(−λ · fsh−aided(Fblob(X), Fsm(X), Fsh(X))) (5.2)

Fblob(X), Fsm(X), andFsh(X) are the three features mentioned above (blob, smooth-

ness, and shape features) corresponding to the state X computed from the current

observation. Details about these three features can be referred to Section 3.4.3. λ is

a tunable parameter. This appearance model is learned automatically from a training

set. Consequently, there are no critical parameters tuning the weights of different

features. Furthermore, by utilizing the additional shape knowledge, this appearance

model can differentiate lumps from the background better than the models which

use regional features, Fblob(X) and Fsm(X), alone.

The LLD system, as described above, is implemented by the particle filter in

Fig. 2.4 of Section 2.3. Some implementation details due to the practical compu-

tational concern are described here. In total, 1000 particles are used for approxi-

mating the object state distribution. For further efficiency, the object state variables

at, bt, and θt (in Eq. (5.1)) associated with the elliptical kernel configuration are

discretized, and they are allowed to take values only from three predefined small

domain sets as follows. [at, bt] ∈ {[de ·
√

2, de/
√

2], [de ·
√

1.5, de/
√

1.5], [de, de]}

where de ∈ {40, 50, 60, 70, 80, 90} represents the equivalent circular diameter in

pixel. θt ∈ {2π/sθ|sθ = 1, ..., 8}. In this way, the system can run on a PC with 3

GHz Intel CPU at a speed of one frame per second, which is about the current in-

put sequence frame rate. This efficiency comes from the above setups considering
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a balance between computational complexity and detection performance. By us-

ing more particles and finer object state configurations, the detection performance

of the LLD system can be improved. However, the subsequent resultant low pro-

cessing speed is undesired. Once the LLD system is implemented by the particle

filter, a warning of a detected lump is triggered if the estimated posterior probability

P (Et = 1|Zt) (as described in Eq. (2.16)) is higher than a threshold 0.9.

To this end, the LLD system is complete and has been integrated in the oil sands

mining company’s online webpage for information processing as depicted in Fig.

5.2. Satisfactory results have been obtained with this system using the archived data

sets, and they are presented in the following section.

5.2 Test Data Set and Evaluation

The proposed LLD system has been tested comprehensively on archived images

monitoring the feed to a crusher in the dry feed preparation stage of oil sands min-

ing (as shown in Fig. 5.1(a)). This section presents two major test results. One

is conducted on a data set containing a whole month’s images to provide accurate

precision and recall measurements. The second one is conducted on a data set con-

taining 13 lumps that actually caused crusher jamming events so that an interesting

and meaningful performance of detecting these jamming events can be obtained.

For both evaluations, the same training was done to learn the appearance model in

JDT. The training set contains 160 large lump events collected during January 2010.

From each large lump event, 2 or 3 images are used for extracting the features and

training the appearance model in the same way as described in the experiments in

Section 3.4.3.

The first data set contains the images from a double roll crusher in December

2010. From the 31 days of December 2010, only images during daytime (from

9:30 am to 3:30 pm) are selected for testing because these hours have daylight and

night time is out of the focus of our work in the current stage. Therefore the dataset

contains 669,600 images (3600 images
hour

× 6 hours
day

× 31 days). Visual inspection of

this vast archive of 669,600 images yielded 146 large lump events as the ground
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Figure 5.2: The LLD system integrated in the online oil sands processing informa-
tion webpage.

truth. This dataset contains all the images within a whole month except for the

night time images. During such a long period, various unusual weather conditions
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such as steam, snow, and bad lighting resulting from bright sunshine are included.

Therefore, this data set is believed to be representative and realistic enough due to

its wide coverage of the time period and weather conditions. Table 5.1 and Fig.

5.3 show the results of the proposed large lump detection method tested on this

data set with 5 threshold values of lump sizes. When a lump’s size is above the

threshold, it is considered as large and should be detected. This test provides us with

a quantitative measurement of the LLD system’s performance via both precision

and recall rates as defined in Eq. (3.24). By varying the size threshold, different

pairs of precision/recall rates have been obtained. The size threshold of 61 provides

a good balance ensuring a precision value above 90%. This high precision is desired

because a lower precision tends to trigger more false alarms which are time and

money consuming and not preferred in this specific application. With such a high

precision rate above 90%, a 37% recall rate is obtained and it intuitively means that

about one out of two or three lumps can be detected and proper operations can be

done to prevent the potential jamming events.

Figure 5.3: The precision and recall rates of the LLD system evaluated on the De-
cember 2010 data set.

The second data set contains all the jamming cases that occurred during day

time and were caused by large lumps during January and February 2011. 13 such

lumps have been found and included in this data set. This data set is interesting

because these are the real cases that need to be detected since they actually caused a

jamming. The large lump detection method was tested on these 13 lumps with a size

threshold of 61. Recall that this value has been discussed in the previous experiment
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Table 5.1: The precision and recall rates of the LLD system evaluated on the De-
cember 2010 data set.

Threshold True Positive False Positive Precision Recall
57 63 21 75.0% 43.2%
59 59 12 83.1% 40.4%
61 54 5 91.5% 37.0%
63 41 2 95.4% 28.1%
65 32 0 100% 21.9%

and believed to provide a high precision rate above 90%. Out of these 13 lumps,

7 were detected by the proposed method. This means that out of 13 important

lump jamming cases, over a half could have been detected and attempts made to

avoid jamming. In the meanwhile, few false alarms will be triggered given the high

precision rate above 90% of the proposed large lump detection method. Although

this precision rate is not obtained from the January and February images where

these 13 jamming cases were collected from, it is reasonable to assume that images

in January and February 2011 will not differ too much from those in December 2010

given the representativeness of December 2010 data set. The 7 detected lumps are

shown in Fig. 5.4, and 6 missed lumps are shown in Fig. 5.5. We suspect that

the six missed cases were not detected probably for the following reasons. First,

the two features, brightness and boundary gradients, are not sufficiently prominent

in some of these cases. Second, the lump appearance and motion change abruptly

during these frames especially when lumps hit the side of the chute and flip. Third,

portions of a lump are covered with dirt so that our method cannot get a long enough

continuous boundary to extract a good shape feature.

The obtained results of the above two tests, especially the 37% recall rate of

the first test might not appear as a high number compared to the recall rates in

many other object detection applications. However, the achievable recall rate is

not comparable across applications, and it is in large part determined by the nature

of the application. Different practical difficulties can rise in real applications. For

example, the experimental setup of this problem is much more hostile than those

laboratory environments. Therefore, no additional sensory data can be easily ob-
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tained due to the difficulty of mounting any other facilities following the company

standards. In other words, the only available information is the surveillance video

which is not even an ideal source for computer vision purpose compared to other

videos from well-set cameras. More clearly, the surveillance video’s camera angle,

focus, etc. may vary arbitrarily. Therefore, a 37% recall rate of our system is rea-

sonable and can be considered as good at the current stage. This claim is based on

the following reasons. First, there is obviously no available commercial systems

that can be directly applied to the LLD problem. 37% recall rate is an improvement

over the existing practice (0% detection). Second, the only peer method solving

this LLD problem, the classification based method [71] has been demonstrated in

Section 3.4.3 to be in-comparative with our method. Third, a good number of fail-

ures to detect were caused by the large lumps being occluded by fines or appearing

similar to fines (such as in Figs 5.5(a), 5.5(d), and 5.5(f)). No computer vision al-

gorithm can detect these barely visible cases. Therefore, it is actually difficult to

obtain a good result with both high precision and high recall rates. As far as the

potential ideas that might help to improve the current result of our LLD system, we

might be able to list the followings. For example, the classification based method

[71] could be incorporated into the appearance model to potentially improve our

LLD system’s performance. Additionally, some other feature cues such as edges

can also be tried to provide supplementary information in the appearance model, so

that lumps can be better differentiated from background.

5.3 Summary

A large lump detection system is proposed and tested online. Experiments on two

data sets demonstrated the significance of the proposed LLD system. First, the sys-

tem is robust because it was tested comprehensively on the whole month’s images

and it achieved satisfactory results. Second, the system is useful and meaningful,

because out of the 13 large lumps that actually caused jamming, more than a half

of them have been detected by the proposed LLD system. This means that these

detected jamming events could have been potentially avoided and significant pro-
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duction loss would have been prevented.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 5.4: Seven large lump jamming cases that can be detected by the proposed
large lump detection method.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.5: Six large lump jamming cases that cannot be detected by the proposed
large lump detection method.
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Chapter 6

Conclusion and Future Research

6.1 Summary

This thesis is essentially motivated by the problem of large lump detection in the

feed to crushers in oil sands mining industry. To this end, a computer vision based

solution addressing this problem is provided by this work. By automatically detect-

ing large lumps with the proposed solution, precautionary warning can be provided

when large lumps appear so that the risk of jamming the crushers as well as signif-

icant production losses can be minimized. From the research point of view and to

achieve the proposed solution, a complete object detection system is proposed, with

three independent but connected components. Three findings were drawn from the

three proposed components as follows.

• The first finding is that formulating the JDT framework with multiple motion

models helps detecting objects that undergo motion changes more accurately

than the existing JDT methods using a single motion model. Furthermore,

exploiting the correlation between motion models and object kinematic state

enhances considerably the detection accuracy. Indeed, it has been established

in the literature that jointly detecting and tracking objects can improve detec-

tion accuracy by accumulating evidence during tracking process. It has also

been demonstrated that incorporating multiple motion models in a tracking

system achieves accurate tracking results by adjusting the system’s motion

model dynamically according to the object’s actual motion model. There-

fore, by taking into account the two mentioned conclusions, one can provide
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a method which detects objects that may switch between a few motion mod-

els accurately. On this basis, the correlation between the motion models and

the object kinematic state can help in predicting the motion models adaptively

and accurately. Therefore, an adaptive multi-motion model JDT method has

been proposed in this thesis in order to provide an accurate detection of ob-

jects that change their motion models during the detection process.

• The second finding is that shape knowledge can be integrated into the ap-

pearance models of kernel based trackers to enhance their accuracy while

preserving the computational advantage versus silhouette based trackers. In

fact, kernel based trackers are important because they are computationally

much more efficient than silhouette based trackers and therefore they are

more suitable for time-critical applications. This is mainly because kernel

trackers employ a primitive geometric shape to grossly locate the object while

silhouette trackers aim to track the detailed object boundary. The proposed

appearance model is formulated in a general way so that it can be used either

in detection or tracking where objects are represented by simple kernel ob-

ject models. For our specific application, objects need to be tracked/detected

accurately within a limited time. Therefore, the proposed shape aided ap-

pearance model has been employed and provided considerable improvement

since enough prior shape information is used in the tracking algorithm.

• The third finding is that combining DWT and Adaboost results in a new steam

detection method with good accuracy and computational efficiency. DWT has

mainly the advantage of efficiently extracting extensive spatial information

in various scales. On the other hand, Adaboost’s advantage is that it selects

and combines a subset of extensive information in a useful and optimal way,

learned from a training set. Therefore, sufficient information provided by the

DWT applied to the input image is fed to Adaboost which extracts from it an

optimal subset. Combined in a proper way, this subset allows detecting steam

with high accuracy and efficiency. Computational efficiency comes from both

DWT and Adaboost being linear complexity. Additionally, apart from steam
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detection, this method can be applied to smoke detection, significant for early

fire detection, and other real applications.

6.2 Recommendations and Future Research

In this section, we propose potential future works based on some limitations that

each one of the three components of the proposed system may have.

• In the formulation of the multi-motion JDT model, there is a basic assump-

tion which states that the set of potential motion models is known beforehand.

This assumption could be relaxed if the motion models could be learned from

a training set. Another problem arises because the objects of interest share

the same representative appearance model. This is mainly problematic when

objects need to be continuously identified especially when some objects leave

the scene and others enter it during the tracking process. In applications

where an object’s identity is crucial, one should distinguish objects based on

their appearances or other characteristics. One additional problem is related

to the fact that the joint object state is, in fact, the concatenation of individual

object states. This prevents the JDT method from detecting a large number

of objects mainly due to computational reasons. Few researches have tackled

this problem from the high dimensional object state point of view by employ-

ing, for instance, the partitioned particle filter [42] or the Gaussian Process

Dynamic Models [18]. However, this still remains a difficult problem.

• About the proposed shape based appearance model, it is rather suitable for

applications where the shape of objects of interest is not too complicated. To

be more precise, the objects of interest are preferred to have star shapes. An

object has a star shape if for any point p inside the object, all points on the

straight line between the center c and p also lie inside the object [95]. Oth-

erwise, when the proposed method extracts the object boundary, more than

one point will correspond to the boundary, and then this results in ambiguities

or mistakes. Similarly, when the background is cluttered, it is also difficult

for the proposed method to extract the correct object boundary. Therefore,
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it is desirable for the proposed method to handle non-star shapes and clutter

in the future. Additionally, the proposed appearance model is expected to

work in applications where objects of interest have certain consistent shape

constraints. The current shape constraints that have been embedded include

object shapes being normally distributed around some mean shape and object

shapes satisfying certain geometric constraints such as convexity. More types

of shape constraints are desired to be embedded in the proposed appearance

model in the future.

• The proposed steam detection method is suitable for applications with con-

trolled environments. Since the proposed method is based on the frequency

information captured by DWT, it is quite specific to a certain dataset. Any

changes of the environment, camera focus or image resolution, may have an

influence on the steam detection performance. Therefore, one problem with

the proposed steam detection method is that, for each different dataset new

training is normally required. This is a common problem for energy based

steam detection methods because features in the frequency domain are more

sensitive than others such as color, steam area shape and motion pattern which

do not change considerably in different scenarios. Therefore, how to combine

all the aforementioned features together and more importantly how to auto-

matically determine the most reliable ones at the current time are interesting

questions for future research.

To conclude, in this thesis we provided a solution to the real problem of large

lump detection in order to reduce significantly the production loss. When solving

this problem, three research components have been contributed. First, an improved

joint detection and tracking method is proposed to detect objects with multiple mo-

tion models more accurately than the existing JDT methods. Second, a shape based

appearance model for kernel tracking is proposed to improve the accuracy of kernel

based trackers and, in the meanwhile, the computational advantage of kernel based

trackers against silhouette trackers is maintained. Finally, a steam detection method

based on DWT and Adaboost is proposed to provide a better performance than its
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peer methods when taking both accuracy and efficiency into account.
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