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ABSTRACT

Monetary models of exchange rate determination have performed poorly in the
1980s. We briefly investigate performance of the conventional monetary models. The
results show that they cannot beat the random walk model. One possible reason for the
poor performance may be that short-run dvnamics has not been properly modeled. In this
thesis, an error-correction model of the monetary approach was constructed and estimated
with Japanese yen/US dollar over the first quarter of 1979 ‘o the first quarter of 1994. The

estimated model in capable of beating the random walk model and other basic structural

models in post-sample forecasting.
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1. INTRODUCTION

Major exchange rates have been floating against each other after the breakdown
of the Bretton Woods Agreement in 1973. An extensive literature has emerged on
modelling the behaviour of exchange rates since then. The main structural exchange rate
model is the monetary model, original proposed by Mundell (1968). According to this
theory, the exchange rate is determined by the demand and supply for the stock of money
supplies, which are viewed as financial assets.

In this paper we will briefly survey the conventional structural models of exchange
rates, ranging from the flexible price monetary model to the sticky price monetary model,
the real interest differential monetary model, the current account monetary model, the
portfolio balance monetary model, the dynamic stock-flow monetary model, and the
relative price monetary model. We will also investigate the performance of various models
by estimating them using the data for the Japanese yen and US dollar exchange rate over
the period of the first quarter of 1979 to first quarter of 1994. Our initial results indicate
tht flexible price model, real interest differential model, and portfolio balance model have
the expected coefficient estimates. However their performance is less favourable than the
random walk model in out-of-sample forecasting. The estimation procedures used in
previous models suffer from several statistical problems, many of which have been noted
by previous authors. A main statistical issue is that many time-series have stochastic
trends in the form of unit roots. Failure to take account of cointegration which has been
discussed by Engle and Granger (1987) is an important factor for why the simple models

of exchange rate determination have broken down and failed to generate reliable



forecasting. While the functional relationship between the exchange rate and other
variables may hold in the long run, it may not hold in the short run, such as the behaviour
in a quarterly times series. The techniques of cointegration and error-correction are useful
tools for extracting a long-run relationship from noise short-run dynamics. Therefore,
estimation of the exchange rate equation must take proper account of the cointegration
relationship and bring out short-run dynamics by way of an error-correction model. In this
paper, an error-correction model is constructed and estimated for the Japanese yen/US
dollar.

The monetary model is based on two in portant behavioral assumptions.
purchasing power parity (PPP) holds, 2) uncovered interest rate parity. To investigate the
empirical support for the monetary model, we also test whether PPP holds as a long
equilibrium relation. Our results show the PPP may not hold as a long run relation ina
quarterly data series. However, the deviation from PPP is useful in explaining the short-
run behaviour of the exchange rate. Here, we also discuss the literature on foreign
exchange market efficiency, which is the same as uncovered interest parity tests, which
is another building block of the monetary model of the exchange rate.

Our preferred version of the monetary model is similar to MacDon~} and Taylor
(1993). The sample period is from the first quarter of 1979 to the first the uarter of 1994.
We have found that this monetary model has strong explanatory power and reliable
forecasting capability. It can outperform the random walk model.

In this paper, we also estimate other struciural modess by conventional procedures.



2. LITERATURE REVIEW

2.1 Theoretical Models of Exchange Rate Behaviour

During the past two decades, there has been an enormous growth in the literature
on exchange rate economics. But what are the variables that determine exchange rates?
In this section, we survey some of the basic structural monetary models of exchange rate
determination. All theoretical models considered here are based on the asset market

approach.

1. The Flexible-Price Monetary Model

The monetary approach with flexible prices views the nominal exchange rate as
the relative price of national monies, therefore its value is determined by relative money
demand and supply. This model assumes (i) all goods prices are completely flexible, (ii)
domestic and foreign assets ace perfect substitutes, (iii) there is perfect capital mobility,
(iv) the money supply and real income are determined exogenously, and (v) domestic
money is demanded only by domestic residents, and foreign money only by foreign
residents. These assumptions imply that purchasing power parity and uncovered interest
parity both hold. When the variables are written in logarithmic form, PPP can be

expressed as:

s =p-p° 1)

where S is the spot exchange rate, the domestic currency price of foreign exchange, p and



p’ are the domestic and foreign price. Domestic and foreign prices are determined by
demand and supply in domestic and foreign money markets. Following conventional

money demand functions employed by most empirical studies, we can infer the money

market equilibrium:

p=m- Py + PBii (2)
p*=m* - Pay* + Bai’ {2)

where m and y are the nominal money supply and real output, respectively, expressed in
logarithms, and i is the nominal interest rate (not in logarithms); B, and B; are coefficients
which are assumed to be identical across countries and an asterisk (*) denotes the

variables for the foreign country.

=yom the above three equations, appending the error term e and a constant B,, we

can obtain an estimable exchange rate equation:
S=Po+P; (m-m*) +P5 (y-y*) +B5 (i-1°) +e (4)

Based on uncovercd interest parity, i-i'= d = % - 7 is the differential of the
anticipated inflation rate or d is the expected rate of depreciation forward premium. Then,

the above equation becomes:



S=Py+Py (m-m*) +B; (¥-y ") +P; (n-=°) +e (5)

S=po+px (m_m.) +B2 (_Y‘_Y') +93Ec(scq"st) te (6)

with the following expectation: B, = 1, B, < 0 and B, > 0. In the flexible price monetary
model, the domestic interest rate can be regarded as being independent of the exchange
rafe. The usual explanation is that under perfect capital flow, the domestic interest rates
is basically determined by the foreign interest rate. The domestic money supply and real
output are determined exogenously too.

From equations (5) and (6), we can see that if the domestic money supply grows
faster than the foreign money stock, the exchange rate will depreciate. The intuition here
is very obvious. The proponents of this model also justify it by saying that a relative rise
in domestic real income creates an excess demand for the domestic money stock. As
agents try to increase their real money balances, they reduce expenditure and prices fall
until money market equilibrium is achieved. As prices fall, the force of PPP ensures an
exchange rate appreciation. Conversely, an increase in the dumestic interest rate reduces
the demand for money and so leads to an depreciation of the exchange rate. An exactly
converse analysis can apply to the foreign variables.

Hod:ick's (1978) tests of the above equation for the US dollar/German mark and
UK pound/US dollar over the 1970s are supportive of the flexible price model. For
example, the dollar/mark equation has the domestic and foreign money supply terms close

to plus and minus one, the income coefficients are both correc.”; signed, but only the US



term is significant. Additionally, the interest rate coefficients are both significant, but the
German interest rate has the wrong sign.

Bilson (1978) tests this equation for the German mark/UK pound exchange rate

over the period January 1972 to April 1976. Although all the coefficients are correctly
signed in this equation, only one coefficient differs significantly from zero. The
insignificance of the coefficients combined with the high value of R? lead Bilson to
conclude that multicollinearity is a problem, and the presence of autocorrelation is
probably the problem of model misspecification.
Based on quarterly data for Germany over 1973 to 1979, Dorbusch (1983) provides
another test of the above equation where he adds the long term interest differential as a
proxy for the anticipated inflation differential. The results showed that the estimated
coefficients are generally insignificant. The simple monetary model offers a poor
description for this period.

In the latter half of the 1970s, the flexible price monetary approach ceased to be
an accurate description of the behaviour of exchange rates, especially for a number of
small open economies. For example, in the UK over the period 1979 to 1981 the sterling
nominal effective exchange rate appreciated substantially even though the UK money
supply grew rapidly relative to growth in the world money supply. The real exchange rate
appreciated by about 40% over this period and this was followed by an equally sharp fall
over the 1981 to 1984 period.

There are several reasons to explain the poor performance of this model. Haynes

and Stone (1981) suggest that the reason may be traced to the constraints imposed on



relative monies, incomes and interest rates. Subtractive constraints used in this model are
particularly restrictive kecause they can lead to biased estimates and also to sign reversals.

Driskell and Sheffrin (1981) argue that the poor performance of the monetary
model may be caused by the failure to account for the simultaneity bias which is caused
by having the expected change in the exchange rate on the right hand side of monetary
equation.

A fusther explanation for the failure of the monetary approach equations may be
due to the instability of the money demand function. In order to capture the instability of
the demand function, some economists incorporate shifts in the money demand function
by introducing a relative velocity shift term. However, the presence of significant first-
order serial correlation remains a problem in all the reported equations.

The other popular reason for its failure may lie in an assumption underlying all
the monetary models, i.. assets are perfect substitutes. Relaxing this assumption, we will

introduce a broader model, the sticky price monetary model.

2. The Sticky-Price Monetary Model

The flexible price model contains a number of strong assumptions, particularly the
assumption that all markets are in approximate equilibrium and all goods prices are
perfectly flexible. The sticky price monetary model allows that prices are sticky in the
short run. This implies an initial fall in the real money supply and consequent rise in
interest rates in order to clear the money market. The rise in domestic interest rate then

leads to capital inflow and an immediate appreciation of the nominal exchange rate, which



can be greater than the long-run equilibrium value. Later a slow depreciation is expected.
During the adjustment process, prices and exchange rates may move in opposite
directions.

One of the most influential papers that deals with +his model, is Dornbusch
(1976a,b). His analysis allows different speeds of adjustment for the goods and money

markets in his model. The equation under this model states that:

S5=Po+P, (m-m*) +B, (y-¥*) +B3 (i-1i%) +e (7)

with B, > 1, B, < 0 and B, < 0 expected.

In this model, the domestic money and real outputs are still assumed to be
exogenous. The major difference from the flexible price approach is that domestic and
foreign goods are no longer considered perfect substitutes, and adjustment of goods prices
to new equilibrium is not instantaneous. The lagged response is due to the costs of
adjustment, or lack of complete information. However, he does not conduct empirical
tests on this model.

The typical test of the Dornbusch model of overshooting is done by Driskill
(1981). He analyzes the quarterly dollar/swiss franc rate over 1973-1979 period and
reports that the elasticity of the exchange rate in response to an unanticipated monetary
disturbance exceeds unity, indicating that overshooting exists.

Other tests of the sticky price model have been conducted by Hacche and

Townend (1981) and Backus (1984). Backus (1984) tests the above equation for the

8



Canadian dollar/US dollar for 1971 to 1980, but finds no evidence of overshooting. The
estimated results of a more dynamic version sticky price model by Hacche and Townend
(1981) suggest overshooting of the exchange rate, but in other respects the estimated
equation is unsatisfactory. Many coefficients are insignificant and wrongly signed and the
equation does not exhibit sensible long run properties.

The poor performance of the sticky price model can be attributed to the same

reasons that we have mentioned in the flexible price model.

3. The real interest differential monetary model

The shortcoming of the sticky price model is that it does not allow a role for
differences in secular rates of inflation. Frankel (1979a) includes the real interest
differential as an additional explanatory variable, and proposes the real interest differential
model, which exhibits the features of both the flexible and the sticky price model. The
flexible price monetary model may apply to the situation where variation in the inflation
differential is large, such as in the German hyperinflation of the 1920's, while the sticky
price monetary theory may be applicable when variation in the inflation differential is
small. But neither of the flexible-price or sticky-price models is appropriate for explaining
moderate inflation differential as it has been among the major industrialized countries in
the 1970's.

Frankel (1979a) develops a real interest differential model, which combines the
sticky-price model in the sense of slow adjustment in the goods market and the flexible-

price theory in the sense of a secular rate of inflation. The new feature of this model is



that the exchange rate is negatively related to the nominal interest differential, but
positively related to the expected long run inflation differential.

The model assumes that PPP only holds in the long run, so the equation becomes:

S=Py+P, (m-m*) +B2 (¥-¥") +B3 (i-1i*) +P(m-=®"*) +e (8)

with Bli= 1,B,<0,B;<0and B, >0 expected.

Frankel(1979a) tests this hypothesis using monthly data for the mark/dollar rate
vver the period from July 1974 to February 1978. The regression results from both OLS
and Cochrane-Orcutt techniques are robust with regard to the correct signs of all
coefficients as hypothesized. Moreover, when the Cochrane-Orcutt technique is used to
correct strong first-crder autocorrlation, the significance level is even higher.

Haynes and Stone (1981) estimate an unconstrained version of the real interest
differential model. They find that coefficient values are broadly supportive of the real
interest differential model, in particular, the sign on the relative money term is as
predicted by the theory. However, they find the problem of multicollinearity: high R?
combined with few statistically significant variables. Driskill and Sheffrin (1981) find no
support for the real interest differential model and suggest that the reason for its failure
may lie in an assumption underlying all the moneta:y models, ie., assets are perfect

substitutes.

4. The current account monetary mcdel

10



Some economists have incorporated the current account into asset market miodels.
The proposal is simply to include wealth, in addition to income, as a transactions variable
in the monetary demand function. A foreign current account surplus will redistribute
wealth from domestic residents to foreign residents, simultaneously raising foreign money
demand, lowering domestic money demand, and raising the exchange rate. Unlike in the
portfolio balance model, it does not matter if the current account is financed or even more
than financed by foreign exchange intervention. Foreign exchange intervention does not
alter the level of private sector wealth, only its currency composition, and thus will not
affect the demand for domestic or foreign money. Nor, if the intervention is sterilized,
will it affect the supply of domestic or foreign money. Frankel (1982) modified his
interest differential monetary model by adding wealth (Federal government debt +

cumulation of past current account surpluses). The modified equation becomes

S=Bo+B, (m-m*) +B, (y-¥*) +B5 (1-1°) + (x-x*) +f5 (w-w") +e (9)

with B, =1, B, <0, B, <0, B, >0, and B > 0 expected.

When this equation is applied to the Greman mark/US dollar exchange rate from
1974-1980, Frankel (1982) finds that with the exception of real income, the coefficients
of all variables are significant and have correct signs. Giancarlo et. al (1993), pursue the
time varying coefficients approach in estimating this current account model using the
lira/dollar exchange rate. Their results are rather dismal, because, with exception of the

constant term, no coefficient is significant at 5% level. Most of the other coefficients

11



show wrong signs and the goodness of fit is generally poor.

5. The Portfolio Balance Model

Similar to the flexible-price and sticky-price monetary models, the level of the
exchange rate in the portfolio balance model is determined, at least in the short run, by
supply and demand in the markets for financial assets. The exchange rate, however, is a
principal determinant of the current account of the balance of payments. A surplus
(deficit) on the current account represents a rise (fall) in net Jomestic holdings of foreign
assets which in turn affects the level of wealth. Wealth is a major determinant of the level
of asset demand and asset demands influence the exchange rate. Thus the portfolio
balance model is inherently a dynamic model of exchange rate adjustment that
incorporates the current account, the price level, and the rate of asset accumulation.

Like the sticky price model, the portfolio balance model allows one to distinguish
between short-run equilibrium which supply and demand equate in asset markets, and the
dynamic adjustment to long run equiiibrium which is a static level of wealth and the
system has no tendency to move over time. Unlike the sticky price model, it also allows
for the full interaction between the exchange rate, the balance of payments, the level of
wealth, and the stock equilibrium.

The demand for domestic bonds is an increasing function of wealth. Domestic
bonds and foreign bonds are not perfect substitutes for each other. There are many reasons
why domestic and foreign assets might not be perfect substitutes. Differences in liquidity,

government tax laws, default risks, political risks and exchange risks may differentiate

12



domestic bonds from foreign bonds. The portfolio balance approach presumes that the
exchange risk makes domestic and foreign bonds imperfect substitutes. In order to
diversify the exchange rate risk investors want to balance their bond portfolio between
domestic and foreign bonds in proportions that depend on the expected relative rates of
return (that is risk premium, p = i - i* - EAS, here EAS is the expectation of the change
of exchange rate).

A very simple portfolio-balance model assumes static expectation, that is, EAS =
0. As a consequence, the exchange rate is simply determined by the relative supply of

bonds and the interest differential, that is

S=Pg+P, (i-1°) +B,B-p,B*+e (1.0)

where B is domestic bond supply while B’ is foreign bond supply.
A much more general portfolio balance model combined with the interest

differential model was derived by Frankel (1983). The exchange rate equation becomes:

S=Po+P, (m-m*) +B, (y-y*) +P; (i-1°) +f, (n-%*) +P, (B-B°) +e (11)

with B, = 1, B, < 0, B; < 0 B, > 0, B; > 0 expected.
In contrast to the monetary approach to the exchange rate, relatively less empirical

work has been done on the portfolio balance approach since good disaggregated data on
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non-monetary assets are difficult to obtain.

By using the above equation and monthly data from January 1974 to October 1978
on the mark/dollar rate, Frankel finds that the coefficient of the relative bond supply
appears significant but with a sign that is the opposite from what is hypothesized by the
simple portfolio balance model. He attributes this to German government intervention to
increase its holdings of dollar assets in order to keep the deutsche mark from appreciating
against the US dollar.

Branson, Halttunen, and Masson (1977) estimate a log-linear version of the
portfolio balance model similar to this for the deutsche mark/US dollar exchange rate over
the period August 1971-December 1976. However, they drop the terms relating to
domestic and foreign bond holding because of the ambiguous effect on the exchange rate.
However, as Bisignano and Hoover (1982) point out, this rather arbitrary exclusion will
generally result in biased regression coefficients. Although the estimates reported by
Branson, Halttunen, and Masson (1977) are supportive of the portfolio balance model,
once account is taken bf acute first-order autocorrelation residuals, only one coefficient,
that on the U.S. money supply, remains statistically significant. After specifying a simple
reaction function that is purported to capture the simultaneity between the exchange rate
and the money supply, they find other estimates remain statistically significant. Branson,
Halttunen, and Masson re-estimate their equation using two stage least squares and report

more satisfactory estimates of the empirical portfolio balance model.

6. The dynamic stock-flow model

14



Much of the literature on floating exchange rates addresses the question of the
long run relationships between money, exchange rates, and price levels. The exception is
the Dornbusch model, that has emphasized the role of slowly adjusting commodity price
levels in the short run and intermediate run exchange rate dynamics. The most striking
implication of the Dornbusch model is that the exchange rate may overshoot in the short
run. Following this initial overshoot, the exchange rate then monotonically approaches its
long run equilibrium value. An alternative to Dornbusch's view of exchange rate dynamics
has developed. This allows short run undershooting and nonmonotonic exchange rate and
price level adjustment instead of short run overshooting and monotonic exchange rate and
price level adjustment to long run equilibrium.

Based on the uncovered interest arbitrage assumption, that is i-i* equals the
expected change of the exchange rate from ¢ to t+1, money market equilibrium and
Dornbusch's sluggish price adjustment equation, Driskill (1981) derives a reduced form

which generalizes the Dornbusch miodel to permit imperfect capital mobility:

Se=Bo+P1Se-1+B2 (m-m*) +B3 (D-P*) e-1*Be (¥-¥") ¢ (12)
+Bs(y-y*) a1 t2e

with constraints Xp,=1,B,<0,B,>1,B,>0,B,<0and B, < 0, here z is a first-order
serially correlated random variable.
He applies this equation to the quarterly average data of Swiss franc/U.S. dollar

rate for the period 1973-1977. The overall explanatory power of the equation is quite
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good. All coefficients except the coefficient of first-order autoregression are significantly

different from zero at the 0.05 level for the one-tailed test. The Durbin A statistic indicates

no serial correlation in the disturbance.

7. The relative price monetary model

The equilibrium exchange rate is influenced by both real and monetary factors
which operate through their influence on the relative demands and supplies of monies.
Previous work shows that one of the important channels through which real factors affect
the exchange rate is the relative price of traded to nontraded goods. In the paper of
Clements and Frenkel (1980), they adopt the analytical framework developed by
Dornbusch (1976a) by adding the relative price of traded to non-traded goods to the

conventional monetary model. Their equation is as follows:
T LT
S=Po+P; (m-m*) +B, (y-¥*) +B3 (1-1°) +B, (f;—,—-g?) re  (13)

where p” and p" denote the prices of traded goods and nontraded goods. P, is the
elasticity of the exchange rate with respect to the relative price which is expected to be
equal to the reiative share of spending on non-traded goods with value between 0 and 1.

The model is applied to the monthly dollar/pound exchange rate from 1921 to
1925 ¢ering which exchange rates were flexible which corresponds with their previous

o8t on exchange rates. They use the wholesale price indices as proxies for the prices
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of traded goods wages as proxies for prices of nontraded goods. Their results show that
the estimated model has expected coefficient signs except the sign of the income ratio is
positive.

On the assumption that long run PPP applies only to traded goods, Wolff (1987)
suggests adding a relative price of traded goods to nontraded goods to the interest
differential model. However, instead of wages, he proxies the price of non-traded goods

by consumer price indices. The equation becomes

S=Po+B, (m-m*) +B3 (¥-y*) +B; (i-1*) +B, (m-%") +B5(g-q*) +€ (14)

where g-g*=log((@"Ip")(@" Ip™))-

He estimates this model aﬁd compares it with the model that doesn't include a
relative price model. His conclusion is that on average, the forecasting results for the
models with the real exchange rate index do not differ very much from the results without
the relative price index for the mark/dollar and pound/doliar exchange rates. The index:
variable makes quite a differei:ce, however, for the yen/de!'ar exchange rate.

Wolff attributes this improvement of tae . -«dullar exchange rate to the fact that
Japan has concentrated much more than Germany or the United Kingdom on growth

through productivity gains in the tradable sector.

2.2 Unit Root and Cointegration Test
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"The literature on empirical exchange rate models uses time series data, but time
series data have many econometric problems. A common property of the time series used
in the exchange rate literature is that most of the variables are integrated of order 1 or
I(1), i.e. the time series data have unit roots. The conventional standard tests on the model
are inappropriate, when the disturbance term in the regression equation has a unit root.
However, if the model with I(1) variables has a stationary disturbance term, then we can
still regress this morzl and obtain valid statistical inference. However, if the disturbance
is nonstationary, the usual asymptotic results cannot be expected to apply, since spurious
regression between totally unrelated but nonstationary variable may occur. Thus, it is
important to test for the presence of a unit root. But what is a unit root? Why is it
important to economics?

Many economic time series trend upward over time. This is especially true of

exchange rates. There are two ways to model trending time series:

Ye=YotYat+ue (15)

YY1tV tUe (16)

where the error terms u, will in general not be independently and identically distributed.

The first of the model is trend-stationary, that is stationary around a linear trend. In

contrast, the second model is a random walk with drift. The drift parameter 7 in the

serond =quation is the same as the trend parameter Y in the first equation. It causes y, to
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trend upward over time. But the behaviour of y, is very different in the two cases, because
in the first case detrending it will produce a variable that is stationary, while in the second
case, if we wrongly try to remove trend by including ¢ as regressor, we will get spurious
regression, which is a serious practical problem.

The distinguishing factor for the second model is the presence of a unit root. If
all roots are outside the unit circle, the process is stationary. If any root is equal to or less
than 1 in absolute value, the process is not stationary. A root that is equal to 1 in absolute
value is called a unit root. When a process has a unit root, it is said to be integrated of
order one. A series that is I() must be differenced once in order to make it stationary.
Thie obv: sus way to choose between these two equations is to nest them both within a

more general model,

Ve=PotBittayetu, (17)

.=, is subtracted from both sides, the ab- . equation becomes,

Ay ~Bo+B t+(a-1) ye ., tu, (18)

where A is the first difference operator. If o. < 1, equation (18) is equivalent to equation
(16), whereas, if o = 1, it is equivalent to equation (15). Thus the unit root test is to test
the null hypothesis that o = 1 against the one-sided alternative that o < 1.

If the variables in a regression equation contain unit roots, in general, the residual
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will also have a unit root. But there exists a special case in which variable with stochastic
trends move together, so that the residual is actually stationary. That is a case of
cointegration, If variables are co-integrated, then groups of economic variables are linked
by a long run equilibrium relationship. Although the varicbies may drift away from
equilibrium in the short-run, economic forces may be expected to restore equilibrium in

the long-run.

Cointegration is a relatively new statistical concept, pioneered by Granger and
Weiss(1983), and Engle and Granger (1987). Engle and Granger ( 1987) define a series
x, to be integrated of order 4, ie., x, ~ I(d) if the series becomes covariance stationary
after being differenced d times to be integrated of order 0. If two variables x, and y, are

both I(dj, then it will generally be true that a linear combination

zt = xt - “Yt (19)

will be also be I(d). However, it may happen that z, ~ I(d-b) where b > 0 and x, and y,
are then said to be cointegrated of order (d, b). A particularly important case is where x,
and y, are both I(1), but z, is 1(0).

If x, represents a g dimensional vector of random variables and all the components

are I(d), then if there exists a vector o # 0 such that
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z, = «/x, ~ I(d-b) (20)

then « is known as a cointegrating vector. The basic monetary model may be useful in
describing a long-run relationship characterised by z, ~ I(0). It implies that z, may depart
from zero in the short-run, but in the long-run, the average value of z, is zero.

Engle and Granger (1987) formulate and analyze seven testing methods that can
be used to test cointegration. In all seven tests,
the null hypothesis is noncointegration against the alternative of cointegration. These tests

are based on the equation:

X, =ptby.te; (21)

1. Durbin-Watson statistic from the cointegration regression. If DW statistic is
sufficiently large, e, is stationary and so x, and y, are cointegrated.

2. Modified Dickey-Fuller type regression to test if the estimated time series of the
residual e, from the cointegration regression has a unit root. If there isa
unit root, x, and y, are not cointegrated.

3. Augmented Dickey-Fuller test, simiiar to 2, but additional lags of Ae, are used ©
be sure that the residuals from the DF regression are seriaily uncorrelated.

4. Restricted VAR test based on the error correction model,

Ax,=c,+d ¢ *€; (22)
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Ay =Ctde. 1 +3x, 0, (23)

If d, and d, are significantly different from zero in joint form, x, and y, satisfy an
error correction model and are thereby cointegrated.

Augmented Restricted VAR test which is similar to 4, but with additional lags of
Ax, and Ay,

Unrestricted VAR test to examine the joint significance of the coefficients, B's,
from the following two equations to determine if x, and y, satisfy a VAR in their

levels.

Ax =03 +P1Ye-1+PaXe-1€e (24)

Ay =a;+B,y -1 tPeXe- tOAX, N, (25)

If they are significantly different from zero, Ax, and Ay, depend on their levels
and so may follow an error-correction equation, thereby cointegrated.
Augmented UVAR, similar to 6, but with additional lags of Ax, and Ay,.

Based on the critical values, they examine the power of the tests and find that first
test has the best performance in a first-order system. For higher-order systems,

Augmented Dickey-Fuller test is recommended.

Baillie and Selover (1987) estimate monetary models of exchange rate

determination. These models include the pure flexible price monetary model of Frenkel

22



(1976) and Bilson (1978b), the sticky price monetary model of Dombusch (1976a) and
the real exchange rate differential model of Frankel (1979a).

The general equation is:

S=P, (m-m*) +B2 (y-y*) +Bs (r-I7) ¢+BaEe (P-P°) e (26)
where
S: end of month exchange rates in terms of US dollars per unit of foreign
currency
m: money supply, M1 equivalent in billions of currency units
y: index of industrial production as a proxy for real income
r: short run interest rate as monthly average

EP,,, long run interest rate, or bond yield as a proxy for the expected rate of
inflation

e: error term

Applying an OLS procedure to the monthly data from March 1973 to December
1983 for United States, United Kingdom, France, West Germany, Japan and Canada, the
above equation is estimated. Although many of the coefficient estimates are significant,
the sign and magnitude are substantially different from what is expected. Then, they
estimate the same equation by assuming a first order autoregressive (AR(1)) error process

on e, ¢, = pe,, + e, The coefficients from the estimation are insignificant and exhibit an
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AR(1) error process with & root close to unit, that is p = 1.

Before testing for cointegration, they check the degree of integration of the
variables in equation (26) by employing the Augmented Dickey-Fuller (ADF) statistics.
They find that the variables possess different orders of cointegration and conclude that
equation (26) exit as long run equilibrium. Even after differencing some variables, the
estimates of the equation remain disappointing.

ADF test on the residuals from equation (26), except the output differential and
short run interest differential which are integrated of zero degree, shows that the unit root
restrictions cannot be rejected. This implies that no cointegrating relationship can be
found between the nominal exchange rate and the two other I(1) variables.

They also do a cointegration test on the nominal exchange rate and relative price
by using the Dickey-Fuller statistic. They find that, except France, there is no
cointegrating relationship for the other four currencies. The finding implies that departures
from PPP tend to be quite long.

From the above, they conclude that there is no long-run relationship as suggested
by the pure monetary model. Therefore, attempts at using these models to forecast will
generally produce poor results.

Baillie and Bollerslev (1987) try to examine the cointegration relation between
seven spot and forward rates, and to detect the existence of a common stochastic trend
in a multivariate time series model.

Before doing that, they first test the unit root in the univariate time series

representations of the daily spot and one-month forward exchange rates from March
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1,1980 to January 28, 1985 for the currencies of UK, West Germany, France, Italy,
Switzerland, Japan and Canada vs US dollar.

Suspecting the presence of serial correlation and time-dependent
heteroscedasticity, they apply the Phillips-Perron testing method.

The test involves the following three equations and relevant test statistics.

1. y, = Oy, + €,, test statistic Z(z,) for Hy: o0 = 1 against the stationary alternative H,:
a<l.
2. yo=u' + &'y, + ¢, test statistics Z(t,), Z(¢,) for with and without a drift, that is

Hypyo =landHg ' =0,a = 1.

3. y, = u' + B(t-ni2) + Oy, + e, test statistics Z(t,), Z(¢,) for with and without time
trend, that is Hy: p=0, o= 1 and Hy: 4 =0, B =0, o = 1 and Z(¢,) for time

trend and a drift, that is Hy: o= 1.

The results from the sii test statistics give strong evidence for the presence of a
unit root for all seven currencies. All the series appear to be stationary in their first
difference by means of Lagrange Multiplier test.

Based on the equation S,,, = a + bF, + e,,,, Where e,,, denotes the OLS residual,
they test the cointegration for the seven pairs of spot and forward exchange rates for a
unit root in e, However, the Dickey-Fuller critical values are not adopted as most
researchers do. They are concerned that the Dickey-Fuller critical value will be
numerically too small, leading to the rejection of a unit root in ¢, teo often. Instead, they
adopt the values reported in Engle and Yoo (1987). The results give strong evidence of

cointegration between daily spot and one-month forward exchange rates, i.e. reject the null
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hypothesis of a urit root of the error term.

2.3 Purchasing Power Parity Test:

There are many explanations for the poor performance of monetary models.
Misspecfication of reduced form equations has been linked to the building blocks used
to construct these models. Possible misspecifications range from the money demand
specifications, uncovered interest parity to purchasing power parity. Other explanations
attribute the failure of monetary models to simultaneous equation bias owing the
endogeneity of interest rates, the imposition of static and dynamic restrictions, and
possible dominance of real over monetary factors in the determination of exchange rates.
These explanations may all play a role in the failure of monetary models.

The assumption of uncovered interest parity (UIP) has been questioned. We will_
discuss the UIP in section 2.4 The Efficient Market Hypothesis. The failure of PPP to
hold is another important cause underlying the failure of the monetary models.

Purchasing Power Parity (PPP) is a theory of exchange rate determination. It
asserts that the exchange rate change between two currencies over time is determined by
the change in the two countries' relative price levels. The absolute form of the purchasing

power parity (PPP) theory is as follows:

s = p/P* (27)

where S: exchange rate, ie. number of units of domestic currency per unit

of foreign currency.
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P: price index in domestic country
P*: pu.ce index in foreign country

The absolute version of PPP relates an exchange rate to the absolute price level
of all goods in the two countries on the assumption of the "law of one price". If there are
no trade obstacles between these two countries, the price of a given good in one country
will be the same as that in the other country when it is quoted in the same currency. If
goods prices, denominated in the same currency, are equalized across countries, and if the
same goods enter each country's basket of consumption with the same weights, then
absolute PPP prevails.

However, absolute PPP does not exist in tiie real world, because of transport costs,
tariffs and quotas among countries. The presence of these obstacles limits the applicability
of absolute PPP.

The relative version of PPP therefore restates the theory ir. terms of changes in
relative price levels and the exchange rate: e = kP/P*, where k is a constant reflecting the
given obstacles to trade. Given these obstacles, an increase in the domestic price level
relative to that abroad will result an equi-proportionate depreciation of the domestic

currency:

e=p-p (28)

where a /A denotes a percentage change.
How well does PPP explain the actual data of exchange rates and national price

levels? Actually, almost all versions of the PPP theory do badly in explaining the
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movement of the exchange rate.

Relative PPP is sometimes a reasonable approximation for low-frequency data. In
other words, PPP may hold in the long run, especially if the frequency is longer than a
year. For example, a dramatic violation of relative PPP occurs in the years after 1979 for
the U.S. dollar/German mark exchange rate. The dollar first sustained a massive
appreciation against the mark even though the U.S. price level continued to rise faster
than that of Germany. Next the dollar depreciated by far more than PPP would have
predicted. Relative PPP did hold over the period of 1964-1983 taken as a whole: over
those two decades, the percentage rise in the dollar/mark exchange rate was very close
to the percentage increase in the U.S. price level relative to the German price level.
Studies of other currencies also confirm the pattern exhibited by the data of the German
mark/US dollar.

In our paper, we follow Enders’ (1988) methods to test PPP. Enders employs two
different tests to estimate the Purchasing Power Parity (PPP) relationship under fixed and

flexible exchange rate regimes. His model of PPP is as follows:

S Pc~aP.=d, (29)
where
S, = US dollar price of foreign exchange in period t
P' = index of the foreign price level
P, = index of the US price level
d, = a stochastic disturbance representing a deviation from PPP
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o e A3pstant term
For FPE to he. 4, o should be equal to 1 and d, must be integrated of order zero.

The author employs two .iternative tests, ARIMA and Cointegration.

1. ARIMA Mode!

The autho: rewriies the Purchasing Power Parity equation as follows:

= +di, (30)

where S,-P°/P, is real exchange rate in time ¢ period, d1, is a stochastic disturbance. For
notational simplicity, we define the real exchange rate as R,.

He assumes d, is ARIMA(n,0,0), thus the ARIMA model becomes:

R=0g+Y &R, j+€, (31)

In this case, PPP requires that o,/(1-Xoy) = 1 and for all characteristic roots to lie
within the unit circle.

Enders employs monthly data for three major US trading partners: Germany,
Canada and Japan. In order to compare PPP in the 1960s versus the 1970s and 1980s, he
divides the data series into two periods: January 1960-April 1971 (the period of fixed

exchange rates) and January 1973-November 1986 (the period of flexible exchange rates).
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Maximum likelihood estimates were obtained based on AR(1) and AR(2) modeis.

The results show that for each country in each period, the predicted steady state
value (0t/(1-Xoy)) of the real exchange rate does not significantly differ from unity as
expected. However, the results also show that, for all countries, point estimates of the
characteristic root for the AR(1) model are not statistically different from unity at
conventional 1%, 5% and 10% significance levels, which implies that the random walk
hypothesis be rejected.

Using a standard F test for convergence of an AR(2) model, the results show that
it is not possible to reject the hypothesis that the real exchange rate follows a random
walk. He also found that the real exchange rate was far more volatile in the 1973-1986
period than in the 1960-1971 period, which is consistent with the fact that real supply
shocks and lack of menetary coordination were characteristic of the latter period. Overall,
the résults of the ARIMA tcst provide mixed support for the PPP hypothesis, i.e. it is hard

to claim that PPP heid in either period.

II. Cointegration and the Error Correction Model

Another way of testing the hypothesis that the real exchange rate is stationary is
to test for cointegration between the series P, and S,P*,.. Enders (1988) used three steps to
estimate o and to test for the stationarity of the residual.
a. Regress S,P° on P, to get the equilibrium relationship or long run PPP relationship.
b. Check the residuals of the equilibrium regression for stationarity using the Dickey-

Fuller (1981) test for a unit root,
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¥
(1-L) Ap=-%oQp, + {_{ {1-L)®,4, 4+V, (32)

Here d, is stationary, the coefficient for 7, in the following regression should be
statistically different from zero, where v, is an i.i.d. disturbance with zero mean
and L is the lag operator.

c. If the null of no cointegration is rejected, the residuals of the equilibrium
regression can be used as instruments to estimate an error correction model.

The test for cointegration in Ender's model provided mixed evidence for PPP.
Point estimates of long run rate o are far from unity. However, there is strong evidence
for cointegration of the US and Japanese price level during the Bretton Woods period and
a weak support for cointegration of the US and Canada price levels after 1973. The error
correction model shows that the foreign price (Japan or Canada) adjusts to any deviation
from PPP but not the US price, which is consistant with the fact that United States
occupies a unique position in world trade.

Corbae and Quiliaris (1988) also employ the theory of cointegrated processes to
test whether PPP holds as a long run relation. If PPP is true, intercountry trade arbitrage
ensures that deviations from a linear combination of spot exchange rates and domestic and
foreign price levels should be stationary.

PPP can be expressed as S-P° = P where S, P, P’ denote the spot exchange rate,
domestic and foreign price levels respectively. The condition can be rewritten as r’X, =

S, where r’= (1, -1, -1) and X', = (InP,, InS,, InP.). If r'’X possesses a unit root, that isrX
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is nonstationary, then there exists permanent divergence from PPP.

Since a mixture of variables of I(1) and I(2) is trivially cointegrated, they first
detect a unit root for all data series by two methods, namely, the Augmented Dickey-
Fuller (ADF) test (Said and Dickey, 1984) and the Piillips and Perron (1988) Z statistics.
The data used are monthly averages of daily Canadian dollar, French franc, Deutsche
mark, Italian lira, Japanese yen and British pound-US dollar spot exchange rates and
monthly consumer price indices for each of the above countries from the beginning of
July 1973 to the end of September 1986. The results from Z statistics suggest that except
for the Japanese price level, the logarithm of spot exchange rates and consumption price
indices are nonstationary, i.e. have a unit root. The ADF statistic confirms these finding.

Applying the ADF and Z statistics, Corbae and Oviliavis can not reject the null
hypothesis that the real exchange rate has a unit root for all five countries. In other words,
the deviations from PPP have no tendency to converge to a long run equilibrium path on
the basis of monthly data. From the results, the authors conclude that the monetary model

of the exchange rate understates the role of real disturbance in the world economy.

2.4 The Efficient Market Hypothesis:
Uncovered interest parity (UIP) is another important assumption for monetary
models. According to uncovered interest parity, the interest differential should be equal

to the expected rate of depreciation of e exchange rate:
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i,-i¢=ASfx (33)

Under the condition of covered interest parity (CIP) and rational expectations, UIP implies
that the forward rate should serve as an optimal predictor of the future spot rate. This
means that on a maintained hypothusis of CIP, indirect tests of UIP can be viewed as a
test of efficiency of the forward exchange market. In this litereture, the interest of
researchers has been to determine if the foreign exchange market is an efficient market
in which exchange rates fully reflect all available information rapidly. In the following
section, we will briefly survey efficient market tests.

Following Fama (1970), an efficient market can be defined as a market which
“fully reflects” all relevant information instantly. Thus it should not be possible for a
market operator to earn abnormal profits. As Levich (1979) has emphasized, in order to
implement the hypothesis empirically ard to make= sense of the term "fully reflect"”, some
views of equilibrium expected returns or equilibrium prices is required. Using equilibrium

expected returns, the excess market return on asset i is given by:

Z=Xg~E (Xl Te-1) (34)

where x, is the one period percentage return, /, is the information set, a bar denctes an
equilibrium value and z, represents the excess market return. If the market for asset i is
efficient then the sequence z, should be orthogonal to the information set (E(z,//, ,)=0) and

serially uncorrelated.

33



The above formulation of the market efficiency hypothesis (MEH) is assumed
under the following conditions:
@) the market is competitive
(ii) no transactions costs
(iii)  information is costless to acquire and is used rationally

From the above formulation and the assumptions, it becomes clear that testing the
MEH is conditional on the fulfilment of the assumptions stated above and the additional
assumption about the presence of the risk premium. Therefore, the MEH is a joint
hypothesis of efficiency and the validity of all of the assumptions, specifically the
assumptions relating to the risk premium. By its nature, it is impossible to test the
components of the MEH, separately.

There are seveoral cases to be considered here for testing the market efficiency

hypothesis.

Type L

s‘=a°+aifl-l +ul (35)

If speculators are risk neutral, market efficiency implies that 0p = 0, o, = 1 (the
joint hypothesis of unbiasedness) and the forecast error u, should be serially uncorrelated
and orthogonal to the information set ie. E(ull,,;) = 0.

If speculators are risk averse we would expect o, to be significantly different from
zero, the error term to be correla_ited with £, , resulting in biased and inconsistent estimates

of o, and the error term to be non-white.
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Edwards (1982) argues that the error term i, contains exogenous shocks or 'news’
which have not yet been incorporated into the forward rate since significant events may
occur after a forward contract is signed. And these significant events may still have an
impact on future spot rates. He further argues that the error structures for all countries
may contain ‘news' effects, and thus there may be additional information gained from the
cross country error structure correlations. So, he uses seemingly unrelated regression
estimations and finds that unbiased forward exchange rate hypothesis holds. The four
exchange markets studies by Frenkel (1980) all pass the test of unbiasedness: the
computed F statistic, which tests the joint hypothesis that o, = 0 and o, = 1, cannot be
rejected at the 5 percent significance level. Furthermore, the Durbin-Watson statistics do
not indicate the presence of first-order autocorrelation.

Although the above equation has become a popular way of testing the efficiency
of the forward exchange market, other studies have tested this relationship in rates of
change. This follows from the findings of a number of researchers (Hansen and Hodrick,
1980; Meese and Singleton, 1982; Meese and Rogoff, 1984; MacDonald and Taylor,
1987). Since the stochastic processes generating s, and f,, may be non-stationary and in
fact contain a unit root, thus, on subtracting s,, from s, and £, in equation (35), we obtain
tliis equation,

Type I

5S¢~ S¢-1 =Gy +ay(f;y 8,1 ) Yl (36)

It is expected that 0, = 0, 0,, = 1 and 4, is a white noise process orthogonal to the
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information set on which agents form their expectations.

Frankel (1980) also reports estimates of the above equation, but cannot reject the
null hypothesis that o = 0, and o, = 1. The forward premium explains only a small
fraction of the actual variation of the spot rate, suggesting the main part of exchange rate
changes are due to the arrival of new information.

Most researchers who tested the above equation found that the joint efficiency
hypothesis was rejected by the data. They have attributed such rejection either to the
existence of a time-varying risk premium or to the irrationality of expectations.

An alternative test of the optimality of the forward rate as a predictor of the
exchange rate change is to conduct orthogonality tests of forecast er.ors. The estimated

equation is of the form:

S T TX W,y 37N

where X, is a vector of variable known at time t, which is the econometrician's observed
portion of the true information set I, which is available to agents. T is a vector of
parameters, and w,,, is an error term. A test of market efficiency is equivalent to showing
that T is a null vector. In this case, the error in forecasting the exchange rate using the
current forward rate cannot be forecast using current information, i.e. it should be
orthogonal to elements of the information set available at time t. Orthogonality tests of
efficiency may be split into those that include only lagged forecast errors in the
conditioning information set (weak form) and those that include information additional

to lagged forecast errors in the information set (semistrong form).
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a. Weak form error orthogonality tests take the form:

»
Sea1 ‘f: “ =a+b'czn: (Se1 £ +l)H iy (38)

where EMH implies that the constant and all other coefficients should equal zero and «,,,
should be a white noise process.

Hansen and Hodrick (1980) estimate this equation with i arbitrarily equal to 0 and
1 using weekly data on three month forward rates for three currencies, the Swiss franc,
Italian lira and German mark (all against US dollar) and find statistically significant
coefficients. Frankel (1979b), who includes a single lagged value of the forecasting etror
in his study of six currencies for the period January 1973-8, also find statistically
significant iagged forecast errors for the German mark/US dollar, UK pound/US dollar
and Italian lira/US dollar. Gweke and Feige (1979), who also set i = 1 in the above
equation, reject weak form efficiency only for one currency (the Canadian dollar/US

dollar) out of seven currencies tested for the period 19729 to 1977.1.

b. Semi-strong form tests take the form:

The definition of semi-strong form efficiency given earlier refers to the test of the
error orthogonality property which utilizes more information than simply the past history
of forecasting errors. Hodrick (1980) defines a semi-strong form test as one in which the
forecast error is regressed on the own lagged forecast error and lagged forecast errors

from other exchange markets. Thus in a regression of the forecast error for market i:
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N
sia i =a+1212 byt SDe1+6en (39)

on its own lagged forecast error and the lagged forecasting error from j other markets,
semi-strong form efficiency implies that the constant and b; terms should be statistically

insignificant. A semi-strong from test may also be captured by the equation:

LR A N ) (40

where X represents an nxI vector of publicly available information, such as money
supplies, o, and vector A, are estimated parameters and it is expected that they equal zero.

For the recent floating experience, Hansen and Hodrick find that lagged forecasting
errors do have significant explanatory power in the cases of the Canadian-US dollar, the
German mark-US dollar zad the Swiss franc-US dollar exchange markets and therefore
that the EMH must be rejected for these markets. Geweke and Feige (1978) find that the
hypothesis that the coefficients are equal to zero can only be rejected for the Canadian
dollar from a selection of seven currencies; however, estimating equation 2.4.8 for the
seven currencies jointly, using ZSURE, results in the hypothesis that all the coefficients

are insignificant being rejected at the one percent level.

3. Bivariate Autoregression Approach

A number of researchers notably Hakkio (1981) test the EMH as a set of non-
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linear cross-equation restrictions on the parameters of a vector autoregression of spot and
forward rates. Suppose the current rate of depreciation and the forward premium together
form a jointly covariance stationary process. 'fhen Wold's decomposition (Hannan, 1970)
implies the existence of a unique, infinite-order moving average representation. In finite
samples, this can generally be approximated by a finite-order vector autogression. In the
context of the spot-forward relationship Hakkio (1981) and Baillie et ai. (1983) have

shown thai the spot-forward relationship is modelled as a bivariate vector autoregression:

] »
1 2
Sp1 =Y By, B Sty @1)
=0 i=0
» 3 n M
S =,2‘; alfH+'§ @y Syt pn 42)

The EMH generates a set of complex non-linear restrictions between a', a2, a’,
a*. In order to test these restrictions the model is first estimated unconstrained then
reestimated with the constraints implied by the EMH imposed and a likelihood ratio
constructed.

Hakkio (1981) uses this methodology to test the EMH restrictions on a vector
autoregression of the rate of depreciation and change in the forward rate using weekly
data and one-month forward rates for the period April 1973 to May 1977 for five
currencies against the US dollar/Dutch guilder, German mark, Canadian dollar, Swiss

franc and UK sterling. He estimates the vector autoregressions both with and without the
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restrictions imposed and computes likelihood ratio statistics. The results generally reject
the EMH for all currencies.

Levy and Nobay {1986) extend this methodology to develop a test of the EMH
based on vector autoregression moving average processes for the rate of depreciation and
forward premium. Again using weekly data and one-month forward rates for five
currencies against the US dollar/UK sterling, German mark, Swiss franc, France franc and
Canadian dollar for the period January 1976 to December 1981, the EMH is easily
rejected in all cases.

The rejection of the EMH may imply that foreign exchange markets are not
efficient, or rational expectations do not hold. However, many researchers also attribute
the failure of the EMH to the presence of a time varying risk premium, the existence of
the peso problem, the rational bubbles phenomenon, inefficient information processing,

or parameter instability.

3. EMPIRICAL STUDIES

The data in this study are taken from the International Monetary Fund's
International Financial Statistics and Main Economic Indicators, and run from the first
quarter of 1979 through the first quarter of 1994. A full description of the data and data
sources is contained in Appendix 1.

In this section, we plan to evaluate some popular exchange rate models on the
basis of a simple data set. We want to investigate how well they perform in forecasting.

- Suspecting that failure to take account of short-run dynamics may be important, we
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perform tests for a unit root and cointegration. From the performance of these models,
we choose one particular monetary model as the preferred forecasting tool. To investigate
the empirical validity for the monetary models, PPP test will be done. From the
performance of some basic exchange rate models, we choose one particular monetary
model as basis to obtain our particular error-correction model. Forecasting based on our

model outperform other monetary models.

3.1 Conventional regression models:
As a concise sample of the existing empirical literature on the exchange rate, we
choose the following seven structural models for evaluation. They are:

1. The Flexible Price Monetary Model:

S=Bo+B(m-m")+B,(y-y")+By(n-n")+e 43)

with expectation: B, = 1, 8, < O and B; > 0.

2. The Sticky Price Monetary Model

§=Bo*Bym-m)+B 0~ )+Bsli-i)ve 4

with B, > 1, B, < 0 and B, < 0 expected.

3. The Real Interest Differential Monetary Model
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S=Bo+P,m-m*)+B, -y )+B3(-i")+P (x-")+e @3)

Withﬂl = I,Bz < 0, Bs < OandB4> Oexpectw.

4. The Current Account Monetary Model

S=By+B,(m-m )+ B, (y-y V+By (=i V+P(r-r")+By(TB-TB")+e 46

with B, = 1, B, < 0, B, < 0, B¢ > 0, and Bs > O expected.

5. The Portfolio Balance Model

S=Py+B,(m-m ") +B,(y-y ) +P(i-i ") +B(r-1")+P(B-B")+e @n

withB!=l,ﬁz<0,B3<0B4>O,B5>Oexpected.

6. The Dynamic Stock-Flow Model

st=p0+ p lst-l +B,(m-m ‘)e"' B,(p—p ’)c-l +p,0-y .)t+p5(y -y ‘):-l +Z, (48)

with constraints 2B, = 1,8, < 0,8, > 1,8; > 0, B, < Oand ;5 < O,

7. The Relative Price Monetary Model

S=Bo+P,m-m")+B -y )+ Bs(i-i V+P(r-r7)+Bs(g-q")+e (49)

where g-g*=log((P"/P")/@"/P"")), By =1, B, < 0,B; <0, B, > 0and 0 < B < L.

where:
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S: logarithm of exchange rate
m: logarithm of money supply (Japan)
y: logarithm of real income (Japan)

-y
*e

short run interest rate (Japan)

3

long run interest rate (Japan)
logarithm of cumulated trade balance (Japan)

logarithm of government bond (Japan)

vy oy

logarithm of consumer price index (CPI) used as proxies for expected price

levels (Japan)

X

logarithm of producer price index used as prices of traded goods (Japan)

q: price ratio of traded-nontraded goods

Thatis g = log (p"/p)

*:  The same variables that corresponding to USA

The OLS regression results are reported in Table 1. Some of the models have
expected properties while others seem to be inconsistent with the theoretical predictions.
For the flexible price model, real interest differential model and portfolio balance model,
the estimated coefficients heve the expected signs, however the restriction that the
estimated coefficients of the money differential be unity is rejected at 5% significant
level.

The coefficients of other models do not appear to be consistent with what is
expected. In the case of the sticky price monetary model, coefficients have the expected
signs, except for the positive estimated coefficient for the short-run interest rate, other

coefficients have expected signs. The results of the current-account monetary model are
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not favourable because most coefficient estimates have wrong signs. In the case of the
dynamic stock-flow model, only the estimated parameters on real income and the price
level have the correct signs. In addition, the restriction that the sum of estimated
coefficients is unity is not confirmed. The relative price monetary model has the wrong
signs on the terms of money supply and price ratio of traded and nontraded good: None
of these models can pass the restriction that the sum of monetary supply parameters be

unity, including three of the better-performing models.

Overall, half of the coefficient estimates are not consistent with what theories
predict, especially the signs, although most of the coefficients are significant. The R’s are
close to one, and Durban Watson values are high; The first order autoregression
coefficients are also relatively high.

The results of our regression are consistent with those of previous studies. Meese,
R. and Rogoff (1983) have suggested the following factors for the observed poor
performance.

First, the empirical work on efficiency of foreign exchange markets and exchange
rate risk premium has thrown doubt on the assumption of uncovered interest parity, which

is commonly assumed. In the presence of a risk premium, interest parity should be:

* '] Y
r,=r, +AS;y+P, (50}

Only if the risk premium, p,, is zero, does uncovered interest parity hold. A

number of authors, including Bilson (1981), Cumby and Obstfeld (1981), Geweke and
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Feige (1979), Hakkio (1981) have found evidence of risk premia. But the risk premium
may not be very large. Therefore, deviations from uncovered interest parity fully explain
the poor forecasting performance of the structural models.

Second, the specification of the goods market in the models may be suspect. There
is strong empirical evidence that purchasing power parity, on which the monetary
approach is based, does not hold in the short run.

A third explanation points to the instability of the money demand functions. As
documented by Goldfeld (1976), U.S. money demand shifted downward starting from
1973. Other studies also found that Japanese money demand was unstable. Booth and
Poloz (1988) concluded that the performance of real interest differential model improved
with the use of shift adjusted money, a free dynamic structure and nonimposition of the
static restrictions. Broadly speaking, the underlying parameters in the models shifted over
time due to changes in global trade patterns, or changes in policy regimes. And these
simple structural models with constant coefficients are not well suited to describe the
volatile structural change in the real world.

Fourth, measuring inflationary expectations presents another major problem. The
sticky price model, real interest differential model, current account model portfolio
balance model and relative price model here are potentially quite sensitive to the proxy
used for the expected long run inflation differential. It is possible that long term interest
rates and past inflation rates aré poor proxies for the expectations variable.

Fifth, imposing the constraint that domestic and foreign variables enter these

equations in a differential form implicitly assumes that the parameters of the domestic and
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foreign mone + demand and price adjustment equations are equal. While this assumption
is conventional in empirical applications, it may be a potential source of misspecification.
The above list of explanations may account for the poor performance of the seven
structural models. Among the seven models, the flexible price model, real interest
differential model, and portfolio balance model perform better, because all the estimated
coefficients of these models have correct signs, except the coefficient of m - m" is not
close to unity. In view of such results, we will later compare the forecasting performance
of these three models with that of a random walk model and our preferred version of a

monetary model.

In the exchange rate literature, the random waik model (RWM) often is commonly
used as a benchmark for comparison of forecasting performance. If the movement of an
exchange rate follows a random walk, the best predictor of the future spot rate is, then,
the current spot rate. The rahdom walk model is a useful reference. If an exchange rate
model cannot beat the RWM , then it is useless *~ a tool for forecasting. The RWM
assumes that the change in the spot rate is vnoredi’ table. The spot rate has already
incorporated all relevant information to date and is therefore is the best forecast of the

future spot rate. It's form is:

Sp1=S, (51)

where S,, %, and S, are both in logarithm forms.
The accuracy of out-of-sample forecasting used in this paper for comparing

structural models with the RWM is measured by three statistics: mean error (ME), mean
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absolute error (MAE) and root mean square error (RMSE). These are defined as follows:

Ry- -
iz B Toed .
R
-0 k
MAE =§ lxtoﬂt—ymuk' (53)
2=0 n,
Ryg - 1
RMSE =} M]z (54)
=0 "k

where & : forecast step,
n, : total number of forecasts,
Y, : actual exchange rate,
X, : the forecast exchange rate,

t : forecasting beginning period.

Root mean square error is the prircipal criterion for comparing forecasts. The other
two measures are also useful. For example, RMSE is inappropriate under some conditions
such as when exchange rates are governed by a non-normal stable Paretian process with
infinite variance. Therefore, we also include mean absolute error, which is especially
useful when the exchange rate distribution has fat tails. Mean error is another
measurement similar to MAE. Both of them can help to tell whether a model

systematically over- or under-predicts.
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In this paper the initial sample period for estimation is 19791-1990.11. The
forecasts are a one-quarter-ahead forecast generated for one horizon over the post sample
period of 1990.111-1994.L. The RMSE, MAE and ME for each model are listed in Table
5.1. Bach RMSE value is larger than corresponding MAE value, while each MAE value
is larger than MA value, indicating that the models do not systematically overpredict or
underpredict. We also note that the random walk model, whose RMSE is 0.02308, MAE,
0.01024, ME, 0.00629, outperforms in RMSE, MAE and ME over other models. Our
results presented above obviously show that the flexible price, real interest differential and
portfolio balance monetary approach are not significantly better than the random walk
model, a result consistent with previous studies.

In addition to measures of forecast errors, we also compare models on the basis
of forecasting the direction of change. This yardstick of comparison is less stringent, but
very useful for practical purposes. As indicated by Table 5.2 the three structural models
correctly predicted the direction of change 9 out of 15 forecasting quarters (Table 5.2).
But in general, structural models are less favourable than the random walk model, which
predicted the direction of change 7 over 15 forecasting quarters.

In the previous section, we state the shortcomings of these models. Failure to beat
the random walk model may due to these reasons. However, there may be another reason
to explain this failure. It is that these models fail to account for the long run and short run
relationships among the variables. They only consider the long run equilibrium in the
model. As reviewed earlier, the exchange rate and variables in exchange rate equations

all appear to be nonstationary. The Jow DW statistics and strong presence of first order-
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autocorrelation are evidence that simple regression in levels with nonstationary variables
is not appropriate. In view of this consideration, in the following part, we obtain our
model by using an error-correction model which takes account of these factors and may
improve upon the conventional monetary models. Our model is derived from the flexible
price model, the best performer in predicting the future exchange rate among the seven

models that we have evaluated.

3.2 Unit root and cointegration tests

In order to determine the degree of integration of the variables in the above seven
models, we employ the conventional Augmented Dickey Fuller (ADF) statistic. The
hypothesis of a unit root in an autoregression is tested by means of estimating the

following two different models.

k
) Ay, =6g+aY, +]E yIAy‘_fe' (55)
=1
L Test hypothesis: H,: o,=0
H;: o,#0
Test statistics: no, and T
IL Test hypothesis: H,: og=0,=0
H;: 0,#0 or o,#0

Test statistics: F-test P,
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A
@ AY.=¢o*¢.y.-l+¢zt+§ VAVt (56)
L Test hypothesis: H,: a,=0
H;: o,#0

Test statistics: no, and T

I Test hypothesis: H,: 0g=0,=0=0 (zero drift)
H,: 0,70 or 0,#0 or 0,#0

Test statistics: F-test @,

118 Test hypothesis: H,: oy=0,=0 (non-zero drift)
H,: o,#0 or a,#0
Test statistics: F-test @,

It should be noted that the critical values of the above test statistic based upon the
standard ¢-statistic crucially depends on the sample size and whether or not a constant
term is included. The value of k is chosen to be sufficiently large so that the e,is a close
approximation to white noise. However, an unnecessarily large value of h and the
consequent inclusion of insignificant lagged Ay, variables can reduce the power of the t2st.
But when we run the model by SHAZAM, the program will automatically chose the
suitable lagged value.

The results of applying the ADF test are reported in Table 2.1 and Table 2.2. They

show that % nall hypothesis of a unit root cannot be rejected at the conventional
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significant level. The tests of Augmented Dickey and Fuller on all variables, m - m,y-
y',i-i',r-r,P-P, q-q, B-B" are integrated of degree one except TB - TB'® which
is integrated of degree two.

In the case of the exchange rate, we find that AS, is stationary. Therefore, the S,
series is integrated of degree one.

While in general a linear combination of variables integrated of degree one is also
integrated of one, there is a special case in which it is integrated of degree zero, or, the
variables are cointegrated. Based on the seven structural regression models, we check if
the linear combinations of all the variables in each models are cointegrated. The results
(Table 2.3) for cointegration tests are disappointing with few parameter estimates
approaching significance. The null hypothesis of no cointegration be rejected for all the
seven structural models, that is to say the residual series for these models may all possess
unit roots. S, are not cointegrated with other variables in each model. So from our seven
conventional regression models, even though the flexible price, real interest differential,
and portfolio monetary models appear to have the estimated coefficients with the expected
signs, there is a risk that these structural models may capture only spurious relationships

among variables that contain stochastic trends.

3.3 Model: Monetary Approach to the Exchange Rate
The presence of unit roots and noncointegration may be the reason why
conventicnal models fail. What should one do is a situation in which all the variables are

not stationary? The classical approach to dealing with a model with integrated variables,
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especially in the time series literature, has been to difference them as many times as
needed to make them stationary. This approach has the merit of simplicity. Once all series
have been transformed to stationarity, dynamic regression models may be specified in the
usual way, and standard asymptotic results apply. The problem with this approach is that
differencing eliminates the opportunity to estimate any relationships between the levels
of the dependent and independent variables. In the case of cointegration, such
relationships exist, and they are often of considerable economic interest. Thus simply
using differenced data is often not an appropriate strategy.

A second approach is to estimate some sort of an error correction model. The error
correction model is a useful way to estimate a regression model when variables have unit
roots and variables are cointegrated, furthermore, it combines the long run and short run
factors together.

But what is the error-correction modél? The Engle-Granger Representation
Theorem implies that any system of cointegrated variables tﬁat has an ARIMA
representation may be written in the form of an error-correction model. Our model isa
special case of an ARIMA model because there is no autocorrelation evidence in our error
term. We will verify this later. In particular, if we have a system of variables X that are
cointegrated with cointegration vectors given by a matrix B, then we write the dynamics

of the system as:

AJ(,=¢:¢(N(,_,)+}El YAX e, (57
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Here, the vector BX gives the deviation of the system from its long run equilibrium
relationships, while o measures the speeds of adjustment towards those relationships for
each variable and the lagged YAX captures other short-run dynamics. If f were known,
there would be no problem in estimating the error correction model by least squares,
otherwise, we have to estimate the long run equilibrium relationship first to get the
estimated value of B, and then substitute it in the estimating ECM model.

We will estimate cur exchange rate equation usi» the non-linear least squares
methodology described by Phillips and Loretan (1991). Unlike the Engle and Granger
(1987) two-step procedure, with this method we can estimate simultaneously both the

long- and short-run relationships in the form:

Ay =p(D)0),-1 %1 B) 2V (L) +4, (58)

where y is the dependent variable i.e., spot exchange rate, x and z are vectors of long-run
and stationary short-run explanatory variables, respectively. p(L) and L) are polynomials
in the lag operator, B is the cointegration vector between y and x, u, is an ii.d mean zero
error term. Phillips and Loretan (1991) find that, given the presence of cointegration,
standard hypothesis-testing statistics, such as t-ratios and F-statistics, can be used in the
usual way to test hypotheses about B and ¥y (not @). In general, the above equation may
include any number of lags of the variables.

In this paper, we will use such an error-correction model to forecast the exchange

rate, the model is derived from the flexible-price monetary formulation (57). The reason
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that we choose the flexibie-price model is thas it has a better performance based on

previous evaluation. The basic model is:

st=mc—ml‘ Ny, °y ; "’G(i,'i:), (59)

where the definition of the variables here is the same as before, but we relax the
constraint that the parameters of domestic and foreign variables are identical except for
the interest rate differential. The restriction for identical coefficients may not be valid, and
is not essential for the theory. Haynes and Stone (1981) found that such restrictions on
the monetary models were rejected by their data. A further assumption underlying the
flexible price monetary model is that the risk-premium g, is identically zero and therefore

UIP holds:

i=17+ES, 1S, (0)

The combination of the above equations will generate the following spot exchange

rate equation:

I SN SO IR bW (61)
S Tre” 1+e T2 Tiedt T Teelter

The above equation includes the unobserved variable ES,,,. By applying a
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mathematical expectation to the above equatior, we generate an expression which
specifies the expected value of exchange rates in any future period. The expression may

be repeatedly :ubstituted into the above equation to obtain a "news model":

l -
S,.=
¢ l*'el.o

(1+ Em,;~m, 1Y, Yo (62)

This is a monetary model with rational expectations. It differs from the simple
flexible price monetary model. The exchange rate in this rationel expression i. netary
model not only depends on current values of money supplies and real incomes, but also
depends on their infinite expected future values. The solution for the spot exchange rate
requires expectations of the future paths of all the exogenous variables. So it is necessary
to obtain an observable expression for the expectation terms it contains.

Following Campbell and Shiller (1987), S,., and x, are subtracted from either side

of the above equation and rearranging it:

5 51= _E e +e]'E(Ax‘JI) (63)

where x, = [m, - m’, -y, + N'y’J
Since m,, m,", y,, and y, are first-difference stationary (1) variables, then the above

equation is Z(0). Thus the right hand side of the aboye equation is also stationary, i.e. the
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exchange rate is cointegrated with m,, m,,y,andy’ .

The right side of above equation is an infinite stationary series. According to the
Wold Decomposition Theorem, there exists a finite-order auto regréssive representation
when the infinite series is inverted. Following this model, our error-correction model is
derived from the above infinite stationary series equation.

Also we need to establish a cointegration equation in order to capture the long-run

relationship among these variables. The cointegration equation is:

3,-Bg*+By(m,—m.)+ By, B2y, +BsGl) % (64)

The explanatory variables in the above equation are i levels. We also need to test
whether the .variables are cointegrated. If they are cointegrated, then we can specify an
easily interpreted form for an exchange rate equation, like an error-correction model.

There are several tests for cointegration. The first approach is that advocated by
Engle and Granger (1987). As we have mentioned before, their two-step procedure
requires us first to estimate a static ordinary least squares regression of the above
equation, and then test the resulting residuals for stationarity.

An alternative single-equation cointegration test with possibly more power has
been proposed by Hansen (1990). The potential increase in power is due to the fact
Hansen's approach yields a limiting distribution that is invariant to the number of
regressors. Briefly, the test requires us to estimate the same static regression as above

using the Cochrane-Orcutt procedure.
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Another approach to testing for cointegration is the systems approach developed
by Johansen (1988) and Johansen and Juselius (1990). Recent Monte Corlo work by
Gonzalo (1989) suggests that the Johansen systems approach to estimating and testing for
cointegration performs better than both the methods advocated by Engle and Granger
(1987) and by Hansen (1990). This approach involves using maximum likelihood methods
+ . snate a full vector-autoregressive system of equations that includes both levels and
iut dicferesres. The rank of the coefficient matrix corresponding to the level terms is
then vsed t test the number of cointegrating vectors.

In this paper, we only apply the approach advocated by Engle and Granger (1987)
since it is much easier to carry out. Our test statistic is T = -4.01 whose absolute value
is larger than its critical value, -3.81. Given that the estimate statistic is close to the
critical value and the cointegration test is known to not be powerful, we proceed under
the maintained hypothesis that cointegration exists. We use estimated z in gstimating our
ECM. This implies that our model captures the variables that have a significant influence
on the long-run exchange rate over this period. Our next step is to formulate and estimate
an error-correction model for the exchange rate.

Putting the estimated z in the finite-order auto regressive equation as we have
mentioned before and following the idea of MacDonald and Taylor (1993), we lag each
variable five times to capture the autocorrelation phenomena of the data.

Our error-correction model becomes:
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where u,, z, denote disturbance terms and z, also denotes an error correction term which
is the estimated residual z, of equation (62), and p is the speed of adjustment expected to
be negative so that the path of the exchange rate is convergent. Thus a positive value of
z, implies that s, is above its long run equilibrium level, and the exchange rate tends to
depreciate in the next period.

Before estimating this model, first we check whether the variables in the model
are 1(0). From Table 2.1, 2.2 we see that all the variables except z are /(1) but thejr first
difference is integrated of degree of zero, which satisfies the condition for the error
correcﬁon model.

Here we regress our model and compare it with the other monetary models
discussed before and the random walk model (RWM). The regression is run by setting n
=1 or 2, 3, 4, 5 respectively. In order to find the optimal value of the lag, Akaike
Information Criteria (AIC) should be calculated. Akaike's AIC criterion is defined as

follows:

AIC(n) =hof%l; (66)

where o, is the ML estimator of the wesidual variance obtained from a model with lg
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iength n, that is 6,2 = SSE/T. For this criteria the lag length estimate » is chosen so as to
minimize the criterion used. AIC values for the lags from 1 to S in this model are
0.145E-3, 0.151E-3, 0.152E-3, 0.130E-3, 0.83E-4. We therefore conclude that n = 5 is the
optimal lag number. We regress this model wita five lag terms for each explanatory
variable.

The estimated results show not all of the coefficients are statistically significant.
In order to improve efficiency, eliminating insignificant coefficients is necessary. By
successively omitting the variables with the lowest t-statistics antl reestimating the model,
it eventually reduces to the specification reported in Table 4,

In the next part, we subject the model to a variety diagnostic tests to determine
its adequacy. The aim is to ensure that the inferences presented in Table 4 are valid, and
to see whether the model is useful for forecasting exchange rates out-of-sample.

Our first step to ensure the validity of the inferences is to test for serial correlation
in the equation's residuals. The Durbin-Watson value is not valid when lagged exchange
rates are added as explanatory variables. So only Durbins's H, M tests, and a Bruesch-
Godfrey (BG) test are carried out here. The test results are reported in Table 3.1. Both
Durbins H and M tests show that there is no autocorrelation in the error term, since
Durbins H, M statistic values are -0.4041, -0.2578 and BG value are 0.1603, 1.2348,
3.1942 and 3.9506 which are all less than their corresponding 5% critical value, and also
the null hypotheses of no AR(1), AR(2), AR(3), AR(4) are rejected at 5% level by the BG
tests.

Next, we consider whether the data show evidence of autoregressive
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heteroscedasticity. Since the foreign exchange rates are generally estimated using time
series data where the residuals are quite small for a number of successive periods of time,
then much larger for a while, then smaller again, and so on. Thus the error term maybe
show the evidence of autoregressive heteroscedasticity. There has been a great deal of
literature on ways to model this phenomenon. Engle (1982) first proposed the concept of
autoregressive conditional heteroscedasticity (ARCH) which is a quite general
phenomenon in exchange rate data. The basic idea of ARCH is that the variance of the
error term at time ¢ depends on the size of the squared error terms in previous time
periods. Engle's (1983) ARCH mode: is designed to analyze the stochastic process that
is serially autocorrelated with zero mean and conditional variance which is a function of

past errors. The ARCH model can be stated as follows:

YY1 ~N&xB8:h)
"s"“o*’“le??l*“ze:l +"‘+¢pe?-p 67
€Y, ~%P
@>0,%,20,0=1,2,...0.

where x is a linear combination of lagged endogenous and exogenous variables included
in the information set I, ,p is a vector of unknown parameters, h, can be generatized tc
include current and lagged x's to provide a wider class of possible parameterizations of
heteroscedasticity.

There are several reasons for choosing this particular representation. Cumby and

60



Obstfeld (1984) and Hodrick and Srivastava (1984) provide evidence that the forecast
error is heteroscedastic. The ARCH model is a convenient specification for incorporating
heteroscedasticity into the estimation procedure.

Since ARCH implies that the variances are not homogeneous, we test for
heteroscedasticity to confirm this. BP and LM tests are conducted here. (Table 3.2) We
also use LM tests to try to identify the lag number in the ARCH model (Table 3.2). Our
results are less than the respective critical value, so we cannot reject the null hypothesis
of homogeneity. Therefore, the model is not an ARCH model, and the standard tests can
be finished by simple OLS techniques.

On the basis of the above tests, we find no evidence that would cast serious doubt
on the inferences presented in Table 4. Therefore, we now turn to consider other tests of
the model's adequacy.

One criterion of a model's adequacy suggested by Hendry and Richard (1982) is
parameter constancy over the sample period, since stability of the parameter estimates is
a key factor in the model's ability to forecast accurately out-of-sample. As Hendry (1979)
has shown, dynamic specification can be critical to the constancy of equations, so
parameter inconstancy may suggest that the specified dynamic structure is inadequate. To
test this, we apply CUSUM and CUSUMSAQ tests via r;cursive residuals, which show no
evidence of parameters instability.

We also examine the specification for possible evidence of non-linearities. We use
the Ramsey (1969) Reset test. The Reset test requires adding powers of the predicted

dependent variable to the original set of explanatory variables and determining whether
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the coefficients of these variables are significantly different from zero. The Reset test is
F-distributed. Test results (Table 3.4) show evidence of non-linearity. Such non-linearity
may due to relavent variables omitted which can lead to biased and inconsistent estimates.

Finally, we test for normality. For access to this literature we can see White and
MacDonald (1980) and references listed in Judge, et al (1985). We will perform two tests.
One is a GF test, the other is an LM test. Under the null hypothesis that the errors are
normally distributed, our results are ambiguous for these two tests. The value of the GF
test is 33.301 which exceeds the critical value x2(2) = 5.991, while the LM value is
37711 which does not exceed the critical value (see Table 3.3). So we cannot draw any
conclusion from these two tests. Non-normality is common in financial time series and
given our large number of observations and the absence of serial correlation, this non-
normality is unlikely to affect our inferences.

In sum, fairly rigorous diagnostic tests find no evidence that would suggest that
our inferences in the preceding sections are suspect. Thus our post-sample forecasting
based on this error-correction model is valid.

So far, we have investigated only the properties of the estimated monetary model.
A stronger criterion to evaluate the usefulness of the model would be to determine how
well they perform out of sample. In order to carry out this function, we reserve the last
15 observations from 199011 to 1994.1 for out-of-sample forecasting evaluations. The
system is estimated beginning with the period 1990111 and one quarter ahead forecasts
of the exchange rate are generated. The methods used here are the same as that when we

forecast the structural regression models. Ultimately, 15 quarter ahead forecasts were
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obtained. The realized values of the estimated coefficients are used to generate all
forecasts. The statistics used to gauge the out-of-sample properties of the models are the
root mean square error (RMSE) and mean absolute error (MAE), and mean error (ME).
These are 0.01564 (RMSE), 0.01156 (MAE), -0.0003 (ME) (Table 5.1). Compared with
the conventional flexible price model, the real interest differential model, the portfolio
balance model and the random walk model, our model outperforms all of them at a one
quarter horizon (Table 5.1). As indicated by Table 5.2, the error-correction model aiso
correctly predicted the direction of change for 11 out of 15 forecasting quarters, so is a
more accurate predictor in direction.

However we notice that the speed of adjust:nent p in our model is -0.0016, and
it is insignificant at the 5% significance level. This insignificant value provides ambiguous
evidence for using this error-correction model. In order to prove that our error-correction
model is still a good model despite this, we compare this model with a similar model
without the error correction term z,. The forecast results for both these models are reported
in Tables 5.1 and 5.2. They show that our error-correction model beats the similar model
without the error correction term z, in the RMSE, MAE, ME and the direction of the
forecast errors.

The results of here suggest that the monetary model of the exchange rate may still

be useful in forecasting the exchange rate.

4. CONCLUSIONS

After a brief survey of the conventional monetary models of the exchange rate, we
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investigate the performance of these models by estimating them using data for the
Japanesc yen;US dollar exchange rate over the period from the first quarter of 1979 to the
first quarter of $994. We find these me7 - fail to beat the random walk model. One of
the reasons why taese conveniional modele fail is that most relevant variables have unit
roots. In this paper, an error correction model is constructed and estimated to improve
forecasting performance.

Although there are problems in our error-correction model, it still has strong
explanatory power and reliable forecasting capability. It outperforms the random walk
model and other conventional structural models.

Due to time constraint, the exchange rate study in this paper is a preliminary work.

If time permits, we will extend our stuc, to other exchange rates.



Table 1. The OLS estimates of the Conventional Models

md! 1 mdl 2 mdl 3 mdl 4 mdl 5 mdl 6 mdl 7
0.003°
0.001
0.33° 0.66° 0.26 -0.08 0.23° 0.19° 0.30°
0.09 0.13 0.12 0.11 0.10 0.11 0.12
0.14° -1.76" -1.37° -1.10° -1.37° -1.49° -0.41°
0.07 0.12 0.11 0.09 0.10 0.12 0.11
0.71°
0.13
o.01° -0.003 0.0006 | -0.001 0.001
0.003 0.003 0.002 0.003 0.003
0.14°
0.17° 0.19° 0.10° 0.03 0.16’
0.22 0.03 0.03 0.03
-0.01°
0.001 ¢.07"°
0.02
0.06
0.12
-0.19°
4.12° 0.09
4.18%° 3.95 4.22° 4.40° 0.064 4.40° 4.18°
0.04 0.063 0.065 0.058 0.570 0.067
0.539 0.982 0.989 0.993 0.991 0.985 0.990
0.613 0.496 0.652 0.639 0.659 0.829 0.670
0.602 0.678 0.589 0.560 0.588 0.544 0.599

Note: 1. Value below the estimated coefficients are standard error.
2. p is the coefficient of AR(1) errors.
3. * denotes significant at the 5% level.
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Table 2.1 Unit Root Tests for Variables of Japan (a)

4
A>':=¢o+“1)':-1’?.: YjAyt-j"" ¢
=1

z-test T-test F-test @, 1(d)
-0.0507 0.0278 0.9291 (1)
-14.154 -3.6370 6.7709 1(0)
-2.0301 0.7573 0.4335 (1)
S -3.3162 5.7305 10)
-0.6286 -0.2877 0.4267 1(1)
-52.698 -13.117 87.545 100)
— -1.3034 0.6260 1(1)
—- -4.2810 9.1670 1(0)
-6.4991 -1.7842 1.5919 (1)
—m- -4.5761 10.472 1(0)
2.9150 -1.4667 1.3262 12)
------ 2.2828 2.6063 (1)
— -5.7654 16.624 1(0)
-3.9025 -1.4136 0.9994 1(1)
-58.41 -18.651 176.28 1(0)
-1.9585 0.7322 0.4281 (1)
-16.632 -3.8652 7.7304 10)
-14.465 2.8610 4.4753 K1)
— -6.0882 18.551 1(0)




Table 2.2 Unit Root Tests for Variables of Japan (b)

P
Ay =0+ ey, +&at Y YA, *e,
J

[vaﬁable T-teSt F‘test ¢l F‘test (bg I(d)
| s 2.1791 2.7770 3.1474 K1)
-9.4661 33.340 49.658 1(0)
2.4604 2.7654 3.9844 (1)
-3.3081 3.8955 5.6141 1(0)
2.4228 2.9686 4.0189 (1)
-12.960 59.153 87.199 1(0)
-3.4132 4.3162 6.3609 1(1)
-4.2249 5.9917 8.9839 1(0)
-1.7558 1.0955 1.6430 1(1)
-4.6317 7.1760 10.763 10)
-1.0658 0.98527 1.2303 12)
-2.4861 2.0713 3.1063 1(1)
-5.6906 10.869 16.298 1(0)
-1.0149 1.4013 2.1017 1(1)
-18.648 122.72 181.65 1(0)
2.3707 2.6222 3.7560 (1)
-5.8467 12.426 18.302 1(0)
-2.8396 2.9390 4.0328 (1)
-6.0265 12.147 18.203 1(0)
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Table 2.3 Cointegration Tests

The test for no cointegration is given by two types of the cointegrating equations

and the test for a unit root in the estimated residuals u, ©
L
yﬂ=po+jzz ﬁp’uﬂl,
»
Yu=Bo*Bit+) By,
=2

P
Ab=agh '32: VAL,
=

w — — —
equation c/n c/n c/t cl/t coint
z-test T-test 2-test T-test

1 -22.051 -4.3454 -27.560 -4.4409 not ]‘
2 -17.716 -3.8041 —mommen -1.7596 not

3 -22.687 -4.3386 -29.297 -4.7776 not

4 -28.647 -5.4691 | - -4.1853 not

5 -23.852 -4.3148 | ——— -4.7237 not

6 e -2.6638 | ———- -3.0021 not

7 -22.467 -4.1765 -29.296 -4.7773 not

Note: c/n denotes constant and no trend

c/t denotes constant and trend



Table 3.1 Test for Autocorrelation

H,: no autocorrelation
H,: autocorrelation

Test Stat Results D.F 5% Critical Reject/not
value

Durbins H -0.4041 - Zz =-196 not reject
Durbins M -0.2578 19 ty =-2.09 not reject
BG

-AR(1) 0.1603 1 x*(1)=3.84 not reject
-AR(2) 1.2348 2 2%(2)=5.99 not reject
-ARQ3) 3.1942 3 %%(3)=7.82 not reject
--AR(4) 3.9506 4 %x%(4)=9.49 not reject

Table 3.2 Test for Heteroscedasticity and ARCH effects

e

H,: homoskedasticity
H,: heteroscedasticity

—

Test Stat value D.F. Yo.os Reject or Not
Reject

P BP 7.6724 4 9.4877 not reject
White 12.7680 20 31.4104 not reject
LM:
ARCH(1) 0.9001 1 3.8415 not reject
ARCH(2) 0.9032 2 5.9915 not reject
ARCH@3) 0.9033 3 6.2514 not reject
ARCH@) 1.5410 4 7.7794 not reject
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Table 3.3 Test for Normality

H,: error term is normal distributed

H,: error term is not normal distributed

—-CM
Test Stat Results D.F. Yo.os(2) Reject or Not
Reject
GF 33.301 2 5.991 reject
LM 3.7711 2 5.991 not reject

Table 3.4 Test for Non-linearity

H,: Specification for Non-linearity

H,: Specification for linearity

| Test Stat

Reject or Not
" RESET(2) 1.0012 1,19 not reject )
| RESET(3) 0.9407 2,18 not reject
| RESET(4) 0.6269 3,17 not reject
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Table 3.5 Results of CUSUM and CUSUMSAQ tests

RECURSIVE RESIDUALS - SIGNIFICANCE LEVEL = 5%

OBS REC-RES

27 -0.70196E-02
28 -0.1965CE-02
29 0.95219E-02
30 0.18579E-02
31 -0.29766E-02
32 -0.41696E-02
33 0.27382E-02
34 -0.18110E-02
35 -0.35554E-03
36 0.77640E-03
37 0.10403E-01
38 -0.86942E-02
39 -0.24199E-02
40 -0.97834E-02
41 0.23604E-02
42 0.45646E-02
43 0.66208E-02
44 0.35850E-02
45 0.40884E-02
46 0.11005E-03

HARVEY(1990,EQUATION 2.10 RECURSIVE T-TEST=0.3041 WITH 19 D.F.
HARVEY(1990,EQUATION 2.12 HETEROSKEDASTICITY TEST=0.5753 WITH M

=6

CUSUM

22844
C.4403
Q.09731
0.47.52

0.1063
0.8653%
0.36831
0.6997¢
0.76476
0.62269
1.28095
0.30994 9.3271
0.75275 9.7510
2.54294 10.1750
2.11102 10.5990
1.27578 11.0229
0.06429 11.4469
0.59171 11.8708
1.33982 12.2948
1.35995 12.7188

4.6635
5.0878
5.5115
5.9354
6.3594
6.783

7.2073
7.6313
8.0552
8.4792
8.9031

-0.30277
-0.25277
-0.20277
-0.15277
-0.10277
-0.05277
-0.00277
0.04723
0.09723
0.14723
0.19723
0.24723
0.29723
0.34723
0.39723
0.44723
0.49723
0.54723
0.59723
0.64723
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BOUND LOWER CUSUMSQ UPPER

0.08641 0.40277
0.09319 0.45277
0.25219 0.50277
0.25824 0.55277
0.27378 0.60277
0.30427 0.65277
0.31742 0.70277
0.32317 0.75277
0.32339 0.80277
0.32445 0.85277
0.51425 0.90277
0.64682 0.95277
0.65709 1.00277
0.82494 1.05277
0.83471 1.10277
0.87125 1.15277
0.94813 1.20277
0.97067 1.25277
0.99998 1.30277
1.00000 1.35277



Table 4. Results of an Error-Correction Model

coefficient st. error t-ratio
-0.0067 0.0052 -1.269
0.1897 0.1430 1.327
0.1942 0.1305 1.488
-0.0664 0.0663 -1.001
0.1499 0.0693 2.164°
-0.0559 0.0862 -0.648
-0.5651 0.0288 -19.61°
-0.1552 0.185 1.431
-0.0762 0.6:20 0.964
0.8091 0.0766 10.57°
-0.1214 0.1655 0.734
-0.1536 0.1253 -1.226
0.0041 0.0024 1.727°
-0.0066 0.0024 2.738
0.0053 0.0030 1.752°
-0.0044 0.0020 2.227
0.0014 0.0021 0.676
0.0015 0.0024 0.616
0.0032 0.0016 1.959°
0.0024 0.0012 1.999°
-0.0016 0.0114 -0.136
-0.0047 0.0022 -2.100°

Note: * denotes significance at 5% level.
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Table 5.1 Results of RMSE, MAE and ME measurement.

Model Flex Rea Int Postio our mdl our mdl R.W.
no z,

E RMSE 0.02697 0.03354 0.05653 0.01564 0.02435 0.02308
MAE 0.01847 0.02086 0.04560 0.01156 0.02019 0.01524 A\J
ME 0.00964 0.01051 0.02409 -0.0003 0.01015 0.00629

Table 5.2 Direction of forecast errors (forecast number:15)

Model - Flex Rea iat Portfo our mdl our mdl R.W.
no z,

correct 9/15 9/15 9/15 11/15 8/15 715

direct
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Appendix: Data Sources
The data for this study related to the Japanese Yen-U.S. dollar exchange rate are taken

from the International Monetary Funds's International Financial Statistics database and

Main Economic Indicators

S,: logarithm of the yen price of the US dollar, taken from International Financiai

Statistics (line ae), published by the International Monetary Fund.

B-B' : logarithm of the ratio of the Japanese bond to the US bond, taken from
International Financial Statistics (line 36ab). The US bond has been converted to

yen using the corresponding exchange rate.

m-m.: logarithm of the ratio of the Japanese money supply to the US money supply.
Money supplies are seasonally adjusted M1 figures, taken from International

Financial Statistics (line 34b)

y-y": logarithm of the ratio of the Japanese real income to the US real income.
Seasonally adjusted figures for industrial production are taken as real income from
Main Economic Indicators, published by the Organization for Economic

Cooperation and Development.
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. ..
-1

pp

9q:

short term interest rate differential, taken from Inrernational Financial Statistics

(line 60b 60c).

long term interest rate differential, which are government bond yield rates, taken

from International Financial Statistics (line 61).

expected inflation rate differential. The logarithm of consumer price indexes (CPI)
are used as proxies for expected price levels, which are taken from Infernational

Financial Statistics (line 64).

logarithm of the relative price differential. Relative price is the price ratio of
traded goods to non-traded goods. Consumer price indexes are used as proxies for
the prices of nontraded goods while producer price indexes are for the prices of
traded goods. Both two price indexes are taken from International Financial

Statistics (line 64 63;

TB-TB": the trade balance <+ --:idal. Accumulated current account are taken from the

Main Economic Indicators in billion of yen for apan and in millions of dollar for
the United States which has been converted to billion of yen using the
corresponding exchange rate. Both are deflatec by the respective consumer price

indexes.

75



References:

Adler, M. and B. Lehman, (1983), "Deviations from purchasing power parity in the long
run®, Journal of Finance 38, pp. 1471-87.

Backus, David G., "Empirical Models of the Exchange Rate: Separating the Wheat fiom
the Chaff," Canadian Journal of Economics, Vol. 17 Novzmber 1984), pp. 824-
46.

Baillie, R. T., R. W. Bailey and P. C. McMahon (1983), "Interpreting economatric
evidence on efficiency in the foreign exchange market", Oxford Economic Papers,
35, pp. 1-19.

Bailliz, R. T., and P.C. McMahon, The Foreign Exchange Market: Theory and
Econometric Evidence, 1989.

—- and D. D. Selover (1987), "Cointegration and Model of Exchange Rate
Determination,” fnternational Journal of Forecasting, 3, pp. 43-51.

—- and T. Bollerslev (1987), "Common Stochastic Trends in a System of Exchange
Rates," Journal of Finance, 44, pp. 167-181.

Baillie, R. T. (1989b), "The Message in Daily Exchange Rate: A Conditional Variance
Tale," Journal of Business and Economic Statistics, 7, pp. 297-305.

------ , (1987), "Cointegration and Model of Exchange Rate Determination,” International
Journal of Forecasting, 3, pp. 43-51.

Bhargava, A. S. (1986, "On the Theory of Testing for Unit Roots in Observed Time
Series," Revicw of Economic Studies, 53, pp- 369-84

Bilson, J. (1978), "Recent dev-lopments in monetary models of exchange rate
determination, IMF staff paper pp. 201-23.

----- , (1978t), "The Monetary Approach to the Exchange Rate: Some Empirical
Evidence,” IMF Staff Papers, 25, pp.48-75.

Bisignano, J., and X. Hoover, "Some Suggested Improvements to a Simple Portfolio
Balance Model of Exchange Rate Determination with Special Reference to tie
U.S.Dollar/Canadian Dollar Rate, Weltwirtschafiliches Archiv, Vol. 118, No. 1
(1982), pp. 19-38.

Booth, P.M. and S.S. Poloz (1988) *Unstable Money Demand and the Money Model of
the Exchange Rate," Canadian Journal of Economics 21, pp. 785-98.

76



Branson, William H., Hannu Halttunen, and Paul Masson (1977) "Exchange Rates in the
Short Run: The Dollar-Deutschemark Rate," European Economic Review, Vol.
10, pp. 303-24.

Calderon-Rossell, Jorge R., and Moche Ben-Hosim (1982), "The Bahavior of Foreign
Exchange Rates," Journal of International Business Studies, 13, pp. 99-111.

Campbell, John Y., and Robert J. Shiller, "Cointegration and Tests of Present Value
Models," Journal of Political Economy, Vol. 95 (October 1987), pp. 1062-88.

Corbai, . and S. Quliaris (1986), “Cointegration and Tests of Purchasing Power Parity,"
Review of Economics & Statistics, 70, pp. 508-11.

----- , (1988), " Cointegration and Tests of Purchasing Power Parity," Review of
Economics & Statistics, 70, pp. 508-11.

Cumby, R. E. and M. Obstfeld (1981) "Exchange Rate Expectations and Nominal Interest
Rates: A Test of the Fisher Hypothesis. Journal of Finance, 36, pp. 697-703.

--—-, (1984) "International Interest Rate and Price Level Linkages Under Flexible
Exchange Rates: A Review of Recent Evidence," Exchange Rate Theory and
Practice, Bilson, J. and Marsten, R.C. (eds) Chicago: University of Chicago
Press) pp. 121-51.

Davidson, Russell and Mackinnon, James G, Estimation and Inference in Econometrics,
1993,

Dickey, D. A, and W. A. Fuller (1979), *Distribution of the Estimators for Autogressive
Time Series with a Unit Root," Journal of the American Statistical Society, 74,
366, pp. 427-31.

—--, "Testing for Unit Roots in Seasonal Time Series,” Journal of the American
Statistical Association, 79, 355-67.

Diebold, F. X. Empirical Modeling of Exchange Rate Dynamics, 1988.

Diebold, F. X. and C. D. Hakkio (1985), "Conditional Variance and The Risk Premium
in the Foreign Exchange Market," Journal of Internaiional Economics, 19, 47-66.

Dominguez, K. (1986) "Are foreign exchange forecasts rational? New evidence from
survey data. Economics letters, 21, pp. 277-81.

Dornbusch, R. (1976a), "Expectations and exchange rate dynamics,” Journal of Political
Economics, 84, 1161-76

71



---—- (1976b), "Exchange rate expectations and monetary policy,” Journal of International
Economics, 6, pp. 231-44.

——--- (1983) "Flexible exchange rates and interdependence,” IMF Staff Paper. 3-38.

Driskill, R. A. (1981). "Exchange Rate Dynamics: An Empirical Investigation,"” Journal
of Political Economy, 89, pp. 357-71.

Edwards, S. (1982) "Exchange rate market efficiency and new information®, Economics
Letter, 9, pp. 377-82.

Enders, W. (1988), "ARIMA and Cointegration Tests of PPP under Fixed and Flexible
Exchange Rate Regimes,” Review of Economics and Statistics, 71, pp. 504-8

Engle, R. (1983), “Estimates of the Variance of U.S. Inflation Based on the ARCH
Mode!," Journal of Money, Credit and Banking, 15, pp. 286-301.

Engle, R. F. and C. W. J. Granger (1987), *Cointegration and Error Correction:
Representation, Estimation, and Testing," Econometrica, 55, pp- 251-76.

Engle, Robert F., "Autoregressive Conditional Heteroscedasticity, with Estimateds of the
Variance of United Kingdom Inflation," Econometrica, Vol. 55 (March 1987), pp.
251-76.

Engle, R., D. M. Lilien and R. P. Robins (1987), “Estimating Time Varying Risk
Premia in the Term Structure: The ARCH-M Model,” Econometrica, 55, pp. 391-
407.

Engle, R. F. and B. S. Yoo (1987), “Forecasting and Testing in Cointegrated Systems,"
Journal of Econometrics, 33, pp. 143-59.

Finn, Mary G., "Forecasting the Exchange Rate: A Monetary or Random Walk pheno B

menon?" Journal of International Money and Finance, Vol. 5 (June 1986), pp.
181-93.

Frankel, J. A. (1976) "A Monetary Approach to the Exchange Kate, Doctrinal Aspects
and Empirical Evidence," Frenkel, J. and Johnson, H. (eds.) in The Economics
of Exchange Rates, Scandinavian Journal of Economics 18 pp. 145-65.

Frankel, J. A. (1979a), "On the Mark: a Theory of Floating Exchange Rates Based on
Real Interest Differentials,” The American Economic Reviev/, 69, 4, 610-22.

~--mem, (1979b) "Tests of Rational Expectations in the Forward Exchange Market",
Southern Economic Journal, 46, pp. 1083-101

78



-, (1980) "Exchange Rate, Prices, and Money, Lessions from the 1920s," American
Economic Association, Papers and Proceedings, pp. 235-42.

-enam-, (1982) "The Miystery of the Multiplying Marks: A Modification of the Monetary
Model," Review of Economics and Statistics, Vol. 64 pp. 515-19.

---—-, (1983) "Monetary and Portfolio-Balance Models of Exchange Rate Determination, "
in Economic Interdependence and Flexible Exchange Rate, ed. Cambridge, MA:
MIT Press.

Geweke, John, and Edgar Feige, "Some joint Tests of the Efficiency of Markets for
Forward Foreign Exchange," Review of Economics and Statistics, Vol. 61 (April
1979), pp. 334-41.

Gonzalo, J. "Comparison of Five Alternative Methods of Estimating Long Run
Equilibrium Relationships,” Univeristy of California at San Diego, Discussion
Paper 89-55, 1989.

Grander, C. W. J. and A. Weiss (1983) "Time series analysis of error-correcting
models," In S. Karlin, T. Amemiya and L.A. Goodman (eds) Studies in
Econometrics, Time Series, and Multivariate Statistics. London: Academic F.¢ %

Gregory, Allen, and Thomas H. McCurdy, *Testing the Unbiasedness Hypothes:. "1 the
Forward Foreign Exchange Market: A Specification Analysis," Journal of
International Money and Finance, Vol. 3 (December 1984), pp. 357-68.

,"The Unbizsedness Hypothesis in the Forward Foreign Exchange Market,"
European Economic Review Vol. 30 (1986) 365-81.

Haache, Graham, and John Townend, "Exchange Rates and Monetary Policy: Modelling
Sterling's Effective Exchange Rate, 1972-80," in The Money Supply and the
Exchange Rate, ed.by W.A. Eltis and P.J.N. Sinclair (New York: Clarendon
Press, 1981).

Hakkio, C. S., "The Term Structure of the Forward Premium, 1) Journal of Monetary
Economics, Vol. 8, pp. 41-58.

------ , and M. Rush (1989), "Market Efficiency and Cointegration: And Application the
Sterling and Deutschmark Exchange Markets," Journal of Economic Dynamics and
Control, 7, pp. 1106-20.

Hallwood Paul and MacDonald ronald, International Money: Theory, Evidence and
isiizutions, 1986

79



Hannan, E. J. (1970) Multiple Time Series. New York: Wiley.

Hansen, Lars Peter and Robert J. Hodrick, "Forward Exchange Rates as Optimal
Predictors of Future Spot Rates: An Econometric Analysis," Journal of Political
Economy, Vol. 88 (October 1980), pp. 829-53.

Hansen, B.E. "A Powerful, Simple Test for Cointegration Using Cochrane-Orcutt,”
(1990), University of Rochester Working Paper no. 230.

Hendry, D.F. (1979) Predictive Failure and Econometric Modelling in Macroeconomics:
The Transactions Demand for Money," In Economic Modelling, P. Ormerod (ed.).
London: Heinemann Education Books, pp. 217-242.

- and J.F. Richard (1982), "On the Formulation of Empirical Models in Dynamic
Econometrics.” Journal of Econometrics 20, pp. 3-33.

Hodrick, R. J. (1978) "An empirical analysis of the monetary approach to the
determination of exchange rate,” In Frankel and Johnson (1978).

—-—--and S. Srivastava, (1984), "An Investigation of Risk and Return in forward foreign
Exchange", Journal of International Monetary and Finance, 3, pp. 1-29.

Hodrick, R. J. (1985), "Foreign Currency Futures," National Bureau of Economic
Research Working Paper No, 1743, forthcoming Journal of International
Economics.

Hsieh, David A., "Test of Rational Expectations and No Risk Premium in Forward
Exchange markets," Journal of International Economics, Vol. 17 (August 1984),
pp. 132-84.

Huang, Roger D., "The Monetary Approach to the Exchange Rate in an Efficient Foreign
Exchang Market: Tests Based on Volatility," Journal of Finance, Vol. 36 (March
1981), pp. 31-41.

Johansen, S. "Statistical Analysis of Cointegration Vectors." (1988) Journal of Econoniic
Dynamics and Control, 12, pp. 231-54.

------ and K. Juselius (1990), "Maximum Likelihood Estimation and Inference on
Cointegration with Applications to the Demand for Money." Oxford Bulletin of
Economics and Statistics, 52, pp. 169-210.

Judge, G. G., W. L. Griffiths, R. C. Hill, H. Lutkepohl, and T.C. Lee The Theory and
Practice of Econometrics, 2ud ed. New York, Wiley. 1985.

80



----- , Introduction to the Theory and Practice of Econometrics 1988.

Lastrapes, W. D. (1989), "Exchange Rate Volatility and U.S. Monetary Policy: An
ARCH Application,” Journal of Money, Credit and Banking, 21, pp. 66-T7.

Lastr apes, W. D. (1989), “"Exchange Rate Volatility and U.S. Monetary Policy: An
ARCH Application,” Journal of Money, Credit and Banking, 21, pp. 66-77.

Levich, R. M. (1979), "On the efficiency of markets for foreiange", In R.
Dornbusch and J. Frenkel International Economic Policy Theory and Evidence,
pp. 246-67.

~-—--, "Empirical Studies of Exchange Rates: Price Behaviour, Rate Determination nd
Market Efficiency," in Handbook of International Economics, 2 (1985).

e and A.R. Nobay (1986) “The Speculative  Efficiency Hypothesis: a
BivariateAnalysis," Economic Journal, 96, 109-21.

MacDonald, Ronald, "Tests of Efficiency and the Impact of 'News' in Threc Foreign
Exchange Markets: The Experience of the 1920s," Bulletin of Economic Research,
Vol. 35 (November 1983), pp. 125 ¢,

<-—- and M. P. Taylor (1987) On Uni %o:4 Tests in Exchange Rates, Spot Market
Efficiency and Cointegration: Some Evidence from the Recent Float. Economics
Letter, forthcoming. .

----— and Mark P. Taylor (1988) International parity conditions. In A.S. courakis and M.
P. Taylor Policy Issues Jor Interdependent Economies. London: Macmilian.

- and Mark P, Taylor, Exchange Rates and Open Ecornomy Macroeconomics, 1989.

- "Risk, Efficiency and Speculation in the 1920s Foreign Exchange Market: An
Overlapping Data Analysis," Weltwirtschaftliches Archiv, Vol. 127, Ne. 3, pp.
500-23.

----- , Exchange Rate Economics, a Survey, IMF Staff Papers, Vol.39, No. 1 (March
1992) pp. 1-59.

- and M. P. Taylor (1993), "The Monetary Approach to the Exchange Rate" (1993)
IMF Staff Papers, Col.40, No.1 pp. 89-107.

Meese, R. and XK. J. Singleton (1982), "On Unit Root and the Empirical Modelling of
Exchange Rates,” Journal of Finance, 37, pp. 1029-35.

81



----—- and K. Rogoff (1983) " Empirical Exchange Rate Models of the S«venties: Do They
Fit Out of Sample,” Journal of International Economics, 14, 3-24.

- and K. Rogoff (1984) "The Out of Sample Failure of Empirical Exchange Rate
Models: Sampling Error or Misspecification? In J.A. Frankel (edi.) Exchange
Rates and International Macroeconomics. Chicago: Nationa! Bureau of Economic
Research.

Milh¢j, A. (1987), "A Conditional Variance Model for Daily Deviations of An Exchange
Rate,* Journal of Business and Economic Statistics, 5, pp. 99-103.

Mundell, R. (1968) International Economics. New York: MacMillan

Phillips, P. C. B. (1987), "Time Series Regression with a Unit Root,’ Econometrica, 55,
2, 277-301.

———— and M. Loretan (1991), "Estimating Long-Run Economic Equilibria," Review of
Economic Studies 58, PP. 407-436.

--—-, and P. Perron (1988). "Testing for a Unit Root in Time Series Regression,"”
Biometrika, 75, No.2, pp. 335-46.

Raymsey, J. B. (1969), "Tests of Specification Errors in Classical Linear Least-Squares
Regression Analysis." Journal of the Royal Statistical Society 30, pp. 350-371.

‘Said, S.E. and D.A. Dickey (1984), "Testing for Unit Roots in Autoregressive-Moving
Average Models of Unknown Order," Biometrica, 71, pp. 599-607.

Schinasi, Gary, and P.A.V.B. Swamy, (1989), "The Out-of-Sample Forecasting
Performance of Exchange Rate Models when Coefficients Are Allowed to
Change," Journal of International Money and Finance, Vol.8, pp. 375-90.

Siegel, J. J. (1975) "Reply-risk, interest rates and the forward exchange", Quarterly
Journal of Economics, 86, pp. 303-9.

Taylor , M.P., (1986), Long Run Purchasing Power Parity, Mimeo

White, H., and G. M. MacDonald (1980) "Some Large Sample Tests for Nonormality
in the Linear Regression Model." Journal of the American Statistical Association,
75, pp. 16-28

White, H. (1980), "A Heteroscedasticity-Consistent Covariance Matrix Estimator and A
Direct Test for Heteroscedasticity,” Econometrica, 43, pp. 817-38.

82



Wolff C. C. (1987), "Time-Varying Parameters and The Out-of-Sample Forecasting
Performance of Structural Exchange Rate Models," Journal of Business and

Economic Statistics, 5, No. 1, pp. 87-97.

83



