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Abstract 

 

The behavior of excavations in rock masses with different degrees of fracturing can be 

fundamentally different, yet commonly used constitutive models and failure criteria assume 

similar failure mechanisms and strength relationships. This work was dedicated to 

evaluating current methods and developing improved approaches to modelling the behavior 

of good quality to massive rock masses with Geological Strength Index (GSI) greater than 

60. Starting with the simplest case of intact rock, the well-established Hoek-Brown criterion 

was compared with the recently proposed Christensen criterion. Results of triaxial 

compression, triaxial extension, and polyaxial compression tests on different rock types 

were used for quantitative comparison. It was shown that while the Christensen criterion 

has several attractive characteristics and has been successfully applied to other materials, on 

average it leads to 65% higher errors compared to Hoek-Brown criterion when applied to 

intact rock due to mathematical limitations on the slope of failure envelope.  

The behavior of a good quality rock mass with GSI≈60 was examined using the measured 

displacements around a deep shaft. While a single three-dimensional numerical model 

could not accurately match the readings of all extensometers, the results of using strain 

softening material with empirically estimated parameters gave a reasonable match to 

measurements of two extensometers. Higher readings of the third extensometers could be 

reproduced with a weaker model which provided a possible range of in situ parameters. A 

two-dimensional model with longitudinal displacement profile was also used for back 

analysis. While this model gave apparently better overall match to measurements of all 

extensometers, it was shown to be the result of compromising three-dimensional effects 
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around an advancing face. It was also shown that longitudinal displacements profile may 

not adequately capture three-dimensional effects in an anisotropic in situ stress fields.  

The progressive failure of brittle rocks was studied using the results of damage-controlled 

tests on samples of granite and limestone under triaxial compression. It was confirmed that 

increasing damage causes degradation of cohesion and mobilization of friction. 

Furthermore, while cohesion degradation appears independent of confining stress, 

mobilized friction angle is reduced at higher confinements. Theoretical Cohesion-

Weakening Friction-Strengthening (CWFS) models were proposed capturing the 

progressive failure in the laboratory and in situ. The proposed model closely matched the 

laboratory stress-strain curves. The model also predicted the in situ behavior of four tunnels 

in a massive rock mass with GSI≈100. It was shown that the proposed model eliminated the 

problematic characteristics of the current CWFS model. General guidelines were given for 

estimating the parameters of the proposed CWFS model for practical applications.  

The data base of observed pillar behavior in hard rock mines was used to validate the 

developed modelling approach. The documented behavior of 85 pillars in two mines was 

used to examine the accuracy of the proposed model for rock masses with GSI≈80. It was 

shown that the model could separate stable pillars from unstable/failed pillars.  While 

pillars with width-to-height ratio, W/H˂2 showed peak strength at relatively low strains and 

subsequent strain softening behavior, wider pillars could continue to sustain increased 

stresses at higher strains. The model also captured the observed mechanism of pillar failure 

in situ starting from minor spalling to slabbing, formation of hour glass shaped pillars and 

final shear failure. It was shown that current perfectly-plastic and strain softening models 

can significantly overestimate the strength of deep pillars while empirical strength formulas 

systematically underestimate the strength of wide pillars. 



iv 

 

 

 

Acknowledgements 

 

This thesis would not have been possible without the contributions of so many people who 

inspired and supported me through different stages of life. My deepest gratitude goes to my 

family who gave me their unconditional love and support. 

I would like to thank my supervisor, Dr. Derek Martin, for his vote of confidence.  I feel 

deeply privileged to be among those who completed their research under his supervision. 

Through hours of deep discussions, he gave me a new perspective on rock mechanics. He 

presented me with real challenges and gave me the freedom to look for answers and when I 

could not go any farther, he was an incredible source of new ideas to help me break through 

scientific obstacles.  

I also wish to express my gratitude to the following individuals: 

• Dr. Evert Hoek for his support and contributions to our research on failure criteria.  

• Dr. David Potyondy for many discussions on frontiers of discontinuum models. 

• Mr. Richard Hudson for his contributions to our back analysis program. 

Finally, I would like to thank Atomic Energy Limited Canada (AECL) for carrying out 

innovative tests and providing data which continues to enhance our understanding of rock 

behavior. Financial support of the Natural Sciences and Engineering Research Council of 

Canada (NSERC), the Canadian Nuclear Waste Management Organization (NWMO), and 

the Swedish Nuclear Fuel and Waste Management Company (SKB) is also greatly 

appreciated.  

 

 

 

 

 

 

 



v 

 

 

 

Table of Contents 

 

Abstract ii 
  
Acknowledgements iv 
  
1. Introduction 1 

1.1. Problem statement ……………………………………………………………….……. 2 
1.2. Finding a solution………………………………………………………………….…… 2 
1.3. Organization of thesis…………………………………………………………….…… 3 

  
2. Application of the Christensen failure criterion to intact rock 5 

2.1. Introduction………………………………………………………………………....…… 5 
2.2. The Christensen criterion………………………………………………...…….…… 6 

2.2.1. Derivation of the main parabolic criterion…………………………….….. 6 
2.2.2. Explicit forms of the criterion………………………………..………….….…. 8 
2.2.3. Tension cut-off…………………………………………………………………..…... 9 
2.2.4. Brittle to ductile transition…………………………………………………….. 9 

2.3. The Hoek-Brown criterion………………………………………………………….. 10 
2.4. Analysis of strength data………………………………………………………….…. 12 

2.4.1. Application of the criteria to synthetic rock………………………………. 13 
2.4.2. Application of the criteria to chert dyke……………………………………. 15 
2.4.3. Application of the criteria to Carrara marble………………………….…. 17 
2.4.4. Application of the criteria to Westerly granite…………………………… 18 

2.5. Discussion…………………………………………………………………………………. 21 
2.6. Conclusions……………………………………………………………………………….. 26 

  
3. Back-analysis of rock mass displacements around a deep shaft using 

two- and three- dimensional continuum modeling 
30 

3.1. Introduction………………………………………………………..……………….……. 30 
3.2. Project description………………………………………………………..…….…….… 31 
3.3. Extensometer measurements, interpretation and processing…....….… 33 
3.4. Back analysis of the shaft response…………………………….…………..…….. 36 

3.4.1. Orientation of maximum horizontal stress…………………….….………. 37 
3.4.2. Three dimensional back analysis using FLAC3D……….…………….…. 37 
3.4.3. Two dimensional back analysis using Phase2………………………….…. 40 

3.5. Discussion……………………………………………………………………………….…. 45 
3.6. Conclusions…………………………………………………………………………….….. 49 

  
4. Cohesion degradation and friction mobilization in brittle failure of 

rocks 
53 

4.1. Introduction………………………………………………………..…….………………. 53 
4.2. Damage-controlled laboratory tests…………………………….……………….. 55 



vi 
 

4.2.1. Tests on LdB granite samples from the URL ………..…..………….…... 55 
4.2.2. Tests on LdB granite samples from the Cold Spring Quarry…..…... 56 
4.2.3. Tests on samples of Indiana limestone………...………………………….. 58 

4.3. Determination of cohesion and friction angle……………….……..……….. 59 
4.4. Theoretical models for laboratory behavior………………….…..………….. 61 
4.5. Theoretical models for in situ behavior………………………….………….…. 63 
4.6. Numerical implementation of the in situ model…………...……….……… 67 
4.7. Discussion…………………………………………………………………………….…… 68 
4.8. Conclusions…………………………………………………………………………….…. 74 

  
5. Modelling the progressive failure of hard rock pillars 77 

5.1. Introduction……………………………………………………….……………….......... 77 
5.2. Empirical formulas for strength of hard rock pillars………………….…... 78 

5.2.1. Size effect………………………………………………………………………………. 78 
5.2.2. Shape effect……………………………………………………………………………. 80 

5.3. Semi-analytical formula for strength of hard rock pillars……………..... 80 
5.4. Progressive failure of hard rocks………………………………………….....……. 83 

5.4.1. Laboratory observations…………………………………………………………. 83 
5.4.2. In situ observations…………………………………………...……………..……. 83 
5.4.3. Numerical modeling ………………………………………………………………. 84 

5.5. Numerical modeling of hard rock pillars……………………………………….. 84 
5.6. Case studies…………………………………………………………………………….…. 86 

5.6.1. Case study I: The Elliot Lake mine…………………………...................... 86 
5.6.2. Case study II: The Selebi-Phikwe mine……………….……………………. 86 
5.6.3. Results……………………………………………..……………………………………. 86 

5.7. Discussion…………………………………………………………………………………. 90 
5.8. Conclusions…………………………………………………………………………..…… 94 

  
6. Summary and conclusions 97 

6.1. Christensen and Hoek-Brown criteria for intact rock……………….….... 97 
6.2. Shaft displacements in a rock mass with GSI≈60………………….........… 98 
6.3. Progressive failure of brittle rocks with GSI≈100………………….……..… 98 
6.4. Modelling the progressive failure of rock pillars with GSI≈80……...... 99 
6.5. Future research…………………………………………………………………………. 100 

  
Bibliography 101 
  
Appendix A. Three dimensional back analysis using ABAQUS 108 
  
Appendix B. Volumetric strain curves for the CWFS model 110 
  
 

 

 

 

  

 

 



vii 
 

 

 

List of Tables 

 

2.1. The results of application of failure criteria for the synthetic rock………………… 
 

16 

2.2 The results of application of failure criteria for chert dyke……………………………. 
 

17 

2.3 The results of application of failure criteria for Carrara marble…………………….. 
 

18 

2.4 The results of application of failure criteria for Westerly granite………………...… 
 

21 

2.5. The average error values for the Christensen criterion, ������and the Hoek-
Brown criterion, ������……………………………………………………………………………..... 
 

21 

2.6 The initial slope of the best fit failure envelopes for different rock types………… 
 

23 

  
3.1 Mechanical properties of intact rock in the formation………………………………… 
 

32 

3.2 In situ stress field at the formation……………………………………………………………. 
 

32 

3.3 Mechanical properties of rock mass for the formation estimated from the 
empirical methods and back analysis…………………………………………….………………… 
 

38 

3.4 Relative convergence at different stages of analysis based on the LDP 
proposed by Vlachopoulos and Diederichs (2009)……………………………………………. 
 

43 

3.5 The maximum thickness of plastic zone and displacement of the reference 
head measured and simulated for different extensometers………………………………. 
 

45 

3.6 Range of parameters used for determining the displacement ratios in Fig. 3.9.. 
 

46 

3.7 Relative convergence at different stages obtained from FLAC3D simulations 
for three different models………………………………………………………..…………………….. 
 

48 

  
4.1 Parameters of the proposed model for laboratory behavior of Lac du Bonnet 
granite…………………………………………………………………..……………………………………… 
 

63 

4.2 Parameters of the proposed model for in situ behavior of Lac du Bonnet 
granite…………………………………………………………………..……………………………………… 
 
 

68 

  



viii 
 

5.1 Empirical formulas for hard rock pillar strength,	σ� (W and H are the width 

and height of pillar in metres, respectively,	σ� is the intact laboratory uniaxial 
compressive strength of rock  and κ is the mine pillar friction term…………………… 
 

78 

5.2 Parameters of the CWFS model for the case studies…………………………….…… 
 

87 

5.3 Parameters and results of different constitutive models  used in the three-
dimensional analysis……………………………………………………………………………………… 
 

93 

 000000 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



ix 

 

 

 

List of Figures 

 

2.1 The Christensen failure envelopes for a material with σ�/σ� = 12 in (a) three-
dimensional principal stress space, (b) the biaxial plane σ� = 0, (c) the triaxial 
plane σ� = σ� = p, (d) the π-plane (the radius r of the circles is given for different 
values of I�/σ�)…………………………………………………………………………………………..… 
 

11 

2.2 The failure envelopes based on the measured values of the uniaxial 
compressive and tensile strength for the synthetic rock compared to the 
measured triaxial and extension dataset………....………………………………………………. 
 

14 

2.3 The failure envelopes fitted to the results of both triaxial compression  and 
extension tests for the synthetic rock………………………………………..……………………… 
 

15 

2.4 The failure envelopes for the chert dyke (a) using the measured values, (b) 
optimized for the uniaxial compressive and tensile strength……….…………………….. 
 

16 

2.5 The failure envelopes for the Carrara marble (a) using the measured  values, 
(b) optimized for the uniaxial compressive and tensile strengths………..…………….. 
 

18 

2.6 The failure envelopes for Westerly granite based on measured values of 
uniaxial compressive and tensile strength using (a) the Christensen criterion, (b) 
the Hoek-Brown criterion, compared to the measured polyaxial dataset…….......... 
 

19 

2.7 The failure envelopes for Westerly granite fitted to the results of polyaxial 
tests using (a) the Christensen criterion, (b) the Hoek-Brown criterion…………… 
 

20 

2.8 The results of polyaxial test on Mizuho trachyte at I� = 506 MPa, 
experimental envelope (rounded triangular) and the Christensen envelopes 
(circular)…………………………………………………………………………………………………….... 
 

25 

2.9 The results of triaxial test on Indiana limestone, observed behavior of rock 
and the brittle to ductile transition lines proposed by Mogi and Christensen……. 
 

26 

  
3.1 Installation of multipoint extensometers (MP-Ext) and subsequent shaft 
advances of Rounds 1 and 2…………………………………………………………………............. 
 

33 

3.2 The layout of instrumentation in the shaft……………………………………………….. 
 

33 

3.3 Recorded displacements for each anchor point, relative to the  6.1-m-deep 
extensometer in the four multipoint extensometers………………………………………… 
 

34 

3.4 The processed displacement profiles for different extensometers…………………. 36 



x 

 

 
3.5 Displacement profiles, yielded elements, and shear and tensile  plastic strains 
for the FLAC3D model I……………………………………………………..………………………….. 
 

39 

3.6 Displacement profiles, yielded elements, and shear and tensile  plastic strains 
for the FLAC3D model II………………………………………………….……............................. 
 

41 

3.7 Longitudinal Displacement Profile (LDP) and associated parameter……………. 
 

42 

3.8 Displacement profiles and equivalent plastic strain for the Phase2 model III… 
 

44 

3.9 The ratio of maximum to minimum displacements at the reference head for 
different extensometers from a number of FLAC3D and Phase2 models along 
with the extensometer measurements………………………………………………..……………. 
 

47 

3.10 Comparison of the relative convergence from the three dimensional  model 
and the LDPs………………………………………………………………………………………………. 
 

49 

  
4.1 The process of brittle failure of rocks under triaxial compression…………………. 
 

54 

4.2 Results of unconfined damage-controlled tests on a sample of  Lac du Bonnet 
granite from the 420 level of URL, (a) axial stress vs. axial strain, (b) axial stress 
vs. volumetric strain…………………………………..………………………………………………….. 
 

56 

4.3 (a) Crack damage stress and, (b) peak stress obtained from damage-
controlled tests on samples of Lac du Bonnet granite from  the 420 level of URL… 
 

57 

4.4 (a) Crack damage stress and, (b) peak stress obtained from damage-
controlled tests on samples of Lac du Bonnet granite from  the Cold Spring 
Quarry………………………………………………………………………………………………………..... 
 

57 

4.5 (a) Crack damage stress and, (b) peak stress obtained from damage-controlled 
tests on samples of Indiana limestone…………………………..…………………………………. 
 

58 

4.6 Relationship between maximum and minimum values of crack damage stress 
and confining stress for samples of (a) Lac du Bonnet granite from 420 level of 
URL (b) Lac du Bonnet granite from Cold Spring Quarry, and (c) Indiana 
limestone……………………………………………………………………………………………………… 
 

59 

4.7 Degradation of cohesion for samples of (a) Lac du Bonnet granite from 420 
level of URL (b) Lac du Bonnet granite from Cold Spring Quarry,  and(c) Indiana 
limestone……………………………………………………………………………………………………… 
 

60 

4.8 Mobilization of friction for samples of (a) Lac du Bonnet granite from  420 
level of URL (b) Lac du Bonnet granite from Cold Spring Quarry,  and(c) Indiana 
limestone……………………………………………………………………………………………………… 
 

61 

4.9 Relationship between maximum friction angle and confining stress for 
laboratory samples of Lac du Bonnet granite…………………………………………..……….. 
 

63 



xi 
 

4.10 Cohesion degradation and friction mobilization in the proposed model and 
comparison of experimental (fine line) and simulated (bold line) stress-strain 
curves…………………………………………………………………………………………………………… 
 

64 

4.11 Zone of failure around the Mine-by tunnel using (a) elastic perfectly-plastic 
model, (b) elastic brittle model and (c) cohesion-weakening friction-
strengthening model (modified from Hajiabdolmajid et al, 2002)………………..….. 
 

65 

4.12 (a) Strength envelopes at different levels of plastic strain and (b) stress-
strain curves for the CWFS model used by Hajiabdolmajid et al (2002)………..…. 
 

66 

4.13 Example of the proposed model for in situ behavior (a) cohesion degradation 
and friction mobilization and (b) corresponding stress-strain curves…………………. 
 

67 

4.14 Mine-by tunnel (a) observed zone of failure after Read et al (1998), (b) 
simulated zone of failure………………………………………………………………………………… 
 

69 

4.15 TSX tunnel (a) observed zone of failure after Read and Chandler (2002), (b) 
simulated zone of failure………………………………………………………………………………… 
 

69 

4.16 ESS tunnels M1 and U1 (a) observed zone of failure after Read et al (1998), 
(b) simulated zone of failure…………………………………………….…………………………….. 
 

70 

4.17 Comparison of crack damage stress and peak stress for unconfined samples 
of Lac du Bonnet granite from the 420 level of URL and Cold Spring Quarry….… 
 

70 

4.18 Stress-path for three points within the zone of brittle failure…………………… 
 

71 

4.19 (a) Effect of initial cohesion on the behavior of proposed model, (b) Effect of 
initial microstructure and transition from strain-softening  to strain-hardening 
in sand and clay…………………………………………………………………………………………….. 
 

72 

4.20 Parametric study of the proposed model for in situ behavior…………………….. 
 

73 

  
5.1 Distribution of pillar strength in the Quirke mine (Swan 1985)……………………. 
 

79 

5.2 The effect of shape on pillar strength based on empirical formulas……………….. 
 

80 

5.3 Profiles of normalized confinement at the mid-height of elastic pillars  with 
different W/H ratios……………………………………………………………………….……………… 
 

81 

5.4 (a) Relationship between average confinement normalized by average  pillar 
stress and W/H ratio, (b) semi-analytical relationship between pillar strength and 
W/H ratio……………………………………………………………………..………………………………. 
 

81 

5.5 Evolution of cohesion and friction with damage (a) Test results on Lac de 
Bonnet granite (Martin and Chandler, 1994), (b) Numerical model for the Mine 
by tunnel (Hajiabdolmajid et al, 2002)………………………..………………………………….. 
 
 

83 



xii 
 

5.6 CWFS model for the rock mass at the Elliot Lake mine (a) Cohesion loss and 
friction mobilization, (b) stress-strain curves under uniaxial and triaxial 
compression………………………………………………………………………………………………….. 
 

85 

5.7 Average vertical stress-strain curves for pillars at (a) the Elliot Lake mine, and 
(b) the Selebi-Phikwe mine…………………………………………………………………………….. 
 

87 

5.8 Stress path at the core of pillars at the Elliot Lake mine with (a) W/H=1, and 
(b) W/H=2…………………………………………………………………………………….……………… 
 

88 

5.9 Location of yielded elements for a pillar with W/H=1 at the Elliot Lake mine 
and photo of a crushed pillar, courtesy of Mr. C. Pritchard………………….…………….. 
 

89 

5.10 Pillar behavior and predicted strength at (a) the Elliot Lake mine and (b) the 
Selebi-Phikwe mine……………………………………………………………………………………..… 
 

90 

5.11 Overall pillar strength and peak major principal stress at the core of pillars at 
(a) the Elliot Lake mine and (b) the Selebi-Phikwe mine………………………………….. 
 

92 

5.12 Pillar strength curves from numerical analysis (solid lines) and empirical 
formula (dashed line)…………………………………………………………….….…………………… 
 

92 

5.13 Three-dimensional analysis of a typical block caving pillar (a) FLAC3D mesh 
and (b) stress-strain curves using different constitutive model………….……………….. 

93 

  
A.1 Displacement profiles and plastic strains for the ABAQUS mode……………..…… 109 
  
B.1 Cohesion degradation and friction mobilization in the proposed model and 
comparison of experimental (fine line) and simulated (bold line) axial stress- 
volumetric strain curves…………………………………………………………………………………. 
 

111 

  
 000000 
 

 

 

 

 

 

 



1 

 

 

 

Chapter 1 

Introduction 

 

Design of safe and functional structures such as tunnels, slopes, dams, and underground 

storage facilities requires knowledge of strength of the material in which they are 

constructed. Since the inception of rock mechanics as a new discipline in 1960’s, 

determination of rock mass strength has been the primary focus of researchers in this field. 

Despite all the efforts and contribution made since then, accurate prediction of rock mass 

strength remains one of the most challenging tasks for rock engineers. It may be surprising 

to outsiders why this seemingly simple problem has not been completely solved by now. 

After all, estimating the strength of other materials frequently encountered in engineering 

design such as steel and concrete is quite straightforward. 

The behavior of rock masses is more complex than other engineering materials for two main 

reasons. First, the basic component of rock mass, intact rock has a more complex 

microstructure than a manufactured material such as steel for example. Geometrical and 

mechanical heterogeneity of intact rock microstructure manifests itself by a complex 

macroscopic mechanism of failure. The second source of complex behavior is the existence 

of discontinuities with various lengths and directions within the rock mass. These structural 

features not only affect the overall strength of rock mass but also contribute to local 

discontinuous deformations. 

Over the past few decades, numerous laboratory and in situ tests have been carried out on 

rocks to study the process of deformation and failure under different loading conditions. 

Subsequently, material models have been proposed to capture the observed behavior. Such 

models can then be used in analytical or numerical analyses to predict the behavior of rock 

engineering structures.  

The Hoek-Brown criterion is perhaps the most commonly used model for rock masses. This 

criterion can be used to determine the strength of rock mass with varying degrees of 

fracturing. The first step in using the model is to use laboratory test results for intact rock to 

determine the parameters for intact rock. The next step is to quantify rock mass quality 

using the Geological Strength Index, GSI which ranges from zero for a completely 

disintegrated rock mass to 100 for a fracture free rock mass. The value of GSI is finally used 

in a series of empirical equations to determine the extent by which rock mass fractures 

degrade the strength of intact rock.  
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1.1. Problem statement 

While the current approach to estimating rock mass strength using Hoek-Brown criterion 

can theoretically be used for all rock masses with GSI from zero to 100, it has shown to be 

more reliable and accurate when applied to average quality rock masses where interlocking 

between angular blocks of rock governs rock mass strength. The behavior of poor quality 

rock masses with GSI lower than about 30 may be better captured using classical soil 

mechanics concepts and Mohr-Coulomb model. The strength of massive sparsely fractured 

rock masses with GSI higher than about 90 can also be better studies using brittle failure 

models. 

This thesis is focused on modelling the behavior of good quality to massive rock masses with 

GSI greater than 60. It aims at detailed evaluation of existing modelling approaches used for 

such rock masses. It involves addressing a wide range of questions such as: 

• Are the commonly used material models theoretically plausible when applied to the 

simplest case of intact rock under uniaxial and triaxial stresses? 

•  Are the existing intact rock models in close agreement with the results of laboratory 

tests? 

• To what extent current models can capture the in situ behavior of rock masses with 

different levels of fracturing? 

• How is it possible to eliminate the deficiencies of current methods and develop 

improved modelling approaches with enhanced theoretical basis and accuracy? 

 

1.2. Finding a solution 

The basic prerequisite of a reliable rock mass model is to accurately capture the behaviour of 

the ideal rock mass with no fractures, i.e., intact rock. The results of uniaxial, triaxial and 

polyaxial tests on laboratory specimens of intact rock can be used for evaluation of different 

strength criteria. The results of tests on four different rock types under different loading 

conditions were used to examine the commonly used Hoek-Brown criterion as well as a 

more recent criterion proposed by Christensen (1997) as a comprehensive model for all 

materials. The results of quantitative comparisons between the two criteria were further 

investigated analytically to provide a clear and conclusive picture of the fundamental 

characteristics of each strength criterion. 

The next step in this study was evaluating the current modeling approaches when applied to 

in situ behavior of average quality rock masses. The results of displacement measurements 

around a deep circular shaft excavated in a rock mass with GSI of 62 were used for back 

analysis. Two and three dimensional analyses using perfectly-plastic and strain softening 

models were carried out to predict the displacements and zone of failure around the shaft. 

The parameters and results obtained from current empirical modeling approaches and back 

analysis were compared. The merits of using a two dimensional model along with 
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longitudinal displacement profiles to capture three dimensional effects around an advancing 

excavation were also studied. 

While the results of standard laboratory tests and in situ measurements provide invaluable 

information about the behavior of intact rock and rock mass, they provide little if any 

information about the relationship between damage increments and cohesive and frictional 

components of strength. Damage-controlled tests which consist of a series of loading-

unloading cycles present an opportunity to examine how each damage increment affect 

cohesion and friction angle. The results of damage-controlled tests carried out on samples of 

Lac du Bonnet granite and Indiana limestone at different levels of confining stress were 

used to explore the process of brittle failure in detail. Theoretical models were proposed to 

describe cohesion degradation and friction mobilization for the laboratory samples.  

Excavations at the Underground Research Laboratory (URL) in Manitoba are close to an 

ideal case to study the behavior of a massive sparsely fractured rock mass with GSI of 90 to 

100. The current Cohesion-Weakening Friction-Strengthening model (CWFS) proposed for 

modeling brittle failure at the URL was examined at a fundamental level under uniaxial and 

triaxial loading conditions. An improved theoretically plausible in situ brittle failure model 

was proposed. Four excavations at the URL, namely Mine-by, TSX, ESS (M1) and ESS (U1) 

were used as case study to verify the proposed modeling approach. 

The final piece of the thesis deals with in situ behavior of rock masses with GSI of about 80. 

Such rock masses are typically encountered in hard rock pillars. Empirical pillar strength 

formulas were reviewed and a new semi-analytical formula based on the effect of size and 

shape on pillar strength was proposed. The proposed in situ brittle failure model was used 

to capture progressive failure of hard rock pillars. Documented behavior of pillars at the 

Elliot Lake and Selebi-Phikwe mines were used to verify the modeling approach. The effect 

of pillar width-to-height ratio on strength and deformability of pillars were explored. Stress-

path at the wall and core of pillars was examined to study the effect of rock mass model on 

the overall pillar behavior. Pillar strength curves from empirical and numerical were 

compared and implications on pillar design were discussed. A pillar strength formula based 

on the results of the proposed modeling approach was presented for practical applications. 

 

1.3. Organization of thesis 

This thesis examines current methods of modelling the behaviour of good quality rock 

masses with GSI greater than 60 and provides new insight and improved modelling 

approaches. Chapter 2 deals with the strength characteristics and failure criteria for intact 

rock. Results of laboratory tests on different rock type under various loading conditions are 

used to examine two failure criteria on a fundamental level. 

Monitoring the in situ behavior of rock mass around excavations offers invaluable 

information for modelling and calibration. Chapter 3 describes the process of back analysis 

of displacements around a deep shaft at an average quality rock mass using two- and three-

dimensional models. The model parameters obtained from empirical estimation and back 
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analysis are compared and the current approach to displacement back analysis using two-

dimensional models is challenged. 

The progressive process of brittle failure can be studied using the results of damage-

controlled laboratory tests and field observations in high in situ stress environments. 

Chapter 4 presents the results of such tests on Lac du Bonnet granite and Indiana limestone. 

Theoretical models for brittle failure are proposed and verified using in situ observations 

around different underground excavations in a massive rock mass. Guidelines are given for 

estimating the parameters of the proposed model. 

The process of progressive failure can also be observed in hard rock pillars. Chapter 5 

presents different approaches for modelling the behavior of pillars in good quality rock 

masses.  Empirical methods are reviewed and a new semi-analytical pillar strength formula 

is suggested. The progressive failure model developed in the previous chapter is used to 

predict the behavior of pillar of various width-to-height ratios at two different mines. The 

results of empirical and numerical models were compared with in situ observations of pillar 

behavior.  

A discussion and summary of the thesis is presented in Chapter 6. 
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Chapter 2 

Application of the Christensen failure criterion 

to intact rock1 

 

2.1. Introduction 

Failure of rocks is considered to occur or be initiated at the peak strength (Jaeger and Cook, 

1979). Hence, determination of strength of rock under different loading conditions is of 

great importance in the design of rock structures. While the rock mechanics literature is rich 

with numerous failure criteria and comparative studies (see, e.g., Colmenares and Zoback, 

2002; Benz and Schwab, 2008; Rafiei, 2011), only two relatively old criteria with very 

simple equations namely, the Mohr-Coulomb and the Hoek-Brown criteria are most 

frequently used in rock engineering practice (Al-Ajmi and Zimmerman, 2005; Benz et al., 

2008). In other words, most of the recently proposed criteria are of academic interest only 

and have not been suitable for practical applications either because of their complex forms 

which could not be conveniently used in analysis or involving too many parameters which 

could not be easily determined. Therefore, in spite of having so many criteria, there is still a 

great need to find new criteria which could be used in real-world applications. The suitable 

criterion for practical rock engineering purposes should satisfy the following conditions:  

a) It should have a relatively simple mathematical form which can be understood and 

trusted by practitioners and can be conveniently implemented in numerical analysis 

by experts 

b) It should have a small number of parameters which can be determined from 

relatively easy and well-established tests 

c) It should give good agreement with the experimentally determined strength values of 

rocks under different loading conditions  

Recently, a new failure criterion was introduced to the rock mechanics community and it 

was suggested to be probably “an answer to true representative modeling of intact rock 

failure” (Hammah and Carvalho, 2011). The criterion was initially introduced by 

Christensen in 1997, and has been described in several publications (Christensen, 1997, 

2000, 2004, 2005, 2006a&b, 2007).  

                                                           
1 A version of this chapter is published as a paper by the journal of Geotechnical and Geological Engineering: 
Rafiei Renani, H., Martin, C.D. (2016), Application of the Christensen Failure Criterion to Intact Rock, Geotech 
Geolog Eng, 34, 297-312. 
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This criterion satisfies the first two conditions outlined above. It has a simple mathematical 

form expressed in terms of stress invariants which can be conveniently implemented in 

numerical methods. It also has only two parameters, the uniaxial compressive and tensile 

strength, which can be determined from the well-established tests. Unfortunately, Hammah 

and Carvalho (2011) did not apply the Christensen criterion to rock failure data. The 

objective of this study was to evaluate the accuracy of the Christensen criterion in prediction 

of rock strength and examine whether it satisfies the third condition.  

A comprehensive set of strength data for four rock types under a wide range of loading 

conditions is compiled and the Christensen criterion is used to fit the data. As a first step, 

only the strength of intact rock is considered in this study and no attempt has been made to 

deal with the complex behavior of rock masses. In order to put the accuracy of the 

Christensen criterion into perspective, the well-established Hoek-Brown criterion is also 

applied to the same strength data. Consistent with approach taken by Christensen (2004) 

and Hoek and Brown (1980), only the peak strength corresponding to ultimate failure is 

considered in this paper and no attempt has been made to address the crack initiation or 

unstable crack growth thresholds.  

In the next sections, a complete description of the Christensen criterion and its 

mathematical components are presented. The results of the application of the criterion to 

intact rock data are given, and the overall consistency of the Christensen criterion with 

observed failure characteristics of rock material is examined. Finally, the applicability of the 

Christensen criterion for rock failure is discussed. 

 

2.2. The Christensen criterion 

In this section, the Christensen criterion and its components are introduced. The criterion 

has two parameters, and is proposed for failure of homogeneous isotropic materials with 

uniaxial compressive strength equal to or greater than the tensile strength. The criterion was 

developed using the mechanics sign convention for stresses, and for the purposes of this 

paper has been modified to the geomechanics sign convention, i.e, compression positive.  

In order to fully understand the Christensen criterion, the complete derivation of the 

criterion is presented. In addition, explicit equations for strength under general and special 

loading conditions are derived. 

 

2.2.1. Derivation of the main parabolic criterion 

The general form of a failure criterion is: 

( ) 0ij =σf
          (2.1) 
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where σ�� represents the six components of the stress tensor specifying the magnitude and 

direction of principal stresses relative to the coordinate system. For isotropic material, 

strength is independent of the direction. Hence, the failure criterion can be expressed only 

in terms of the magnitude of the principal stresses: 

( ) 0,, 321 =σσσf
         (2.2) 

where ��, ��, �� and  are the major, intermediate and minor principal stresses, respectively. 

The principal stresses can also be expressed in terms of the stress invariants which are more 

convenient for analytical and numerical implementations: 

( ) 0,, 321 =JJIf
         (2.3) 

where �� is the first invariant of the stress tensor, 	� is the second invariant of the deviatoric 

stress tensor, and 	� is the third invariant of the deviatoric stress tensor given by: 

( )3211 σσσ ++=I
         (2.4) 

( ) ( ) ( )[ ]2
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2
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6

1
σσσσσσ −+−+−=J

            (2.5) 
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
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1

2

1
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              (2.6) 

Using the polynomial expansion and terminating at the second order terms, Eq. (2.3) can be 

expressed as:  

023

2

12110 =+++ JaIaIaa
        (2.7) 

where 
�, 
�, 
� and 
� are constants. Note that 	� is eliminated in Eq. (2.7) because it is a 

third order term. In Eq. (2.7), the parameter 
� merely establishes a datum and can be 

chosen arbitrarily. Considering the fact that homogeneous isotropic materials do not fail 

under hydrostatic compression (Christensen, 1997), the parameter 
� must be equal to zero. 

Hence, Eq. (2.7) can be re-written as:  

12311 =+ JaIa
         (2.8) 

By satisfying Eq. (2.8) for uniaxial compression and tension conditions, the two remaining 

constants can be easily found as:  

tc

a
σσ

11
1 −=

          (2.9) 
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tc

a
σσ

3
3 =

          (2.10) 

where �� and �
 are the absolute values of uniaxial compressive and tensile strength. Hence, 

the final criterion expressed in terms of principal stresses can be given by:  

( ) ( ) ( ) ( )[ ] 1
2

11
.

111 2

13

2

32

2

21321 =








−+−+−







+++








− σσσσσσ

σσ
σσσ

σσ tctc (2.11) 

This is the main parabolic part of the failure criterion proposed by Christensen (1997). 

However, the first term on the left hand side of Eq. (2.11) has the opposite sign from that 

originally proposed. This is because of the different sign conventions adopted in mechanics 

and geomechanics where compressive stresses are considered negative in the mechanics 

sign convention and positive in the geomechanics sign convention.  

The criterion derived above bears some similarities to criteria based on elastic energy 

considerations (Christensen, 2004). The first and second terms on the left hand side of Eq. 

(2.11) are directly related to volumetric and distortional energy terms, respectively. For the 

case of �� = �
, the first term vanishes and the criterion is reduced to the von Mises criterion 

which is based on the concept of maximum distortional energy. 

 

2.2.2. Explicit forms of the criterion 

The criterion proposed by Christensen provides an implicit relationship between the 

principal stresses at failure. However, derivation of an explicit form is useful in the 

application of the criterion to measured strength data.  

In the general case of a polyaxial state of stress where the three principal stresses are 

different, solving Eq. (2.11) for �� gives two roots. The root with the higher value is by 

definition the major principal stress: 

( ) ( ) ( ) ( )( ) ( )




 −−−++++−++=

2

32tc32

2

tctc321 36
2

1
σσσσσσσσσσσσσ

(2.12) 

Eq. (2.12) can be used in analysis of the results of polyaxial tests.  

In a triaxial state of stress, two principal stresses are equal to the confining pressure �, and 

the third principal stress is equal to the axial stress ���.  For triaxial compression tests, the 

axial stress is higher than the confining pressure, �� = ��� and �� = �� = �. Hence, Eq. 

(2.12) reduces to:  
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( ) ( ) ( )




 −+++−+= tc3

2

tctc31 12
2

1
σσσσσσσσσ

                (2.13) 

For triaxial extension tests on the other hand, the confining pressure is higher than the axial 

stress, �� = �� = � and �� = ���. Hence, Eq. (2.12) gives: 

( ) ( ) ( )




 +−+−+−+= tctc3

2

tctc31 3 σσσσσσσσσσσ
               (2.14) 

In a biaxial state of stress, one of the principal stresses is zero. By putting �� = 0 in Eq. 

(2.12), the strength can be calculated as: 

( ) ( ) ( )




 −−+++−+=

2

2tc2

2

tctc21 36
2

1
σσσσσσσσσσ

               (2.15) 

2.2.3. Tension cut-off 

Although the Christensen parabolic criterion derived above has some similarities with the 

elastic energy concept, it is simply based on a polynomial expansion of stress invariants up 

to the second order terms and satisfies uniaxial compression and tension conditions. This 

approach leads to a problem under tensile stress. For materials with �� > 2�
, which 

includes all rock types, Eq. (2.11) leads to tensile stresses higher than the tensile strength of 

the material. Hence, a tension cut-off is required in these cases:  

t3 σσ −=
          (2.16) 

This expression for the tension cut-off is also different from the one originally proposed 

(Christensen, 2004) because the largest principal tensile stress according to the 

geomechanics sign convention is �� while �� is the largest tensile stress in the mechanics 

sign convention. 

 

2.2.4. Brittle to ductile transition 

In the context of the Christensen criterion, brittle and ductile behaviors are closely related to 

the ratio of uniaxial compression strength to tensile strength. Materials with similar uniaxial 

compression and tension strengths such as steel are considered ductile while materials with 

uniaxial compression strength much higher than uniaxial tensile strength such as rocks may 

show brittle behavior (Christensen, 2005). 

The brittle to ductile transition criterion is defined by a plane in principal stress space which 

connects the three points in each principal stress plane where the main failure surface given 
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by Eq. (2.11) intersects the tension cut-off (Christensen, 2005). For example, the coordinate 

of the point of intersection in the �� − �� plane can be found by putting �� = −�
 in Eq. 

(2.15) which gives �� = �� − 2�
. The plane of brittle to ductile transition which 

encompasses the three intersection points can be given by (Christensen, 2005):  

( ) tc321 3σσσσσ −=++
        (2.17) 

Again, there is an opposite sign in this equation compared to the one originally proposed 

because of different sign conventions. According to the Christensen criterion, for a given 

material, the brittle or ductile behavior depends only on the volumetric stress, and there is a 

threshold of volumetric compressive stress above which the behavior is completely ductile.  

The Christensen failure surface in three-dimensional principal stress space for a typical rock 

material with ��/�
 = 12 is shown in Fig. 2.1a. The main parabolic surface and the three 

tension cut-off planes which have truncated the surface can be observed. Fig. 2.1b shows the 

biaxial plane section of the failure surface where one of the principal stresses is zero. It can 

be observed that the tension cut-off in effect eliminates tensile stresses higher than the 

tensile strength. In addition, the trace of the brittle to ductile transition plane passes 

through the points of intersection of the parabolic surface and the tension cut-off. The 

section of the failure surface in the triaxial plane, where two principal stresses are equal is 

shown in Fig. 2.1c. It is worth noting that the trace of the brittle to ductile transition plane 

does not pass through the points of intersection of the main surface and the tension cut-off 

except for the case of biaxial planes. According to Figs. 2.1b and c, the mode of failure in 

most of the compressive region is ductile. More specifically, it can be observed that the 

predicted mode of failure in triaxial compression tests is ductile failure. Fig. 2.1d shows the 

cross section of the failure surface in the π-plane. It can be observed that the Christensen 

criterion gives circular sections because the third invariant of the deviatoric stress tensor 

which is related to the Lode angle and the angular coordinate in the π-plane is eliminated in 

Eq. (2.8). Therefore for each value of the first stress invariant, the second invariant of the 

deviatoric stress tensor which is directly related to the radial coordinate in the π-plane is 

constant and independent of the angular coordinate producing circular cross sections.  

 

2.3. The Hoek-Brown criterion 

This criterion was first proposed for the failure of intact rock and rock masses by Hoek and 

Brown (1980). Since then, it has undergone several stages of development (Hoek, 1983, 

1990; Hoek et al., 1992; Hoek and Brown, 1997; Hoek et al., 2002) and has been widely used 

in rock engineering. The latest version of the criterion known as the generalized Hoek-

Brown criterion can be expressed as (Hoek et al., 2002):  

a

sm 







++=

c

3

c31
σ

σ
σσσ

               (2.18) 
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where �, �, and 
 are the parameters of this criterion, and �� is the uniaxial compressive 

strength of intact rock. For an undamaged intact rock, � = 1 and 
 = 0.5, resulting in a two-

parameter criterion. 

 

(a) (b) 

  
 

(c) 

 

(d) 

  
 

Fig. 2.1 The Christensen failure envelopes for a material with ��/�
 = 12 in (a) three-dimensional 

principal stress space, (b) the biaxial plane �� = 0, (c) the triaxial plane �� = �� = �, (d) the π-plane 

(the radius � of the circles is given for different values of ��/��) 
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To make it consistent with the Christensen criterion, it is useful to express the Hoek-Brown 

parameter m is terms of �� and�
. By putting �� = 0 into Eq. (2.18), the absolute value of 

tensile strength for intact rock can be given by:  

4
2

2c
t +−= mm

σ
σ

         (2.19) 

Hence, the parameter � for intact rock can be expressed as:  

c

t

t

c

σ

σ

σ

σ
−=m

                (2.20) 

The Hoek-Brown criterion is fundamentally different from the Christensen criterion. While 

the Christensen criterion is proposed for all homogeneous isotropic materials with uniaxial 

compressive strength equal to or greater than the tensile strength, the Hoek-Brown criterion 

is specifically proposed for rocks. In addition, the intermediate principal stress has never 

appeared in any versions of the Hoek-Brown criterion proposed by the original developers 

(Hoek, 1983, 1990; Hoek et al., 1992; Hoek and Brown, 1980, 1997; Hoek et al., 2002). 

However, the intermediate principal stress is present in the equations of the Christensen 

criterion.  

Some researchers (e.g, Benz et al., 2008; Pan and Hudson, 1988; Priest, 2005; Zhang and 

Zhu, 2007) have proposed modified version of the Hoek-Brown criterion to take into 

account the effect of the intermediate principal stress. However, the authors consciously 

decided to use the original form given in Eq. (2.18) partly because this form is in keeping 

with the first premise of simplicity and is most frequently-used for practical purposes. As it 

will be shown in the subsequent sections, this decision will not change the final outcome of 

this study.  

 

2.4. Analysis of strength data 

In order to examine the applicability of any criterion to rock materials, it is crucial to utilize 

a reliable set of strength data for a wide range of loading conditions. In this study, four data 

sets obtained from high quality laboratory tests are compiled. The tests have been carried 

out on intact rock specimens under different states of stress including uniaxial tension, 

uniaxial compression, triaxial compression, triaxial extension, and polyaxial compression. 

While there is no comprehensive set of data for strength of rock masses under these varying 

loading conditions, only the results of tests on intact rock have been used in this study. As it 

will be shown in the following sections, these data are sufficient to explore the merit of the 

Christensen criterion for rock material.  
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Two general scenarios are followed in the following analyses. In the first scenario, no fitting 

process is involved and the measured values of uniaxial compressive and tensile strength are 

used to predict the failure envelopes. This approach examines how accurate the failure 

criteria are when only the measured values for the parameters �� and �
 are used. In the 

second scenario, date fitting analysis using the Least Squares Method is involved to find the 

optimized values for parameters �� and �
 which best fit the data and minimizes the model 

errors. In this approach, the ultimate capacity of the criteria to fit the data is examined. 

These two approaches are complementary and provide a complete picture of both criteria.  

In order to quantify the accuracy of the criteria, it is necessary to use an error index. In this 

study, the Root Mean Squared Error (RMSE) in the prediction of the major principal 

stresses at failure is selected as the error index:  

( )∑
=

−=
n

i

m

i

p

i
n

RMSE
1

2

,1,1

1
σσ

             (2.21) 

Where ��,�
�

  and ��,�
  are the predicted and measured values of �� for i'th data, respectively, 

and ! is the number of data points. 

 

2.4.1. Application of the criteria to synthetic rock 

Nguyen et al. (2011) prepared a granular synthetic rock which shows the main 

characteristics of real rocks such as cohesion, friction, and dilation. However, the synthetic 

rock had incredibly low strength and rigidity. A comprehensive and careful testing program 

was carried out on samples of the synthetic rock. The triaxial compression and extension 

test results are used in this study. More details about the testing procedure are given by 

Nguyen et al. (2011). 

The measured average values of uniaxial compressive and tensile strength for the synthetic 

rock are 0.57 and 0.07 MPa, respectively (Nguyen et al., 2011). Fig. 2.2 shows the 

Christensen and Hoek-Brown failure envelopes with these measured values for the 

parameters. It can be observed that the Christensen failure envelope is more accurate for 

triaxial compression while the Hoek-Brown envelope is more accurate for triaxial extension. 

However, both criteria have overestimated the strength of the synthetic rock. 

If only the results of triaxial compression tests are used for determination of the parameters 

of the two criteria, the obtained values of uniaxial compressive and tensile strength are 0.56 

and 0.12 MPa for the Christensen criterion and 0.57 and 0.18 MPa for the Hoek-Brown 

criterion. It can be observed that the obtained values for uniaxial compressive strength are 

very close to the measured values while the obtained values for uniaxial tensile strength are 

much higher than the measured value.  
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Using results of triaxial extension tests for determination of the parameters, the obtained 

values of uniaxial compressive and tensile strength are 0.38 and 0.07 MPa for the 

Christensen criterion and 0.53 and 0.10 MPa for the Hoek-Brown criterion. It can be 

observed that for the Christensen criterion, the obtained value for uniaxial tensile strength 

is very close to the measured value while the obtained value for the uniaxial compressive 

strength is much less than the measured value. On the other hand, for the Hoek-Brown 

criterion, the obtained value for uniaxial tensile strength is slightly higher than the 

measured value and the obtained values for uniaxial compressive strength is slightly less 

than the measured value.  

 

Fig. 2.2 The failure envelopes based on the measured values of the uniaxial compressive and tensile 

strength for the synthetic rock compared to the measured triaxial and extension dataset 

 

If the results of both triaxial compression and extension tests are used, the obtained values 

of uniaxial compressive and tensile strength are 0.43 and 0.07 MPa for the Christensen 

criterion and 0.52 and 0.11 MPa for the Hoek-Brown criterion. It can be observed that for 

the Christensen criterion, the obtained value for uniaxial tensile strength is very close to the 

measured value while the obtained values for uniaxial compressive strength is much less 

than the measured value. On the other hand, for the Hoek-Brown criterion, the obtained 
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value for uniaxial tensile strength is higher than the measured value and the obtained values 

for uniaxial compressive strength is slightly less than the measured value. The failure 

envelopes fitted to the results of both triaxial compression extension tests are shown in Fig. 

2.3.  

Table 2.1 gives a summary of the results of the analyses on the synthetic rock. It can be 

observed that the Christensen criterion gives more accurate estimates of the uniaxial tensile 

strength. However, in all cases, the Hoek-Brown criterion gives closer estimates of the 

uniaxial compressive strength and lower values of RMSE.  

 

 

Fig. 2.3 The failure envelopes fitted to the results of both triaxial compression and extension tests for 

the synthetic rock 

 

2.4.2. Application of the criteria to chert dyke 

Although the strength data for the synthetic rock were comprehensive and reliable, analyses 

were also carried out using careful triaxial compression tests on a highly siliceous fine 

grained rock known as chert dyke (Hoek, 1965). This material was chosen because it is free 
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from major geological features and is close to an ideal isotropic elastic solid (Hoek, 1965). 

More details about the testing procedure are given by Hoek (1965). 

 

Table 2.1 The results of application of failure criteria for the synthetic rock 

Scenario 

 Christensen criterion  Hoek-Brown criterion 

cσ  

(MPa) 
tσ   

(MPa) 
RMSE  
(MPa) 

cσ  

(MPa) 
tσ   

(MPa) 
RMSE  
(MPa) 

Using measured parameters 0.57 0.07 0.30 0.57 0.07 0.26 
Fitting to triaxial compression data 0.56 0.12 0.23 0.57 0.18 0.11 
Fitting to triaxial extension data 0.38 0.07 0.14 0.53 0.10 0.11 
Fitting to compression and extension data 0.43 0.07 0.13 0.52 0.11 0.09 

 

The measured values of uniaxial compressive and tensile strength for the chert dyke are 586 

and 34.5 MPa, respectively (Hoek, 1965). Fig. 2.4a shows the Christensen and Hoek-Brown 

failure envelopes with these measured values for the parameters. It can be observed that the 

Christensen failure envelope significantly underestimates the triaxial strength of the chert 

dyke while the Hoek-Brown envelope gives a good fit to the measured data. 

(a) (b) 

  
Fig. 2.4 The failure envelopes for the chert dyke (a) using the measured values, (b) optimized for the 

uniaxial compressive and tensile strength 

 

Using the results of triaxial compression tests, the obtained value of uniaxial compressive 

strength for the Christensen criterion is 865 MPa while the obtained tensile strength is zero. 

For the Hoek-Brown criterion, the obtained values of uniaxial compressive and tensile 

strength are 591 and 30.7 MPa, respectively. Fig. 2.4b shows the Christensen and Hoek-
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Brown failure envelopes with these optimized values for the parameters. It can be observed 

that the Hoek-Brown envelope essentially has not changed. On the other hand, although the 

Christensen envelope is closer to the measured values, it still underestimates the triaxial 

compressive strength significantly. The surprising points are the zero values of uniaxial 

tensile strength obtained from the fitting process and the low slope of the failure envelope.  

Table 2.2 provides a summary of the results of analyses on the chert dyke. It can be observed 

that in both scenarios, the Hoek-Brown criterion gives more accurate estimates of the 

uniaxial compressive and tensile strengths. In addition, the RMSE values for the 

Christensen criterion are more than double the values for the Hoek-Brown criterion.  

 

Table 2.2 The results of application of failure criteria for chert dyke 

Scenario 

 Christensen criterion  Hoek-Brown criterion 

cσ  

(MPa) 
tσ   

(MPa) 
RMSE  
(MPa) 

cσ  

(MPa) 
tσ   

(MPa) 
RMSE  
(MPa) 

Using measured parameters 586.2 34.5 440.2 586.2 34.5 161.3 
Fitting to triaxial compression data 864.6 0.0 306.7 590.9 30.7 151.4 

 

2.4.3. Application of the criteria to Carrara marble 

The next set of data used in this study was obtained from careful triaxial extension tests on 

Carrara marble which captured the hybrid fracture and transition from extension fracture to 

shear fracture (Ramsey and Chester, 2004). The marble is a relatively homogeneous and 

isotropic material with extremely low porosity and little crystal-lattice preferred orientation 

(Ramsey and Chester, 2004). More details about the testing procedure are given by Ramsey 

and Chester (2004). 

The measured values of uniaxial compressive and tensile strength for the Carrara marble are 

94 and 6.9 MPa, respectively (Haimson and Chang, 2000; Howarth and Rowlands, 1987). 

Fig. 2.5a shows the Christensen and Hoek-Brown failure envelopes with these measured 

values for the parameters. It can be observed that the Hoek-Brown criterion underestimates 

the triaxial extension strength and the Christensen criterion significantly overestimates it. 

 Using the results of triaxial extension tests, the obtained values of uniaxial compressive and 

tensile strength are 70 and 8.5 MPa for the Christensen criterion and 119 and 13.2 MPa for 

the Hoek-Brown criterion. Fig. 2.5b shows the Christensen and Hoek-Brown failure 

envelopes with these optimized values for the parameters. It can be observed that in this 

case, the Christensen envelope is closer to the measured data points. However, it should be 

noted that the slope of the Hoek-Brown envelope in intermediate to high ranges of confining 

pressure is very similar to that of the data points. However, the slope of the Christensen 

envelope in that range is not representative of the data points and it will underestimate the 

strength at high levels of confining pressure not included in this data set. 
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(a) 

 
(b) 

 
Fig. 2.5 The failure envelopes for the Carrara marble (a) using the measured values, (b) optimized for 

the uniaxial compressive and tensile strengths 

 

Table 2.3 gives a summary of the results of the analyses on the Carrara marble. It can be 

observed that in the first scenario, the Christensen criterion gives higher values of RMSE. 

However, in the second scenario, the Christensen criterion gives more accurate estimates of 

the uniaxial compressive and tensile strengths and slightly lower values of RMSE compared 

to the Hoek-Brown criterion.  

 

Table 2.3 The results of application of failure criteria for Carrara marble 

Scenario 

 Christensen criterion  Hoek-Brown criterion 

cσ  

(MPa) 
tσ  

(MPa) 

RMSE  
(MPa) 

cσ  

(MPa) 
tσ  

(MPa) 

RMSE  
(MPa) 

Using measured parameters 93.6 6.9 49.8 93.6 6.9 38.6 
Fitting to triaxial extension data 70.3 8.5 10.1 118.6 13.2 11.4 

 

2.4.4. Application of the criteria to Westerly granite 

The final set of data used in this study is obtained from careful polyaxial tests on Westerly 

granite (Haimson and Chang, 2000) to explore the accuracy of the Christensen criterion in 

polyaxial states of stresses where the intermediate principal stress varies between the major 
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and minor principal stresses. The important properties of the granite include very low 

porosity, high strength, and almost complete linear elasticity, homogeneity, and isotropy 

(Krech et al., 1974). More details about the testing procedure are given by Haimson and 

Chang (2000). 

The measured values of uniaxial compressive and tensile strength for the Westerly granite 

are 201 MPa and 12 MPa, respectively (Johnson et al., 1987; Krech et al., 1974). Fig. 2.6 

shows the Christensen and Hoek-Brown failure envelopes with these parameters. As 

expected, the Christensen criterion is capable of producing the strengthening effect of the 

intermediate principal stress while the Hoek-Brown criterion ignores this effect. Although 

both criteria considerably underestimate the strength of Westerly granite, the predictions of 

the Christensen criterion are less accurate than those of the Hoek-Brown criterion.  

 

(a) (b) 

  
Fig. 2.6 The failure envelopes for Westerly granite based on measured values of uniaxial compressive 

and tensile strength using (a) the Christensen criterion, (b) the Hoek-Brown criterion, compared to 

the measured polyaxial dataset 

 

If the polyaxial strength data are used for determination of the parameters, the obtained 

value of uniaxial compressive strength for the Christensen criterion is 453 MPa while the 

obtained tensile strength is zero as in the case of chert dyke. For the Hoek-Brown criterion, 
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the obtained values of uniaxial compressive and tensile strength in this case are 292 and 9.2 

MPa, respectively. Fig. 2.7 shows the Christensen and Hoek-Brown failure envelopes with 

these parameters. It can be observed that although the Hoek-Brown criterion does not 

capture the strengthening effect of the intermediate principal stress, it provides a high slope 

for the triaxial compression condition and gives a reasonable average strength at each level 

of minor principal stress. On the other hand, the Christensen criterion shows a very poor fit 

to the measured data. Again, the zero values of uniaxial tensile strength obtained from the 

fitting process and the low slope of the triaxial failure envelope are worth noting. 

 

(a) (b) 

  
 

Fig. 2.7 The failure envelopes for Westerly granite fitted to the results of polyaxial tests using (a) the 

Christensen criterion, (b) the Hoek-Brown criterion 

 

Table 2.4 gives a summary of the results of the analyses on the Westerly granite. It can be 

observed that in both scenarios, the RMSE values for the Christensen criterion are higher 

than those for the Hoek-Brown criterion. In addition, the obtained values of uniaxial 

compressive and tensile strength for the Hoek-Brown criterion are more accurate. 
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Table 2.4 The results of application of failure criteria for Westerly granite 

Scenario 

 Christensen criterion  Hoek-Brown criterion 

cσ  

(MPa) 
tσ   

(MPa) 
RMSE  
(MPa) 

cσ  

(MPa) 
tσ   

(MPa) 
RMSE  
(MPa) 

Using measured parameters 201 12.0 345 201 12.0 262 
Fitting to polyaxial data 453 0.0 169 292 9.2 53 

 

2.5. Discussion 

The average values of RMSE under different scenarios for each rock type are given in Table 

2.5. The results show that for all rock types, the RMSE values of the Christensen criterion 

are higher than those of the Hoek-Brown criterion. On average, the Hoek-Brown criterion is 

65% more accurate than the Christensen criterion. In addition, in all cases except for the 

triaxial extension of the Carrara marble, the values of the uniaxial compressive strength 

obtained from the fitting analyses for the Hoek-Brown criterion were more accurate than 

those for the Christensen criterion. 

 

Table 2.5 The average error values for the Christensen criterion, ChRMSE  and the Hoek-Brown 

criterion, HBRMSE  

Rock type 
ChRMSE  (MPa) HBRMSE  (MPa) 

HB

Ch

RMSE

RMSE
 

Synthetic rock 0.20 0.14 1.40 
Chert dyke 373.4 156.3 2.38 
Carrara marble 29.9 25.0 1.19 
Westerly granite 257.0 157.5 1.63 
  Average 1.65 

 

However, the results for tensile strength are more complicated. For the synthetic rock and 

Carrara marble, the values of tensile strength for the Christensen criterion obtained from 

the analyses of data were more accurate. In contrast, the fitting analyses of the results of 

tests on chert dyke and Westerly granite led to zero values of tensile strength for the 

Christensen criterion.  

Another notable point is the low slope of the Christensen failure envelopes obtained for the 

chert dyke, Carrara marble and Westerly granite. In order to find the reason for the 

obtained zero values for the tensile strength and the low slopes of the failure envelopes, it is 

useful to derive expressions for the slopes of the failure envelopes.  

The slope of failure envelope in triaxial compression can be obtained from Eq. (2.13) as: 
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It can be observed that, as expected, the slope of this failure envelope decreases with 

increasing minor principal stress. The initial slope at �� = 0 can be calculated as:  
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Obviously, the initial slope increases with an increasing ratio of uniaxial compressive 

strength to tensile strength. However, the limit of the initial slope as this ratio tends to 

infinity is 4.  

Following the same procedure, the slope of the failure envelope in triaxial extension can be 

calculated from Eq. (2.14) as:  
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and the initial slope at �� = 0 is given by:  
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In the case of triaxial extension, the limit of the initial slope as the uniaxial compressive to 

tensile strength ratio tends to infinity is 2.5.  

Hence, regardless of the ratio of uniaxial compressive strength to tensile strength, the initial 

slope of the Christensen failure envelope is always less than 4 in triaxial compression and 

less than 2.5 in triaxial extension. However, as it was shown in Figs. 2.4 and 2.7 for chert 

dyke and Westerly granite, the measured strength data can be along a curve with much 

higher slopes. In these cases, the Christensen criterion cannot capture the trend of data. 

In order to put the problem in context, it is useful to determine the slope of the well-

established Hoek-Brown failure envelope. The initial slope of the Hoek-Brown envelope for 

intact rock at �� = 0 in triaxial compression and extension states of stress can be calculated 

from Eq. (2.18) as: 

2
1

03

1

3

m

d

d
+=









=σ
σ

σ

                   (2.26)   



23 

 

Substituting Eq. (2.20) into Eq. (2.26) gives: 
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Hence, there is no mathematical upper bound for the initial slope of the Hoek-Brown 

criterion.  

Table 2.6 shows the calculated values of initial slope for the Christensen and Hoek-Brown 

criteria using the �� and �
 values obtained from fitting to all strength data for each rock 

type. It can be seen that for the cases of chert dyke and Westerly granite, the Christensen 

criterion has reached the maximum values of 4 and 2.5 for triaxial compression and 

extension, respectively. On the other hand, the Hoek-Brown criterion has been able to 

produce the high initial slopes of 10.65 and 16.89 required to fit the data for the chert dyke 

and Westerly granite, respectively. This explains the significantly lower error values of the 

Hoek-Brown criterion for these rocks (Table 2.5).  

 

Table 2.6 The initial slope of the best fit failure envelopes for different rock types 

Rock type 
Christensen criterion  Hoek-Brown criterion 

Triaxial  compression Triaxial  extension Triaxial  compression & extension 
Synthetic rock 3.16 2.35 3.47 
Chert dyke 4.00 2.50 10.65 
Carrara marble 3.35 2.39 5.55 
Westerly granite 4.00 2.50 16.89 

 

The reason for obtaining zero values of tensile strength from fitting analyses of the strength 

data for chert dyke and Westerly granite is closely related to the limitation of the slope of the 

failure envelope for the Christensen criterion. While no tensile strength data for these rock 

types are used in the fitting analyses, the criterion tries to reproduce the trend of data with 

high slopes by decreasing the value of the tensile strength to zero. As discussed, even a 

tensile strength of zero, equivalent to an infinite ratio of uniaxial compressive strength to 

tensile strength, is not sufficient to produce the required high slopes of the failure 

envelopes. The reason why this problem is not encountered in fitting the triaxial 

compression data for the synthetic rock is that the Christensen criterion is able to reproduce 

the required slope for that weak material. However, this is not the case for many real rock 

types simply because of the inherent limitations in the formulation. 

As noted above, for the synthetic rock and Carrara marble, the values of tensile strength for 

the Christensen criterion obtained from the analyses of data were more accurate than those 

of the Hoek-Brown criterion. This is because of the tension cut-off which implies the 

determination of tensile strength based on a few data in the tensile region rather than the 

whole data set. In other words, since two fitting process are required for the Christensen 

criterion, one for the linear tension cut-off part and one for the main parabolic part, the 
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tensile strength obtained from the fitting process is quite accurate provided that enough 

data are available in the tensile region.  

The results of analysis of data for Westerly granite shows an interesting point about how the 

Christensen and Hoek-Brown criteria handle the effect of intermediate principal stress in 

polyaxial loading condition. As mentioned before, while the intermediate principal stress is 

included in the equations of the Christensen criterion, the original form of Hoek-Brown 

criterion used in this study does not take into account the effect of intermediate principal 

stress. Considering that the strength data for Westerly granite (Fig. 2.7) clearly show the 

significant effect of intermediate principal stress on strength, it may be concluded that the 

Christensen criterion has an obvious advantage and can better fit the polyaxial data. 

However, as shown in Fig. 2.7, this is not the case.  

Similar results have been reported by Colmenares and Zoback (2002) who conducted a 

comprehensive comparative study between seven different failure criteria. They showed for 

example that the criteria such as Mohr-Coulomb or Hoek-Brown which are independent of 

the intermediate principal stress can better predict the polyaxial strength of some rocks 

compared to the criteria which do take into account the effect of intermediate principal 

stress such as the Dracker-Prager (1952) or Mogi (1971) criteria. 

The key to understanding the reason for such seemingly surprising outcome lies in the way 

different criteria deal with the intermediate principal stress. The Christensen or Dracker-

Prager criteria, for example, are expressed solely in terms of the stress invariants �� and 	�, 

and the �� term is included in these invariants. For such criteria, the cross sections of the 

failure surface in the π-plane are circles. However, it is long-established that the 

experimentally determined π-plane representations of failure surfaces for rocks are 

triangular with smoothly rounded edges (e.g., Kim and Lade, 1984). As an example, π -plane 

representations of the results of polyaxial tests carried out by Mogi (1971) on samples of 

Mizuho trachyte are presented in Fig. 2.8. It shows the experimental envelope as well as the 

circumscribed and inscribed Christensen envelopes fitted to triaxial compression and 

extension data, respectively. It can be seen that the data points are aligned on a rounded 

triangular failure envelope and the Christensen criterion with circular cross sections cannot 

adequately reproduce the trend of data. 

Finally, the reliability of the brittle to ductile transition condition for the Christensen 

criterion should be examined. As described in Section 2.2, according to the Christensen 

criterion the brittle or ductile behavior of a given material depends only on the volumetric 

stress, and there is a threshold of volumetric compressive stress above which the behavior is 

completely ductile. As an example, Fig. 2.1b showed that for a typical rock material with 

��/�
 = 12, the predicted mode of failure in triaxial compression with confining pressure 

from zero to infinity is ductile failure. In other words, the Christensen criterion makes no 

provision for the brittle failure of rock under compressive stress.  
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Fig. 2.8 The results of polyaxial test on Mizuho trachyte at ��  = 506 MPa, experimental envelope 

(rounded triangular) and the Christensen envelopes (circular) 

 

However, this contradicts the observed behavior of rocks. By studying the failure 

characteristics of different rock types, Mogi (1971) showed that as long as the ratio of ��/�� 

at failure is less than about 3.4, brittle failure occurs in triaxial compression. In other words, 

the brittle to ductile transition threshold of rock materials depends on the ratio of principal 

stresses rather than on the volumetric stress, and brittle failure is the dominant mode of 

failure in triaxial compression with low to intermediate levels of confining pressure.  

As an example, the results of triaxial tests carried out by Schwartz (1964) on Indiana 

limestone are shown in Fig. 2.9. The measured values of uniaxial compressive and tensile 

strength for this rock are 41.4 and 2.5 MPa, respectively. It can be observed that the brittle 

to ductile transition line proposed by Mogi (1971) accurately predicts the brittle and ductile 

failure of Indiana limestone. On the other hand, the brittle to ductile transition condition 

proposed by Christensen predicts ductile mode of failure in triaxial compression with 

confining pressure greater than zero. Contrary to the experimental observations, the 

Christensen criterion makes no provision for the brittle failure of rocks under compressive 

stresses. 

The reason for this contradiction may be attributed to different definitions of brittle and 

ductile failure. The brittle failure in the context of the Christensen criterion is closely related 

to tensile failure and the intersection of the tension cut-off with the main failure surface. 

However, brittle failure in rock mechanics is related to post-failure strain softening behavior 

in compressive stress fields. 
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Fig. 9 The results of triaxial test on Indiana limestone, observed behavior of rock and the brittle to 

ductile transition lines proposed by Mogi and Christensen 

 

2.6. Conclusions 

The Christensen criterion was discussed in detail and explicit equations were derived for 

biaxial, triaxial compression, triaxial extension, and polyaxial loading conditions. The 

results laboratory tests on a synthetic rock, chert dyke, Carrara marble and Westerly granite 

were used to evaluate the accuracy of the Christensen criterion compared to the well-

established Hoek-Brown criterion. 

On average, the Christensen criterion led to 65% higher errors compared to the Hoek-Brown 

criterion.  The slope of the Christensen failure envelope was found to be significantly lower 

than the experimental data. It was proved that the maximum initial slope for the 

Christensen failure envelope is 4 in triaxial compression and 2.5 in triaxial extension. 

However, the initial slopes of over 16 were produced by the Hoek-Brown criterion to 

replicate the trend of experimental data.  

Although the intermediate principal stress appears in the equations of the Christensen 

criterion, it did not fit the polyaxial strength data of Westerly granite as well as the Hoek-

Brown criterion which does not take into account the effect of intermediate principal stress. 
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The reason for such phenomenon was discussed in terms of the circular cross sections of the 

Christensen failure surface in the π-plane which is inconsistent with the smooth triangular 

shapes obtained from experiments. 

The brittle to ductile transition condition predicted by the Christensen criterion was also 

found to be inconsistent with the observed behavior of rocks. It was concluded that the 

Christensen criterion has some inherent mathematical characteristics which limits its 

potential for predicting the strength of rocks in compression. 
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Chapter 3 

Back-analysis of rock mass displacements 

around a deep shaft using two- and three- 

dimensional continuum modeling 2 

 

3.1. Introduction 

Predicting the behavior of rock masses is a necessary part of rock engineering design. Over 

the years, various empirical and numerical approaches have been developed to address the 

problem. Discontinuum modeling approaches emphasize the fractured nature of rock 

masses and can capture the discontinuous displacement fields resulting from relative 

movement of individual blocks. On the other hand, continuum modeling approaches 

consider the rock mass as an equivalent continuum with degraded mechanical properties 

due to the presence of fractures.  

Back analysis procedures can be divided into two main categories of inverse and direct 

approaches (Cividini et al. 1981). In the inverse approach, the governing equations of the 

problem are inverted so that the model response is given and model parameters are 

calculated. While this approach can be more computationally efficient, the inverse equations 

can only be obtained for relatively simple problems where the material behavior and 

specified model response are straightforward. In addition, this approach needs fundamental 

change to the numerical codes which is not usually possible. In the direct approach, 

however, a series of ordinary analyses are carried out without need for any changes into the 

numerical code. In addition, there is no limitation in terms of the complexity of the problem 

in the direct approach. While the trial and error process for adjusting the model and 

parameters in the direct approach can be more computationally intensive, it is a more 

comprehensive and flexible methodology (Gioda and Maier 1980; Miranda et al. 2011; 

Sakurai and Takeuchi 1983). Therefore, the direct approach is widely used for back analyses 

of real-world engineering problems. 

The first step in the back analysis is to choose between continuum and discontinuum 

models. Although from physical point of view, the discontinuum models can represent the 

fractured nature of rock masses more realistically, the number of input parameters required 

                                                           
2 A version of this chapter is published as a paper by the journal of Rock Mechanics and Rock Engineering: 
Rafiei Renani, H., Martin, C.D., Hudson, R. (2016), Back Analysis of Rock Mass Displacements Around a Deep 
Shaft Using Two- and Three-Dimensional Continuum Modeling, Rock Mech Rock Eng, 49, 1313-1327. 
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for these analyses including the mechanical properties of intact rock as well as the location, 

orientation, spacing and mechanical properties of the joints is very large. This in turn 

significantly increases the uncertainties in the model and the none-uniqueness of the 

solution. From computational point of view, it is also not feasible to incorporate all the 

joints in the discontinuum analyses and a vast majority of the joints are filtered subjectively 

(e.g. Vardakos et al. 2007). In addition, while the assumptions in two dimensional 

discontinuum analyses such as those regarding the orientation of joints or incorporating 

three-dimensional effects are seldom valid/verified, three dimensional discontinuum 

analyses involve prohibitively long run times. Therefore, discontinuum models are not 

generally recommended for back analysis (e.g. Yazdani et al. 2012). 

On the other hand, continuum analyses require smaller number of parameters which means 

less uncertainty. In addition, three dimensional models can be solved in a reasonable time 

period. Keeping in mind the importance of three dimensional effects (as always a portion of 

the response prior to installation of instrumentation is lost and should be accurately taken 

into account) and manageable run time (as many trial and errors are required to adjust the 

model parameters), continuum models can be used more effectively and efficiently in the 

back analysis of closely jointed rock masses where the overall behavior rather than local 

structurally controlled responses is concerned. 

Recent high quality laboratory and extensometer data collected for a deep shaft project 

provided an opportunity to examine the ability of current continuum-based models and 

methods for predicting and back-analyzing the rock mass behavior. In the following 

sections, the back analysis methodology for the shaft response using direct procedure is 

presented. The measured displacements are processed and numerical analyses are carried 

out. The numerical codes FLAC3D (Itasca Inc. 2009) based on Finite Difference Method 

(FDM) and Phase2 (Rocsceince Inc. 2011) based on Finite Element Method (FEM) were 

used in this study. Comparison has been made between the obtained rock mass parameters 

from the back analysis and those estimated from current empirical methods. 

 

3.2. Project description 

A shaft is currently being excavated to a depth of more than 2 km beneath the ground 

surface. As with all projects at this depth there is a strong reliance on empirical methods and 

data obtained from borehole characterization techniques to forecast the rock mass response 

during shaft sinking.  At strategic depths borehole multipoint extensometers were installed 

to monitor the rock mass response around the 10 m diameter circular shaft. The 

extensometer data used in this paper was obtained at the depth of 1172 m. The rock 

formation at this depth was composed of Cretaceous volcanic sediments. The laboratory 

mechanical properties of the intact rock from this formation were obtained from 32 uniaxial 

compression tests, 29 triaxial compression tests and 8 Brazilian indirect tension tests. The 

intact rock parameters including the uniaxial compressive strength ���, Young’s modulus "  

and Poisson’s ratio #  from the uniaxial tests, Hoek-Brown parameter ��  from the triaxial 

tests, and tensile strength �
 from the Brazilian tests are shown in Table 3.1. 
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Characterization of the rock mass was carried out using the Geological Strength Index (GSI) 

system. The value of GSI obtained for the formation was 62. The hydraulic fracturing and 

over-coring methods were used to determine the in situ stress field at the site. The obtained 

magnitude and orientation of the in situ principal stresses are shown in Table 3.2.  

 

Table 3.1 Mechanical properties of intact rock in the formation 

Parameters  ��� (MPa) " (GPa) # ��  �
 (MPa) 
Values 104 42 0.21 30 5.9 

 

Table 3.2 In situ stress field at the formation 

In situ stress component  Magnitude (MPa)  Orientation 

Major in situ principal stress, �� 32 Vertical 

Intermediate in situ principal stress, �� 26 North-South 

Minor in situ principal stress, ��  16  East-West 

 

The shaft was sunk using a full face drill-and-blast method and a Galloway Stage. The 

advance length in each excavation round was 3.0 m and every round took about 24 hours. 

The sequence for each round was drilling, blasting, ventilation, mucking, and shotcrete. The 

final concrete liner was poured every four rounds when the face has advanced about 12 m 

and sufficient time is allowed for the rock mass to respond to the excavation.  

Shaft instrumentation included monitoring the radial displacements using four multipoint 

extensometers. The azimuth of extensometers (Ext.) 1, 2, 3, and 4 was 60, 227, 317, and 170 

degrees from the North, respectively. Each extensometer has six anchor points at distances 

of 0.5, 1.0, 1.5, 2.0, 4.0, and 6.1 m from the reference head at the borehole collar. The 

extensometers were installed at a distance of 1 m from the face of the shaft. The holes for the 

extensometers were drilled using a jack-leg drill, and were grouted in place using a modified 

grout mix that could develop 2 MPa compressive strength after a few hours of curing.  

Real time logging systems were installed to record the measurements every 5 minutes so 

that data could be collected during the entire sinking cycles. After installation of the 

extensometers, drilling for the next round of excavation started. The first blast occurred 22 

hours after installation which allowed sufficient time for the grout to cure and for the anchor 

points to attach to the rock. The second blast occurred about 26 hours after the first blast. 

The extensometers were left in place just prior to the final liner being poured over the top of 

the instrumentation. Fig.3.1 shows the configuration of the problem in the three stages of 

extensometer installation, after the first blast and after the second blast. The layout of 

extensometers in the horizontal plane is illustrated in Fig. 3.2. 
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Fig. 3.1 Installation of multipoint extensometers (MP-Ext) and subsequent shaft advances of Rounds 
1 and 2  

 

Fig. 3.2 The layout of instrumentation in the shaft 

3.3. Extensometer measurements, interpretation and processing 

The displacement relative to the deep 6.1m anchor points for each extensometer is shown in 

Fig. 3.3. The first hours after installation of extensometers is the time when the grout is 

curing and the displacements recorded in that time period are not reliable. It can be 

observed that Ext. 2, 3, and 4 show significant displacements into the shaft within the first 

two hours of measurements. All the anchor points of Ext. 1 show no displacement before the 

first blast except the 0.5 m anchor point which indicates significant contraction. Before the 

first blast, no displacement is anticipated from theoretical point of view as the geometry and 

loading condition has not changed. However, the relative displacement at the reference 

head (0.0 m), during this period is 0.2, 1.7, 3.9, and 0.3 mm for Ext. 1, 2, 3, and 4 

respectively. 
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Fig. 3.3 Recorded displacements for each anchor point, relative to the 6.1-m-deep extensometer in 
the four multipoint extensometers 

 

After the first blast at 22 hours, all the extensometers indicate a sharp increase of 

displacement into the shaft, which is expected. However, the 4.0 m deep anchor point of 

Ext. 1 shows about two times the displacement recorded for the reference head at the 

borehole collar. A few hours after the first blast, the 0.5 m anchor point in Ext. 1 again starts 

to record contractive displacements.  
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Following the second blast in 48 hours, Exts. 2, 3, and 4 indicate additional displacement 

toward the shaft, which is also expected. However, all the anchor points of Ext. 1 now show 

very similar amount of increase in contractive displacement.  

Another important point about the recorded displacements shown in Fig. 3.3 is the time 

dependent response. It can be observed that Ext. 2 and 3 show very significant time 

dependent behavior after each blasting which does not come to equilibrium in 24 hours. 

However, Ext. 1 and 4 generally show very minor amount of time dependent displacement. 

It is also interesting to note that the Ext. 2 and 3 which indicate significant time dependent 

response happen to be on the west side of the shaft while the Ext. 1 and 4 recording 

negligible time dependent behavior are on the east side.  

The main potential sources of time dependent response for the shaft were considered as 

thermal effects, creep of the intact rock, and gradual slip along the joints. While the initial 

rock temperature at the 1172 m depth of the instrumentation section had been about 57 °C, 

the shaft temperature at the time of excavation was 31 °C. Hence, the rock mass experiences 

a cooling trend.  However, it can be intuitively observed that a decrease of temperature 

inside the shaft should result in outward displacement of the shaft wall while the time 

dependent behavior recorded by Ext. 2 and 3 indicate inward displacements. In addition, 

the thermal effects should influence the displacements in all directions while only the 

extensometers in the west side of the shaft showed a time-dependent response. Preliminary 

thermo-mechanical analyses confirmed that not only the time dependent displacement due 

to thermal cooling should be in outward direction but also the magnitude of the 

displacement due to thermal cooling is much lower than those recorded. Creep of intact rock 

was another potential source of time dependent response. However, nature of the formation 

and laboratory tests on intact specimens did not provide any evidence for creep behavior of 

this rock type. A possible explanation for the recorded time-dependent behavior may be the 

gradual slip along the joint due to activities inside the shaft.  

Since continuum modeling was chosen in this study for the back analysis to evaluate the 

global elasto-plastic characteristics of rock mass rather than the time dependent behavior or 

movement along individual joints, it was necessary to pre-process the extensometer 

measurements and filter the time dependent effects. Fig. 3.4 shows the processed 

displacement profiles which exclude the time dependent deformations. 

It can be readily observed that the displacement profile obtained for Ext. 1 shows significant 

scatter when compared to the other extensometers.   In addition the displacements caused 

by the second round blast are less than those associated with the first round blast. Hence, it 

was concluded that the results from Ext. 1 are unreliable and excluded from the back 

analysis. The displacement profiles for Ext. 2 and 3 follow a typical trend for an elasto-

plastic medium with a low slope at the deep elastic region and high slope at the plastic 

region in the vicinity of the shaft. The displacement profile for Ext. 4 closely follows a linear 

trend except within the 0.5 m of the shaft boundary.  
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Fig. 3.4 The processed displacement profiles for different extensometers 

 

3.4. Back analysis of the shaft response 

Direct approach of back analysis along with a continuum representation of the rock mass 

was used in this study. In the direct approach, an error function is defined and minimized in 

an iterative process by adjusting the model parameters. The process starts with an “initial 

guess”, initial set of parameters which will be subsequently adjusted. A good initial guess 

can lower the number of required trial and errors thereby increasing the efficiency of the 

back analysis process. Root Mean Squared Error (RMSE) in prediction of displacements was 

used in this study as the error function to be minimized. Empirical relationships were used 

to provide a good starting point for the back analysis process.  
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3.4.1. Orientation of maximum horizontal stress 

The in-situ stress measurements indicated the maximum horizontal stress was oriented 

approximately North-South.  Such an orientation implies that the maximum elastic radial 

displacements in the shaft would also be oriented North-South and the maximum plastic 

radial displacements would be found in the East-West regions of the shaft. Inspection of 

Ext. 2, 3 and 4, tends to support this general trend.  If the direction of the maximum 

horizontal stress was exactly North-South, symmetry implies that only a quarter of the 

problem domain, say the North-East quarter, needs to be modeled. In the quarter model, 

Ext.  2 and 3 are at Azimuths 047° and 043°, respectively. The angular separation of only 4° 

for Ext. 2 and 3 implies that the displacements based on quarter symmetry models should 

be very similar.   However, inspection of Ext. 2 and 3 reveals that the deformations recorded 

by Ext. 3 are more than two times the deformations recorded by Ext. 2.  This implies that 

North-South orientation of the maximum horizontal is likely inaccurate.  

Preliminary sensitivity analyses using a simple elasto-plastic two dimensional model 

showed that by rotating the maximum horizontal stress from Azimuth 000 to Azimuth 010, 

the radial displacement trends were in better agreement with trends from Ext. 2 and 3.  This 

rotation of 10 degrees is well within the confidence of the in-situ stress measurements.  

Hence, this modified direction of in situ principal horizontal stresses was used in the 

analyses discussed in the following sections.  

 

3.4.2. Three dimensional back analysis using FLAC3D 

Capturing the three-dimensional effects of face advancement on the measured 

displacements requires a three-dimensional numerical tool that can track the staging 

sequences used during shaft construction.  FLAC3D (Itasca Inc. 2009) is a widely used FDM 

code for geotechnical engineering analyses which offers sufficient flexibility for simulating 

the various construction stages. The numerical simulation followed the actual shaft-sinking 

sequence. Sensitivity analyses showed that the shotcrete support and final concrete lining 

did not influence the radial displacements and the extent of plastic zone. Hence, the support 

was excluded from the back-analyses to increase the computational efficiency. In addition, it 

is well known that the results from numerical plasticity analysis are mesh dependent.  For 

our analysis, the mesh size was selected based on computational efficiency and a series of 

sensitivity analyses to insure the accuracy of 98% for elastic solutions.  A minimum element 

size of 13 cm was used in the radial direction for all analyses when evaluating the results 

from various model input parameters. 

In order to extract the data from the numerical analysis and compare it to the extensometer 

measurements, two corrections need to be applied. The first temporal correction is 

necessary to remove the displacements that occur before the installation of the 

extensometers. Hence, the displacements in the numerical model at the time of 

extensometer installation should be recorded and subtracted from the displacements at the 

subsequent stages. The second spatial correction is necessary to respect the fact that the 
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extensometers only record the change in length rather than the absolute deformation. 

Considering the deepest extensometer anchor as the reference point, the displacement at 

this anchor points should be recorded and subtracted from the displacements recorded by 

the other anchor points. It should be emphasized that both of these correction are necessary 

and should be applied in order.  

Empirical guidelines and relationships provide a good starting point for choosing the 

material model and associated parameters. Based on the suggestion of Hoek and Brown 

(1997) for average quality rock masses, a strain-softening model was assumed for the post-

peak behavior. The Mohr-Coulomb material model was adopted for the rock mass with the 

rock mass modulus estimated from the relationship proposed by Hoek and Diederichs 

(2006), and the Poisson’s ratio estimated from the guidelines by Hoek and Brown (1997). 

The peak strength parameters including cohesion, friction angle and tensile strength were 

obtained from the generalized Hoek-Brown criterion (Hoek et al. 2002) using the 

mechanical parameters of the intact rock given in Table 3.1 and the GSI value of 62 for the 

rock mass. The dilation angle for average quality rock masses is estimated as 25% of the 

peak friction angle (Hoek and Brown 1997).  

The residual strength parameters are suggested to be estimated based on a reduced GSI 

value. Cai et al. (2007) proposed a negative exponential function for estimation of the 

residual GSI value. According to this relationship, the residual GSI for the formation is 

estimated as 44% of the peak GSI value. This value was used for estimation of the residual 

strength parameters. The mechanical parameters of rock mass including modulus of 

deformation " , Poisson’s ratio $ , peak cohesion %�, peak friction angle &�, tensile 

strength �
 , residual cohesion %', residual friction angle &', and dilation angle (  

estimated from the empirical methods are given in Table 3.3. The FLAC3D model with this 

set of parameters is referred to as the model I in this paper. 

 

Table 3.3 Mechanical properties of rock mass for the formation estimated from the empirical 
methods and back analysis 

Model 
Reasonable 

match 

 Parameters 

" (GPa) $  %�(MPa) &�(deg) �
 (MPa) %' 
(MPa) 

&'   
(deg) 

(  
(deg) 

Model I Ext. 2, 4 24 0.25 5.7 48 0.2 3.3 38 12 
Model II Ext. 3 27 0.25 5.5 40 2.0 0.9 39 15 
Model III Ext. 2, 3, 4 27 0.25 6.0 43 2.0 0.8 41 17 

 

Fig. 3.5 shows the displacement profiles, yielded elements and contours of plastic shear and 

tensile strains for model I. It can be observed that there is fairly good agreement between 

the measured and calculated displacement profiles for Ext. 2 and 4. However, the 

displacements measured by Ext. 3 are significantly underestimated by the numerical model.  
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Maximum thickness of plastic zone: 1.0 m 

Minimum thickness of plastic zone: 0.7 m 

 

 
Maximum thickness of plastic zone: 0.9 m 

Minimum thickness of plastic zone: 0.0 m 

 

 
Maximum thickness of plastic zone: 0.4 m 

Minimum thickness of plastic zone: 0.0 m 

Fig. 3.5 Displacement profiles, yielded elements, and shear and tensile plastic strains for the FLAC3D 
model I 
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Contours of yielded element indicate that the maximum thickness of plastic zone is 1.0 m in 

the direction of minor horizontal stress and minimum thickness of plastic zone is 0.7 m in 

the direction of maximum horizontal stress. However, the contours of plastic shear and 

tensile strains indicate that the overall maximum and minimum thickness of plastic zone are 

0.9 and 0.4 m in the directions of minimum and maximum horizontal stresses, respectively.  

In the following numerical back analyses, the mechanical parameters of the rock mass given 

in Table 3.3 were optimized to achieve reasonable agreement with the measurements from 

all three extensometers. However, all the attempts were not completely successful because 

the displacements recorded with Ext. 3 were much higher than those recorded by the other 

extensometers and the numerical models were not able to able to reproduce that amount of 

difference. As a result, the models which gave fairly good match with Ext. 2 and 4 

significantly underestimated the displacements for Ext. 3 and those which gave good match 

to Ext. 3 significantly overestimated the displacements for the other extensometers.  

While it was not possible to match the displacements of all the extensometers with a single 

set of parameters, it was decided to determine the possible range in input parameters. Since 

model I with the empirically estimated parameters provided reasonable match to Ext. 2 and 

4, more focus was given to the measurements of Ext. 3 in the subsequent back analysis to 

find the set of parameters giving a reasonable match to these data. 

The FLAC3D model matching the measurements of Ext. 3 is referred to as the model II in 

this paper and the parameters are given in Table 3.3. The corresponding displacement 

profiles, yielded elements, and the plastic shear and tensile strains are shown in Fig. 3.6. 

While this model provided a reasonable match to the Ext. 3 displacements, it significantly 

overestimated the displacements for Ext. 2 and 4. Developing a fit to the large 

displacements near the tunnel profile resulted in a larger plastic zone relative to model I. It 

is also worth noting that the extent to plastic zone indicated by the contour of yielded 

elements is larger than that obtained by considering the contour of plastic shear and tensile 

strains. While the minimum thickness of plastic zone in the direction of major horizontal 

stress is 2.2 m based on the contour of yielded elements, contours of plastic strains indicate 

the lower value of 1.7 m. For comparison, the results of three dimensional back analysis with 

the finite element code ABAQUS is given in Appendix A. 

 

3.4.3. Two dimensional back analysis using Phase2 

Two dimensional plane-strain analyses are often used to avoid the difficulties with three 

dimensional modeling. For the problem of an advancing tunnel or shaft, the convergence-

confinement method (e.g. Hoek and Brown 1980; Carranza-Torres and Fairhurst 2000) is 

frequently used to capture the three dimensional effects. The main component of this 

approach which introduces three dimensional effects into the two dimensional analyses is 

Longitudinal Displacement Profile (LDP). This profile shows the relative convergence into 

the opening (the ratio of current convergence to the final convergence) as a function of the 

distance from the excavation face to the point of interest.  
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Maximum thickness of plastic zone: 2.8 m 

Minimum thickness of plastic zone: 2.2 m 

 

 
Maximum thickness of plastic zone: 2.8 m 

Minimum thickness of plastic zone: 1.7 m 

 

 
Maximum thickness of plastic zone: 0.1 m 

Minimum thickness of plastic zone: 0.0 m 

Fig. 3.6 Displacement profiles, yielded elements, and shear and tensile plastic strains for the FLAC3D 
model II 
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Several equations have been proposed to describe the LDP for advancing excavations (e.g., 

Panet 1995; Unlu and Gercek 2003). A more recent set of equations for LDP was developed 

by Vlachopoulos and Diederichs (2009) based on the results of axisymmetric numerical 

analyses: 
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where ) is the inward radial displacement at the distance of * from the excavation face, )� is 

the displacement at the excavation face (X=0), ) �� is the maximum displacement far away 

from the excavation face, )∗	is the relative convergence, - is the radius of excavation and -� 

is the maximum radius of plastic zone far away from the face (Fig. 3.7). 

 

Fig. 3.7 Longitudinal Displacement Profile (LDP) and associated parameter 

In this section, the LDP methodology in conjunction with two dimensional modelling using 

the FEM code Phase2 (RocScience Inc. 2011), was used to back analysis the shaft response. 

The first step in the analysis was to determine the relative convergence at stage (1) the time 
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of extensometer installation, stage (2) after the first blast, and stage (3) after the second 

blast. It can be observed from Eqs. (3.1-3.4) that in order to use the LDP proposed by 

Vlachopoulos and Diederichs (2009), the maximum radius of plastic zone should be 

determined. However, it is not exactly known at the beginning of back analysis and an initial 

assumption is required. Based on the results of trial three dimensional analyses, the 

thickness of plastic zone is expected to be between 1 and 4 m. Hence, the ratio of plastic 

zone radius to shaft radius, -∗	is between 1.2 to 1.8. Considering the distances of 1, 4, and 7 

m from the shaft face at the time of extensometer installation, after the first blast and after 

the second blast, the ratio of the distance from the face to the shaft radius, *∗	is 0.2, 0.8, and 

1.4, respectively.  

Table 3.4 shows the relative convergence at different stages determined using the Eqs. (3.1-

3.4) for LDP proposed by Vlachopoulos and Diederichs (2009). It can be observed that 

development of larger plastic zones retard the displacement response. The average amounts 

of convergence at the time of extensometer installation, after the first blast and after the 

second blast are 40, 67, and 82% of the final convergence, respectively. 

 

Table 3.4 Relative convergence at different stages of analysis based on the LDP proposed by 
Vlachopoulos and Diederichs (2009) 

Stage 
Thickness of plastic zone (m) 

Average (m) 
1 2 3 4 

(1) Ext. installation, X/R=0.2 0.44 0.41 0.39 0.37 0.40 
(2) After the first blast, X/R=0.8 0.73 0.69 0.65 0.62 0.67 
(3) After the second blast, X/R=1.4 0.87 0.84 0.80 0.77 0.82 

 

There are two general methods to model the excavation sequence and obtain the ground 

characteristic curve using two dimensional analyses (e.g. Hoek et al. 2008; Vlachopoulos 

and Diederichs 2009). Traction relaxation method is a technique in which the tractions on 

the boundary of excavation are progressively reduced from the in situ values to zero. 

Another option is the core replacement method in which the Young`s modulus of an 

inclusion inside the opening is progressively reduced from the initial value to zero. In both 

cases, the load on the excavation boundary gradually decreases and the convergence 

progressively increases so that the ground characteristic curve can be determined. The core 

replacement method is often preferred (e.g. Hoek et al. 2008) due to its ability to better 

capture the evolution of stresses and development of plastic deformations around non-

circular excavations. This method was used in this study. 

Different stages of analysis were defined in Phase2 with varying value of Young’s modulus 

for the core inside the shaft. The steps corresponding to extensometer installation, the first 

blast, and the second blast were determined based on the relative convergences given in 

Table 3.4. Since the thickness of plastic zone and in turn the relative convergence from the 

LDP is dependent on the material properties, these values were updated in each trial and 

error process of back analysis. It was observed that the relative convergence at each step 

varies for different points along the shaft boundary due to the anisotropic in situ stress field. 
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Hence, the reference head of Ext. 3 was considered as the main reference point while trying 

to keep the relative convergence at other points close to the prescribed values. 

The mechanical parameters obtained from back analysis using Phase2 are given in Table 3.3 

and is referred to as the model III in this paper. The corresponding displacement profiles 

and contour of yielded elements are shown in Fig. 3.8. It can be observed that this model 

gives reasonable match to the measurements of all extensometers by slightly overestimating 

the convergence for Ext. 2 and underestimating the displacements for Ext. 3. Regarding the 

extent of plastic zone, it is worth noting that the yield symbols show about the length of one 

element smaller plastic zone relative to the contour of plastic elements. The difference was 

significant for the preliminary models with triangular elements and graded mesh because 

the size of elements at the boundary of elastic and plastic zones was relatively large. For the 

final model with quadrilateral elements and radial mesh, the difference was negligible and 

the average thickness of plastic zone varies between 1.4 and 2.3 m. 

 

  

 

 
Maximum thickness of plastic zone: 2.3 m 

Minimum thickness of plastic zone: 1.4 m 

Fig. 3.8 Displacement profiles and equivalent plastic strain for the Phase2 model III  
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3.5. Discussion 

The parameters and results of different numerical models were presented in the previous 

section. It was shown that the FLAC3D model with the empirically derived strain-softening 

parameters given in Table 3.3 (model I) gives satisfactory match to the measurements of 

Ext. 2 and 4 while significantly underestimating the measurements of Ext. 3. Putting more 

emphasis on Ext. 3, the FLAC3D model with parameters given in Table 3.3 (model II) gives 

a good fit to the measurements of this extensometer while significantly overestimating the 

displacements for the other extensometers. The two dimensional Phase2 model with the 

parameters given in Table 3.3 (model III), however, gives a reasonable match to the 

measurements of all extensometer. This match is judged acceptable by simply comparing 

the measured extensometers results with the model results.  It is clear from these analyses 

that the best-fit model parameters are constrained primarily by the number of 

extensometers used in the back analysis. When limiting the acceptability of the back 

analysis to the radial displacements the comparison of the predicted and measured is 

straightforward. However, when combining the extent of the plastic zone and the 

displacements from each of the models, deciding on an acceptable solution is less clear. 

Table 3.5 shows the maximum thickness of plastic zone and displacement of the reference 

head at the borehole collar measured and simulated for different extensometers. The 

FLAC3D model I gives the lowest thickness of plastic zone along with lower displacements 

sufficient to match the measurements of Ext. 2 and 4. The FLAC3D model II shows a much 

larger plastic zone necessary to cause larger displacements recorded by the Ext. 3. The 

Phase2 model III indicated an intermediate extent of plastic zone.  

 

Table 3.5 The maximum thickness of plastic zone and displacement of the reference head measured 
and simulated for different extensometers 

Method/Matched 
Extensometers 

 Maximum  
 plastic zone 

(m) 

 Ext. 2 (mm)  Ext. 3 (mm)  Ext. 4 (mm) 
1st 

blast 
2nd 

blast 
1st 

blast 
2nd 

blast 
1st 

blast 
2nd 

blast 
Measured  - 1.23 2.40 3.63 5.62 1.13 1.43 
Model I/Ext2,4  1.0  1.66 2.06  1.59 2.07  1.75 2.14 
Model II/Ext3  2.8  3.57 4.45  4.05 5.21  3.05 3.62 
Model III/Ext2,3,4  2.3  1.84 3.60  2.81 4.87  1.31 1.93 

 

It can be observed from Table 3.5 that measured displacement values vary over wide ranges 

from 1.13 to 3.62 mm and 1.43 to 5.62 mm for the first and second blasts, respectively. For 

the FLAC3D model I, however, the ranges are very narrow such as 1.59-1.75 mm and 2.06-

2.14 mm for the first and second blasts, respectively. Hence, the corresponding ratios of 

maximum to minimum displacement at the reference head for different extensometers are 

1.10 and 1.04 in the first and second blasts, respectively.  Similarly for the FLAC3D model II, 

the ranges are 3.05-4.05 mm and 3.62-5.21 mm for the first and second blasts, making the 

maximum to minimum ratios of 1.33 and 1.44, respectively.  
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These results suggest that for the given problem (opening geometry, excavation sequence, 

support installation, monitoring conditions) with reasonable ranges of material parameters, 

there is a limit for the ratio of maximum to minimum displacements which can be obtained 

from the three dimensional continuum models with isotropic constitutive models. 

Obviously, this limit is influenced by the geometrical and loading anisotropy. In a 

hydrostatic stress field, the theoretical ratio of maximum to minimum displacements 

around the boundary of a circular opening is unity and it increases with increasing the 

anisotropy of the stress fields.  

A series of numerical analyses was carried out using FLAC3D with elastic (EL), elastic-

perfectly plastic (PP), and strain softening (SS) material models and input parameters 

ranging from likely to possible values (Table 3.6) to test the hypothesis. The obtained ratio 

of maximum to minimum displacements at reference head for different extensometers is 

shown in Fig. 3.9. It can be observed that considering all the elastic, elastic-perfectly plastic, 

and strain softening material behaviors, the ratio of maximum to minimum displacements 

at the reference head for different extensometers varies from 1.02 to 1.58. The results of 

FLAC3D models I and II also fall in this range.  

 

Table 3.6 Range of parameters used for determining the displacement ratios in Fig. 3.9 

Range " (GPa) $  %�(MPa) &�(deg) �
 (MPa) %' (MPa) &'   
(deg) 

(  
(deg) 

Min. 20 0.20 3.5 42 0.2 0.5 38 5 
Max. 27 0.30 5.8 48 2.0 2.5 48 20 

 

Hence, for the circular shaft with the ratio of minimum to maximum horizontal stresses of 

0.6, the measurements of different extensometers based on three dimensional continuum 

models with isotropic constitutive models should not be different by more than 

approximately 60%. However, the measured ratios were 3.21 and 3.90 for the first and 

second blasts, respectively. This implies that regardless of the material model and 

corresponding parameters, the three dimensional continuum models with isotropic 

constitutive models simply cannot reproduce the significant difference in the measured 

displacements by different extensometers. The reason for such a wide range of measured 

displacements might be due to some errors in the measurements or the fact that the nature 

and behavior of the rock mass is much more complex than a continuum isotropic material. 

In such situations where it is not possible to match the displacements of all the 

extensometers, the results from the back analysis should reflect the possible range in input 

parameters. 

Fig. 3.9 shows that for the two dimensional Phase2 model III with the parameter falling in 

the ranges given in Table 3.6, the ratio of maximum to minimum displacements at the 

reference head for different extensometers were found to be higher than those for the three 

dimensional FLAC3D models. According to Table 3.5, the extensometer displacements at 

the reference head range from 1.31-2.81 mm and 1.93-4.87 mm for the first and second 
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blasts, respectively. Hence, the corresponding ratios of maximum to minimum 

displacements are 2.15 and 2.52 for the first and second blasts, respectively. Although these 

values are still much lower than corresponding values of 3.21 and 3.90 based on the 

extensometers measurements, the two dimensional Phase2 model provided a better match 

to the measurements of all extensometers.  

 

Fig. 3.9 The ratio of maximum to minimum displacements at the reference head for different 
extensometers from a number of FLAC3D and Phase2 models along with the extensometer 
measurements 

 

In order to explore the reason for this difference between the results from the two and three 

dimensional models, it is useful to investigate the procedure in which three dimensional 

effects are handled by the two dimensional models. As discussed previously, Longitudinal 

Displacement Profiles are needed to help the user choose the appropriate amount of 

displacement that takes place ahead of the excavation face.  Vlachopoulos and Diederichs 

(2009) provided the Longitudinal Displacement Profiles and guidelines used in this study.  

To evaluate the extent to which these LDPs are accurate in capturing the real three 

dimensional effects, the relative convergence at different stages obtained from FLAC3D 

simulations for three different models are shown in Table 3.7. The first model PP (I) is an 

elastic-perfectly plastic model with parameters identical to Model I (Table 3.3) except that 

the residual values of cohesion and friction angle are equal to corresponding peak values. 

The second and third models, SS (I) and SS (II) are strain softening models with parameters 

identical to Models I and II (Table 3.3), respectively.  
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Table 3.7 Relative convergence at different stages obtained from FLAC3D simulations for three 
different models 

Stage 
 PP (I)  SS (I)  SS (II) 

Ext. 
2 

Ext. 
3 

Ext. 
4 

Ext. 
2 

Ext. 
3 

Ext. 
4 

Ext. 
2 

Ext. 
3 

Ext. 
4 

(1) Ext. installation, 
X/R=0.2 0.56 0.57 0.58 0.58 0.58 0.63 0.59 0.56 0.65 
(2) After the first blast, 
X/R=0.8 

 
0.83 0.83 0.84 

 
0.83 0.83 0.85 

 
0.85 0.83 0.87 

(3) After the second 
blast, X/R=1.4 

 
0.93 0.93 0.93 

 
0.93 0.93 0.94 

 
0.93 0.92 0.94 

 

The first finding is that for the elastic-perfectly plastic model PP (I), the values of relative 

convergence for different extensometers at each stage are very close. It appears that for rock 

masses with elastic-perfectly plastic behavior, an isotropic LDP may be adequate even with 

an in-plane stress anisotropy ratio of 0.6. For the strain softening models SS (I) and SS (II), 

however, the value of relative convergence for different extensometers is more variable 

implying that an isotropic LDP cannot properly capture the three dimensional effects. Note 

that only three points along the shaft boundary are considered in Table 3.7, and 

investigating the results for additional points gives greater variability. It is also worth noting 

that the range of variability is higher at the first stage and decreases with increasing the 

distance from the face. Unfortunately, most of the displacement happens near the face and 

those occurring far from the face are of little significance.  

Fig. 3.10 shows the upper bound, lower bound, and the average LDPs for the range of ratio 

of plastic zone radius to opening radius, -�/-	 from 1.2 to 1.8 as determined from the 

previous two and three dimensional models. On the same plot the results from FLAC3D 

analyses are shown. Since the behavior for the average quality rock mass in the formation is 

strain softening and the results for SS (I) and SS (II) models given in Table 3.7 are very 

similar, for the sake of clarity only the results of the SS (II) model are shown in Fig. 3.10.  

Again, the wide range of relative convergence in different directions near the face which 

decreases with increasing the distance from the face is noticeable. However, the results of 

real three dimensional analyses in all stages are well above the Vlachopoulos and Diederichs 

(2009) LDPs used in the two dimensional analyses. Hence, it can be concluded that the 

three dimensional effects could not be properly introduced into the two dimensional models 

using those LDPs. However, the most important point is that even by shifting the LDP 

upward so that it fits the data points, there is still the problem of variability of the relative 

convergence along the opening boundary. Hence, the adjusted LDP can be respected only 

for a few points along the opening boundary and it will be compromised for the rest of 

boundary.  
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Fig. 3.10 Comparison of the relative convergence from the three dimensional model and the LDPs 

 

Therefore, though giving apparently better match to the extensometer measurements (Fig. 

3.8), the two dimensional models with LDPs cannot respect the real three dimensional 

effects for excavations in strain softening rock masses under anisotropic stress fields. It is 

not a surprising fact as the LDPs are originally obtained for circular openings in elastic or 

elastic-perfectly plastic rock masses under isotropic stress fields. These are three serious 

limiting conditions which are rarely encountered in real-world problems. However, 

convenience of two dimensional analyses has resulted in application of the LDPs for 

excavations of non-circular cross section in anisotropic in situ stress fields (e.g. Hoek et al. 

2008, RocScience Inc. 2010). Apparently good matches which are directly the results of 

compromising the real three dimensional effects have also encouraged the use of two 

dimensional models.  

 

3.6. Conclusions 

In this paper the procedure of back analysis of the displacements at a deep shaft using 

continuum models was presented. The section of the 10 m diameter circular shaft 

considered in this study was located at a depth of 1172 m in Cretaceous volcanic sediments 

formation with intact uniaxial compressive strength and Geological Strength Index of 104 

MPa and 62, respectively.  Four radially installed extensometers were used to monitor the 

shaft response.  Of those extensometers, Ext. 2, 3 and 4 produced reliable results, with the 

magnitude of the results from Ext. 3 being approximately twice as large as the magnitudes 

of the results from Ext. 2 and 4.   
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FLAC3D (three dimensional finite difference code) and Phase2 (two dimensional finite 

element code) were used to back analyse the measured displacements to determine the most 

likely rock mass properties. The initial values for the rock mass parameters were estimated 

from existing empirical relationships.  The results of the FLAC3D model with the empirical 

parameters and a Mohr-Coulomb criterion and strain softening behavior gave a reasonable 

match to the measurements of Ext. 2 and 4 while underestimating the measurements of Ext. 

3. In order to match the significantly higher displacements of Ext. 3, the mechanical 

parameters were adjusted causing a larger plastic zone. However, the obtained results 

significantly overestimated the displacements for Ext. 2 and 4. The two dimensional Phase2 

models, however, gave a better match to the measurements of all extensometers.  

In other words, while three dimensional models were not able to reproduce the significant 

difference between the results of different extensometer thereby giving good match to the 

measurements of one or two extensometers, the two dimensional models could reproduce a 

wider range of displacements for different extensometers which led to better overall fit to all 

three extensometer.  

Investigating this phenomenon using the results of several three dimensional models with 

elastic, elastic-perfectly plastic, and strain softening behavior showed that for the given 

problem, there is indeed a theoretical limit for the difference among the measurements of 

different extensometers. However, the difference based on the measurements was much 

higher than the limit. As observed during the trial and error modelings, it implies that 

regardless of the material models and corresponding parameters, it is not possible to match 

the highly anisotropic measurements of the extensometers with any three dimensional 

continuum models adopting isotropic constitutive behavior. 

However, it was still very surprising and questionable that the two dimensional Phase2 

models were able to give a better match to the extensometers measurements. Using the 

results of three dimensional models, it was shown that the adopted Longitudinal 

Displacement Profile (LDP) for two dimensional models always underestimated the relative 

convergence especially in the near the face region where most of the displacement occurs. 

More importantly, it was shown that for the given problem with the ratio of minimum to 

maximum horizontal stresses of 0.6, the relative convergence especially near the face varies 

along the shaft periphery. It means that no isotropic LDP is able to respect the evolution of 

convergence for all the points along the opening boundary due to three dimensional effects 

of an advancing face. While the results of two dimensional models were found to be 

extremely sensitive to the relative convergence at each stage thereby showing the crucial 

importance of accurate considerations for three dimensional effects, they fail to respect the 

real variations of the displacements along the opening boundary at different stages of 

analysis. Compromising the real three dimensional effects is believed to be the reason for 

apparently better agreements between the measurements and the predictions of two 

dimensional models. 

In summary, careful interpretation of the field measurements are recommended before any 

simulations as blind application of raw data can lead to extremely misleading results. 

Processing the data and modeling the real behavior of average quality rock masses needs 
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careful attention as a combination of structurally controlled and stress induced phenomena 

occurs simultaneously and separation of the effects is very difficult if not impossible. The 

empirical relationships for estimation of the rock mass parameters were found to be 

sufficiently accurate in preliminary stages of design. Accurate consideration of three 

dimensional effects is very important in the displacement back analysis. LDPs are originally 

developed for circular openings in elastic or elastic-perfectly plastic media under isotropic 

stress conditions. Though very tempting, extending the application of LDPs along with two 

dimensional modeling for excavations in strain softening media under anisotropic stresses 

is not recommended and can lead to misleading results.  
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Chapter 4 

Cohesion degradation and friction mobilization 

in brittle failure of rocks3 

 

4.1. Introduction 

Predicting the behavior of rock masses is a necessary part of rock engineering design. Over 

the years, various empirical and numerical approaches have been developed to address the 

problem. Discontinuum modeling approaches emphasize the fractured nature of rock 

masses and can capture the discontinuous displacement fields resulting from relative 

movement of individual blocks. On the other hand, continuum modeling approaches 

consider the rock mass as an equivalent continuum with degraded mechanical properties 

due to the presence of fractures.  

Strength of materials has long been a subject of interest in engineering design and 

numerous strength theories have been proposed over the years. While modern day theories 

often become increasingly complex, the fundamental components which contribute to the 

overall strength of materials can be explained in simple terms.  

Starting from the simplest system where there is a contact between two separate bodies, 

Amonton’s law of friction states that the shear force required to cause the slip is 

proportional to the normal force acting on the surface and the coefficient of proportionality 

is the friction coefficient. Adding some bonds between the contacting bodies, Coulomb 

criterion states that there is still a direct relationship between the critical shear force and the 

applied normal force. However, there is finite shear strength even at zero normal force in a 

bonded system. This is the cohesive component of strength which totally depends on the 

bonds between the contacting surfaces.  

The bonded contacts system described above is a useful model to study the strength of 

brittle rocks. Rocks are composed of mineral grains attached together. Researchers (e.g., 

Bieniawski 1967; Martin and Chandler, 1994) have shown that during a standard 

compression test that follows the ISRM Suggested Guidelines (Brown, 1981), brittle rocks go 

through five distinct stages shown in Fig. 4.1.   

 

                                                           
3
 A version of this chapter is submitted as a paper to the International Journal of Rock Mechanics and Mining 

Sciences 
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Fig. 4.1 The five stages of compressive brittle failure of rocks (Bieniawski, 1967), and the possible 

development of cohesive and frictional strength components (modified after Hajiabdolmajid et al., 

2002) 

 

In stage I, existing cracks are closed under relatively low stresses causing low initial 

stiffness. After crack closure, stage II starts with linear elastic deformations in axial and 

lateral directions. In stage III, stable axial cracks are initiated causing acoustic emissions 

(AE) and departure from linear expansion in the lateral direction. As loading continues, the 

length and number of microcracks within the material increase to a point where axial 

microcracks begin to coalesce together and form shear cracks. This marks the start of stage 

IV, unstable crack growth, and the corresponding stress level is called the crack damage 

stress. Aside from a sharp increase in the number of AE events, crack damage stress can also 

be identified using the volumetric strain response and denotes where the sample ceases to 

contract and starts to dilate. Crack damage stress also corresponds to the long-term strength 

of the material (Schmidtke and Lajtai, 1985) as higher loads can only be sustained for a 

short time and cannot be relied on for the long term (Martin and Chandler, 1994). By 

increasing loading, the peak stress is reached which marks the start of post-peak stage V 

associated with a macro shear failure and drop of stress level.  

From a microscopic point of view, the rock sample in a triaxial test starts from an initial 

state with some pre-existing microcracks and experience damage i.e., initiation, 

propagation, and coalescence of cracks. Going back to the concept of a bonded contacts 

model, as crack density increases the number of bonds and therefore cohesive strength 

decreases (Fig. 1). Frictional strength, on the other hand, increases with increasing number 

of crack surfaces and will be present even after all the bonds are broken (Fig. 1).  

Continuum models commonly used in rock engineering mostly focus on the peak stress and 

ignore the interrelationship between damage, deformability, and strength. Such approaches 
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have shown to be ineffective in capturing the brittle failure of rock in situ (Hajiabdolmajid et 

al, 2002). While the approach suggested by Martin (1997) and applied by Hajiabdolmajid et 

al. (2002) has gained wider acceptance (e.g., Diederichs, 2007; Zhao and Cai, 2010; Edelbro 

et al., 2012; Walton et al., 2015), little work has been carried out to develop the methodology 

using confined laboratory tests. In this study, the results of confined damage controlled tests 

have been used to capture the full failure process and development of cohesion and friction 

at different damage levels. The results have been analyzed and equations are proposed to 

describe the observed behavior.  The model is implemented in a numerical code and case 

studies have been used to verify the proposed approach. 

 

4.2. Damage-controlled laboratory tests 

Standard triaxial compression tests using stiff servo-controlled loading machines can 

provide pre- and post-peak stress-strain curves at different levels of confining stress. 

However, they provide little if any information regarding the gradual damage process (crack 

initiation, propagation, and coalescence) and its effect on the fundamental components of 

strength, i.e., cohesion and friction. 

To capture the effect of incremental microstructural damage on the macroscopic strength 

characteristics, Martin (1993) reported the results from a series of damage-controlled 

compression tests on Lac du Bonnet (LdB) granite and Indiana limestone. The test 

specimens were prepared according to the ISRM suggested methods (Brown, 1981).  

In the damage-controlled tests, the axial and confining stress were initially increased 

simultaneously at a rate of 0.75 MPa/s to reach the desired confinement level. Axial stress 

was then increased at the same rate up to about 75% of the expected peak strength with 

unload-reload cycles. In order to ensure a controlled damage process, the unload-reload 

cycles after 75% of the peak strength were carries out at 0.063 mm increments of 

circumferential deformation. During unloading, axial stress was reduced to confining stress 

in triaxial tests and to 5 MPa in the unconfined tests. The results of damage-controlled tests 

were shown to be in agreement with standard compression tests. More details on the 

damage-controlled tests is given by Martin (1993) and Martin and Chandler (1994). 

The damage-controlled tests reported by Martin (1993) provided pre- and post-peak stress-

strain curves for a gradual damage process (Fig. 4.2). The results are used in this study to 

develop theories and modeling approaches. 

 

4.2.1. Tests on LdB granite samples from the URL  

A comprehensive set of damage-controlled tests were carries out on the samples of Lac du 

Bonnet granite from the 420 level of the Underground Research Laboratory (URL) owned 

by Atomic Energy of Canada Limited (Martin, 1993). The results under uniaxial and triaxial 

loading conditions with 10, 20, 40, and 60 MPa confining stress have been analyzed.  In 
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order to quantify the extent of damage within the sample, volumetric strain were evaluated 

as initiation and propagation of cracks during each loading cycle cause an increase in 

sample volume. It can be seen from Fig. 4.2b that after each cycle, the volumetric strain at 

unloading stress shifts towards left (decreasing volumetric strain, i.e., dilation). As 

suggested by Martin and Chandler (1994), cumulative irreversible volumetric strain can be 

used for damage quantification and will be referred to in this paper as plastic strain.  

(a) (b) 

  
Fig. 4.2 Results of unconfined damage-controlled tests on a sample of Lac du Bonnet granite 
from the 420 level of URL, (a) axial stress vs. axial strain, (b) axial stress vs. volumetric 
strain 

 

A MATLAB code was written to automatically extract crack damage stress and peak stress 

for each loading cycle. Fig. 4.3 shows the variations of crack damage stress and peak stress 

with plastic strain for samples of Lac du Bonnet granite from the 420 level of the URL. It 

can be observed that both crack damage stress and peak stress are directly related to 

confining stress. At all confinement levels, crack damage stress rapidly drops to a threshold 

value with increasing damage and plastic strain. The peak stress, however, shows an initial 

hardening followed by a slower softening as plastic strain increases. The maximum values of 

crack damage stress and peak stress for the unconfined tests are 110 and 141 MPa, 

respectively.  

 

4.2.2. Tests on LdB granite samples from the Cold Spring Quarry  

Similar damage controlled tests were also carried out on the samples of Lac du Bonnet 

granite from the Cold Spring Quarry located in southeastern Manitoba, Canada. The tests 

were done under uniaxial and triaxial loadings with confining stress levels of 2 and 10 MPa. 

Crack damage stress and peak stress for the samples from the Cold Spring Quarry are shown 

in Fig. 4.4. As it can be seen, the test results for the Cold Spring Quarry are limited 
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compared to those of URL in terms of both confinement levels and also the number of 

loading cycles and damage increments. The plastic strains obtained from the Cold Spring 

Quarry test results are less than 0.7% compared to near 3% for the URL samples. The 

general trends of data, however, are very similar. Crack damage stress and peak stress both 

increase with confinement and crack damage stress decreases more rapidly than peak stress 

with increasing plastic strain.  

 

(a) (b) 

  
Fig. 4.3 (a) Crack damage stress and, (b) peak stress obtained from damage-controlled tests on 

samples of Lac du Bonnet granite from the 420 level of URL 

 

(a) (b) 

  
Fig. 4.4 (a) Crack damage stress and, (b) peak stress obtained from damage-controlled tests on 

samples of Lac du Bonnet granite from the Cold Spring Quarry 
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It can be observed that the sample form the Cold Spring Quarry is significantly stronger 

from the URL sample. The maximum values of crack damage stress for the unconfined 

samples from URL and Cold Spring are 110 and 199 MPa, respectively. The peak unconfined 

stress for the URL sample is 141 MPa compared to 220 MPa for the Cold Spring sample.  

As extensively discussed by Martin and Stimpson (1994), the difference between the results 

of tests on Lac du Bonnet granite samples from the 420 level URL and Cold Spring Quarry is 

due to sample disturbance rather than actual changes of in situ properties with depth. 

Samples obtained from the high in situ stress field at the 420 level of URL have experienced 

excessive stress concentrations and damage during sampling. On the other hand, sample 

taken at shallow depth from the Cold Spring Quarry have not been subject to such 

disturbance and therefore provide a closer estimate of the actual undamaged in situ 

properties.  

 

4.2.3. Tests on samples of Indiana limestone  

In order to examine the applicability of the previous findings to other rock types, a series of 

damage-controlled tests were carried out on samples of Indiana limestone. The tests were 

done in unconfined and triaxial conditions with confining stresses of 4 and 10 MPa. Crack 

damage stress and peak stress for the samples of Indiana limestone are shown in Fig. 4.5. 

Again, the number and range of data for Indiana limestone are limited compared to those of 

granite samples from the URL. However, limestone samples display similar trends observed 

in granite, i.e., crack damage and peak stress increase with confinement and decrease with 

plastic strain. 

 

(a) (b) 

  
Fig. 4.5 (a) Crack damage stress and, (b) peak stress obtained from damage-controlled tests on 

samples of Indiana limestone 
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4.3. Determination of cohesion and friction angle 

 

The well-known Mohr-Coulomb strength envelope can be expressed as: 


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    (4.1) 

where �� and �� are the major and minor principal stress and % and &   are the cohesion and 

friction angle, respectively. Note that the slope of the �� vs �� envelope depends only on 

friction angle while cohesion controls the intercept. 

Fig. 4.6 shows the maximum and minimum values of crack damage stress at different 

confinement levels. For the URL samples, the maximum and minimum crack damage stress 

points fall on two parallel lines with a slope of 6.4. According to Eq. (4.1), this slope 

corresponds to a friction angle of 47° at crack damage stress level. For the Cold Spring 

samples, the slope of the maximum crack damage line is 6.0 corresponding to a friction 

angle of 46°. The threshold minimum value of crack damage stress for the unconfined 

sample from Cold Spring has not been captured in the test and the last data point has been 

used (Fig. 4.4a). Using the minimum obtained value from the unconfined test gives a similar 

friction angle of 46°. Maximum and minimum crack damage stresses for Indiana limestone 

show a slope of 2.7 corresponding to a friction angle of 28°. 

(a) (b) (c) 

   

Fig. 4.6 Relationship between maximum and minimum values of crack damage stress and confining 
stress for samples of (a) Lac du Bonnet granite from 420 level of URL (b) Lac du Bonnet granite from 
Cold Spring Quarry, and (c) Indiana limestone 

 

Having established the value of friction angle at crack damage stress, it is now possible to 
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calculated using crack damage stresses and friction angles of 47°, 46°, and 28° for the URL 

granite, Cold Spring granite, and Indiana limestone, respectively. It can be observed that in 

all cases, cohesion rapidly drops to a residual value. Data points for all confinement levels 

are roughly on the same curve which suggests that cohesion is indeed independent of 

confining stress. Note that initial cohesion for Cold Spring samples is significantly higher 

than those for the 420 level of URL. As explained earlier, this is attributed to the fact that 

URL samples have been subject to sampling disturbance and damage due to high in situ 

stresses at the depth of 420 m at URL. The threshold value of cohesion at plastic strain 

higher than 0.5%, however, is quite similar for the URL and Cold Spring samples. Despite 

the fact that Indiana limestone is much weaker than Lac du Bonnet granite, it also reaches a 

threshold value for cohesion at plastic strain of about 0.5%. 

Peak stress data combined with cohesion values in Fig. 4.7 can now be used to determine the 

variation in friction angle with plastic strain. Fig. 4.8 shows the effect of plastic strain on 

friction angle of Lac du Bonnet granite and Indiana limestone. It can be seen that friction 

angle initially increases with increasing plastic strain. Another important observation is that 

confining stress clearly affects friction angle. The increase of friction angle is most 

pronounced in unconfined tests and as confinement increases, maximum friction angle 

decreases. This can be attributed to the strengthening effect of dilation (Barton and 

Choubey, 1977). Increasing confining stress suppresses dilation thereby reducing its 

strengthening contribution. 

Data from samples of granite at the URL and Indiana limestone also show that at higher 

plastic strains, friction angle begins to slowly decrease. This is expected as excessive damage 

and plastic strain cause the friction angle to decrease towards the residual friction angle 

(Martin and Chandler, 1994). Cold Spring data have not captured this phenomenon as the 

number of loading cycles and ranges of plastic strain are relatively limited. 

(a) (b) (c) 

   
Fig. 4.7 Degradation of cohesion for samples of (a) Lac du Bonnet granite from 420 level of 
URL (b) Lac du Bonnet granite from Cold Spring Quarry, and (c) Indiana limestone 
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4.4. Theoretical models for laboratory behavior 

In this section, a theoretical model is proposed to capture the mobilization of cohesion and 

friction as obtained from the damage-controlled laboratory tests. As shown in Fig. 4.7, as 

plastic strain increases cohesion decreases from an initial value to a residual value. 

Mobilization of friction angle, however, is a little more complex (Fig. 4.8). By increasing 

plastic strain, friction angle starts to increase from an initial value to a maximum value 

followed by a slow reduction towards the residual friction angle at higher plastic strains. 

Furthermore, the maximum value of friction angle depends on confining stress and 

decreases with increasing confinement. 

The degradation of cohesion with increasing plastic strain .
�

 can be given by: 
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(a) (b) (c) 

   
Fig. 4.8 Mobilization of friction for samples of (a) Lac du Bonnet granite from 420 level of URL (b) 
Lac du Bonnet granite from Cold Spring Quarry, and (c) Indiana limestone 

 

where %� and %' are initial and residual cohesion and .�,'
�

 is the plastic strain at which 

cohesion approaches the residual value (cohesion degradation 99% completed). 

Mobilization of friction can be expressed as: 
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 (4.3) 

where &�, & ��  and &'   are initial, maximum and residual friction angle, respectively. ./, ��
�

 

and ./,'
�

 are the plastic strains at which friction angle approaches the maximum and residual 

value (within 1% ), respectively. If ./,'
�
>> ./, ��

�
, Eq. (4.3) can be simplified as: 
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 (4.4) 

Finally, the relationship between the maximum friction angle and confining stress can be 

described as: 
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   (4.5) 

where ��,� is the uniaxial compressive strength of intact rock, 0 is a constant, and & ��
�   and 

& ��
1  are maximum friction angle at zero and infinite confining stress, respectively. 

The comprehensive data for the LdB samples at the URL was used as an example to 

illustrate the application of the proposed theoretical model for laboratory results. The 

average Young’s modulus, E for Lac du Bonnet at the 420 level of URL is 60 GPa. As shown 

in Fig. 4.2a, uniaxial compressive strength is 141 MPa. Fig. 4.7a shows that average cohesion 

starts from 27 MPa and degrades to about 4 MPa. According to Fig. 4.8a, initial friction 

angle is 47°. Maximum friction angle for the unconfined test is 77° and reaches the 

asymptotic value of 55° at 60 MPa confining stress. Based on the results of direct shear tests 

carried out by Lajtai and Gadi (1989), the residual friction angle for Lac du Bonnet granite is 

considered to be 42° mobilized at 1% plastic strain. Finally, the κ  constant can be 

determined from Fig. 4.9 which shows the relationship between maximum friction angle 

and confining stress according to Eq. (4.5).  
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Fig. 4.9 Relationship between maximum friction angle and confining stress for laboratory samples of 

Lac du Bonnet granite 

 

Fig. 4.10 shows the mobilization of cohesion and friction angle and stress-strain curves 

using the theoretical model with parameters shown in Table 4.1. Note that for a proper 

comparison with laboratory data, the initial non-linear strains during the seating phase of 

the tests were added to the calculated strains making the theoretical stress-strain curves to 

shift to the right of the strain axis. Volumetric strain response is given in Appendix B.  

 

Table 4.1 Parameters of the proposed model for laboratory behavior of Lac du Bonnet granite 
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4.5. Theoretical models for in situ behavior 

Theoretical models to capture brittle failure of rocks in situ are discussed in this section. 

Hajiabdolmajid et al (2002) used the Mine-by tunnel at the URL as a case study and showed 

that traditional constitutive models based on simultaneous mobilization cohesion and 

friction could not capture the observed zone of brittle failure around the tunnel (Fig. 

4.11a,b). They then used a cohesion-weakening friction-strengthening (CWFS) model in 

which cohesion decreased from an initial value of 50 MPa to a residual value of 15 MPa at 

0.2% plastic strain and friction angle increased from zero to 48° at 0.5% plastic strain. This 

model adequately captured the V-shaped notches formed around the Mine-by tunnel (Fig. 

4.11c). 
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Fig. 4.10 Cohesion degradation and friction mobilization in the proposed model and comparison of 
experimental (fine line) and simulated (bold line) stress-strain curves  
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(a) (b) (c) 

Fig. 4.11 Zone of failure around the Mine-by tunnel using (a) elastic perfectly-plastic model, (b) 
elastic brittle model and (c) cohesion-weakening friction-strengthening model (modified from 
Hajiabdolmajid et al, 2002) 

 

It is useful to take a closer look at the model shown in Fig. 4.11c and determine the 

corresponding strength envelopes at different levels of plastic strain. Fig. 4.12a shows the 

strength envelopes at plastic strains ranging from 0.0 to 0.5%. Note that strength envelopes 

for plastic strains higher than 0.5% are identical to that for 0.5% plastic strain because both 

cohesion and friction angle remain constant after 0.5% plastic strain as shown in Fig. 4.11c. 

Fig. 4.12a shows that by increasing damage and plastic strain, the slope of the strength 

envelope increases. The intercept, however, shows an initial decrease followed by an 

increase after 0.2% plastic strain. The reason is that according to Eq. (4.1), the slope is only 

a function of friction angle thereby friction mobilization causes increasing slope. The 

intercept, on the other hand, depends on both cohesion and friction angle. For plastic 

strains from 0.0 to 0.2%, cohesion degradation and friction mobilization occurs 

simultaneously and the combined effect is decreasing intercept. From 0.2 to 0.5%, cohesion 

remains constant while friction mobilization continues leading to an increase in the 

intercept.  

The implications of such model are shown in Fig. 4.12b in terms of stress-strain curves in 

triaxial compression for different confining stresses. It can be observed that in unconfined 

condition, stress drops from 100 MPa to 42 MPa and then increases to 78 MPa. Stress- 

strain curves at 5 and 10 MPa also show similar trends. Obviously, such increase of strength 

after strain softening is not plausible and shows a fundamental flaw in the CWFS model 

proposed by Hajiabdolmajid et al (2002). 

This problem is the result of using two different plastic strains for stabilization of cohesion 

and friction angle, i.e., 0.2% and 0.5%, respectively. It can be shown that using the same 

plastic strain for stabilization of cohesion and friction angle will remedy the unreasonable 

behavior of the model. Further improvements can be made by using smooth curves instead 
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of straight lines to better capture the gradual process of cohesion degradation and friction 

mobilization.  

(a) (b) 

 
 

Fig. 4.12 (a) Strength envelopes at different levels of plastic strain and (b) stress-strain curves for the 
CWFS model used by Hajiabdolmajid et al (2002) 
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where .'
�
= .�,'

�
= ./,'

�
. Eq. (4.6) is identical to the Eq. (4.2) for laboratory behavior is 

repeated here for the sake of convenience and completeness. Eq. (4.7) can be considered as 

a simplified version of Eq. (4.3) proposed for laboratory behavior.  

To illustrate the difference between the proposed smooth non-linear model with .�,'
�
= ./,'

�
 

and the commonly-used linear model with .�,'
�
2 ./,'

�
, the stress-strain curves for the 

proposed model using identical initial and residual values of cohesion and friction angle as 

those in Fig. 4.12 and .�,'
�
= ./,'

�
= 0.5%  are shown in Fig. 4.13. It can be seen that the 
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proposed model eliminates the problematic behavior of the current linear models with 

.�,'
�
2 ./,'

�
 shown in Fig. 4.12b while giving similar yield and residual strength values.  

 

(a) (b) 

  
Fig. 4.13 Example of the proposed model for in situ behavior (a) cohesion degradation and friction 

mobilization and (b) corresponding stress-strain curves 

 

4.6. Numerical implementation of the in situ model 
 

The in situ model presented in Eqs. (4.6) and (4.7) was implemented in the finite difference 

code, FLAC3D (Itasca Inc., 2009). Four tunnels at the 420 level of the URL were used as 

case studies to verify the proposed modelling approach. The tunnels were excavated in 

massive sparsely-jointed Lac du Bonnet granite.  

The Mine-by experiment was conducted to study the process of progressive failure around 

excavations under high induced stresses. The tunnel was 3.5 m in diameter and excavated 

using non-explosive mechanical excavation method to minimize excavation-induced 

damage. The Mine-by tunnel was advanced parallel to the intermediate principal in situ 

stress of 45 MPa to maximize deviatoric stresses around the tunnel. The major and minor 

principal in situ stresses were 60 MPa subvertical and 11 MPa subhorizontal with 11° plunge 

from horizontal.  

The TSX tunnel was 3.5 m high with elliptical cross section and 1.25:1 aspect ratio. Unlike 

the Mine-by tunnel, the TSX tunnel was excavated parallel to the major principal in situ 

stress of 60 MPa and using drilling and blasting method. The major horizontal and minor 

vertical cross sectional axes of the excavation were at 11° from the 45 MP intermediate and 

11 MPa minor principal in situ stresses, respectively. 
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The ESS tunnels M1 and U1 were 3-m high ovaloid openings with aspect ratio of 2.2:1. Both 

tunnels were excavated parallel to 45 MPa intermediate principal in situ stress using drilling 

and blasting. The M1 tunnel had a major cross sectional axis in the horizontal direction 

making 11° to the major principal in situ stress of 60 MPa and a vertical minor axis 11° to the 

minor principal in situ stress of 11 MPa. The U1 tunnel, on the other hand, was excavated so 

that its major and minor axes coincide with the direction of major and minor principal in 

situ stresses thereby minimizing induced stresses.  

Table 4.2 shows the parameters of the proposed in situ model used for the Mine-by tunnel 

with mechanical excavation and TSX and ESS (M1 and U1) tunnels with drilling and blasting 

excavation. Other model parameters include Young’s modulus of 60 GPa, Poisson’s ratio of 

0.25, tensile strength of 3.7 MPa and dilation angle of 30°. It has been shown that dilation 

mainly affects displacements around excavations. The plastic zone, on the other hand, is 

relatively insensitive to dilation and a constant dilation angle model can adequately capture 

the zone of failure (Zhao and Cai, 2010; Walton and Diederichs, 2015). Figs. 4.14-4.16 show 

the observed and simulated zone of failure around the tunnels. 

 

Table 4.2 Parameters of the proposed model for in situ behavior of Lac du Bonnet granite 

Excavation method 
ic  (MPa) 

rc  (MPa) iϕ
 (deg) 

rϕ  (deg) 
p

rε
 (%) 

Mechanical excavation 55 5.5 0 42 0.5 
Drilling and blasting 48 4.8 0 42 0.5 
 

It can be observed that the model with initial cohesion of 55 MPa can adequately capture the 

zone of brittle failure around the Mine-by tunnel made by mechanical excavation. Zones of 

shear failure near the roof is similar to the V-shaped notches formed in situ and the tensile 

zones on the side well coincide with location of recorded acoustic emissions (Read and 

Chandler, 2002). As expected, drilling and blasting induce damage to the surrounding rock 

thereby decreasing its strength. The model with initial cohesion of 48 MPa successfully 

captured the stability of TSX and ESS (U1) tunnels and zone of failure around the ESS (M2) 

tunnel.  

 

4.7 Discussion 

As shown in Fig. 4.10, the proposed CWFS model for laboratory behavior given by Eqs. (4.2-

4.5) can closely capture the stress-strain behavior of intact rock. The parameters of the 

laboratory model can be best determined from the results of damage-controlled or cyclic 

loading as illustrated in Section 4.2. In the absence of such data, the model can be calibrated 

using stress-strain curves from normal uniaxial and triaxial compression tests with 

monotonic loading at different confining stresses. 
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While the absolute strength values for granite and limestone samples analyzed in this study 

are very different, it is useful to examine their relative response. Fig. 4.17 shows the 

normalized crack damage and peak stress for unconfined samples of granite and limestone. 

Interestingly, normalized crack damage stress curves for different samples are very similar.  

 

(a) (b) 

Fig. 4.14 Mine-by tunnel (a) observed zone of failure after Read et al (1998), (b) simulated zone of 
failure 

(a) (b) 

Fig. 4.15 TSX tunnel (a) observed zone of failure after Read and Chandler (2002), (b) simulated zone 
of failure  
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(a) (b) 

Fig. 4.16 ESS tunnels M1 and U1 (a) observed zone of failure after Read et al (1998), (b) simulated 
zone of failure 

(a) (b) 

  
Fig. 4.17 Comparison of crack damage stress and peak stress for unconfined samples of Lac du 
Bonnet granite from the 420 level of URL and Cold Spring Quarry 
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The small offset between the curves can be explained in terms of the absolute strength of 

rocks. Samples of granite from the Cold Spring Quarry with the highest strength are the 

most sensitive to damage and reach their threshold level at smaller plastic strains compared 

to the URL samples. On the other hand, samples of Indiana limestone with the lowest 

strength can experience more plastic strain before reaching the threshold level of crack 

damage stress. Normalized peak stress curves for the samples of Lac du Bonnet granite from 

the URL and Cold Spring Quarry are almost identical. Unlike the normalized crack damage 

stress curves, normalized peak stress curves for the granite and limestone samples are quite 

different. 

 The CWFS model for in situ behavior proposed in Eqs. (4.6) and (4.7) is a simplified version 

of the laboratory model. It not only captures the zone of brittle failure around the URL 

tunnels, but also respects the fundamental stress-strain characteristics of rocks. As shown 

by the example in Fig. 4.13, the proposed model captures the gradual degradation of 

cohesion and mobilization of friction with increasing plastic strain and transition from 

strain-softening to strain-hardening behavior with increasing confinement.  

Fig. 4.18 shows the stress-path for three points within the zone of shear failure around the 

Mine-by tunnel. Initial and residual strength envelopes obtained from initial and residual 

values of cohesion and friction angle (Table 4.2) are also shown for reference.  

 

 

Fig. 4.18 Stress-path for three points within the zone of brittle failure 

It can be observed that all curves start from a single point corresponding to initial in situ 

stresses. Point A on the tunnel boundary experiences rapid reduction of minor principal 

stress and increase of major principal stress until it reaches the initial strength envelope 

followed by rapid strain-softening.  Point B half-way inside the zone of failure shows 

increase of major and minor principal stresses until it hits the initial strength envelope 
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followed by unloading along the residual strength envelope. Point C corresponding to the 

deepest part of the failure zone experiences continuous increase of major and minor 

principal stress until it is stabilized on the initial strength envelope. Stress-paths in Fig. 4.18 

show that by moving from the tunnel boundary deeper inside the zone of failure, increasing 

confinement limits the strain-softening behavior.  

The proposed CWFS model can also capture the effect of initial damage in rock. As shown in 

Table 4.2 for example, initial damage caused by drilling and blasting excavation reduced the 

initial cohesion from 55 to 48 MPa. Fig. 4.19a shows the stress-strain curves from the 

proposed model with different values of initial cohesion. It can be seen that for a given 

material with constant values of residual cohesion and friction angle, initial damage can be 

reflected in the initial cohesion value. Initial damage leads to lower peak strength and 

reduction of brittleness and strain-softening behavior. Note that in all cases, the residual 

strength is the same as residual cohesion and friction angle are constant for the given 

material.  

The effect of increasing initial damage on rocks shown in Fig. 4.19a is very similar to the 

transition of behavior from dense to loose sand and overconsolidated to normally 

consolidated clays in Fig. 4.19b. In the case of sand and clay, initial strength at low 

displacements depends on initial density and micro-structures within the soil whereas at 

higher displacements, the structure is fully destroyed and residual strength is solely 

governed by residual cohesive or frictional forces. This example shows that the proposed 

model can capture the behavior of a wide range of geo-materials.  

 

(a) (b) 

  

Fig. 4.19 (a) Effect of initial cohesion on the behavior of proposed model, (b) Effect of initial 
microstructure and transition from strain-softening to strain-hardening in sand and clay 

In order to explore the effect of model parameters on the simulated zone of failure, a 

sensitivity analysis was carried out for the Mine-by tunnel. Fig. 4.20 shows the results of 
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Fig. 4.20 Parametric study of the proposed model for in situ behavior  
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Table 4.2 (mechanical excavation) except one parameter which is under study and its value 

is shown in the figure. It can be observed that higher initial and residual cohesion values 

reduce the depth of failure. Increasing initial and residual friction angle significantly limit 

the depth and angular extent of failed rock. Shallower zone of failure can be obtained by 

increasing the amount of plastic strains required for cohesion and friction angle to reach 

corresponding residual values. 

Finally, it is useful to provide some general guidelines on estimating the parameters of the 

proposed in situ model. Based on the experience gained by application of the model to the 

URL excavations and also hard rock pillars (Rafiei Renani and Martin, 2016), the following 

guidelines are suggested as a first estimate for strong rock masses with geological strength 

index, GSI>70. Initial cohesion can be estimated using: 

( )



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

−+
+=

GSI
c

ic

i
3.026exp1

2.0
3.0

2
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    (4.8) 

Residual cohesion values equal to 10% of initial cohesion provided reasonable predictions. 

As discussed by Martin and Chandler (1994) and concluded from numerical modeling, 

initial friction angle of zero may be adopted. Residual friction angle depends on the rock 

type. According to data compiled by Barton and Choubey (1977), average residual friction 

angle for dry igneous, sedimentary, and metamorphic rocks can be estimated as 34, 33, and 

29°, respectively. A value of 0.5% for plastic strain corresponding to residual cohesion and 

friction angle provided reasonable results and may be used as a first estimate.  

 

4.8 Conclusions 

Results from damage-controlled confined tests on samples of Lac du Bonnet granite and 

Indiana limestone were analyzed to explore the gradual process of cohesion degradation and 

friction mobilization in the lab. As damage accumulates within the sample, cohesion 

decreases and friction angle increases. Cohesion degradation curves obtained from tests at 

different levels of confining stress are very similar while friction mobilization curves show 

lower values at higher confinements.  The theoretical model proposed for laboratory 

behavior closely matched the stress-strain curves from damage-controlled tests at different 

confinement levels.  

The current CWFS model for capturing in situ brittle failure was analyzed and it was shown 

that using straight lines for cohesion degradation and friction mobilization along with 

different plastic strains for residual cohesion and friction angle is fundamentally 

problematic and gives implausible stress-strain curves. The proposed CWFS model with 

smooth curves and identical plastic strains for residual cohesion and friction was shown to 

eliminate the problem and provide reasonable behavior at a fundamental level.  

The proposed model for in situ behavior was implemented in FLAC3D and used to simulate 

the behavior of Mine-by, TSX, and ESS (M1 and U1) excavations at the 420 level of URL. 
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The results of numerical analysis showed a close agreement between the observed and 

predicted zone of brittle failure. Analyzing the stress-path followed by different points 

within the zone of brittle failure showed that by moving from the excavation boundary 

inside the breakout, confining stress increases which restrains the strain-softening behavior. 

Parametric studies showed that increasing initial and residual values of cohesion and 

friction angle limits the depth and angular extent of failure zone. Finally, general guidelines 

were suggested for estimating the parameters of the proposed model for in situ brittle 

failure of good quality rock masses.  
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Chapter 5 

Modelling the progressive failure of hard rock 

pillars4 

 

5.1. Introduction 

Estimating the strength of pillars is a necessary step in the design of underground mines. In 

conventional mining methods such as room and pillar operations, economic incentives 

point towards higher excavation ratios by leaving smaller pillars between the stopes while 

safety and stability requirements favor wider stronger pillars. In some mining methods such 

as caving operations, the excessive yielding of the pillars between optimized drawpoints can 

jeopardize the mining operation. Therefore, design of pillar poses a somewhat unique 

challenge to rock engineers where simple conservative approaches frequently used in other 

design methods are no longer acceptable. The behavior of pillar under elevated loads should 

be predicted accurately.  

The most straight-forward method for estimation of pillar strength is using empirical 

formulas based on the analysis of large numbers of pillars in different mines. As in any 

empirical method, however, it is essential to note the conditions and ranges of variables in 

the data sets used for developing the formulas. Many of the pillars in the empirical data sets 

have limited width to height ratio and occur at relatively shallow depths in high quality rock 

masses (Lunder and Pakalnis, 1997; Martin and Maybee, 2000; Kaiser, 2011). Extending the 

application of empirical formulas beyond these ranges is unwarranted. In addition, the 

approach is very simplified and the effect of many parameters such as the conditions of roof 

and floor, pillar-foundation interface and in situ stress ratio cannot be explored by the 

empirical formulas. Finally, these formulas only estimate the pillar strength while 

knowledge of the pre- and post-peak behavior is also important in mining operations. 

Another approach to pillar design is using numerical modeling. This method can take into 

account most of the variables and complexities affecting pillar behavior. In addition, the 

complete pillar behavior, from initial loading to post-peak, can be captured. However, 

realistic modeling of pillars requires a good knowledge of material behavior and 

implementing a representative constitutive model. 

                                                           
4
 A version of this chapter is submitted as a paper to the journal of Rock Mechanics and Rock Engineering 
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The focus of this paper is the application of a Cohesion-Weakening Friction-Strengthening 

(CWFS) model implemented into the finite difference code FLAC3D (Itasca Inc., 2009) to 

determine the behavior of hard rock pillars. Empirical formulas and factors affecting pillar 

strength are reviewed. New pillar strength formulas based on empirical evidence and 

modeling results are presented. The merits of the CWFS model in simulating brittle failure 

are illustrated. Case studies are used to verify the proposed modelling approach.  

 

5.2. Empirical formulas for strength of hard rock pillars 

Following the failure of Coalbrook coal mine in 1960, extensive research was initiated in 

South Africa to establish the strength of coal pillars. One of the early works is due to 

Salamon and Munro (1967) who analyzed 125 cases of coal pillar failure and expressed the 

strength of pillar as a power function of its width and height.  The findings of Salamon and 

Munro (1967) were used by Hedley and Grant (1972) to analyze 28 hard-rock rib pillars in 

the Elliot Lake uranium mines and proposed the same power function with modified 

exponent. Table 5.1 summarizes empirical formulas that have been reported for the design 

of hard rock pillars. As pointed out by Bieniawski (1992) and Lunder and Pakalnis (1997), 

and evident from Table 5.1, pillar strength is influenced by the size effect and shape effect. 

 

Table 5.1 Empirical formulas for hard rock pillar strength,	�� (4 and 5 are the width and height of 

pillar in metres, respectively,	�� is the intact laboratory uniaxial compressive strength of rock and 0 is 
the mine pillar friction term 

Reference Pillar strength, pσ  cσ (MPa) No. of 
pillars 

Rock mass 

Hedley & Grant (1972) ( )75.05.0
133 HW  

230 28 Quartzite 

von Kimmelmann et al 
(1984) 

( )66.046.0
65 HW  

94 57 Metasediments 

Krauland & Soder (1987) ( )[ ]HW222.0778.04.35 +  100 14 Limestone 

Potvin et al (1989) ( )HWcσ42.0  - 23 Canadian shield 

Sjoberg (1992) ( )[ ]HW222.0778.074 +  240 9 Limestone/Skarn 

Lunder & Pakalnis (1997) ( )κσ 52.068.044.0 +c  - 178 Hard rocks 

 

5.2.1. Size effect 

Size effect refers to the reduction of strength by increasing the size of the test sample. It is a 

fundamental characteristic of heterogeneous materials and is caused by the increasing 

number of weaker and softer elements within larger samples.  As suggested by Bieniawski 
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(1968) and Martin et al (2012), there is a critical size above which there will be no further 

reduction of strength with increasing size. Determination of the critical size requires testing 

of very large samples. Performing such tests is very difficult and costly and the number of 

tests on sufficiently large samples is very limited. The results of independent large scale tests 

carried out on diorite (Pratt et al, 1972) and coal (Bieniawski, 1968) suggest that the critical 

size for these materials is about 1 m. 

In order to estimate the strength of large scale pillars, it is useful to find a relationship 

between the uniaxial compressive strength of intact rock and the pillar strength. This 

relationship bridges the size gap between the laboratory samples and large-scale pillars.  To 

this end, a reference pillar, representative of large-scale pillars is defined. The size of the 

reference pillar must be no smaller than the critical size. Since the strength of the reference 

pillar is compared with strength of intact laboratory sample, the width to height ratio of the 

reference pillar must also be similar to that of laboratory specimen. Choosing the width of 1 

m for the reference pillar ensures that the results will be valid for larger pillars (no size effect 

beyond the critical size of 1 m). In order to avoid the introduction of shape effects in this 

analysis, the width to height ratio of pillar is chosen as 0.5 to be similar to the diameter to 

length ratio of the laboratory test sample (ASTM, 2004). 

Strength of the reference pillar (W=1m and H=2m) can be estimated from the empirical 

formulas. The ratio of the reference pillar strength to intact uniaxial compressive strength is 

defined as the in situ strength factor 6. Using the empirical formulas in Table 5.1, in situ 

strength factor 6 ranges from 0.21 to 0.44 with the average value of 0.31.  Based on 

comprehensive back analysis of pillars at the Quirke mine, Swan (1985) also found that the 

ratio of mean pillar strength to mean intact uniaxial compressive strength is 0.33 (Fig. 5.1).    

 

 

Fig. 5.1 Distribution of pillar strength in the Quirke mine (Swan 1985) 
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5.2.2. Shape effect 

The strength of pillars is also influenced by the shape of pillar expressed as the width to 

height ratio in the empirical formulas in Table 5.1. The relationship between the pillar 

strength normalized by the uniaxial compressive strength and width to height ratio of the 

pillar is shown in Fig. 5.2. It can be observed that the pillar strength increases with 

increasing the width to height ratio.  

 

Fig. 5.2 The effect of shape on pillar strength based on empirical formulas 

This trend is similar to the one observed in the laboratory compression tests on specimens 
with different diameter to length ratios (e.g., Hawkes and Mellor, 1970). As in the case of 
laboratory tests, the actual factor which causes an increased strength for wider pillars is the 
end constraints which induce higher confinements within the pillar.  
 

5.3. Semi-analytical formula for strength of hard rock pillars 

In order to explore the relationship between the width to height ratio and induced 

confinement, a series of uniaxial compression tests were carried out on elastic rib pillars 

using the finite difference code FLAC3D. Fig. 5.3 shows the profile of minor principal stress 

(confinement) normalized by the average major principal stress (average pillar stress) 

across the mid-height of pillars with difference width to height ratios. It can be observed 

that increasing the width to height ratio has a significant effect on the confinement within 

the pillar.  

It is also worth noting that for a pillar with W/H ratio of 0.5, tensile stresses are induced 

within the pillar. It suggests that the behavior of very slender pillars (W/H<0.5) is governed 

by tensile mechanisms, splitting and buckling. Analyzing these modes of failure requires 

special considerations and in beyond the scope of this paper. 

Fig. 5.4a shows the average normalized confinement as a function of width to height ratio 

derived from Fig. 5.3. This relationship can be expressed as: 

0

0.2

0.4

0.6

0.8

1

0 0.5 1 1.5 2 2.5 3

P
il

la
r
 s

tr
e
n

g
th

 /
 σ

c

W/H

Potvin et al 

(1979)

Lunder & 

Pakalnis (1997)

von Kimmelmann 

et al (1984)

Krauland & 

Soder (1987)
Sjoberg 

(1992)

Hedley & 

Grant (1972)

Potvin et al 

(1979)

Lunder & 

Pakalnis (1997)

von Kimmelmann 

et al (1984)

Sjoberg 

(1992)

Hedley & 

Grant (1972)



81 

 

32

1

3 002.0034.02.01.0 







+








−








+−=

H

W

H

W

H

W

σ

σ

    (5.1) 

where �7� and �7�	are the average minor and major principal stresses across the mid-height of 

the pillar. 

  
 

Fig. 5.3 Profiles of normalized confinement at the mid-height of elastic pillars with different W/H 
ratios 

  

(a) (b) 

  
Fig. 5.4 (a) Relationship between average confinement normalized by average pillar stress and W/H 
ratio, (b) semi-analytical relationship between pillar strength and W/H ratio 
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where �� and �� are the major and minor principal stress and ��,  is rock mass uniaxial 

compressive strength given by: 
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where % and & are the cohesion and friction angle of rock mass. Rock mass uniaxial 

compressive strength can also be expressed in terms of the intact uniaxial compressive 

strength and the in situ strength factor 6 (��, = 6��). 

While the stress distribution and strength properties within the pillar are non-uniform, it is 

instructive to take a simplified approach and consider the pillar as a single element with 

equivalent stress and strength values. The stresses can be approximated by the average 

principal stresses across the mid-height, �7� and �7�. Substituting Eq. (5.1) into Eq. (5.2) 

gives: 
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As discussed in Section 5.2.1, the in situ strength factor for hard rock pillars is about 0.33. 

The value of effective friction angle in Eq. (5.4) should respect the fact that pillar strength is 

significantly affected by the presence of weak planes and joints of varying lengths and 

directions within the pillar. Fig. 5.4b shows the results of Eq. (5.4) with the in situ strength 

factor of 0.33 and effective friction angle of 25º, 30º and 35º. It can be observed that using 

an effective friction angle of 30º matches the numerical results of Martin and Maybee 

(2000). The results of using an effective friction angle of 25º are in close agreement with the 

empirical formula proposed by Lunder and Pakalnis (1997). Adopting this value, the final 

semi-analytical strength formula for hard rock pillars is derived: 
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Although the empirical formula by Lunder and Pakalnis (1997) and the semi-analytical 

pillar formula in Eq. (5.5) give similar results for pillars with W/H ratios of less than 2, the 

semi-analytical formula predicts higher strength values for wider pillars. As discussed later, 

it is an important feature which is in keeping with the results of numerical models.  
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5.4. Progressive failure of hard rocks 

While the pillar formulas provide an initial estimate of the pillar peak strength, they cannot 

capture the effect of complex geometries, in situ stress fields, and material behavior. 

Numerical modeling provides a broader and more detailed insight into the pre- and post-

peak behavior of pillars. However, obtaining realistic results from numerical models 

strongly depends on the implementation of a representative constitutive model.  In order to 

determine a representative material model for a specific problem, it is necessary to analyze 

the process of deformation and mechanisms of failure observed in the laboratory and in situ. 

Such analysis provides invaluable information for selecting a representative material model, 

which is most capable of capturing the observed mechanisms. 

 

5.4.1. Laboratory observations 

Using a series of damage-controlled triaxial tests on Lac de Bonnet granite, Martin and 

Chandler (1994) showed that contrary to general assumption, cohesion and friction are not 

mobilized simultaneously. They showed that as stress level increases and damage 

accumulates within the material, the cohesive component of strength decreases and 

frictional component increases. The evolution of cohesion and friction for Lac de Bonnet 

granite under uniaxial compression is shown in Fig. 5.5a.  

(a) (b) 

 
 

Fig. 5.5 Evolution of cohesion and friction with damage (a) Test results on Lac de Bonnet granite 
(Martin and Chandler, 1994), (b) Numerical model for the Mine by tunnel (Hajiabdolmajid et al, 
2002) 

 

5.4.2. In situ observations 

Pritchard and Hedley (1993) made detailed observations of the evolution of deformation 

and process of failure in the hard rock pillars from the Elliot Lake region. Their observations 

clearly show that minor spalling marks the initiation of failure. Loss of the detached spalled 

rock induces increased loads on the pillar causing a progressive process of spalling and 

slabbing. Gradual spalling results in the loss of load carrying capacity of the pillar and finally 

leaves a narrow hour glass shaped pillar which is then vulnerable to shear failure along the 

weak structural features such as bedding planes and joints. Martin (1997) observed a similar 
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process of progressive failure around the Mine by test tunnel at the Underground Research 

Laboratory (URL) in Canada.  

 

5.4.3. Numerical modeling  

Hajiabdolmajid et al (2002) observed that the conventional models were not able to 

reproduce the mechanisms of progressive failure observed around underground tunnels in 

good quality rock masses. Based on the experimental and theoretical works of Martin and 

Chandler (1994) on progressive failure, Hajiabdolmajid et al (2002) proposed the Cohesion-

Weakening Friction-Strengthening (CWFS) model to capture the progressive failure 

process. In this model, both cohesion and friction angle are expressed as functions of plastic 

strain .
�

. Fig. 5.5b shows the variation of cohesion and friction angle adopted by 

Hajiabdolmajid et al (2002). As can be seen, the values of cohesion and friction angle 

change up to a certain value of plastic strain after which the values remain constant.  The 

CWFS model successfully reproduced the observed failure pattern observed in the field.   

 

5.5. Numerical modeling of hard rock pillars 

Considering the laboratory and in situ evidence for the CWFS model, it was used in FLAC3D 

to simulate the progressive failure of hard rock pillars. The following equations are proposed 

to specify the cohesion degradation and friction mobilization as smooth functions of plastic 

strain: 
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where %� 	and %'	are the initial and ultimate (degraded) values of cohesion (%� ≥ %'), &�	and&' 

are the initial and residual (mobilized) values of friction angle (&� ≤ &'), and .�,'
�

 and ./,'
�

 

are plastic strains at which cohesion and friction angle are within 5% of their residual 

values, respectively.  

Implications of Eqs. (5.6) and (5.7) on cohesion degradation and friction mobilization are 

illustrated in Fig. 5.6a using an example. It can be observed that increasing damage and 
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plastic strain causes a gradual loss of cohesion and mobilization of friction. Compared to 

Fig. 5.5, it is evident that the smooth and non-linear cohesion degradation and friction 

mobilization model specified by Eqs. (5.6) and (5.7) capture the experimental results more 

closely than a linear model with sharp changes. As shown in Fig. 5.6b, the proposed model 

also leads to realistic stress-strain curves and captures the fundamental characteristics of 

transition from strain-softening to strain-hardening behavior with increasing confinement.  

(a) (b) 

  
Fig. 5.6 CWFS model for the rock mass at the Elliot Lake mine (a) Cohesion loss and friction 
mobilization, (b) stress-strain curves under uniaxial and triaxial compression 
 

The geometric boundaries of the model were chosen to minimize the undesirable boundary 

effects. The vertical extent of the model was 15 times the height of the pillar. The distance 

between horizontal boundaries was 3 times the width of the pillar representing a road way 

twice as wide as the pillar. A uniform mesh with square elements was used throughout the 

model with 30 elements across the width of the pillar. The boundary conditions of the model 

consisted of fixed horizontal displacement at the sides, fixed vertical displacement at the 

bottom, and constant velocity on the top inducing compression within the pillar. The 

following case studies were analyzed under plane strain conditions. A three-dimensional 

model was also analyzed to verify the applicability of the findings to pillars with complex 

geometries. 

The overall deformation behavior of the pillar was quantified using the total vertical strain 

across the height of the pillar. The average pillar stress was recorded by averaging the major 

principal stress over elements within a narrow range of the mid-height of the pillar. The 

strength of the pillar is determined as the peak value of average pillar stress during 

deformation. The stresses at the core of the pillar (central element within the pillar) were 

also monitored. 
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5.6. Case studies 

Two case studies including the documented behavior of hard rock pillars were used to verify 

the numerical modeling approach.   

 

5.6.1. Case study I: The Elliot Lake mine 

The Elliot Lake uranium orebody is located in Ontario, Canada. Tabular deposits of uranium 

bearing conglomerates were separated by massive quantize beds with thickness of 3-30 m. 

The orebody was mined using room-and-pillar and stope-and-pillar methods to a depth of 1 

km. Based on seismic wave velocity measurements and according to the Q-system, pillars 

were excavated in “good” to “very good” quality rock masses (Hedley and Grant, 1972; Coats 

and Gyenge, 1981). Martin and Maybee (2000) assigned a GSI value of 80 to the quartzite 

rock mass at the Elliot Lake mine.  

The parameters of the CWFS model for the pillars at the Elliot Lake mine are given in Table 

5.2 where E and υ are rock mass modulus and Poisson’s ratio, respectively. The variation of 

cohesion and friction as smooth functions of plastic strain are shown in Fig. 5.6a. Fig. 5.6b 

shows the corresponding stress-strain response of the CWFS model under uniaxial and 

triaxial compression as implemented in a MATLAB code. It can be observed that the stress-

strain curves indicate a transition from strain-softening to strain-hardening behavior at 

confining pressure of about 20 MPa. Notice that unconfined rock mass strength from the 

CWFS model provides a pillar uniaxial compressive strength which is approximately 1/3 of 

the laboratory intact uniaxial strength, as discussed in Section 5.2.1. 

 

5.6.2. Case study II: The Selebi-Phikwe mine 

The Selebi-Phikwe deposits of nickel and copper are located in Botswana, Southern Africa. 

The strata-bound sulphide orebody is hosted in highly deformed metasediments of 

Archaean age. Open stoping and cut-and-fill stoping methods were used to extract the 

orebody to a depth of 500 m. The average value of rock mass rating (RMR) in the Selebi-

Phikwe mine is 85 (von Kimmelmann et al, 1984; Nareetsile, 1998). According to the 

correlation proposed by Hoek and Brown (1997), a GSI value of 80 is estimated for the 

sulphide rock mass at the Selebi-Phikwe mine. The parameters of the CWFS model for the 

pillars at the Selebi-Phikwe mine are given in Table 5.2. The trend of cohesion and friction 

evolution by accumulated damage and transition from strain-softening to strain-hardening 

by increasing confinement is similar to those at the Elliot Lake mine shown in Fig. 5.6.  

 

5.6.3. Results 

The average stress-strain curves for pillars at the Elliot Lake mine and the Selebi-Phikwe 

mine are shown in Fig. 5.7. The width to height ratio of pillar ranges from 0.5 to. 3 It can be 
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observed that pillars with W/H values of 0.5 and 1 show very similar stress-strain curves. 

For pillars with W/H ratios of 2, there is a slight reduction of stresses after the peak. On the 

other hand, pillars with W/H ratios of 3 show a significant strain-hardening behavior up to 

vertical strains of about 1%. 

 

Table 5.2 Parameters of the CWFS model for the case studies 
Mine 

cσ

(MPa) 
E  

(GPa) 
ν  ic  

(MPa) 

rc  
(MPa) 

p

rc,ε
 

(%) 

iϕ
 

(deg) 

rϕ  
(deg) 

p

r,ϕε
 

(%) 
Elliot Lake 230 75 0.25 38.0 3.8 0.5 0 35 0.5 
Selebi-
Phikwe 

94 71 0.25 15.7 1.6 0.5 0 34 0.5 

 

(a) (b) 

  
Fig. 5.7 Average vertical stress-strain curves for pillars at (a) the Elliot Lake mine, and (b) the Selebi-
Phikwe mine 

 

In order to explore the effect of the CWFS model on the evolution of stresses at the core of 

pillars, stress path at the core for pillars with W/H ratios of 1 and 2 at the Elliot Lake mine 

are shown in Fig. 5.8. The initial cohesive strength and ultimate frictional strength 

envelopes are also shown. From Fig. 5.8, it is clear that for a pillar with a W/H=1, the 

strength is dominated by the cohesive strength component and there is significant loss in 

strength while the frictional strength is being mobilized.  Such behaviour would be clearly 

classed as strain weakening and could lead to sudden pillar collapse.   This is also illustrated 

in Fig. 5.9 which illustrates the rapid failure of the pillar W/H=1 as the peak strength is 

reached.  

The location of yielded elements in Fig. 5.9 shows that the CWFS model has captured the 

progressive nature of failure in hard rock pillars. When average pillar stress reaches about 

70% of the peak stress, the first signs of yield are observed at the corners of the pillar. This is 
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in keeping with the observations of Wagner (1974) who reported the initiation of non-linear 

behavior of pillars occurred at 70% of peak stress. As loading continues, the process of 

yielding propagates inside the pillar towards the core. At about 95% of the peak stress, the 

upper and lower yield zones coalesce and form two distinct break outs on both sides of the 

pillar. In reality, the two yield zones detach from the pillar leaving an hour glass shaped 

pillar. Very slight increase in loading after this point causes the two yield zones in both sides 

to connect and form a through-going shear band. These failure mechanism i.e., initiation of 

slabbing at the corners, continued spalling and formation of hour glass shaped pillars and 

finally shear failure of the pillar, are in close agreement with the observations of Pritchard 

and Hedley (1993) on failure of hard rock pillars. 

 

(a) (b) 

  
Fig. 5.8 Stress path at the core of pillars at the Elliot Lake mine with (a) W/H=1, and (b) W/H=2 

 

Fig. 5.10a shows the condition of 28 pillars at the Elliot Lake mines documented by Hedley 

and Grant (1972). It is worth noting that only 2 pillars were classed as unstable (partially 

failed) and 3 pillars were noted as failed. The Elliot Lake pillars were analyzed using the 

CWFS model.  The results of the pillar strength formula proposed by Hedley and Grant 

(1972) as well as the numerical analysis using the CWFS model are also shown in Fig. 5.10a.  

In the case of Selebi-Phikwe mine, a total of 57 pillars were documented among which 20 

were noted as unstable and 22 were classed as failed. Fig. 5.10b shows the condition of the 

documented pillars at the Selebi-Phikwe mine, the empirical pillar strength curve proposed 

by von Kimmelmann et al (1984), and the results of the numerical analysis using the CWFS 

models. 

It can be observed from Fig. 5.10a that both the empirical formulae proposed by Hedley and 

Grant (1972) and the CWFS model predict similar values of pillar strength for W/H ratios 

between 0.5 and 2.5. In addition, both models properly separate the stable and 

unstable/failed pillars at the Elliot Lake mine. However, the empirical formula is concave 
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downward while the curve corresponding to the CWFS model shows an upward trend. 

Unfortunately, there are no failed cases with W/H˃ 1.5 for the Elliot Lake mines to help in 

determining the right trend. 

70% of peak stress 

 
 

85% of peak stress 

 
 

95% of peak stress 

 
 

Post peak 

  
Fig. 5.9 Location of yielded elements for a pillar with W/H=1 at the Elliot Lake mine and photo of a 
crushed pillar, courtesy of Mr. C. Pritchard 
 

Fig. 5.10b shows that the total number of documented pillars and also the percentage of 

unstable/failed pillars at the Selebi-Phikwe mine are significantly higher than those at the 

Elliot Lake mine. Hence, it can be more helpful in evaluating different models. It should be 

noted, however, that there is more scatter in this data set and the boundary between stable 

and unstable/failed pillars is not as well defined as for the Elliot Lake mine. It can be seen 

from Fig. 5.10b that the empirical pillar strength curve proposed by von Kimmelmann et al 

(1984) passes through the cluster of unstable/failed pillar date points. Hence, it 

overestimates the strength of many unstable/failed pillars. The CWFS model, on the other 

hand, separates the stable and unstable/failed pillars more effectively. In other words, it 
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contains almost all the unstable/failed pillars date points. Again, the empirical equation 

shows a concave downward trend while the curve corresponding to the CWFS model follows 

an upward trend. 

 
(a) (b) 

  
Fig. 5.10 Pillar behavior and predicted strength at (a) the Elliot Lake mine and (b) the Selebi-Phikwe 
mine 

 

It is useful to express the results of the case studies using the CWFS model in a simple 

formula by normalizing the pillar stress to the laboratory intact uniaxial compressive 

strength. The CWFS curves shown in Fig. 5.10 can be approximated by: 
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The CWFS-based pillar strength formula given in Eq. (5.8) can be used for hard rock pillars 

with W/H>0.5. The equation is applicable to good quality rock masses with GSI greater than 

70.  

 

5.7. Discussion 

The results of the numerical analysis using the CWFS model presented in Fig. 5.7 capture 

the fact that wider pillars have higher strength than narrow pillars. In addition, it illustrates 

that the post-peak strength of narrow pillars (W/H≤1) is significantly lower than the peak 

strength implying that failure of such pillars can be potentially violent. On the other hand, 

wider pillars with W/H>2 can maintain their strength and even exhibit strain-hardening 

behavior after initial yielding. It suggests that the failure of such pillars tend to be more 
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gradual and less violent. In terms of displacements, Fig. 5.7 shows that narrow pillars may 

lose their load bearing capacity at axial strains as low as 0.1% whereas wide pillars can 

sustain strains of up to 1% before losing their load bearing capacity. It supports the 

importance of accurate displacement monitoring for narrow pillars.  

Fig. 5.8 illustrates one of the most important aspects of the CWFS model applicable to hard 

rock pillars. For a pillars with W/H=1, the stress path at the core reaches the initial cohesive 

strength envelope and then relaxes and follows the ultimate frictional strength envelope 

corresponding to residual values of cohesion and friction angle. This stress path for low 

confinement is characteristic of strain-softening ground behavior at the pillar core.  When 

the pillar W/H is increased to 2, on the other hand, the stress path continually moves 

upward passing the initial cohesive envelope until the ultimate strength envelope is reached. 

This clearly captures the strain-hardening behavior at the core of wide pillars under high 

confinements.  

It is also worth noting that the major principal stress at the core of pillars can reach much 

higher values than the overall average pillar strength. Fig. 5.11 shows the comparison 

between pillar strength (peak average vertical stress across the mid-height of pillar) and 

peak major principal stress at the core of pillars with different W/H ratios. It can be 

observed that the peak major principal stress at the core is always higher than the overall 

pillar strength because the confinement and thereby strength at the centre of pillars is 

higher than that at the wall of the pillar. As the width to height ratio of pillars increases, the 

difference between the pillar strength and peak stress at the core becomes more dramatic. It 

is the result of higher induced confinements inside the wide pillars (Fig. 5.4a) which 

involves higher potential for strain-hardening behavior at the core (Fig. 5.6b). 

In order to better explore the trend of pillar strength curves, it is useful to look at empirical 

and numerical results in general. Fig. 5.2 shows the empirical pillar strength curves and Fig. 

5.12 shows the pillar strength curves obtained from numerical analyses carried out by 

various researchers. Martin and Maybee (2000) adopted the finite element method and 

carried out elastic analysis using the brittle parameters to predict the strength of pillars. 

Mortazavi et al (2009) used the finite difference method and a strain-softening model to 

capture the behavior of hard rock pillars. Elmo and Stead (2010) used a hybrid finite 

element/discrete element method to explicitly model the fracture network inside the pillars. 

The results of this study using the finite difference method and the CWFS model for the 

Elliot Lake mine is also shown in Fig. 5.12. The strength curve proposed by Lunder and 

Pakalnis (1997) is also shown in Fig. 5.12 to represent empirical pillar strength formulas.  

It can be seen that while empirical pillar strength curves are linear or concave downward 

(Fig. 5.2), all pillar strength curves from numerical analysis show an upward trend (Fig. 

5.12). As pointed out by Martin and Maybee (2000) and Kaiser et al (2011), a vast majority 

of failed pillars in the empirical dataset have a W/H ratio of less than 2 and there are no 

failed cases beyond W/H ratio of 2.3. Considering the fact that empirical pillar strength 

formulas are entirely based on the pillar dataset, the strength values and the concave 

downward trend of empirical formulas beyond W/H of 2.5 may not be reliable. On the other 

hand, numerical methods are governed by physical laws and relationships such as 
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equilibrium and compatibility and incorporate material models which are supported by 

experimental results. Hence, it seems that the upward trend obtained from numerical 

models may be more reliable. It is also in keeping with the notion that strength of wide 

pillars is underestimated by the empirical pillar strength formulas (Kaiser et al, 2011). 

(a) (b) 

  
Fig. 5.11 Overall pillar strength and peak major principal stress at the core of pillars at (a) the Elliot 
Lake mine and (b) the Selebi-Phikwe mine 

 

 
Fig. 5.12 Pillar strength curves from numerical analysis (solid lines) and empirical formula (dashed 
line) 

 

The numerical simulations in the case studies were carried out using only CWFS model and 

under plane strain condition. However, the geometry and loading condition of pillars used 

in mining operations are more complex. It is also instructive to compare the results of the 

CWFS models with other well-established constitutive models. In order to examine the 

effect of complex geometries and different constitutive models, a three-dimensional model 

0

100

200

300

400

500

600

700

0.5 1 1.5 2 2.5 3

S
tr

e
ss

 (
M

P
a

)

W/H

Pillar strength

Peak stress at the core

0

50

100

150

200

250

0.5 1 1.5 2 2.5 3

S
tr

e
ss

 (
M

P
a

)
W/H

Pillar strength

Peak stress at the core

0

0.5

1

1.5

0 0.5 1 1.5 2 2.5 3

P
il

la
r
 s

tr
e
n

g
th

 /
 σ

c

W/H

Lunder & Pakalnis (1997)

Martin & Maybee (2000)

Mortazavi et al (2009)

Elmo & Stead (2011)

CWFS model



93 

 

of a typical block caving pillar at a depth of 1 km was analyzed. As shown in Fig. 5.13a, the 

pillar is 10 m wide, 3.8 m high and 32 m long. The access drifts are 4.3 m wide and have 

horseshoe cross sections.  

The CWFS model and Mohr-Coulomb model with perfectly-plastic and strain-softening 

behavior were used for the analysis. For this example, material parameters representative of 

rock mass at the Elliot Lake mine were determined for each constitutive model (Table 5.3). 

The parameters for the CWFS model are the same as those used in the case studies (Table 

5.2). Parameters for the perfectly-plastic Mohr-Coulomb model were obtained using the 

guidelines by Hoek et al (2002) as implemented in the RocLab software (RocScience Inc., 

2007). For the strain-softening model, similar guidelines were used where the peak strength 

parameters were obtained using the initial GSI value of 80 and residual strength parameters 

were obtained using a residual GSI value of 27 as suggested by Cai et al (2007). 

Table 5.3 Parameters and results of different constitutive models used in the three-dimensional 
analysis 
Model cini (MPa) cult (MPa) φini (deg) φult (deg) Pillar strength (MPa) 
CWFS 38.0 3.8 0 35 181 
Perfectly-plastic 11.4 11.4 56 56 N/A 
Strain-softening 11.4 3.5 56 42 N/A 

 
 

(a) (b) 

  
Fig. 5.13 Three-dimensional analysis of a typical block caving pillar (a) FLAC3D mesh and (b) stress-
strain curves using different constitutive models 
 

 
Stress-strain curves for the three-dimensional pillar using different constitutive models are 

shown in Fig. 5.13b. The CWFS model gives a pillar strength value of 181 MPa which is in 

reasonable agreement with the empirical formula and numerical results plane strain 

analysis shown in Fig. 5.10a. The Mohr-Coulomb perfectly-plastic and strain-softening 

models, on the other hand, show no finite strength even after 800 MPa. This is clearly 

unrealistic and inconsistent with empirical observations shown in Fig. 5.10a. Hence, well-

established models such as Mohr-Coulomb perfectly-plastic and strain-softening models 
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may grossly overestimate the strength of wide pillars. This highlights the importance of 

using a representative constitutive model in numerical analysis of hard rock pillars.  

 

5.8. Conclusions 

The behavior of hard rock pillars was addressed using empirical, theoretical, and numerical 

analysis. The effect of size and shape on the strength of pillars was quantified using 

empirical evidence and numerical simulations. Using a failure criterion and considering the 

effect of size and shape, a semi-analytical strength formula for hard rock pillars was derived.  

In order to further explore the behavior of hard rock pillars, numerical simulations using the 

CWFS model were carried out. Equations were proposed to describe the gradual 

degradation of cohesion and mobilization of friction with increasing damage. Two case 

studies namely the Elliot Lake mine and Selebi-Phikwe mine were used to verify the merits 

of the proposed modelling approach for hard rock pillars. 

In both cases, the numerical models were able to successfully separate the unstable/failed 

pillars from the stable pillars. The numerical models also captured the mechanism of 

progressive failure observed in hard rock pillars. The overall pillar stress-strain curves 

indicated that while pillars with W/H<2 exhibit strain-softening behavior at relatively low 

strains, those with W/H>2 show strain-hardening behavior and continue to carry higher 

loads up to much higher strain levels. Monitoring the stress path at the core of pillars 

showed that for pillars with W/H≤1 the peak major principal stress at the core drops after 

reaching the initial cohesive yield envelope while it continues to increase and follow the 

ultimate frictional envelope for pillars with W/H≥2.  A CWFS-based pillar strength formula 

was presented to summarize the results of numerical simulations.  

Finally, a typical block caving pillar was analyzed using the well-established Mohr-Coulomb 

perfectly-plastic and strain-softening models. It was shown that such models can drastically 

overestimate the strength of wide pillars. On the other hand, comparing the results of 

numerical analysis and empirical pillar strength formulas suggest that empirical formulas 

may systematically underestimate the strength of wide pillars.  
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Chapter 6 

Summary and conclusions 

 

This thesis was focused on the behavior of good quality to massive rock masses with 

geological strength index, GSI greater than 60. Different approaches have been proposed for 

modelling the behavior of excavations in such rock masses. In this thesis, the results of 

laboratory tests and in situ measurements and observations were used to examine 

applicability of the current models for each class of rock masses. Limitations and 

shortcomings of the existing models were discussed and improvements modelling 

approaches were proposed. The following is a summary of conclusions drawn from this 

thesis. 

 

6.1. Christensen and Hoek-Brown criteria for intact rock 

The first part of this study was dedicated to comparing the well-established Hoek-Brown 

criterion and the recently proposed Christensen criterion when applied to failure of intact 

rock. The Christensen criterion was proposed as a comprehensive model for all materials 

and has attractive characteristics including simple equations with uniaxial compressive and 

tensile strength as parameters and inclusion of the intermediate principal stress in the 

failure criterion. The components of the Christensen criterion including the main parabolic 

envelope, tension cut-off and brittle-to-ductile were explained in detail. Explicit equations 

were derived for application of the Christensen criterion to failure of rocks under biaxial 

compression, triaxial compression, triaxial extension, and polyaxial compression. 

The results of laboratory tests on a synthetic rock, chert dyke, Carrara marble and Westerly 

granite were used for quantitative comparison of the Hoek-Brown and Christensen criteria. 

It was shown that application of the Christensen criterion results in 65% higher prediction 

errors compared to the Hoek-Brown criterion. Mathematical evaluation of the Christensen 

criterion revealed that there are theoretical limits for the slopes of the failure envelopes. 

Regardless of the parameters, the slope of the Christensen envelopes cannot exceed 2.5 in 

triaxial extension and 4.0 in triaxial compression. This is the main characteristics of the 

Christensen criterion which limits its application for hard rocks which typically show much 

steeper experimental envelopes. 

While the Christensen criterion included the intermediate principal stress in the equations, 

it failed to adequately capture the effect of intermediate principal stress on strength of intact 
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rock. In fact, the Hoek-Brown criterion which ignores the effect of intermediate principal 

stress provided a better fit to the results of polyaxial compression tests on Westerly granite 

than the Christensen criterion. This interesting phenomenon is due to the fact that the π-

plane representation of the Christensen criterion is circular while the Hoek-Brown criterion 

gives an asymmetrical hexagonal shape which more closely follows the trend of 

experimental results.  

The brittle-to-ductile transition limit predicted by the Christensen criterion was also shown 

to be inconsistent with the observed behavior of intact rocks. While the transition in the 

Christensen criterion is a function of volumetric stress, laboratory observations show that 

transition from brittle to ductile behavior depends on the ratio of major to minor principal 

stress. As a result, the Christensen criterion predicts ductile failure for intact rocks under 

uniaxial and triaxial compression while laboratory observations show brittle failure under 

low to moderate confinements and ductile failure under high confining stresses.  

 

6.2. Shaft displacements in a rock mass with GSI≈60 

Measured displacements around a deep shaft excavated in an average quality rock mass 

with GSI of 62 were used to examine the accuracy of existing modelling approaches. 

According to empirical guidelines, strain softening models was used for the back analysis.  

Three-dimensional numerical models could explicitly replicate the effect of excavation 

sequence of extensometer measurements. Using the estimated parameters from empirical 

guidelines provided a reasonable fit to the measurements of two extensometers. The 

measurements of the third extensometer could only be reproduced using weaker material 

parameters which caused overestimation of displacements for other extensometers. 

Nonetheless, the possible range of input parameters were obtained for analyzing the 

behavior of future excavations using strain softening model.  

Two-dimensional numerical models were also used along with longitudinal displacement 

profile (LDP) for taking into account the three-dimensional effects around an advancing 

excavation face. Interestingly, two-dimensional models could provide a better overall match 

to the results of all extensometers. Upon further investigation, it was shown that apparently 

better overall fits from the two-dimensional model is due to the fact that three-dimensional 

effects were compromised in this approach. Comparing the results of tw0- and three-

dimensional models showed that convergence around the excavation perimeter under 

anisotropic in situ stress field is not constant and LDPs fail to adequately capture the 

variation of convergence especially near the excavation face.  

 

6.3. Progressive failure of brittle rocks with GSI≈100 

In order to explore the process of progressive failure in hard brittle rocks, the results of 

uniaxial and triaxial damage-controlled tests on samples of Lac du Bonnet granite and 
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Indiana limestone were analyzed. Each loading-unloading cycle in the tests causes an 

increment of damage within the sample.  

Analysis the stress-strain response of the samples during each cycle showed that increasing 

damage leads to degradation of cohesion and mobilization of friction angle. Comparison of 

the results at different confining stresses showed that while cohesion degradation process is 

essentially independent of confinement, mobilization of friction angle is strongly affected by 

the confinement level. At low confinement, friction angle can reach higher values while 

elevated confinement supresses the maximum mobilized friction angle.  

Theoretical cohesion-weakening friction strengthening (CWFS) models were proposed to 

capture the process of cohesion degradation and friction mobilization at different 

confinement level. Application of the proposed model to the laboratory test results showed a 

close agreement between the measured and predicted stress-strain curves. The model was 

then implemented in FLAc3D to predict the stability of four tunnels excavated in a massive 

granite rock mass at the Underground Research Laboratory (URL) in Manitoba. The 

proposed model eliminated the fundamentally problematic characteristics of the current 

CWFS model and gave a reasonable match to the observed zone of brittle failure around the 

URL excavations.  

One of the key characteristics of the proposed CWFS model is capturing the transition from 

strain-softening to strain-hardening behavior with increasing confinement. Analyzing the 

stress-path at different points around the excavations showed that moving from the 

excavation boundary deeper inside the zone of in situ brittle failure restrains the strain-

softening behavior due to increased induced confinement.  

In order to evaluate the effect of model parameters on the predicted behavior, a series of 

parametric studies were carried out. It was shown that increasing the initial and residual 

values of cohesion and friction angle reduces the depth and angular extent of zone of failure. 

Based on experience gained from application of the proposed CWFS model to several 

excavations, general guidelines were proposed for estimation of the model parameters for 

preliminary analysis.  

 

6.4. Modelling the progressive failure of rock pillars with GSI≈80 

Hard rock pillars usually found in good quality rock masses provide an opportunity to 

examine different modelling approaches. Empirical pillar strength formulas were examined 

to determine the effect of pillar size and shape on pillar strength. It was shown that the in 

situ strength of a hard rock pillar with width-to-height ratio (W/H) of 0.5 excavated in a 

good quality rock mass (GSI≈80) is about 1/3 of the uniaxial compressive strength of intact 

rock. The effect of pillar shape on induced confinement within the pillar was quantified 

using numerical analysis and subsequently used in a failure criterion to derive a semi-

analytical pillar strength formula. 
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The proposed CWFS model implemented in FLAC3D was used to predict the strength of 

pillars in the Elliot Lake and Selebi-Phikwe mines. Model parameters were estimated from 

the proposed general guidelines. The results of numerical analysis in both case studies 

successfully separated stable pillars from unstable/failed pillars. Furthermore, the observed 

in situ mechanism of pillar failure starting from minor spalling at 70% peak strength to 

formation of hour glass shaped pillar and final shear failure was also captured in the 

models.  

Overall pillar stress-strain curves showed that pillars with W/H<2 reach peak strength at 

relatively low strains followed by strain softening behavior. Wider pillars, on the other hand, 

can continue to sustain increased stress levels at higher strains. Investigation of stress-path 

at the core of pillars showed that for a pillar with W/H=1 stress drops after reaching the 

initial cohesive strength envelope while it continues to increase and follow the ultimate 

frictional strength envelope for a pillar with W/H=2. The results of the proposed CWFS 

model for hard rock pillars were given in a simple pillars strength formula for practical 

applications.  

For comparison purposes, a deep block caving pillar was analyzed using the proposed CWFS 

model and the currently used perfectly-plastic and strain-softening models. It was shown 

that the currently used models can significantly overestimate the strength of deep pillars. 

On the other hand, comparing the results of empirical pillar strength formulas and different 

numerical models indicate that the strength of wide pillars can be systematically 

underestimated by the empirical formulas developed for narrower pillars. 

 

6.5. Future research 

In this thesis, the results of laboratory and in situ measurements and observations in good 

to massive quality rock masses were used to develop improved modelling methods. 

Currently, damage-controlled test appears to be the only test to properly capture the effect 

of damage evolution on cohesive and frictional components of strength. In its current form, 

the test is technically difficult, time consuming, and costly and has been done on a handful 

of rocks in the world. Enhancements to the damage-controlled test without compromising 

the essential aspects of the test can be of great interest. As simpler versions of the test 

develop, more and more rocks can be tested and the findings presented in this thesis and 

elsewhere can be re-evaluated for other rock types.  

The behavior of a deep shaft, two underground mines, and four tunnels excavated in rock 

masses with GSI ≥60 was discussed in this work. In order to find the merits and possible 

limitations of the discussed modelling approaches, it is important to apply the models to 

other in situ problems with different geometries, depths, and rock mass qualities. While 

some general equations and guidelines were proposed for estimating the model parameters, 

further studies are required to fine tune such estimations. The more case studies used to 

validate a model and its parameters, the more confidence can be gained in its application to 

future projects.  
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Appendix A 

Three dimensional back analysis using ABAQUS 

 

Commercial numerical software, while providing user convenience, can implement 

limitations that the user may not be aware of.  This is particularly true for constitutive 

models.  In order to evaluate the results obtained by FLAC3D, the analyses were repeated 

using the FEM code ABAQUS. The explicit integration scheme along with the Mohr-

Coulomb strain softening behavior was adopted. Linear tetrahedral elements were used in 

the modeling. The shaft periphery was discretized by 64 elements to get the accuracy 98% 

for elastic solutions as for the FLAC3D models. The excavation stages were similar to those 

modelled by FLAC3D and the mechanical parameters were identical to those given in Table 

3.3 for model II.  

Fig. A.1 shows the displacement profiles and the contour of equivalent plastic strains. In 

comparison with the results obtained from the FLAC3D model II, the displacements at the 

reference head obtained from ABAQUS were 1.0-2.8 mm higher. Significant discrepancies 

were observed for the radial extent of plastic zone where ABAQUS predicts 3.5-4.2 m while 

FLAC3D gives 2.2-2.8 m. It worth mentioning that the displacements were found to be 

mesh dependent so that using a courser mesh could result in lower displacements more 

similar to those obtained from FLAC3D model II. The extent of plastic zone, however, was 

not significantly mesh dependent. 
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Maximum thickness of plastic zone: 4.2 m 

Minimum thickness of plastic zone: 3.5 m 

 

Fig.A.1 Displacement profiles and plastic strains for the ABAQUS model 
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Appendix B 

Volumetric strain curves for the CWFS model 

 

While several complex dilation models have been proposed in the literature to specify the 

variation of dilation angle with plastic strain and confining stress, simple dilation models 

are more practical and sufficiently accurate for practical estimation of plastic zone around 

excavations. A constant dilation angle of 30° was used in this study. Fig. B.1 shows the 

experimental and simulated axial stress-volumetric strain curves. It can be observed that the 

model underestimates post-peak dilation of Lac du Bonnet granite especially at lower 

confining stresses. It is not surprising as failure planes develop inside the laboratory 

samples leading to the collapse of the specimen and volumetric expansions too large to be 

captured by any continuum model. Hence, the proposed CWFS model is mostly useful for 

estimating the extent of failure zone around excavations and may underestimate the 

displacements inside the failure zone where slabs and pieces of rock are detached from the 

rock mass.  
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Fig.B.1 Cohesion degradation and friction mobilization in the proposed model and comparison of 
experimental (fine line) and simulated (bold line) axial stress- volumetric strain curves  
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