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Abstract

Relay selection strategies help to improve spectral and energy efficiencies, to en-

hance transmission robustness, or to reduce latency in multi-relay cooperative wire-

less networks. Two novel relay selection strategies are proposed and analysed here

for 1. Multiple-input multiple-output (MIMO) 2. Massive MIMO, amplify-and-

forward (AF) two-way relay networks (TWRNs). Specifically, they are designed

to minimize the overall outage probability or maximize the achievable sum rate.

Interestingly, the first strategy amounts to maximizing the minimum of the eigen-

values of the Wishart matrices of the channels from the selected relay to the two

user nodes. Counter-intuitively, the latter strategy amounts to maximizing the min-

imum of the determinant of the same Wishart matrices. The performance of these

two strategies is investigated by deriving lower/upper bounds of the overall outage

probability and the average sum rate approximations in closed-form. Further, the

asymptotic high SNR approximations of the outage probability are derived, and

thereby, the achievable diversity-multiplexing trade-off is quantified.

Our analysis shows that the transmit power at user nodes can be scaled down

proportional to their number of antennas and thus the use of a large scale antennas

systems results in significant power savings. Further use of large number of anten-

nas makes relay selection process simple and deterministic. Our results reveal that

relay selection indeed significantly increases the sum rate and decreases the outage

probability of wireless systems and will be useful for the wireless systems.
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Chapter 1

Introduction

1.1 Problem Statement

Increasing the spectral efficiency of wireless networks is essential for the future of

wireless communication industry in order to support high data rates, more devices

and more connectivity for generation wireless systems. Towards this goal, this

thesis investigates several emerging wireless technologies.

1.2 Wireless Communication

Mobile signal receptivity has become one of the main factors considered by people

when buying a new home in USA according to RootMetrics [7]. According to this

survey, importance of mobile connectivity was ranked higher than the availability

of schools and proximity to public transportation services. Thus the importance of

wireless communication services in people’s lives can not be over emphasized.

As stated by Cisco [8], mobile data traffic increased by 69 % during the year

2014. The number of mobile connected devices in the world is increased by 497

million and surpassed the world population. This trend is expected to continue for

the next five years. According to [8], in 2019 the number of mobile connected de-

vices per capita is expected to be 1.5. The average mobile data speed will surpass 2

Mbps by 2016. These forecasts impose stringent requirements on wireless commu-

nication technologies, which must thus be developed to meet the above mentioned

growth requirements.

Fifth Generation (5G) wireless [9, 10] has therefore been proposed to provide
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Figure 1.1: Spectrum allocation in USA. [1]

very high data rates reaching Gigabits per seconds, a 1000 fold increase over cur-

rent systems. Furthermore the latency of 5G networks should be 10 times lower.

Conceptual design of 5G systems has just begun and deployment is expected by

year 2020.

The growth of 5G and other wireless networks depends on the availability of

spectrum. However the current wireless spectrum is limited to 30 - 3000 MHz.

The reason is that frequencies above this range suffers from heavy attenuation and

frequencies below this range requires very large antenna dimensions. Although

many portions of this desirable spectrum are already assigned, some of them are

under utilized due to various reasons. For example, Fig. 1.1 shows the current

wireless spectrum allocation in USA. Since this figure clearly shows that almost

all the usable frequencies are allocated to different applications, to achieve high

data rates, the data rate per unit bandwidth must be increased. This measure is

called as spectral efficiency. As the total bandwidth available for service providers

is limited and controlled by regulatory bodies, the spectral efficiency of the system

must improved in order to increase the number of subscribers or the data rate of

subscribers. To this end, wireless research community has developed modulation

2



Figure 1.2: Spectral Efficiency Gains [2]

techniques, multiple antenna systems, cooperative communications and cognitive

radios.

The data rate and spectral efficiency of a wireless link are typically a logarithmic

function of the signal-to-noise ratio (SNR). Thus doubling the SNR, does not dou-

ble the data rate and spectral efficiency. Due to this reason, spectral efficiency gains

have slowed down in recent years. For example, Fig. 1.2 clearly shows that spec-

tral efficiencies have not increased significantly despite the introduction of many

new wireless standards recently. Hence research focused on increasing the spectral

efficiency is pivotal for the wireless communication industry.

Another important performance metric of wireless systems is the energy effi-

ciency. This is typically measured as energy required to transmit or receive a unit

amount of data. Energy efficiency is extremely important for mobile users as the

battery life of handsets are limited. As the high data rates of 5G systems demands

100 times more energy efficiencies than 4G systems, high energy efficient wireless

systems must be developed.

Unfortunately, spectral efficiency is lost due to the use of relays which are used

3



U1 U2Rl

R1

RL-1

RL

R2

Figure 1.3: Proposed system model. Rl denotes the selected relay.

in wireless communication to increase the connection distance and the reliability of

transmission. However one-way relay networks (OWRNs) have the inherent draw-

back of reduced capacity as it needs four time slots to transmit a message between

two end nodes compared to two time slots needed in a direct communication be-

tween the users. This will reduce the spectrum efficiency in half. With the use

of interference cancellation, two-way relay networks (TWRNs) are able to achieve

the same data transfer using just two time slots. This will double the spectral effi-

ciency [11] of the system compared to an OWRN.

1.3 Proposed System

In this thesis a system with two end nodes (U1 and U2) and L relay nodes (R1 to

RL) is investigated (Fig. 1.3. All the nodes are MIMO enabled. The number of

antennas at the user nodes should be higher than the number of antennas at each

4



relay node (Refer Section 3.3.1 for the explanation of this requirement). One of

the available relays Rl will be selected for data transmission. For this set-up, two

relay selection strategies will be investigated. The first one will minimize the over-

all outage probability and the second one will maximize the achievable sum-rate.

The relay nodes and the end nodes perform amplify-and-forward and beamforming

operations respectively.

1.4 Contributions, Significance and Outline

While MIMO TWRNs will improve the spectral efficiency, multiple relays and re-

lay selection yield further enhancements. This thesis presents two relay selection

methods to increase the spectral efficiency. The main contributions are listed as

follows.

• Two relay selection methods have been proposed based on minimising the

overall outage probability and maximising the achievable sum-rate of MIMO

AF TWRNs. The first strategy can be simplified to maximizing the minimum

of the eigenvalues of the Wishart matrices from the selected relay to the two

user nodes. Further, the second strategy can be simplified to maximizing the

minimum of the determinant of the same Wishart matrices.

• The performance of the two relay selection methods is characterized via the

overall outage probability and the achievable sum-rates. Further, the asymp-

totic high SNR approximations of the outage probability are derived, and

thereby, the achievable diversity-multiplexing trade-off is quantified for the

proposed two relay selection schemes. This trade-off reveals that whenever

the total number of relay antennas is fixed, the achievable diversity order is

always a constant, and hence, the multiplexing gain can indeed be improved

by equally distributing antennas among the available set of relays.

• For the second relay selection method the asymptotic performance of massive

MIMO TWRNs has been analysed . The achievable asymptotic sum-rates

have been derived for three power scaling methods. It is shown that signif-

5



icant power and spectral efficiencies can be achieved using massive MIMO

for TWRN relay selection.

The thesis contributions are significant due to the following reasons.

• Although relay selection has been analysed for MIMO TWRNs with single

end-to-end data streams [12, 13], relay selection for MIMO TWRNs with

multiple end-to-end spatial data-streams has not been analysed yet. This the-

sis fills this gap in wireless research.

• Due to the increased spectral efficiency of TWRNs, they are currently being

examined for next generation wireless communication standards, including

Long-term evolution-advanced (LTE-A) [14,15]. With the emergence of het-

erogeneous networks use of relays and relay selection will increase and the

research on TWRNs will be important especially with MIMO technologies.

• As explained earlier, massive MIMO has been identified as one of the main

enabling technologies for 5G systems [9]. This thesis analyses the use of

massive MIMO at the user nodes of a TWRN.

• The recent research developments in millimeter wave (mmWave) wireless

communications render MIMO practically viable even at the user nodes be-

cause of the extremely short wavelengths associated with the mmWave fre-

quency bands such as 28 GHz and 38 GHz [16]. Thus mmWave frequency

bands can be exploited to design MIMO transceivers and other RF elements

with much smaller physical dimensions. Thus, employing multiple-antennas

even at the user nodes will be practically viable in the next generation wire-

less standards, and hence, our system models would be useful in practice.

The outline of the thesis is as follows:

• Chapter 2

This chapter contains the necessary background information. Wireless chan-

nel models, cooperative relay systems, 5G technologies, MIMO systems and

massive MIMO systems are briefly described.

6



• Chapter 3

This chapter proposes and analyses two novel relay selection strategies for

MIMO AF TWRNs with spatial multiplexing. Specifically, these strategies

minimize the overall outage probability or maximize the achievable sum-

rate. Their performance is investigated by deriving lower/upper bounds of

the overall outage probability and the average sum rate approximations in

closed form. Further, the asymptotic high signal-to-noise ratio (SNR) ap-

proximations of the outage probability are derived, and thereby, the achiev-

able diversity-multiplexing trade-off is quantified.

• Chapter 4

This chapter investigates the asymptotic sum-rate of AF TWRNs with mas-

sive MIMO at the user nodes. To this end, three asymptotic SNR expressions

are derived for three specific transmit power scaling laws, and thereby, the

corresponding asymptotic sum rates are derived. Power scaling is done at the

user nodes, relay nodes and both at the user and relay nodes.

• Chapter 5

This chapter presents the conclusions of the thesis and future research direc-

tions. The impact of the thesis results on the wireless communication research

is also interpreted.

7



Chapter 2

Background

This chapter describes wireless communication basics. First, several models for

wireless path loss, shadowing and multi-path propagation are described. Second co-

operative relay networks, two-way relay networks and relay selection are described.

Next, 5G wireless requirements and the enabling technologies are discussed. In par-

ticular, the basics of MIMO and massive MIMO are described in detail.

2.1 Wireless Channel Modelling

In wireless channels signal propagation depends on reflection, diffraction, scatter-

ing and other phenomena. These propagation effects give rise to various imper-

fections. Understanding these imperfections are critical for the development and

analysis of wireless communication systems. The critical wireless impairments

are [17]

1. Path Loss,

2. Shadowing,

3. Multi-path Fading.

In the following sections, these impairments are described in detail.

2.1.1 Simplified Path Loss Model

Path loss is the reduction in power density (attenuation) of a signal as it propagates

from the transmitter to the receiver. Apart from the distance between the receiver

8



and the transmitter, other factors that affect the path loss include the transmitter

and the receiver heights, composition of the atmosphere, physical properties of the

transceiver antennas and the signal frequency. Thus modelling the path loss is a

complex task. Several path loss models including COST 231 [18], Okumura [19]

and Hata [20] models are presented in [17]. The simplified path loss model, a highly

simplified analytical deterministic channel model, is given as [17]

PR = PTK

(
d

d0

)−η

, d ≥ d0, (2.1)

where PR, PT are the received and transmitted powers and d0 and d are the refer-

ence distance for the antenna far-field and the distance between the transmitter and

the receiver respectively. This model is not valid for distances d < d0 due to the

scattering effects in the antenna near field. Typically d0 is assumed to be between

1 to 10m in indoor environments and 10 to 100m in outdoor environments. K is

a unit less constant which depends on the average channel attenuation and the an-

tenna characteristics. The constant η is known as the path loss exponent and will

vary depending on the environment. For example, η is between 3.7 to 6.5 for urban

macro-cells and between 2.7 to 3.5 for urban micro-cells [17].

2.1.2 Shadowing

Shadowing is the received signal power fluctuations in wireless channels due to

objects obstructing the propagation path between transmitter and receiver. As the

location, size, and dielectric properties of the blocking objects are generally un-

known, shadowing is often modelled statistically. Thus the log-normal shadowing

model describes the probability density function (PDF) of ψ, which is the ratio

between the transmit to received power as [17]

fψ(ψ) =
ξ√

2πσψdB
ψ
exp

[
−(10log10 (ψ)− µψdB

)2

2σ2
ψdB

]
, 0 ≤ ψ <∞ (2.2)

where ξ = 10/ ln 10, σ2
ψdB

is the variance of ψ in decibels and µψdB
is the average

of ψ in decibels.
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Often path loss and shadowing are categorized as large-scale fading, which is

the signal attenuation due to movements over large areas compared to the signal

wavelength, λ. Similarly small-scale fading is the signal attenuation that occurs

over small distances often in the order λ. Small scale fading is often caused by

multi-path fading.

2.1.3 Multi-path Fading

Mulit-path fading is the fluctuation of the received power levels at the receiver due

to the radio signals reaching the receiving antenna by two or more paths. Due to

multi-path propagation, the received signal is a superposition of multiple copies of

the signal. Rayleigh model, Rician Model and Nakagami-m model are some widely

used multi-path fading models in wireless literature. Each of these methods provide

the distribution of the received power β, which depends on the square of the channel

amplitude (i.e. β = |h|2
K

where h is the channel amplitude and K is a constant).

Rayleigh Fading

Rayleigh fading occurs when there is no line of sight (LOS) signal between the

transmitter and the receiver. Absence of LOS path results in the in-phase and the

quadrature-phase components of the channel, which are the sum of many random

variables. From the central limit theorem, the PDF of such a sum is a normal (Gaus-

sian) distribution, regardless of the exact PDF of the constituent amplitudes. Thus

the amplitude of the channel coefficient becomes a Rayleigh distributed random

variable and consequently the received power β follows the exponential distribu-

tion [21]

fβ (x) =
1

β̄
e
− x

β̄ , 0 ≤ x <∞, (2.3)

where β̄ is the average signal power.

As mentioned earlier Rayleigh fading assumes the unavailability of a dominant

path between the transmitter and the receiver. In wireless communication scenarios

such as a mobile user in an urban environment communicating with a base station,

the line of sight signal propagation is often blocked due to surrounding buildings.
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Figure 2.1: Pathloss Shadowing and Multipath

Thus the signal propagation will happen through non line of sight multi-path com-

ponents. This scenario can thus accurately be approximated using Rayleigh fading.

Thus, this fading model has become the standard distribution that is employed in

many of wireless research studies.

Rayleigh fading is a special case of more general Nakagami-m fading model

which was designed to fit empirical data by Nakagami in early 1960s [22].

Nakagami-m Fading

The PDF of the received power β according to Nakagami-m Fading is given as [22]

fβ (x) =
xm−1

Γ (m)

(
x

β̄

)m
e
−mx

β̄ , 0.5 ≤ m <∞, 0 ≤ x <∞. (2.4)

The parameter m describes the level of fading and as in the Rayleigh fading case

β̄ is the average signal power. Changing the m value gives rise to different fading

scenarios. Whenm = 1 this model simplifies to Rayleigh fading and whenm = ∞,

this model denotes no fading scenario.
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2.1.4 Combined Channel Models

Sections 2.1.1 to 2.1.3 models wireless channel impairments separately. But theses

impairments cascade, resulting in a composite channel. Thus a composite model

of path loss, shadowing and multi-path fading is described in Section 2.5.3. This

composite model versus the distance between the transmitter and the receiver is

illustrated in Fig. 2.1. More complex fading models has been proposed in [23].

2.2 Cooperative Relay Technologies

2.2.1 Introduction

Cooperative relays increase the coverage [24] by acting as intermediate repeaters

between the transmitter and receiver. The use of relays results in increase of the

overall quality of service of the network. Cooperative relays have already been

used in wireless standards such as IEEE 802.16 J [25] and LTE-A [14, 15].

Cooperative relay nodes can be categorized into two types according to the

mode of their operation [26, 27]. Amplify and forward (AF) relays, amplify the

received signal and forward it to the destination node. The relay does not attempt

to decode the received signal. AF relays may amplify the added noise at the re-

lay when forwarding to the destination. This is known as the noise amplification

problem.

On the other hand, decode and forward (DF) relays will decode the received

data, encode it again and retransmit it to the destination. Thus decoding errors at

the DF relay may also be forwarded to the destination. Also the complexity of

the DF relay nodes are higher than that of the AF relay due to the added decoding

functionality of the relay.

2.2.2 One-way Relay Networks and Two-way Relay Networks

A one-way relay receives from or transmits to a single user node at a given time. But

a two-way relay communicates with two user nodes simultaneously. A more general

multi-way relay receives from or transmits to multiple user nodes simultaneously.

12



(a) One-way Relay Networks (b) Two-way Relay Networks

Figure 2.2: Comparison of OWRN and TWRN operation

In a one-way relay network (OWRN) with half-duplex nodes, four time-slots

are needed for a single data transfer between two end nodes. This results in loss of

spectral efficiency. However two-way relay networks (TWRNs) which uses inter-

ference cancellation or physical layer network coding requires only two time slots

to transfer data between two end nodes [11, 28]. Thus a TWRN doubles the data

rate compared to an OWRN. A comparison of signal transfer steps of an OWRN

with a TWRN is shown in the Fig. 2.2.

In the first time slot both the end nodes transmit their respective data to the

relay node. In the second time-slot the relay will amplify and forward the received

signal to end nodes. End nodes receive their own transmitted signal and the signal

transmitted by the other node. As end nodes know their own transmitted signal,

using basic signal processing they can easily decode the transmitted message of the

other node. Removal of this self interference is known as network coding.
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Figure 2.3: System with multiple available relays

2.2.3 Relay Selection

Wireless systems may have several nodes that can be used to relay signals between

two nodes. Thus one or more nodes from this pool of nodes can be selected to act as

relays between a transmitter (Tx) and a receiver (Rx) [29]. This process is known

as relay selection.

This process is illustrated in the Fig. 2.3. The Node 1 and Node 2 can not

communicate with each other due to the unavailability of a direct channel between

them. However there are four intermediate nodes, R1 to R4, that can assist the data

transmission between Node 1 and Node 2 by operating as a relay. Choosing the

best combination of R1 to R4 is the relay selection problem.
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The number of relays selected can be one or many. Single relay selection

schemes select just one node to act as the relay. These schemes include best re-

lay selection, nearest neighbour selection and best worse channel selection. Best

relay selection selects the relay which provides the path with maximum SNR [30].

Nearest neighbour selection selects the nearest relay to the user node [31]. Relay

communication involves two channels, one from the source to the relay and the one

from the relay to the destination. Best worse channel selection method selects the

relay which has the best channel conditions in it’s worse channel [32].

Selecting multiple relays will increase the complexity of the system as well

as complexity of the relay selection procedure. System complexity arises due to

the phase adjustments required at the transmitter to enable the addition of multiple

received signals coherently at the receiver. Although non coherent multiple relay

selection methods exist [33], their performance is degraded due to non coherent

combining. Relay selection complexity is due to the exponential number of possi-

bilities to select multiple relays (If the number of potential relays are L, there are

2L − 1 possible ways to select multiple relays). In [34], relay ordering is presented

for multiple relay selection. And in [35] several multiple relay selection methods

have been analysed for TWRNs.

2.3 5G Wireless Systems

2.3.1 Introduction

Although current Fourth Generation (4G) wireless is designed for mobile broad-

band, with the forecast of 10 fold growth of mobile data and 100 fold increase of

connected devices [8], 4G will soon be inadequate. Thus Fifth Generation (5G)

wireless [9] has been proposed to provide very high data rates reaching Gigabits

per seconds, a 1000 fold increase over 4G systems. 5G systems are expected to be

implemented by year 2020 [9].

While initial 1G services were mainly focussed on voice services, 2G systems

were evolved around improved voice and text messaging. The main driver for 3G

was the integrated voice and affordable mobile internet. 4G was focussed on high
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capacity mobile multimedia [36]. Yet 5G systems will support a wide range of

applications. These which include but not limited to

• Mobile Broadband,

• Smart cities and smart homes,

• Smart grids,

• Health monitoring systems,

• Augmented/Virtual reality,

• Industrial monitoring systems,

• Automotive safety systems,

• Machine type communications (MTC).

Thus it is clear that mobile broadband is not the only main driving component of

5G systems. This shift in the driver represents a major paradigm shift in wireless

communications. Instead of few applications, new wireless standards are expected

to cater for a vast range of applications.

It should be noted that for the first time in wireless communication standards

there may be no dedicated voice services in 5G. Instead voice services are expected

to be provided as an application running on data connectivity [36].

2.3.2 Requirements of 5G Systems

The diverse requirements of above mentioned use cases include high throughput,

low latency and the support for a large number of devices. High throughput is

required by applications like high definition videos and augmented reality appli-

cations. The peak data rates for 5G systems are expected to be in the range of

10Gbps. And 95% of users should be able to get 100Mbps data rate. 10Mbps data

rate is expected in everywhere including the rural areas [37].

5G systems should offer latencies less than 1 ms. These low latencies are es-

sential for time critical applications such as automotive safety systems and also
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required by machine type communications (MTC) where different devices commu-

nicate with each other without any human interactions.

5G systems should also support 10-100 times more devices than current sys-

tems. With the internet of things (IoT) where almost everything in the environ-

ment becomes a wireless device to coordinate with other objects, the number of

connected devices will increase drastically. These devices may range from high

bandwidth consuming devices with rechargeable batteries such as mobile phones

and tablet computers to very low bandwidth consuming, battery life limited, sleep-

enabled sensor nodes. Providing connectivity for all these devices will be a chal-

lenge for 5G system designers and implementers.

2.3.3 Proposed Technologies for 5G Systems

Several new and old technologies for 5G systems have already been identified and

analysed [9, 10, 38]. Also several white papers have been published by wireless

companies Huawei, Nokia and Ericsson [36,37,39]. Following technologies for 5G

has been identified by [10]

1. Device-centric architectures,

2. Millimeter wave,

3. Massive MIMO,

4. Smarter devices,

5. Native support for machine-to-machine (M2M) communications.

According to [37] implementation of 5G systems include the use of novel radio

access technologies in new spectrum regions together with the backward compat-

ible LTE evolution systems operating in existing spectrum [37]. 5G systems are

expected to operate in the mmWave region and will utilize massive MIMO. Mas-

sive MIMO systems are described in the Section 2.5.
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Figure 2.4: MIMO transmitters and receivers

2.4 MIMO Systems

Multiple-input multiple-output (MIMO) technology refers to the use of multiple

antennas at the receiver and the transmitter. This usage results in increased spectral

efficiency and/or reliability due to the increased spatial diversity. Due to these ad-

vantages, MIMO has been incorporated in wireless standards such as IEEE 802.11n

(Wi-Fi), IEEE 802.11ac (Wi-Fi), HSPA+ (3G), WiMAX (4G) and Long Term Evo-

lution (4G).

As shown in Fig 2.4, instead of a single path between the transmitter and re-

ceiver, a 2 × 3 MIMO system will have six paths between the transmitter and

the receiver. Thus the channel between the transmitter and the receiver is repre-

sented using a 2 × 3 matrix of complex numbers. For a more general example

with Nt transmit antennas and Nr receive antennas the channel is given as a ma-

trix H ∈ CNr×Nt . Each (i, j) element of the matrix H, hi,j represents the chan-

nel coefficient between the jth transmitter antenna and the ith receiver antenna for
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1 ≤ j ≤ Nt and 1 ≤ i ≤ Nr. Thus the MIMO received signal may be written as

y = Hx+ n, (2.5)

where y is the Nr × 1 received signal vector, x is the Nt × 1 transmit vector and

n is the Nr × 1 noise vector. Having a signal vector instead of a single symbol as

the transmitting data opens up new possibilities to achieve higher performance in

wireless systems. These include the following scenarios:

• Space diversity

The transmitted data vector x can be selected such that the same data is re-

peated through the channel to the receiver. When the propagation paths of

these signal streams are independent, they will undergo different amount of

fading. Thus the chance of atleast one of these streams having the required

signal strength is high. This repetition will increase the reliability of the sys-

tem and hence the error rates will be reduced.

• Spatial multiplexing

Instead of repeating the same data through the channel, vector x can be se-

lected such that several different data symbols are transmitted to the destina-

tion. Thus the amount of information carried between the transmitter and the

receiver in a MIMO system will be increased compared to a normal single-

input single-output system. Thus the use of MIMO with spatial multiplexing

will increase the data rate of the system.

• Reduction of interference

MIMO can be used to support multiple users simultaneously by exploiting

the spatial diversity of MIMO channel to reduce the interferences among dif-

ferent users. This results in multi-user MIMO systems which are described

in Section 2.4.5.

Thus MIMO systems may be designed with different objectives and thus operate

in different modes. For instance, seven modes of MIMO for downlink have been
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defined in LTE [40]. Diversity gain/order, multiplexing gain and diversity multi-

plexing trade-off are some performance matrices used to compare different MIMO

modes.

2.4.1 Diversity Gain/Order

The diversity gain (or diversity order) d quantifies the number of independently

faded replicas of a transmitted symbol the destination receives and can be defined

as follows [41]:

d = − lim
γ→∞

log (Pout(R, γ))
log (γ)

, (2.6)

where Pout(R, γ) is the information rate outage probability evaluated at SNR γ

while keeping the threshold rate at R. Diversity gain can be used to derive the

asymptotic performance analysis [42]. Further improvements in asymptotic perfor-

mance analysis are done in [43, 44].

2.4.2 Multiplexing Gain

The multiplexing gain r can be defined as follows [41]:

r = lim
γ→∞

R(γ)

log (γ)
, (2.7)

where R(γ) is the achievable data rate evaluated at the SNR γ.

2.4.3 Diversity Multiplexing Trade-off (DMT)

The seminal work of Zheng and Tse [41] showed that both diversity and multi-

plexing gains can be simultaneously obtained for a given multiple-antenna channel

subjected to a fundamental trade-off. Thus, the multiplexing gain comes at the ex-

pense of sacrificing the diversity gain and vice versa. By using (2.6) and (2.7), the

DMT can be defined as [41]

d(r) = − lim
γ→∞

log (Pout(rlog(γ)))

log (γ)
, (2.8)

where diversity order d(r) is given as a function of the multiplexing gain r.
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2.4.4 MIMO Beamforming

MIMO Beamforming is the process of separating a MIMO channel in to multiple

virtual channels (VC) in the space dimension by using signal processing at the

transmitter and the receiver. Beamforming typically use linear signal processing at

the transceivers and heavily rely on the availability of the channel state information.

Each virtual channel can be considered as a single-input single-output channel and

thus modulation, coding and resource allocation schemes used for single-antenna

systems can directly be used on these virtual channels.

Beamforming utilizes transmit and receiver beamforming matrices Wt and Wr,

so that the product Wr × H × Wt has the desired diagonal structure. There are

several popular linear beamforming methods such as zero-forcing (ZF), maximum-

ratio combining/receiving and minimum mean square error (MMSE).

In this thesis, the precoders and detectors at the user nodes are designed by us-

ing simple transmit-ZF and receive-ZF. In particular, the proposed ZF-based trans-

mission design is significantly less complicated and more computationally efficient

than the optimal precoder/detectors in [45]. Further, ZF precoders and detectors can

provide a significant fraction of the performance gains achieved by the complicated

optimal counterparts whenever the constraint min(N1, N2) ≥ maxl∈{1,··· ,L}NRl
is

satisfied. Thus, our system design preserves the two of the most important trade-offs

of deploying cooperative relay networks namely (i) performance versus implemen-

tation cost and (ii) performance versus computational complexity.

2.4.5 Multi-user MIMO Systems

While MIMO was initially developed for point-to-point links, in the last few years

the focus shifted to multi-user MIMO (MU-MIMO) systems [46]. MU-MIMO sys-

tems contain base stations (BSs) having multiple antennas to communicate with

multiple users. Users often have single antennas. The impact of this was the low

complexity at user level hardware and more propagation environment tolerant sys-

tems.
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2.5 Massive MIMO

2.5.1 Introduction

Massive MIMO systems, also known as Large Scale Antenna Systems (LSAS) were

proposed by Marzetta [47] as an extension of MU-MIMO. These systems are ex-

pected to play a vital role in upcoming 5G systems [9]. In massive MIMO systems

the number of antennas at a base station is theoretically increased to infinity. For

practical purposes, this number can be in the range of 100-1000. In this section

the basics of the massive MIMO systems, the channel models and the technical

challenges are presented.

2.5.2 System Model for Massive MIMO

A massive MIMO system consists of K users with single antennas interacting with

a base station with M number of antennas where M ≫ K. For instance K will

be in the range of 10 to 100 while M will be in the range 100 to 1000. For mas-

sive MIMO analysis the performance of the system will be analysed as M goes to

infinity. Normally there are two scenarios.

• The number of users K in the system is kept fixed as the number of antennas

at the base station M is increased.

• The number of users K in the system is also increased as the number of

antennas at the base station are increased such that M
K

= α.

This thesis considers the first scenario where the number of users are kept constant.

However previous research has shown that the main results obtained for the first

case are still valid for the second scenario as well [48]. Yet the number of anten-

nas needed to achieve near asymptotic performance may be higher in the second

approach.

2.5.3 Channel Model for Massive MIMO

The channel model proposed for massive MIMO is just an extension of MIMO

channels with added values to capture the path-loss, shadowing and multi-path fad-
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ing. The channel matrix G have M × K entries. This matrix G will model inde-

pendent small-scale fading, geometric attenuation and log-normal shadow fading.

The element gmk which is the channel coefficient between the mth antenna of the

BS and the kth user is written as

gmk = hmk
√
βk, (2.9)

for m ∈ 1, 2, · · · ,M . Here hmk models the multi-path fading and
√
βk models the

path loss and shadow fading. The path loss and shadow fading coefficient
√
βk is

assumed to be same from any base station antenna to each user. This channel can

be represented in matrix form as

G = HD
1
2 , (2.10)

where D is the K × K diagonal matrix with |D|kk = βk and H is the matrix of

multi-path fading coefficients with |H|mk = hmk.

The performance of the massive MIMO is based on the law of large numbers.

The massive MIMO systems are based on the following result presented in [47].

GGH

M

a.s.−−→ D, as M → ∞, (2.11)

for M ≫ K. The (a.s.) stands for the following definition.

Definition 2.1 Random variableXn converges almost surely (a.s.) toX as n→ ∞,

if Pr{Xn → X} = 1 as n→ ∞. •

This situation is known as the favourable propagation and its consequences for

the wireless communication systems are explained in [49]. As the number of an-

tennas at the base station M goes to infinity, the columns of matrix G becomes

independent of each other. Thus the paths from a user to each antenna will be

independent and the full use of diversity can be achieved for each user.
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2.5.4 General Results

The use of linear precoding with a large number of antennas promises many inter-

esting results for wireless research. Most of these results are very favourable for

high performance and data rates. These include

• Mitigation of noise and small-scale fading at the receiver,

Due to the large number of antennas at the base station, the noise and the

small-scale fading effects of the channel will be averaged at the base station.

Thus the system designers only need to worry about the large scale fading

and shadowing when designing massive MIMO systems. Also mitigation of

fading effects results in reduced latency of the system [47].

• Simple multiple access layer,

Due to the law of large numbers, each sub carrier in the massive MIMO

systems will have the same channel gain. Thus each terminal will be given

the full bandwidth and physical layer control signals are not required [49].

• Robustness to interferences,

It is shown that the massive MIMO systems are robust against the interfer-

ences caused by other equipments. Thus co-channel and inter-cell interfer-

ences are not present in massive MIMO systems [47].

Massive MIMO offers very high energy efficiencies. It is shown that the system

power can be reduced inversely proportional to the number of antennas at the base

stationM in massive MIMO systems when channel state information (CSI) is avail-

able. Even when systems only have imperfect CSI, the power can be reduced in-

versely proportional to the square root of the number antennas at the base station
√
M .

2.5.5 Massive MIMO Research Problems

Several massive MIMO research problems are mentioned.
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1. Pilot Contamination

Pilot contamination occurs due to the interferences among the users who use

the same pilot sequence during the channel estimation phase. This contam-

ination occurs due to the limitation of the number of orthogonal pilot se-

quences available to a system [48]. Moreover, increasing the number of an-

tennas at the base station does not reduce this problem. The solutions in-

clude pilot scheduling algorithms and intelligent pilot sequence allocation

algorithms [50, 51].

2. Channel Reciprocity

Massive MIMO mainly operates with time division duplexing which requires

uplink and downlink channel reciprocity. But due to the hardware constraints,

this assumption may not be true. More research is required to solve this

reciprocity mismatches in massive MIMO uplink and downlink.

3. Hardware Impairments

Using a very large number of antennas at the base station introduces new

hardware related problems. These includes high power consumption of signal

processing hardware. Due to this the total power consumption at the base

station will be increased significantly. New research needs to be done to

overcome these impairments.

4. Deployment Scenarios

Massive MIMO systems should be compatible with current wireless systems.

One scenario suggested by [37], is the use of massive MIMO in high fre-

quency mmWave range while the current LTE-A systems works in the cur-

rent wireless spectrum, allowing backward compatibility for 4G devices. It

suggests that after some time, massive MIMO can fall back into current wire-

less spectrum, when the support for 4G is not required. Also use of massive

MIMO for backhaul links has also been considered as a possible application.

5. Antenna Arrangement and Placements
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Other main research area of massive MIMO systems will be the placement

of the antennas at the base station. Several antenna structures have already

been analysed for performance. These include circular structures and 3D an-

tenna arrangements. Also the practical number of antennas needed to achieve

massive MIMO performance has been another research problem [52].

2.6 Conclusion

This chapter reviewed related topics, including wireless channels, cooperative relay

systems, 5G technologies, MIMO systems and massive MIMO systems.
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Chapter 3

Relay Selection Strategies for MIMO
Two-Way Relay Networks with
Spatial Multiplexing

This chapter presents and analyses relay selection strategies for MIMO TWRNs.

The obtained results are verified with Monte-Carlo simulations. Further the insights

provided by the obtained results are discussed.

3.1 Introduction

The advantages offered by MIMO, TWRNs and relay selection were described in

the previous chapter. While this thesis develops two relay selection strategies for

MIMO TWRNs with zero-forcing (ZF) transmit and receive filtering, several previ-

ous work have developed relay selection strategies for TWRNs employing MIMO-

enabled user and relay nodes [12,35,53,54]. Thus this introduction section presents

the related previous research and establishes the uniqueness and the significance of

this thesis. The motivation of the research is also presented.

Prior related research on MIMO TWRNs: In [12] joint relay and antenna se-

lection strategies over Rayleigh fading are investigated, with closed-form exact and

high SNR approximations of outage probability. Thus, achievable diversity order

is quantified. Further, [12] analyzes and quantifies the performance degradation

due to feedback-delay effect and spatially correlated fading. Reference [13] devel-

ops a joint beamforming and relay selection strategy to maximize the end-to-end
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signal-to-noise ratio (SNR) and hence to minimize the overall outage probability.

In particular, in [13], the overall outage probability is derived in closed-form, and

thereby, the achievable diversity order is quantified. Note that the relay selection

strategies in [12] and [13] have been developed for a single end-to-end spatial data-

stream. Thus, relay selection for MIMO TWRNs with multiple end-to-end spatial

data-streams (i.e., with spatial multiplexing) has not yet been investigated.

For the sake of completeness, several important prior studies on relay selection

for single-antenna TWRNs are next summarized. In [35], single and multiple re-

lay selection schemes are developed and analyzed. Single-relay selection is based

on maximizing the worst SNR of the two user nodes. Further, in the multiple re-

lay selection scheme of [35], a subset of available relays are selected by using the

concept of relay ordering proposed in [34]. Here, the available relays are first or-

dered in the ascending order of the end-to-end SNR, and then, the best subset of

relays, which maximizes the worst SNR of the two user nodes, are selected. Fur-

ther, in [55], an optimal relay selection scheme is developed with full-duplex nodes

based on maximizing the effective signal-to-interference-plus-noise ratio (SINR).

All aforementioned studies [35, 55] treat AF relays. But [56–58] consider decode-

and-forward (DF) relays. Moreover, in [54, 59], the relay selection schemes are

studied for single-antenna TWRNs with physical-layer network coding.

Motivation and our contribution: In the extensive wireless relay literature, only

two studies develop relay selection strategies for MIMO TWRNs. Moreover, these

strategies in [12] and [13] are limited to a single end-to-end spatial data stream only.

Thus, they are more suited for practical scenarios where the corresponding wireless

channels are ill-conditioned (due to lack of rich scattering) or if the transmission

reliability via the diversity gains is preferred over the data rates via spatial mul-

tiplexing gains. In this context, no prior results exist on designing and analyzing

of relay selection strategies for MIMO TWRNs with spatial multiplexing (i.e., with

more than one end-to-end spatial data-streams). This observation thus motivates our

work and fills the aforementioned gap in relay literature by proposing and analysing

two novel relay selection strategies for MIMO TWRNs with spatial multiplexing.

Our strategies are motivated by the practical need for boosting the throughput of
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MIMO TWRNs operating in rich-scattering wireless channels, and hence prioritize

the use of available degrees of freedom for spatial multiplexing. The proposed relay

selection strategies and our main contributions can be next summarized as follows:

Specifically, our first relay selection strategy maximizes the SNR of the worst

data substream at the weakest user node and consequently minimizing the overall

outage probability. Interestingly, it amounts to selecting the relay which maximizes

the minimum of the eigenvalues of the Wishart matrices of the selected relay to the

two user nodes. Moreover, our second strategy maximizes the achievable sum rate.

Unlike the first strategy, this one selects the relay which maximizes the minimum

of the determinants of the same Wishart matrices. Intuitively, the first strategy is

designed to maximize the overall diversity order by alleviating the reduction of the

available degrees of freedom due to spatial multiplexing, otherwise majority of the

achievable degrees of freedom would be utilized for boosting the diversity order as

shown in [12,13]. Counter-intuitively, the second one maximizes the overall spatial

multiplexing gain by maximizing the effective determinant of the corresponding

Wishart matrices, and thereby paving the way to transmit multiple data-streams

through well-conditioned spatial sub-channels.

The performance of the two proposed relay selection strategies is investigated

by deriving the lower/upper bounds of the overall outage probability and the aver-

age sum rate approximations in closed-form. Further, the asymptotic high SNR out-

age probability approximations are then used for deriving the achievable diversity-

multiplexing trade-off. Thereby, the maximum overall diversity order and achiev-

able spatial multiplexing gain are quantified to obtain valuable insights into prac-

tical implementation of relay selection strategies for MIMO TWRNs. Moreover,

rigorous simulation results are presented to investigate/compare the performance of

the proposed selection strategies and as well to verify our analysis.

Notation: ZH , [Z]k, and λk{Z} denote the Hermitian-transpose, the kth diagonal

element, and the kth eigenvalue of the matrix, Z, respectively. EΛ{z} is the expected

value of z over Λ, and the operator ⊗ denotes the Kronecker product. IM and

OM×N are the M ×M Identity matrix and M ×N matrix of all zeros, respectively.

f(x) = o (g(x)), g(x) > 0 states that f(x)/g(x) → 0 as x → 0. Further, E1(z) is
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the exponential integral function for the positive values of the real part of z [3, Eqn.

(8.211)]. Γ(z) is the Gamma function [3, Eqn. (8.310.1)], and Γ(a, z) is the upper

incomplete Gamma function [3, Eqn. (8.350.2)].

3.2 Application Scenarios

This section identifies application scenarios of the proposed system. The system

model is briefly presented and two specific application scenarios for the system are

identified.

It should be noted that the relay nodes in the proposed system has a lower com-

plexity compared to end nodes due to the following reasons.

• The relays only perform amplify-and-forward operation. Thus the signal pro-

cessing complexity at the relays will be considerably lower.

• The number of antennas at the relay nodes are less than those at the nodes U1

and U2. Thus the hardware complexity of the relay antenna structure will be

lower than the end nodes.

The application scenarios are as follows.

1. Relaying between two user nodes

In this case U1 and U2 will be user nodes and Rl can be a base station. The

ability to employ multiple-antennas at the user nodes has been one of the lim-

itations that prevents ubiquitous usage of MIMO technology in the current

wireless systems. However, the recent research developments in millimeter

wave (mmWave) wireless communications render MIMO practically viable

even at the user nodes because of the extremely short wavelengths associ-

ated with the mmWave frequency bands such as 28 GHz and 38 GHz [16].

Consequently, mmWave frequency bands can be exploited to design MIMO

transceivers and other RF elements with much smaller physical dimensions

[60].

2. Backhaul links

30



Backhaul links are used to interconnect base stations with each other and

with the base station controllers [61]. Often, these links carry a large amount

of data and the reliability is very important. Currently most backhaul links

are either optical fibre or point-to-point microwave links. Replacing wired

backhaul links with wireless links has been suggested in [62, 63].

Thus the proposed system can be applied to a backhaul link. In this scenario,

the nodes U1 and U2 will be base stations. Thus the assumption of multiple

antennas at U1 and U2 is justified. Relays R1 to RL can be used to minimize

the outage probability or to maximize the achievable sum-rate. The base

stations can use either relay selection strategy depending on the requirement

of the system. When the requirements of the system changes, more relay

nodes can be deployed for increased performance.

3.3 MIMO ZF TWRN systems

This section presents the system, channel, and signal models. Further, the exact

end-to-end SNRs at the user nodes are derived, leading to the lower and upper

bounds of the SNRs.

3.3.1 System and channel model

The system model consists of two user nodes (U1 and U2) and L relay nodes (Rl

for l ∈ {1, · · · , L}). User node Ui is equipped with Ni antennas for i ∈ {1, 2}, and

the lth relay node has NRl
antennas. All nodes are assumed half-duplex terminals,

and all channel amplitudes are assumed independently distributed, frequency flat-

Rayleigh fading. Thus, the channel matrix from Ui to Rl can be defined as Fi,l ∼

CNNRl
×Ni

(
0NRl

×Ni
, INRl

⊗ INi

)
, where i ∈ {1, 2} and l ∈ {1, · · · , L}. The

channel coefficients are assumed to be fixed during two consecutive time-slots, and

hence, the channel matrix from Rl to Ui can be written as Fl,i = FT
i,l by using the

reciprocity property of wireless channels. The additive noise at all the receivers is

modelled as complex zero mean additive white Gaussian (AWGN) noise. The direct

channel between U1 and U2 is assumed to be unavailable due to large pathloss and
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heavy shadowing effects [11, 53, 64].

One complete transmission cycle of our two-way relaying model consists of

two phases, namely (i) multiple-access (MAC) phase and (ii) broadcast (BC) phase.

In the MAC phase, two user nodes utilize transmit-ZF precoding for transmitting

their signals simultaneously towards the selected relay. Then, the relay receives a

superimposed signal which is a function of both signals belonging to two users.

During the BC phase, the selected relay transmits an amplified version of its re-

ceived signal back to two users. Then, each user node employs its corresponding

receive-ZF detector to receive the signals belonging to the other user node by using

self-interference cancellation [11].

It is worth noting that for employing transmit-ZF, the number of antennas at

the transmitter should be equal for higher than that of the receiver [65]. Similarly,

in order to use receive-ZF, the antenna count at the receiver should be equal or

higher than that of the transmitter [65]. To fulfil the aforementioned requirement,

the antenna configurations at the user nodes and relays should satisfy the following

antenna constraints:

N1 ≥ max
l∈{1,··· ,L}

NRl
, (3.1)

N2 ≥ max
l∈{1,··· ,L}

NRl
, (3.2)

min(N1, N2) ≥ max
l∈{1,··· ,L}

NRl
. (3.3)

3.3.2 Signal model

During two time-slots, U1 and U2 exchange their signal vectors (x1 and x2) by

selecting one of the available L relays. Here, the selected relay is denoted as Rl

for the sake of the exposition. In the first time-slot, U1 and U2 transmit x1 and

x2, respectively, towards Rl by employing transmit-ZF precoding over the multiple

access channel. The received signal at Rl can then be written as

yRl
= g1,lF1,lWT1,lx1 + g2,lF2,lWT2,lx2 + nRl

for l ∈ {1, · · · , L}, (3.4)

where the NRl
× 1 signal vector xi satisfies E

[
xix

H
i

]
= INRl

for i ∈ {1, 2}. Thus,

the Ni × 1 precoded-transmit signal vector at Ui is given by WTi,lxi. In (3.4), nRl
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is the NRl
× 1 zero mean AWGN vector at Rl satisfying E

(
nRl

nHRl

)
= INRl

σ2
Rl

.

In particular, in (3.4), WTi,l is the transmit-ZF precoder at Ui and can be defined

as [66]

WTi,l = FH
i,l

(
Fi,lF

H
i,l

)−1
for i ∈ {1, 2} and l ∈ {1, · · · , L}. (3.5)

Moreover, in (3.4), gi,l is the power normalizing factor at Ui and is designed to

constrain its long-term transmit power as follows [53]:

gi,l=

√ Pi
E
[
Tr
(
WTi,lW

H
Ti,l

)] =

√ Pi
E
[
Tr
((

Fi,lFH
i,l

)−1
)] , (3.6)

for i ∈ {1, 2} and l ∈ {1, · · · , L} where Pi is the transmit power at Ui. Next, the

expected value of the trace of an inverse Wishart matrix can be evaluated as [67]

Tr
(
E
[(
Fi,lF

H
i,l

)−1
])

=
NR,l

Ni −NR,l

. (3.7)

Next, by substituting (3.7) into (3.6), the power normalizing factor at Ui can be

derived as

gi,l =

√
Pi(Ni −NRl

)

NRl

, for i ∈ {1, 2} and l ∈ {1, · · · , L}. (3.8)

In order to evaluate (3.7) finitely and hence to obtain a finite non-zero value for gi,l

(3.8) at each user node, the constraint Ni ̸= NRl
needs to be satisfied. Thus, in or-

der to employ transmit-ZF/receive-ZF at U1 and U2 during two transmission phases,

and for satisfying the long-term transmit power constraint at Rl, the antenna con-

figurations at the relay and user nodes should satisfy the condition min(N1, N2) >

maxl∈{1,··· ,L}NRl
.

In the second time-slot, Rl amplifies yRl
and broadcasts this amplified-signal

towards both user nodes. Each user node then receives its signal vector by using the

corresponding receive-ZF detector as follows:

yUi,l
= WRi,l

(GlFl,iyRl
+ ni) , for i ∈ {1, 2} and l ∈ {1, · · · , L}, (3.9)

where Gl is the amplification factor at Gl and can be defined as

Gl =

√
PRl

g21,l + g22,l + σ2
Rl

, (3.10)
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where gl,i is defined in (3.8) and σ2
Rl

is the variance of the additive noise at Rl.

Moreover, in (3.9), PRl
is the transmit power at Rl, Fl,i=FT

i,l, and ni is the Ni × 1

zero mean AWGN at Ui satisfying E
(
nin

H
i

)
= INi

σ2
i for i ∈ {1, 2}. Furthermore,

in (3.9), WRi,l
is the receive-ZF matrix at Ui, and can be given as [66]

WRi,l
=
(
FH
l,iFl,i

)−1
FH
l,i, for i ∈ {1, 2} and l ∈ {1, · · · , L}. (3.11)

3.3.3 Exact end-to-end SNR

In this subsection, the exact end-to-end SNR of the kth data substream for k ∈

{1, · · · , NRl
} is derived by using the signalling model presented in Section 3.3.2.

To this end, by substituting (3.4), (3.5), and (3.11) into (3.9), the received signal

vector at Ui can be written in an alternative form as follows:

yUi,l
= Gl (gi,lxi + gi′,lxi′ + nRl

) +
[(
FH
l,iFl,i

)−1
FH
l,i

]
ni, (3.12)

for i ∈ {1, 2}, i′ ∈ {1, 2}, and i ̸= i′. By carefully observing the received signal

at the user nodes in (3.12), it can readily be seen that the noise term is no longer

Gaussian, but the noise is non-Gaussian (coloured) due to the application of the

receive-ZF detector (WRi,l
). It is worth noting that this coloured noise resulted due

to the fact that the receive-ZF detector matrix is not a unitary matrix. Next, the

filtered, coloured noise at the user nodes can explicitly be expressed as follows:

ñi =
[(
FH
l,iFl,i

)−1
FH
l,i

]
ni. (3.13)

Next, by using self-interference cancellation to (3.12), the signal vector of Ui′

received at Ui can be extracted as follows:

ỹUi,l
= Gl (gi′,lxi′ + nRl

) + ñi for i ∈ {1, 2}, i′ ∈ {1, 2}, and i ̸= i′. (3.14)

By using (3.14), the post-processing end-to-end SNR of the kth data substream at

Ui can be derived as

γ
U

(k)
i,l

=
G2
l g

2
i′,l

G2
l σ

2
Rl

+ σ2
i

[(
FH
l,iFl,i

)−1
]
k,k

for k ∈ {1, · · · , NRl
}. (3.15)
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By substitutingG (3.10) and gi′,l (3.8) into (3.15), the end-to-end SNR in (3.15) can

be written in a more insightful form as

γ
U

(k)
i,l

=
(Ni′ −NRl

)γ̄i′,lγ̄l,i

NRl
γ̄l,i+((Ni′ −NRl

)γ̄i′,l+(Ni −NRl
)γ̄i,l+NRl

)
[(
FH
l,iFl,i

)−1
]
k,k

, (3.16)

where k ∈ {1, · · · , NRl
}, γ̄i,l , Pi/σ2

Rl
, γ̄l,i , PRl

/σ2
i , i, i′ ∈ {1, 2}, l ∈

{1, · · · , L} and i ̸= i′.

Remark II.1: It is worth noting that γ
U

(k)
1,l

and γ
U

(k)
2,l

for k ∈ {1, · · · , NRl
} of

(3.16) are statistically independent for a given k and l. However, post-processing

SNRs of multiple substreams belonging to a given user node are correlated, i.e.,

γ
U

(k)
i,l

and γ
U

(k′)
i,l

are correlated for a given i and l. Due to this correlation effect,

derivation of the probability distributions of the SNR of the smallest data substream

appears mathematically intractable, and hence, the SNR bounds are derived in the

next subsection.

3.3.4 Bounds on the SNR of the smallest data substream and
their probability distributions

In this subsection, lower and upper bounds on the end-to-end SNR of the smallest

data substream are derived. In particular, these SNR lower and upper bounds are

used in deriving the important performance metrics in closed-form in the sequel.

Lower bound on the SNR of the smallest data substream

A lower bound of the SNR of the smallest data substream can be derived as follows:

The maximum diagonal element of
(
FH
l,iFl,i

)−1 can be upper bounded as [66]

max
k∈{1···NRl

}

[(
FH
l,iFl,i

)−1
]
k,k

≤λmax

{(
FH
l,iFl,i

)−1
}
= λ−1

min

{
FH
l,iFl,i

}
. (3.17)

By substituting (3.17) into (3.16), the SNR of the smallest substream of Ui for

i ∈ {1, 2} can then be lower bounded as follows [53]:

γUmin
i,l

= min
k∈{1···NRl

}
γ
U

(k)
i,l

≥ γlbUmin
i,l

=
αi,l

βi,l + ζi,lλ
−1
min

{
FH
l,iFl,i

} , (3.18)
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where αi,l = (Ni′ −NRl
)γ̄i′,lγ̄l,i, βi,l = NRl

γ̄l,i, and ζi,l = (Ni′ −NRl
)γ̄i′,l + (Ni −

NRl
)γ̄i,l + NRl

for i ∈ {1, 2}, i′ ∈ {1, 2}, i ̸= i′, and l ∈ {1, · · · , L}. It is worth

noting that γlb
Umin
1,l

and γlb
Umin
2,l

are statistically independent for any l.

The bound in (3.18) is a function of the minimum eigenvalue of Wishart matrix

FH
l,iFl,i. The distribution of such eigenvalues is available in the existing literature

[68] and using this, the cumulative distribution function (CDF) of γlb
Umin
i,l

can be

written as follows (see Appendix A.1 for the proof):

Fγlb
Umin
i,l

(x) =

1−

⏐⏐⏐⏐[Qi

(
ζi,lx

αi,l−βi,lx

)]⏐⏐⏐⏐∏NRl
j=1 [Γ(Ni−j+1)Γ(NRl

−j+1)]
, 0 < x<

αi,l

βi,l

1, x ≥ αi,l

βi,l
.

(3.19)

In (3.19), Qi(x) is an NRl
×NRl

matrix with the (u, v)th element given by [68,

Eq. (2.73)]

[Qi(x)]u,v = Γ(Ni −NRl
+ u+ v − 1, x) . (3.20)

Upper bound on the SNR of the smallest data substream

Next, an upper bound on the SNR of the smallest data substream can be derived as

follows: The maximum diagonal element of
(
FH
l,iFl,i

)−1 can be lower bounded by

any of its diagonal elements [53]. Thus, the SNR of the smallest substream of Ui

for i ∈ {1, 2} can be upper bounded as

γUmin
i,l

= min
k∈{1···NRl

}
γ
U

(k)
i,l

≤ γubUmin
i,l

=
αi,l

βi,l + ζi,l

[(
FH
l,iFl,i

)−1
]
k,k

, (3.21)

where αi,l, βi,l and ζi,l are defined in (3.18). Again, γub
Umin
1,l

and γub
Umin
2,l

are independent

for any l.

Using distribution of the kth diagonal element of the inverse Wishart matrix

[69], the CDF of γub
Umin
i,l

can then be written as follows (see Appendix A.1 for the

proof):
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Fγub
Umin
i,l

(x) =

1−
Γ

(
Ni−NRl

+1,
ζi,lx

αi,l−βi,lx

)
Γ(Ni−NRl

+1)
, 0 < x <

αi,l

βi,l

1, x ≥ αi,l

βi,l
.

(3.22)

It is worth noting that both lower and upper SNR bounds in (3.18) and (3.21),

respectively, converges to the exact SNR whenever NRl
= 1 for l ∈ {1, · · · , L}.

Moreover, our analytical and simulation results clearly reveal that the outage bounds

derived by using these SNR bounds are asymptotically parallel to the exact outage

curves (see Fig. 3.1) in Section 3.6. Further, the tightness of them significantly

improves as NRl
approaches unity.

3.4 Problem Formulation

This section formulates the two relay selection strategies for MIMO ZF TWRNs.

The first strategy (named SS-1) minimizes the overall outage probability. The sec-

ond one (named SS-2) maximizes the achievable sum rate.

3.4.1 Relay selection based on minimizing the overall outage
probability (SS-1)

In this subsection, the best relay selection strategy is formulated for maximizing

the SNR of the worst data substream at the weakest user node, and thereby, for

minimizing the overall outage probability. Moreover, if the user nodes are MIMO-

enabled with spatial multiplexing, the overall system performance can be improved

by selecting a relay which maximizes the SNR of the worst data substream at the

weakest user node. Thus, our first relay selection strategy can be formulated for

maximizing the effective end-to-end SNR as follows:

L∗ = argmax
l∈{1,··· ,L}

[
min

(
min

k∈{1,...,NRl
}
γ
U

(k)
1,l
, min
k∈{1,...,NRl

}
γ
U

(k)
2,1

)]
, (3.23)

where L∗ is the index of the selected relay based on maximizing the SNR of the

worst data substream at the weakest user node. Further, in (3.23), γ
U

(k)
i,l

is the end-

to-end SNR of the kth data substream at Ui for i ∈ {1, 2} (3.16).
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Next, the overall outage probability of our system set-up is defined as the prob-

ability that the effective end-to-end SNR fall below a predefined thershold SNR γth.

Thus, the overall outage probability, when the lth arbitrary relay is selected, can be

written as follows [53]:

Pout,l=Pr

[
min

(
min

k∈{1···NRl
}
γ
U

(k)
1,l
, min
k∈{1···NRl

}
γ
U

(k)
2,l

)
≤γth

]
, (3.24)

where l ∈ {1, · · · , L}, γth is the preset threshold SNR, and γ
U

(k)
i,l

is the end-to-end

SNR of the kth data substream at Ui for i ∈ {1, 2} (3.16) when the lth relay is

selected. Whenever, the best relay is selected based on the selection criterion in

(3.23), it can readily be seen from (3.24) that the overall outage probability can be

minimized.

If the transmit and noise powers at all the relays are the same (i.e., PRl
= PR

and σ2
Rl

= σ2
R for l ∈ {1, · · · , L}) and the number of antennas are equal for each

relay, then by using (3.17), the relay selection strategy in (3.23) can be further

simplified as follows:

L∗ = argmax
l∈{1,··· ,L}

[
min

(
λmin

{
FH
l,1Fl,1

}
, λmin

{
FH
l,2Fl,2

})]
. (3.25)

Interestingly, as per (3.25), the best relay, which minimizes the overall outage prob-

ability, maximizes the minimum of the two smallest eigenvalues of the two Wishart

matrices pertinent to the corresponding relay to its two user nodes.

3.4.2 Relay selection based on maximizing the sum rate (SS-2)

This subsection formulates the best relay selection strategy based on maximizing

the sum rate. In MIMO TWRNs with symmetric data traffic, each user node needs

to transmit its data substreams with a common rate such that these data substreams

can be decoded correctly by the intended receivers, and hence, the corresponding

sum rate, when the lth relay is selected, can be defined as follows:

Rl = 2min
(
RU1,l

,RU2,l

)
, (3.26)
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where RUi,l
is the sum of data substreams rates at Ui for i ∈ {1, 2}, and can be

written as

RUi,l
=

1

2

NRl∑
k=1

log
(
1 + γ

U
(k)
i,l

)
. (3.27)

Please note that the factor of two appears in (3.26) is due to the presence of two

user nodes in the TWRN of interest. Further, the pre-log factor of one-half in (3.27)

is due to the two time-slots used for multiple-access and broadcast phases. By first

substituting (3.27) into (3.26), and then by performing several manipulations, the

sum rate can be written in an alternative form as follows:

Rl = log

min

NRl∏
k=1

(
1 + γ

U
(k)
1,l

)
,

NRl∏
k=1

(
1 + γ

U
(k)
2,l

) . (3.28)

By using (3.28), the best relay selection based on maximizing the sum rate can then

be formulated for moderate-to-high SNR regime as follows:1

L∗ = argmax
l∈{1,··· ,L}

[Rl] = argmax
l∈{1,··· ,L}

min

NRl∏
k=1

γ
U

(k)
1,l
,

NRl∏
k=1

γ
U

(k)
2,l

 , (3.29)

where L∗ is the index of the selected best relay. Again, if PR1 = PR and σ2
R1

= σ2
R

for l ∈ {1, · · · , L} and number of antennas are equal for each relay, then the relay

selection strategy given in (3.29) can further be simplified as follows:

L∗=argmax
l∈{1,··· ,L}

min

NRl∏
k=1

([(
FH
l,1Fl,1

)−1
]
k,k

)−1

,

NRl∏
k=1

([(
FH
l,2Fl,2

)−1
]
k,k

)−1
 , (3.30)

Then, we recall the inequality between the product of diagonal elements a positive-

definite matrix and its determinant as follows

[70, 71]:

|(A)| ≤
M∏
i=1

aii, (3.31)

1Eqn. (3.29) follows due to the fact that for moderate-to-high SNR regime (i.e., for γ
U

(k)
i,l

>> 1), the

term
(
1 + γ

U
(k)
i,l

)
can be approximated by γ

U
(k)
i,l

. Thus, we use the approximation 1+γ
U

(k)
i,l

≈ γ
U

(k)
i,l

for obtaining (3.29) from (3.28).
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where A is anM×M positive-definite matrix with the ith diagonal element denoted

as aii for i ∈ {1, · · · ,M}. By using the bound given by (3.31) in (3.30), the

selection strategy of (3.29) can further be simplified as

L∗ = argmax
l∈{1,··· ,L}

[
min

(⏐⏐(FH
l,1Fl,1

)⏐⏐ , ⏐⏐(FH
l,2Fl,2

)⏐⏐)] . (3.32)

Thus, as per (3.32), the best relay, which maximizes the sum rate, can be selected by

maximizing the minimum of the determinants of the two Wishart matrices from the

relay to its two user nodes. Our extensive simulations has shown that, the selection

of relays based on (3.32), instead of the more complicated criterion (3.30), does not

change the maximum sum-rate achieved.

3.5 Performance Analysis

In this section, we derive the performance of our proposed relay selection strategies.

For the first selection strategy (SS-1), we first derive the upper and lower bounds of

the overall outage probability, and quantify the achievable diversity-multiplexing

trade-off by using the corresponding high SNR outage approximations. For the

second selection strategy (SS-2), a tight approximation for the achievable ergodic

sum rate is derived in closed-form.

3.5.1 Overall outage probability analysis of SS-1

The overall outage probability of the optimal relay selection based on minimizing

the overall outage probability (SS-1) can be written as follows:

Pout=Pr

[
max

l∈{1,··· ,L}

(
min

(
min

k∈{1···NRl
}
γ
U

(k)
1,l
, min
k∈{1···NRl

}
γ
U

(k)
2,l

))
≤ γth

]
, (3.33)

where γ
U

(k)
i,l

is the end-to-end SNR of the kh data substream at Ui received via the

lth relay (3.16).

The closed-form derivation of the exact overall outage probability of (3.33) ap-

pears mathematically intractable due to the statistical dependence of the substream

SNRs of a given user node (see Remark II.1). Thus, the upper and lower bounds of

the overall outage probability are derived in closed-form.
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Upper bound on the overall outage probability

An upper bound of the overall outage probability can be written by using the SNR

lower bound in (3.18) as follows2:

P ub
out = Pr

[
max

l∈{1,··· ,L}

(
min

(
γlbUmin

1,l
, γlbUmin

2,l

))
≤ γth

]
, (3.34)

where γlb
Umin
i,l

is a lower bound for the smallest data substream SNR at Ui received

via the lth relay and is defined in (3.18). Using the CDF of a maximum value of a

given random variables, the outage upper bound can be derived in closed-form as

follows (see Appendix A.2 for the proof):

P ub
out =

L∏
l=1

(
2∑
i=1

Fγlb
Umin
i,l

(γth)−
2∏
i=1

Fγlb
Umin
i,l

(γth)

)
, (3.35)

where Fγlb
Umin
i,l

(γth) is the CDF of γlb
Umin
i,l

and is defined in (3.19).

Next, an asymptotic high SNR approximation of the upper bound of the overall

outage probability can be derived by using (3.35) as follows (see Appendix A.3 for

the proof):

P ub,∞
out =

(
L∏
l=1

Λl

)(
γth
γ̄U,R

)dub
+ o

(
γ̄
−(dub+1)
U,R

)
, (3.36)

where γ̄1,l = γ̄2,l = γ̄U,Rl
, γ̄l,1 = γ̄l,2 = γ̄Rl,U , γ̄Rl,U = νlγ̄U,Rl

, and γ̄U,Rl
= Clγ̄U,R.

In (3.36), dub is an upper bound of the achievable diversity order and can be derived

as

dub =
L∑
l=1

(min(N1, N2)−NRl
+ 1) . (3.37)

Besides, in (3.36), Λl can be derived as follows [53]:

Λl=



η1,l

(
N1+N2−2NRl

N2−NRl

)N1−NRl
+1

(N1−NRl
+1)C

N1−NRl
+1

l

, N1 < N2

η2,l

(
N1+N2−2NRl

N1−NRl

)N2−NRl
+1

(N2−NRl
+1)C

N2−NRl
+1

l

, N2 < N1

(η1,l+η2,l)2
N−NRl

+1

(N−NRl
+1)C

N−NRl
+1

l

, N1=N2=N,

(3.38)

2Our analytical and simulation results reveal that this outage upper bound is asymptotically parallel
to the exact outage curves and converges to the exact outage whenever NRl

→ 1 for l ∈ {1, · · · , L}
(see Fig. 3.1) in Section 3.6.
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Moreover, in (3.38), ηi,l for i ∈ {1, 2} can be defined as follows:

ηi,l=


| |(Bi,l)∏NRl

j=1 [Γ(Ni−j+1)Γ(NRl
−j+1)]

, NRl
̸= 1

1/Γ(Ni), NRl
= 1,

(3.39)

where Bi,l is an (NRl
− 1) × (NRl

− 1) matrix with the (p, q)th element given by

[Bi,l]p,q = Γ(Ni −NRl
+ p+ q + 1) for i ∈ {1, 2}.

Lower bound on the overall outage probability

A lower bound of the overall outage probability can then be defined by using the

SNR upper bound in (3.21) as3

P lb
out = Pr

[
max

l∈{1,··· ,L}

(
min

(
γubUmin

1,l
, γubUmin

2,l

))
≤ γth

]
, (3.40)

where γub
Umin
i,l

is an upper bound for the smallest data substream SNR at Ui received

via the lth relay and is defined in (3.21). Next, the outage upper bound can be

derived in closed-form as (see Appendix A.2 for the proof)

P lb
out =

L∏
l=1

(
2∑
i=1

Fγub
Umin
i,l

(γth)−
2∏
i=1

Fγub
Umin
i,l

(γth)

)
, (3.41)

where the CDF of γub
Umin
i,l

is defined in (3.22).

Next, the asymptotic high SNR approximation for the lower bound of the overall

outage probability can be derived as follows (see Appendix A.3 for the proof):

P lb,∞
out =

(
L∏
l=1

Θl

)(
γth
γ̄U,R

)dlb
+ o

(
γ̄
−(dlb+1)
U,R

)
, (3.42)

where dlb is a lower bound of the achievable diversity order and is given by

dlb =
L∑
l=1

(min(N1, N2)−NRl
+ 1) . (3.43)

3Again, our analytical and simulation results clearly show that this outage lower bound is asymptot-
ically parallel to the exact outage curves and converges to the exact outage whenever NRl

→ 1 for
l ∈ {1, · · · , L} (see Fig. 3.1) in Section 3.6.
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Further, in (3.42), Θl is defined as follows:

Θl =



(
N1+N2−2NRl

N2−NRl

)N1−NRl
+1

Γ(N1−NRl
+2)C

N1−NRl
+1

l

, N1 < N2(
N1+N2−2NRl

N1−NRl

)N2−NRl
+1

Γ(N2−NRl
+2)C

N2−NRl
+1

l

, N2 < N1

2
N−NRl

+2

Γ(N−NRl
+2)C

N−NRl
+1

l

, N1 = N2 = N

. (3.44)

3.5.2 Diversity-multiplexing trade-off of SS-1

Multiple antennas can be used to increase diversity order or spatial multiplexing

gains in wireless systems. The seminal work of Zheng and Tse [41] showed that

both types of these gains can be simultaneously obtained for a given multiple-

antenna channel subjected to a fundamental trade-off. Thus, the multiplexing gain

comes at the expense of sacrificing the diversity gain and vice versa. In this sec-

tion, we mainly focus on quantifying the diversity-multiplexing trade-off (DMT)

of the proposed SS-1. To this end, two DMT expressions are derived by using the

lower and upper bound of the asymptotic high SNR approximations of the outage

probability, and thereby, the achievable DMT, maximum diversity order, and spatial

multiplexing gain are quantified in closed-form.

To begin with, the diversity order and spatial multiplexing gain can be defined

as follows [41]:

d = − lim
γ→∞

log (Pout(R, γ))
log (γ)

and r = lim
γ→∞

R(γ)

log (γ)
, (3.45)

where Pout(R, γ) is the information rate outage probability evaluated at γ while

keeping the threshold rate at R. Further, R(γ) is the achievable data rate evaluated

at the γ. Next, by using (3.45), the DMT can be defined as [41]

d(r) = − lim
γ→∞

log (Pout(rlog(γ)))

log (γ)
. (3.46)

In the following subsections, the achievable DMT of best relay selection for MIMO

TWRNs is quantified by using (3.46).
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DMT by using outage lower bound

To begin with, the DMT is quantified by using the asymptotic outage lower bound

in (3.42). In this context, the achievable mutual information can be upper bounded

as

Iub=

(
min

l∈{1,··· ,L}
(NRl

)

)
log

(
1 + max

l∈{1,··· ,L}

(
min

(
γubUmin

1,l
, γubUmin

2,l

)))
, (3.47)

where γub
Umin
i,l

is defined in (3.21). A lower bound of the information outage proba-

bility can be then defined by using (3.47) as follows:

P lb
out = Pr (Iub ≤ Rth) , (3.48)

where Rth is the pre-set threshold rate of the overall system and is defined as Rth =

rlog (1 + γ̄U,R) [72]. By substituting (3.47) into (3.48), the outage lower bound can

be written in an alternative form as follows:

P lb
out = Pr

(
max

l∈{1,··· ,L}

(
min

(
γubUmin

1,l
, γubUmin

2,l

))
≤ (γ̄U,R)

r

Nmin
R − 1

)
, (3.49)

where Nmin
R = min

l∈{1,··· ,L}
NRl

. By using (3.42), the outage lower bound in (3.49) can

be asymptotically approximated when γ̄U,R → ∞ as follows:

P lb,∞
out ≈ γ̄

−
∑L

l=1(min(N1,N2)−NRl
+1)

(
1− r

Nmin
R

)
U,R . (3.50)

The lower bound of the achievable DMT can then be derived by using its definition

in [72] as

dlb(r) =

(
L∑
l=1

(min(N1, N2)−NRl
+ 1)

)(
1− r

Nmin
R

)
. (3.51)

DMT by using outage upper bound

A lower bound of the achievable mutual information can be written as

Ilb = Nmin
R log

(
1 + max

l∈{1,··· ,L}

(
min

(
γlbUmin

1,l
, γlbUmin

2,l

)))
, (3.52)
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where γlb
Umin
i,l

is defined in (3.18). Then, the corresponding information outage prob-

ability upper bound can be defined by using (3.52) as

P lb
out = Pr (Ilb ≤ Rth) , (3.53)

By substituting (3.52) into (3.53), the upper bound of the outage probability can be

then written as

P ub
out = Pr

(
max

l∈{1,··· ,L}

(
min

(
γlbUmin

1,l
, γlbUmin

2,l

))
≤ (γ̄U,R)

r

Nmin
R − 1

)
. (3.54)

An asymptotic high SNR approximation of the outage upper bound in (3.54) can be

derived as

P ub,∞
out ≈ γ̄

−
∑L

l=1(min(N1,N2)−NRl
+1)

(
1− r

Nmin
R

)
U,R . (3.55)

The corresponding upper bound of the achievable DMT can then be derived as

dub(r) =

(
L∑
l=1

(min(N1, N2)−NRl
+ 1)

)(
1− r

Nmin
R

)
. (3.56)

Remark IV.1: Note that the DMT derived by using the lower and upper bounds of

the overall outage probability given in (3.51) and (3.56), respectively, are the same.

Thus, it can be concluded that the achievable diversity order is given by

d(r) =

(
L∑
l=1

(min(N1, N2)−NRl
+ 1)

)1− r

min
l∈{1,··· ,L}

(NRl
)

 . (3.57)

This DMT (3.57) provides several important insights. The maximum achievable

diversity order and the spatial multiplexing gain can be derived as

dmax=
L∑
l=1

(min(N1, N2)−NRl
+1)=L (min(N1, N2)+1)−

L∑
l=1

NRl
. (3.58)

rmax = min
l∈{1,··· ,L}

NRl
. (3.59)

Thus, the spatial multiplexing gain of SS-1 is solely governed by the number of

antennas at the relay which has the smallest antenna array (Nmin
R ). However, when-

ever Nmin
R is increased for a given N1 and N2 in order to increase the multiplexing
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gain, the achievable diversity order decreases. This decrease in diversity order is

more prominent when the MIMO TWRN operates without the best relay selection

(i.e., L = 1). The best relay selection based on SS-1 alone does not increase the

achievable spatial multiplexing gain as it is independent of the number of available

relays (L). Nevertheless, the multiplexing gain can indeed be improved by max-

imizing minimum number of antennas at any relay. Counter-intuitively, the best

relay selection based on SS-1 improves the diversity order by a multiplicative fac-

tor of L whenever NRl
= NR for l ∈ {1, · · · , L}, and thereby, compensates the

diversity order degradation whenever NR is increased in an attempt to improve the

multiplexing gain.

Interestingly, the second equality of dmax in (3.58) reveals that whenever the

sum of the relay antennas is fixed, the maximum diversity order is always a con-

stant. In this context, the multiplexing gain can readily be improved by equally

distributing antennas among the available set of relays.

3.5.3 Sum rate analysis of SS-2

In this subsection, the sum rate of the best relay selection based on maximizing

the sum rate (SS-2) is investigated. Again, the exact derivation of the ergodic sum

rate of SS-2 appears mathematically intractable due to statistical dependence of

data substream SNRs belonging to a given user node (see remark II.1). Thus, in

this context, an approximation of the ergodic sum rate can be derived for obtaining

useful insights. To begin with, the sum of the rates of data substreams of Ui (3.27)

can be approximated by its lower bound as

RUi,l
=
1

2

NRl∑
k=1

log
(
1+γ

U
(k)
i,l

)
≈NRl

2
log
(
1+γUmin

i,l

)
, (3.60)

for i ∈ {1, 2} and l ∈ {1, · · · , L} where γUmin
i,l

is defined in (3.21). By first sub-

stituting (3.60) into (3.26), and then by performing several mathematical formula-

tions, an approximation for the sum rate for the best relay selection based on SS-2

46



can then be written as follows4:

RL∗ ≈
(

max
l∈{1,··· ,L}

(NRl
)

)
log
(
1 + min

(
γUmin

1,L∗ , γUmin
2,L∗

))
. (3.61)

By using (3.21), γUmin
i,L∗ for i ∈ {1, 2} in (3.61) can be approximated as

γUmin
i,L∗ ≈ αi,L∗

βi,L∗ + ζi,L∗

[(
FH
L∗,iFL∗,i

)−1
]
k,k

, (3.62a)

where k ∈ {1, · · · , Nmax
R }. Further, αi,L∗ , βi,L∗ , and ζi,L∗ are defined as follows:

αi,L∗ = (Ni′ −Nmax
R )γ̄i′,L∗ γ̄L∗,i, (3.62b)

βi,L∗ = Nmax
R γ̄L∗,i, (3.62c)

ζi,L∗ = (Ni′ −Nmax
R ) γ̄i′,L∗ + (Ni −Nmax

R )γ̄i,L∗ +Nmax
R . (3.62d)

Here, in (3.62b), (3.62c), and (3.62d), Nmax
R = max

l∈{1,··· ,L}
NRl

, i ∈ {1, 2}, i′ ∈

{1, 2}, and i ̸= i′. The average sum rate approximation can next be derived

by taking the expectation of RL∗ in (3.61) over the corresponding SNR, γeq =

min
(
γUmin

1,L∗ , γUmin
2,L∗

)
, as follows (see Appendix A.4 for the proof):

R̄L∗ ≈ Nmax
R

ln(2)

N−Nmax
R∑

m=0

N−Nmax
R∑

n=0

1

2m+n m! n!
(J(m+ n, 2ζL∗ , αL∗ + βL∗)

− J(m+ n, 2ζL∗ , βL∗)− (m+ n) (J(m+ n− 1, 2ζL∗ , αL∗ + βL∗)

− J(m+ n− 1, 2ζL∗ , βL∗))) , (3.63)

where the function J(x, y, z) is given by

J(x, y, z) =

∫ ∞

0

λxexp(−λ) ln(y + zλ) dλ

= Γ(x+ 1)

(
ln(y) +

x∑
p=0

1

Γ(x− p+ 1)

((
−y
z

)x−p
exp
(y
z

)
E1

(y
z

)
+

x−p∑
q=1

Γ(q)

(
−y
z

)x−p−q))
. (3.64)

Remark IV.2: The close-form approximation of the ergodic sum rate presented in

(3.63) is valid for different number of relay antennas (NRl
for l ∈ {1, · · · , L}).

4It is worth noting that the sum rate approximation in (3.61) provides very close results as shown by
our extensive Monte-Carlo simulations in Fig. 3.4 presented in Section 3.6.
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Nevertheless, our numerical results reveal that this approximation slightly weakens

when all available relays are equipped with the same number of antennas (NRl
=

NR for i ∈ {1, · · · , L}). Thus, for this case, an tight ergodic sum rate approxima-

tion can next be derived explicitly as follows (see Appendix A.5 for the proof):

R̄L∗ ≈ NR

ln(2)

L∑
l=1

2l(N−NR)∑
k=1

(−1)l
(
l

L

)
βk,2l,N−NR+1

(2l)k

× (kJ(k − 1, 2lζ, α + β) + J(k, 2lζ, β)

−kJ(k − 1, 2lζ, β)− J(k, 2lζ, α + β)) , (3.65)

where the function J(x, y, z) is defined in (3.64). Here, in (3.65), α = αi,l, ζ = ζi,l,

and β = βi,l for all i ∈ {1, 2} and l ∈ {1, · · · , L}. The multinomial coefficient

βk,2l,N−NR+1 in (3.65) can be written as

βk,2l,N−NR+1 =
k∑

i=k−N+NR

βi,2l−1,N−NR+1

(k − i)!
I[0,(2l−1)(N−NR)](i). (3.66)

In (3.66), β0,0,N−NR+1 = β0,2l,N−NR+1 = 1, βk,1,N−NR+1 = 1/ k!, β1,2l,N−NR+1 =

2l, I[a,c](b) = 1 for a ≤ b ≤ c, and I[a,c](b) = 0 otherwise.

3.5.4 Diversity-multiplexing trade-off of SS-2

By following similar steps to those in Section 3.5.2, the DMT of SS-2 can be derived

as follows5:

d(r)=

(
L′∑
l=1

(
min(N1, N2)− max

l∈{1,··· ,L}
(NRl

)+1

))1− r

max
l∈{1,··· ,L}

(NRl
)

 , (3.67)

where L′ is the number of relays having Nmax
R = maxl∈{1,··· ,L}(NRl

) number of

antennas. Interestingly, by comparing (3.57) and (3.67), it can be noted that the

DMT of SS-2 becomes identical to that of SS-1 whenever all available relays are

equipped with the same number of antennas (i.e., NRl
= NR for i ∈ {1, · · · , L}).

5The proof of the DMT of SS-2 (3.67) is omitted due to its repetitive nature to the proof of (3.57).
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Figure 3.1: The overall outage probability of the best relay selection based on SS-
1 for MIMO AF TWRNs with equal number of antennas at relays. The average
transmit SNRs γ̄i,l and γ̄l,i for i ∈ {1, 2} and l ∈ {1, · · · , L} are assumed equal and
denoted as γ̄U,R.

3.6 Numerical Results

In this section, numerical and simulation results are presented to investigate the

performance of our proposed selection strategies. To this end, the overall outage

probability, average sum rate, and diversity-multiplexing curves are plotted. These

plots are generated by using both analytical expressions and Monte-Carlo simula-

tions. Importantly they also justify the validity of our analysis.
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3.6.1 Overall outage probability of SS-1

In Fig. 3.1, the performance of the best relay selection based on minimizing the

outage probability (SS-1) is plotted for four specific system set-ups6 (see case-1 to

case-4 in Fig. 3.1). To this end, the upper and lower outage bounds are plotted

by using (3.35) and (3.41), respectively. The outage probability curves for L = 1

(i.e., no relay selection) are plotted for comparison purposes. The outage curves

of case-1/case-2 and case-3/case-4 reveal the significant performance gains of best

relay selection. For example, at an outage probability of 10−5, selecting the best

out of four relays (case-4) provides almost 7.5 dB SNR gain over no relay selection

(case-3). Further, our asymptotic outage curves reveal that selecting the best out of

four relays (case -2) provides four-times the diversity order that is achieved by no

relay selection (case-1). Besides, Fig. 3.1 clearly reveals that our upper and lower

outage bounds approach to the simulated curves for single-antenna relay TWRNs.

Further, the outage curves obtained by maximizing the minimum of the eigenvalues

of the Wishart matrices closely follow the simulated outage curves obtained via

(3.23), and this observation justifies the validity of (3.25).

Fig. 3.2, the overall outage probability of SS-1 is plotted for three relays equipped

with different number of antennas. The high SNR outage asymptotics are plotted

by using (3.36) and (3.42) to investigate the achievable diversity order by three spe-

cific system configurations (see case-1, case-2, and case-3 in Fig. 3.2.). The outage

curves are plotted by using Monte-Carlo simulations for diversity order compari-

son purposes. Fig. 3.2 shows that the achievable diversity order of case-1, case-2,

and case-3 are eleven, nine, and seven respectively. These diversity orders match

with those of (3.58), validating our diversity order analysis. Moreover, for a fixed

number of antennas at the two user nodes and a fixed number of relays, the system

set-up having the least number of aggregate relay antennas provides the highest di-

versity order, whereas, the system set-up having the highest number of aggregate

relay antennas provides the least diversity order. Intuitively, the achievable overall

6These outage curves are plotted for TWRNs with relays having equal number of relay antennas for
a given case. The outage curves for TWRNs with relays having different number of antennas are
plotted separately in Fig. 3.2 to avoid lack of clarity due to cluttering of the curves.
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Figure 3.2: The overall outage probability of best relay selection (SS-1) for MIMO
AF TWRNs with different number of antennas at relays. The average transmit
SNRs γ̄i,l and γ̄l,i for i ∈ {1, 2} and l ∈ {1, · · · , L} are assumed equal and denoted
as γ̄U,R

diversity order by the best relay selection based on SS-1 is given by the aggregate

of the diversity orders of each end-to-end relayed-channel.

3.6.2 Sum rate of SS-2

In Fig. 3.3, the sum rate of the best relay selection based on maximizing the sum rate

(SS-2) is investigated when the number of antennas at each relay is fixed to three.

Six different cases are plotted to obtain insights about the achievable sum rate per-

formance of SS-2. Monte-Carlo simulations and the sum rate approximations from

(3.65) are plotted. Fig. 3.3 clearly reveals that the sum rate heavily depends on (i)

the relay antenna count, (ii) user node antenna count, and (iii) number of relays. For
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Figure 3.3: The achievable average sum rate of the best relay selection based on
SS-2 for MIMO AF TWRNs with equal number of antennas at relays. The average
transmit SNRs γ̄i,l and γ̄l,i for i ∈ {1, 2} and l ∈ {1, · · · , L} are assumed equal and
denoted as γ̄U,R.

example, at an SNR of 15 dB, three relays with user nodes each with four antennas

(case-2/case-4) achieves a sum rate increase of four bits/channel-use/Hz by upgrad-

ing the single-antenna relays (case-2) to triple-antenna relays (case-4). Moreover,

at an SNR of 10 dB, for the triple-relay/triple-antenna-relay TWRN, a sum rate gain

of 3 bits/channel-use/Hz can be achieved by increasing the number of user antennas

from four (case-4) to six (case-6). Besides, the triple-relay TWRN with quadruple-

antenna users (case-4) provides about a sum rate gain of one bits/channel-use/Hz

over the single-relay counterpart (case-3). Fig. 3.3 shows that the sum rate curves

obtained via relay selection based on maximizing the minimum determinant of the

Wishart matrices (3.32) coincides with the simulated sum rate curves. Further, our
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Figure 3.4: The achievable average sum rate of the best relay selection based on SS-
2 for MIMO AF TWRNs with different number of antennas at relays. The average
transmit SNRs γ̄i,l and γ̄l,i for i ∈ {1, 2} and l ∈ {1, · · · , L} are assumed equal and
denoted as γ̄U,R.

analytical sum rate approximation is significantly tight to the simulated sum rate

curves.

In Fig. 3.3, we saw how the total number of antennas and relays tends to in-

crease the sum rate. In Fig. 3.4, we try to isolate the effect of the number of relay

antennas. For this purpose, we fix the number of relays to four and plot the sum

rate performance with different numbers of relay antennas. Fig. 3.4 clearly shows

that the sum rate is heavily dependent on the number of relay antennas. By com-

paring sum rate curves of case-1, case-2, case-3, and case-4, we conclude that the

achievable sum rate, and hence the spatial multiplexing gain is solely governed by

the relay with the largest antenna array. For example, at an SNR of 20 dB, case-4
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provides sum rate gains of 12.5, 7, and 2.5 bits/channel-use/Hz over case-1, case-2,

and case-3, respectively. Intuitively, these sum rate gains are a direct consequence

of having a quadruple, triple, and dual-antenna relay as the relay with the largest

antenna array in case-4, case-3, and case-2, respectively. Further, TWRNs of case-

4 and case-5 have the same set of relays, however, the TWRNs of the former and

latter cases are equipped with sextuple-antenna and octuple-antenna user nodes, re-

spectively. Thus, case-5 provides a sum rate gain of 3.5 bits/channel-use/Hz over

case-4, nevertheless, the spatial multiplexing gains of both these cases are the same

as the largest relay-antenna array is four for both the cases. Again, the sum rate

approximations are plotted by using our analysis (3.63) and they are fairly tight to

the Monte-Carlo plots7.

3.6.3 Diversity-multiplexing trade-off

In Fig. 3.6.3, the achievable diversity-multiplexing trade-off (DMT) of best relay

selection strategies for MIMO TWRNs with relays having same number of anten-

nas is investigated. Thus, DMT curves in Fig. 3.6.3 valid for both SS-1 and SS-28.

Here, two sets of DMT curves are plotted by changing the number of relays and

size of the relay antenna arrays. Fig. 3.6.3 clearly reveals that the diversity order

increases whenever the number of available relays (L) is increased, however, the

achievable spatial multiplexing gain does not increase with L. Counter-intuitively,

the achievable diversity order decreases whenever the number of antennas at the

relay (NR) is increased; compensating this trend is the increase of the multiplexing

gain. These two observations clearly reveal that the spatial multiplexing gain is

solely governed by NR. Whenever NR is increased, much of the available degrees

of freedom boosts the multiplexing gain, and consequently, the achievable diversity

order decreases. Nevertheless, the best relay selection significantly alleviates this

inherent reduction of diversity order by increasing the degrees of freedom available

for boosting the overall diversity order. Thus, there is a fundamental DMT associ-

7The analytical sum rate curve corresponding to case-1 slightly deviates away from the exact sum
rate curve. Thus, this observation clearly justifies remark IV-2 and hence the derivation of a tighter
sum rate approximation (3.65) for the TWRNs with relays having the same number of antennas.

8Whenever all available relays are equipped with the equal number of antennas, the DMT of SS-1
(3.46) and DMT of SS-2 (3.67) become identical.
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Figure 3.5: Diversity-multiplexing trade-off (DMT) comparison.

ated with TWRNs with multiple-data streams, and the best relay selection indeed

improves the achievable DMT.

In Fig. 3.6.3, the achievable DMTs of both SS-1 and SS-2 are studied for MIMO

TWRNs whenever the available relays are equipped with different number of anten-

nas. DMT curves of case-1 and case-2 clearly reveal that the maximum achievable

diversity order of SS-1 is always higher than that of SS-2, whereas SS-2 provides

the highest multiplexing gain. This behaviour is not surprising as relay selection

based on SS-1 is designed to minimize the outage probability and thereby to maxi-

mize the overall diversity order, while the relay selection based on SS-2 is designed

to maximize the sum rate.
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Figure 3.6: Diversity-multiplexing trade-off (DMT) comparison.

3.6.4 Outage probability and sum rate comparison between SS-
1 and SS-2

In Fig. 3.6.4 and Fig. 3.6.4, the overall outage probability and sum rate per-

formances of our proposed relay selection strategies are compared. To this end, in

Fig. 3.6.4 and Fig. 3.6.4, the sum rate and outage probability, respectively, are plot-

ted for TWRNs with best relay selection based on SS-1 and SS-2 by considering

four cases of system configurations. Fig. 3.6.4 clearly shows that the sum rate per-

formance of SS-2 is significantly better than that of SS-1. This observation is not

surprising as SS-2 is explicitly designed to maximize the sum rate. However, Fig.

3.6.4 reveals that the outage probability performance of SS-1 is considerably better

than that of SS-2. Again, this behaviour is not surprising, as well, because SS-1
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Figure 3.7: Sum rate comparison of two relay selection strategies for MIMO
TWRNs with spatial multiplexing. The average transmit SNRs γ̄i,l and γ̄l,i for
i ∈ {1, 2} and l ∈ {1, · · · , L} are assumed equal and denoted as γ̄U,R.

is designed to minimize the overall outage probability. Counter-intuitively, case-1

provides the worst sum rate performance (see Fig. 3.6.4), as well, the best outage

probability performance (see Fig. 3.6.4) irrespective of the relay selection strategy

(i.e., SS-1 or SS-2). Similarly, case-3 provides the best sum rate performance and

worst outage probability performance. The aforementioned observations are due to

direct consequences of the achievable diversity-multiplexing trade-off, and notably,

larger relay antenna arrays indeed increases the multiplexing gain, while reducing

the overall diversity order.
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Figure 3.8: Outage probability comparison of two relay selection strategies for
MIMO TWRNs with spatial multiplexing. The average transmit SNRs γ̄i,l and γ̄l,i
for i ∈ {1, 2} and l ∈ {1, · · · , L} are assumed equal and denoted as γ̄U,R.

3.7 Conclusion

Two novel relay selection strategies are proposed and analyzed for MIMO AF

TWRNs with spatial multiplexing. The first strategy minimizes the overall out-

age probability of the two user nodes, and it amounts to selecting the relay which

maximizes the minimum of the eigenvalues of the corresponding Wishart matri-

ces. The second strategy maximizes the achievable sum rate by selecting the relay

which maximizes the minimum of the determinant of the Wishart matrices. The

performance of these strategies was studied by deriving the lower/upper bounds of

the overall outage probability and average sum rate approximations in closed-form.
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Further, achievable diversity order and spatial multiplexing gain were characterized

by deriving the fundamental diversity-multiplexing trade. Notably, this trade-off

shows that whenever the sum of relay antennas is fixed, then the achievable diver-

sity order always becomes a constant, and hence, the overall multiplexing gain can

be improved by equally distributing the antennas among the available set of relays.

Several numerical results were presented to compare the performance gains of the

proposed relay selection strategies and to validate our analysis. Our results reveal

that the proposed relay selection strategies provide substantial improvements in out-

age probability, diversity order, and the average sum rate. This study thus confirms

the potential use of MIMO AF TWRNs in the context of emerging, next generation

wireless networks. Moreover, our proposed sum rate selection algorithm (SS2) has

also been extended to massive MIMO configurations in the next chapter.
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Chapter 4

Relay Selection Strategies with
Massive MIMO Two-Way Relay
Networks

This chapter analyses the relay selection which is designed to maximise the achiev-

able sum-rate for massive MIMO TWRNs.

4.1 Introduction

In the previous chapter, two relay selection methods for two-way relay networks

with spatial multiplexing were developed and analysed. As mentioned in Chap-

ter 1, due to the development of millimetre wave (mmWave) communications, the

physical sizes of transceiver antennas have decreased [60]. Thus the deployment of

a large number of antennas at the transmitters and receivers will be possible even

in user nodes. This deployment results in large scale antenna systems or massive

MIMO systems. Both mmWave and massive MIMO are expected to be used in

future 5G technologies [9].

As explained in Section 2.5, massive MIMO have following main properties:

• It eliminates the effects of small scale fading and noise at the receivers.

• It eliminates the inter-cell interference.

• It has a very high energy efficiency.
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• Transmit power can be scaled inversely proportional to the number of trans-

mit antennas at the base station.

Due to these advantages offered by massive MIMO, appropriate relay selection

schemes are important. In this analysis of the system under massive MIMO con-

ditions several interesting results were obtained. The end-to-end SNR of each sub

channel in each relay was found to be a deterministic value. The relay selection

schemes proposed here, becomes deterministic when large scale antenna systems

are used in the user nodes. To maximise the sum-rate of the system, the relay with

highest number of antennas have to be chosen. The system is analysed under three

power scaling scenarios namely power scaling at user nodes, power scaling at relay

nodes and power scaling at both user and relay nodes.

The asymptotic analysis is presented whenever the number of antennas at two

user nodes grow without bound for the second relay selection strategy proposed in

Chapter 3. As explained in Chapter 3, the number of antennas at relay nodes and

the user nodes are constrained as follows:

N1 ≥ max
l∈{1,··· ,L}

NRl
, (4.1)

N2 ≥ max
l∈{1,··· ,L}

NRl
, (4.2)

min(N1, N2) ≥ max
l∈{1,··· ,L}

NRl
. (4.3)

Due to this restrictions the number of antennas at the relay nodes can not be in-

creased arbitrarily. Thus the implementation of a large scale antenna systems or

massive MIMO should be done at the user nodes.

4.2 System and Channel Model

The system and channel model is same as in Section 3.3.1 in Chapter 3. Yet in this

case, the channel matrix from Ui to Rl is defined as Fi,l = F̃i,lD
1/2
i,l , where F̃i,l ∼

CNNRl
×Ni

(
0NRl

×Ni
, INRl

⊗ INi

)
captures the fast fading and Di,l = ηi,lINRl

ac-

counts for the pathloss.

Also the number of antennas at the user nodes U1 and U2, N1 and N2 grows un-

bounded while the number of antennas at the relay node Rl, Nl for l ∈ {1, 2, · · ·L}
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is kept unchanged. For simplicity it is assumed that as N1, N2 → ∞, the ratio

between the number of antennas at U1 and U2 is kept constant. Thus

α =
N2

N1

. (4.4)

This assumption does not affect the system analysis, but only makes the results

much simpler. The end-to-end SNR of the kth substream in the lth relay and ith

user can also be represented as

γ
U

(k)
i,l
=

PRl
Pi′

PRl
σ2
Rl

Tr
(
E
{
V−1
i′,l

})
+σ2

i

[
V−1
l,i

]
k,k

Tr
(
E
{
V−1
i′,l

})(
Pi

Tr(E{V−1
i,l })

+
Pi′

Tr
(
E
{
V−1

i′,l

})+σ2
Rl

),(4.5)

where Vl,i = FH
l,iFl,i, Vi,l = Fi,lF

H
i,l, l ∈ {1, · · · , L}, k ∈ {1, · · · , NRl

},

i ∈ {1, 2}, i′ ∈ {1, 2}, and i ̸= i′. As the number of antennas at the user nodes

asymptotically approaches ∞, we recall the following identity from [47] as

lim
Ni→∞

Fi,lF
H
i,l

Ni

= lim
Ni→∞

Vi,l

Ni

= Di,l. (4.6)

4.3 Asymptotic end-to-end SNR

In this section the asymptotic end-to-end SNR will be derived for three power scal-

ing methods. It is shown that the end-to-end SNR values are independent from fast

fading when massive MIMO is used at the user nodes. And the randomness of the

SNR values will disappear and deterministic values can be obtained for end-to-end

SNR for each data sub-stream in each relay. This makes relay selections simple.

4.3.1 Power scaling at user nodes

In this case the transmit power at the user nodes U1 and U2 are scaled inversely

proportional to the number of antennas. Thus

Pi =
Ei
Ni

for i ∈ {1, 2}, (4.7)
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where E1, E2 and PRl
are fixed. By substituting (4.7) on to (4.5), we obtain

γ
U

(k)
i,l

=
PRl

Ei′

PRl
σ2
Rl

Tr
(
E
{(

Vi′,l
Ni′

)−1
})

+
σ2
i

Ni

[(
VVl,i
Ni

)−1
]
k,k

Tr
(
E
{(

Vi′,l
Ni′

)−1
})

×

 Ei

Tr
(
E
{(

Vi,l

Ni

)−1
})+

Ei′

Tr
(
E
{(

Vi′,l
Ni′

)−1
})+σ2

Rl


−1

(4.8)

for l ∈ {1, · · · , L}, k ∈ {1, · · · , NRl
}, i ∈ {1, 2}, i′ ∈ {1, 2}, and i ̸= i′. By using

the asymptotic values given by (4.6), we obtain

γ∞
U

(k)
i,l

=
Ei′ηi′,l
NRl

σ2
Rl

, (4.9)

where l ∈ {1, · · · , L}, k ∈ {1, · · · , NRl
}, i ∈ {1, 2}, i′ ∈ {1, 2}, and i ̸= i′.

Unlike in the previous case with finite number of antennas at the user nodes, the

asymptotic end-to-end SNR is a deterministic value.

4.3.2 Power scaling at relay node

In this case the transmit power at the relay nodes Rl for l ∈ {1, · · · , L} are scaled

inversely proportional to the number of antennas at the user nodes. Thus

PRl
=
ERl

Ni

, (4.10)

where P1, P2 and ERl
are fixed. By substituting (4.10) to (4.5), and by using the

asymptotic values given by (4.6), we obtain

γ∞
U

(k)
i,l

=
ERl

Pi′ηi,lηi′,l
σ2
i (P1η1,l/α + P2η2,l)

, (4.11)

where l ∈ {1, · · · , L}, k ∈ {1, · · · , NRl
}, i ∈ {1, 2}, i′ ∈ {1, 2}, and i ̸= i′.

4.3.3 Power scaling at the user nodes and relay node

In this case the transmit power at the user nodes U1 and U2 and the transmit power

at the relay nodes Rl for l ∈ {1, · · · , L} are scaled inversely proportional to the

number of antennas at the user nodes. Thus

Pi =
Ei
Ni

for i ∈ {1, 2}, (4.12)
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PRl
=
ERl

Ni

, (4.13)

where E1, E2 and ERl
are fixed. By substituting (4.12) and (4.13) on to (4.5), and

by using the asymptotic values given by (4.6), we obtain

γ∞
U

(k)
i,l

=
ERl

Ei′ηi,lηi′,l
σ2
i (Eiηi,l + Ei′ηi′,l) + σ2

Rl
NRl

(ERl
ηi,l + σ2

i )
, (4.14)

where l ∈ {1, · · · , L}, k ∈ {1, · · · , NRl
}, i ∈ {1, 2}, i′ ∈ {1, 2}, and i ̸= i′.

Interestingly, the asymptotic SNRs in (4.9), (4.11), and (4.14) are independent

of the fast fading component of the wireless channel, and they depend on pathloss

of the channels. It is worth noting that these asymptotic SNRs are independent

of the data-stream index, k, as well, and hence, we can denote γ∞
U

(k)
i,l

= γ∞Ui,l
for

k ∈ {1, · · · , NRl
}.

4.4 Relay selection based on minimizing the overall
outage probability (SS-2)

The relay selection criterion for massive MIMO-enabled TWRNs can be written by

using (3.29), (4.9), (4.11), and (4.14) as

L∗ = argmax
l∈{1,··· ,L}

[
min

((
γ∞U1,l

)NRl
,
(
γ∞U2,l

)NRl

)]
, (4.15)

where L∗ is the index of the optimal relay selected based on maximising the asymp-

totic sum rate. Since γ∞Ui,l
is independent of the fast fading, the relay selection be-

comes significantly simple. Finally, by using (3.26), the average asymptotic sum

rate of the best relay selection can be written as

R̄L∗ = NRL∗ min
(
log
(
1 + γ∞U1,L∗

)
, log

(
1 + γ∞U2,L∗

))
. (4.16)

4.5 Simulation Results

In Fig. 4.1, the asymptotic sum rate of the best relay selection for massive MIMO-

enabled TWRNs is investigated. Three sum rate curves are plotted by scaling down

the transmit power of user nodes and/or relay inversely proportional to the antenna
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Figure 4.1: The asymptotic sum rate the best relay selection. The pathloss is mod-
elled as ηi,l = (d0/di,l)

ν , where ν is the pathloss exponent, d0 is the reference
distance, di,l is the distance between Ui and Rl.

count at the user nodes. Our results reveal that the simulated sum rate curves ap-

proaches respective asymptotic sum rates whenever the number of antennas at the

user nodes exceeds 100. An asymptotic sum rate gain of 2.7 bits/channel-use/Hz

is provided by transmit power scaling only at the relays (case-2) over the transmit

power scaling only at the user nodes (case-1). Moreover, the worst asymptotic sum

rate is achieved when the transmit power scaling is performed at both user nodes

and relays (case-3). For example, case-2 and case-1 provide asymptotic sum rate

gains of 6.5 and 4 bits/channel-use/Hz, respectively, over case-3. However, case-3

provides the best energy efficiency because the transmit powers at both the users

and relays can be scaled down inversely proportional to number of antennas at user

nodes. Thus, massive MIMO-enabled TWRNs provide significant sum rate gains

while allowing per bit energy requirement to become infinitesimal.
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4.6 Conclusion

In this chapter, the system proposed in Chapter 3 was analysed for the case of large

number of antennas at the user nodes by deriving the asymptotic SNR and sum rate.

The resulting asymptotic SNR and sum rate expressions are independent of the fast

fading effects, and consequently yield low-complexity relay selection and reduced

latency in the air interface. Several numerical results compared the performance

gains of the proposed relay selection strategy and validated our analysis. Our re-

sults reveal that the proposed relay selection strategy provides substantial sum-rate

improvements. Further, our asymptotic analysis shows that TWRNs with massive

MIMO provide substantial sum-rate gains while allowing the transmit powers at the

nodes to become infinitesimal.
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Chapter 5

Conclusions and Future Research
Directions

5.1 Conclusions

In this thesis MIMO AF TWRNs are analysed with ZF beamforming. The contri-

bution in each chapter is as follows.

Chapter 2 introduces the necessary wireless communication basics. Namely

wireless channel models, cooperative relay systems, 5G wireless, MIMO wireless

and massive MIMO have been described.

Chapter 3 proposes and analyses two novel relay selection strategies for MIMO

AF TWRNs with spatial multiplexing. The first strategy minimizes the overall out-

age probability of the two user nodes, which amounts to selecting the relay which

maximizes the minimum of the eigenvalues of the corresponding Wishart matri-

ces. The second strategy maximizes the achievable sum rate by selecting the relay

which maximizes the minimum of the determinant of the Wishart matrices. The

performance of these strategies was studied by deriving the lower/upper bounds of

the overall outage probability and average sum rate approximations in closed-form.

Further, achievable diversity order and spatial multiplexing gain were characterized

by deriving the fundamental diversity-multiplexing trade-off. Notably, this trade-

off shows that whenever the sum of relay antennas is fixed, then the achievable

diversity order always becomes a constant, and hence, the overall multiplexing gain

can be improved by equally distributing the antennas among the available set of

relays. Several numerical results were presented to compare the performance gains
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of the proposed relay selection strategies and to validate our analysis. Our results

reveal that the proposed relay selection strategies provide substantial improvements

in outage probability, diversity order, and the average sum rate. This study thus

confirms the potential use of MIMO AF TWRNs in the context of emerging, next

generation wireless networks.

Chapter 4 proposes and analyses the use of massive MIMO for the TWRNs

from Chapter 3 by deriving the asymptotic SNR and sum rate. These asymptotic

SNR and sum rate expressions are independent of the small scale fading effects, and

consequently yielding low-complexity relay selection and reduced latency in the air

interface. Several numerical results were presented to validate our analysis and the

performance gains of the proposed relay selection strategy. Our results reveal that

it provides substantial sum rate improvements. Further, our asymptotic analysis

shows that TWRNs with massive MIMO provide substantial sum rate gains while

allowing the transmit powers at the nodes to become infinitesimally small.

5.2 Future Research Directions

In this section several future research directions have been proposed for the contin-

uation of this research.

• Analysing channel correlation among the sub-channels

This research made the assumption that all the channel amplitudes are in-

dependently distributed. However due to practical limitations such as the

closeness of multiple antennas at the relay and the user nodes, this assump-

tion may not be strictly true, i.e. the channel amplitudes will be correlated.

Thus further research can investigate the impact of correlations.

• Analysing imperfect CSI at the user nodes

This research assumed that the channel state information(CSI) is freely avail-

able at the user nodes to perform beamforming. However this assumption

is unrealistic in a practical scenario and methods to acquire channel state

information should be used at the user nodes. This results in imperfect chan-
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nel state information at the user nodes due to practical limitations of such

methods. Thus the impact of imperfect channel state information at the user

nodes should be analysed for the proposed relay selection schemes. This is

an essential research for the practical implementation of this relay selection

schemes.

• Effect of pilot contamination for the massive MIMO user nodes

Massive MIMO user nodes was analysed in Chapter 4. However this analysis

ignored the effect of pilot contamination. Pilot contamination is the residual

interference caused by the reuse of non-orthogonal pilot sequences in adja-

cent cells. It has been identified as the main performance limiting factor in

massive MIMO systems [47, 50]. The effect of pilot contamination can not

be mitigated by increasing the number of antennas. Thus its impact must

be assessed properly before implementing massive MIMO on the proposed

TWRN system. As massive MIMO holds great promise for 5G systems, this

will be a great problem to analyse in future research.
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Appendix A

Appendices for Chapter 3

A.1 Proof of the CDFs of γub
Umin
i,l

and γlb
Umin
i,l

In this appendix, the proofs of the CDFs of γub
Umin
i,l

and γlb
Umin
i,l

are sketched. To this

end, the corresponding SNR can be re-written in an alternative form as follows:

γxbUmin
i,l

=
αi,lXi,l

βi,lXi,l + ζi,l
, (A.1)

where Xi,l =

([(
FH
l,iFl,i

)−1
]
k,k

)−1

for γub
Umin
i,l

and Xi,l = λmin
{
FH
l,iFl,i

}
for γlb

Umin
i,l

.

The CDF of γxb
Umin
i,l

can then be written as [53]

Fγxb
Umin
i,l

(z) = Pr

(
Xi,l ≤

ζi,lz

αi,l − βi,lz

)
= FXi,l

(
ζi,lz

αi,l − βi,lz

)
, (A.2)

for z < αi,l

βi,l
. Next, Fγub

Umin
i,l

(z) and Fγlb
Umin
i,l

(z) can be derived by evaluating the CDFs

of the kth diagonal element of the inverse Wishart matrix [69] and the smallest

eigenvalue of the Wishart matrix [68] at ζi,lz/(αi,l − βi,lz).

A.2 Proof of the overall outage probability bounds

In this appendix, the proof of the overall outage probability bounds is sketched. To

begin with, the definition of the overall outage upper bound is re-written as

P ub
out = Pr

[
γlbeq ≤ γth

]
= Fγlbeq(γth) , (A.3)

where γlbeq is the equivalent SNR and is defined as

γlbeq = max
l∈{1,··· ,L}

(
γlbl
)
, where γlbl = min

(
γlbUmin

1,l
, γlbUmin

2,l

)
, (A.4)
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for l ∈ {1, · · · , L}. Next, the CDF of γlbl can be derived as [4]

Fγlbl (x) = 1−
(
1− Fγlb

Umin
1,l

(x)

)(
1− Fγlb

Umin
2,l

(x)

)
. (A.5)

Then, the CDF of γlbeq can be derived as follows [4]:

Fγlbeq(x) = Pr
(
γlb1 ≤ x, γlb2 ≤ x, · · · , γlbL ≤ x

)
=

L∏
l=1

(
Fγlbl (x)

)
. (A.6)

Finally, by substituting (A.5) into (A.4), the upper bounds of the overall outage

probability can be derived as shown in (3.35). The derivation of the lower bound

of the overall outage probability follows the same techniques in (A.4), (A.5), and

(A.6), and hence its proof is omitted.

A.3 Proof of the asymptotic high SNR outage approx-
imations

In this appendix, the proof of the asymptotic outage lower bound is first sketched,

and thereby, the asymptotic outage upper bound is deduced: To begin with, the PDF

of γub
Umin
i,l

for i ∈ {1, 2} is derived by differentiating (3.22) by using the Leibniz

integral rule as follows:

fγub
Umin
i,l

(x) =
d

dx

[
ζi,lx

αi,l−βi,lx

](
ζi,lx

αi,l−βi,lx

)Ni−NRl e
−

ζi,lx

αi,l−βi,lx

Γ(Ni−NRl
+1)

for 0≤ x<
αi,l
βi,l

=
βi,l(ζi,l)

Ni−NRl
+1xNi−NRle

−
ζi,lx

αi,l−βi,lx

Γ(Ni−NRl
+1)(αi,l−βi,lx)Ni−NRl

+2
, for 0≤ x<

αi,l
βi,l

. (A.7)

By substituting ζi,l, αi,l, βi,l, defined in (3.18) into (A.7), and then by taking the

Taylor series expansion around x=0, the first order expansion1 of fγubSi,min
(x) when

x→ 0 can be derived as

fx→0
γub
Umin
i,l

(x) =
φ
Ni−NRl

+1

i xNi−NRl

Γ(Ni−NRl
+1) (Clγ̄U,R)

Ni−NRl
+1

+ o
(
xNi−NRl

+1
)
, (A.8)

1The first order expansion of f(x) is the single-term polynomial approximation of f(x) consisting
the lowest power of x [73].
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for i ∈ {1, 2} where γ̄1,l = γ̄2,l = γ̄U,Rl
, γ̄l,1 = γ̄l,2 = γ̄Rl,U , γ̄Rl,U = νlγ̄U,Rl

, and

γ̄U,Rl
= Clγ̄U,R. Further, φi = (Ni + Ni′ − 2NRl

)/(Ni′ − NRl
) for i ∈ {1, 2},

i′ ∈ {1, 2}, i ̸= i′. The first order expansion of the CDF of γub
Umin
i,l

when x → 0 can

be derived by using (A.8) as follows:

F x→0
γub
Umin
i,l

(x) =
φ
Ni−NRl

+1

i

Γ(Ni−NRl
+2)C

Ni−NRl
+1

l

(
x

γ̄U,R

)Ni−NRl
+1

+ o
(
xNi−NRl

+2
)
, (A.9)

for i ∈ {1, 2}. Next, the CDF of γubl = min
(
γub
Umin
1,l

, γub
Umin
2,l

)
can be written as

Fγubl
(x) =

2∑
i=1

Fγub
Umin
i,l

(x)−
2∏
i=1

Fγub
Umin
i,l

(x) . (A.10)

Then, a polynomial approximation of Fγubl
(x) can be derived by substituting (A.9)

into (A.10) as

F x→0
γubl

(x) =
φ
N1−NRl

+1

1

Γ(N1−NRl
+2)C

N1−NRl
+1

l

(
x

γ̄U,R

)N1−NRl
+1

+
φ
N1−NRl

+1

2

Γ(N2−NRl
+2)C

N2−NRl
+1

l

(
x

γ̄U,R

)N2−NRl
+1

+
φ
N1−NRl

+1

1 φ
N2−NRl

+1

2

Γ(N1−NRl
+2)Γ(N2−NRl

+2)C
(N1−NRl

+1)(N2−NRl
+1)

l

×
(
x

γ̄U,R

)(N1−NRl
+1)(N2−NRl

+1)

+ o
(
x(N1−NRl

+1)(N2−NRl
+1)
)
. (A.11)

By collecting the lowest powers of x in (A.11), the first order expansion of

Fγubl
(x) can be derived as

F x→0
γubl

(x) = Θl

(
x

γ̄U,R

)min(N1,N2)−NRl
+1

+ o
(
γ̄
−(min(N1,N2)−NRl

+2)

U,R

)
, (A.12)

where Θl is defined in (3.44). The first order expansion of the CDF of γubeq =

maxl∈{1,··· ,L}
(
γlbl
)

can then be derived by first substituting (A.12) into Fγubeq
(x) =∏L

l=1

(
Fγlbl (x)

)
and then by taking the lowest power of x as shown in (3.42).

The asymptotic outage upper bound can be derived by substituting the first order

expansion of the CDF of γlbl in [53, Eqn. (35)] into (A.6) and then taking the lowest

power of x as shown in (3.36).
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A.4 Proof of the average sum rate for relays with dif-
ferent antenna array sizes

In this appendix, the proof of the average sum rate of SS-2 is sketched when the

relays are equipped with different number of antennas. To begin with, we recall the

definition of the average sum rate approximation as follows:

R̄L∗ ≈ Eγeq
{(

max
l∈{1,··· ,L}

(NRl
)

)
log (1 + γeq)

}
, (A.13)

where γeq is the equivalent SNR and is given by

γeq = min
(
γUmin

1,L∗ , γUmin
2,L∗

)
. (A.14)

Next, an approximation of the CDF of γeq can be derived by using (3.22) as follows:

Fγeq(x) ≈ 1−
2∏
i=1

Γ
(
Ni −Nmax

R + 1,
ζi,L∗x

αi,L∗−βi,L∗x

)
Γ(Ni −Nmax

R + 1)

 , (A.15)

for x ≤ min
(
α2,L∗

β2,L∗
,
α2,L∗

β2,L∗

)
. Further, Fγeq(x) = 1 for x > min (α1,L∗/β1,L∗ , α2,L∗/β2,L∗).

Next, by using [3, Eq. (8.352.2)], (A.15) can be further expanded as

Fγeq(x) ≈ 1− exp
(
−

ζ1,L∗x

α1,L∗ − β1,L∗x
−

ζ2,L∗x

α2,L∗ − β2,L∗x

)

×
N1−Nmax

R∑
m=1

N2−Nmax
R∑

n=0

1

m! n!

(
ζ1,L∗x

α1,L∗ − β1,L∗x

)m( ζ2,L∗x

α2,L∗ − β2,L∗x

)n
.(A.16)

The CDF in (A.16) can further be simplified, whenever both the user nodes are

equipped with the same number of antennas (i.e., N1 = N2 = N ), and all transmit

and noise powers at each relay are the same, as follows:

Fγeq(x)≈1−exp
(
− 2ζL∗x

αL∗−βL∗x

)N−Nmax
R∑

m=0

N−Nmax
R∑

n=0

1

m! n!

(
ζL∗x

αL∗−βL∗x

)m+n

, (A.17)

where αL∗ = αi,L∗ , βL∗ = βi,L∗ , and ζL∗ = ζi,L∗ for i ∈ {1, 2}, and x < αL∗/βL∗ .

By differentiating (A.17), an approximation of the PDF of γeq can be derived as

follows:

fγeq(x) ≈
N−Nmax

R∑
m=0

N−Nmax
R∑

n=0

αL∗ζm+n
L∗ xm+n−1

m! n!(αL∗−βL∗x)m+n+1

(
2ζL∗x

αL∗−βL∗x
−(m+n)

)
× exp

(
− 2ζL∗x

αL∗−βL∗x

)
, (A.18)
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where x ≤ αL∗/βL∗ . Further, fγeq(x) = 0 for x ≥ αL∗/βL∗ . Next, an approxima-

tion of the ergodic sum rate of SS-2 can be derived by averaging the sum rate in

(3.61) over the PDF of γeq in (A.18) as

R̄L∗ ≈ E{RL∗} =
Nmax
R

ln (2)

∫ ∞

0

ln (1 + x)fγeq(x) dx. (A.19)

By substituting (A.18) into (A.19), the sum rate lower bound can be written in an

integral form as

R̄L∗ ≈ Nmax
R

ln(2)

N−Nmax
R∑

m=0

N−Nmax
R∑

n=0

1

m! n!
(I1 − I2) , (A.20a)

where I1 and I2 can be defined as follows:

I1=2αL∗ζm+n+1
L∗

∫ αL∗
βL∗

0

xm+n

(αL∗−βL∗x)m+n+2
exp
(
− 2ζL∗x

αL∗ − βL∗x

)
× ln (1 + x) dx, (A.20b)

I2=(m+ n)αL∗ζm+n
L∗

∫ αL∗
βL∗

0

xm+n−1

(αL∗−βL∗x)m+n+1
exp
(
− 2ζL∗x

αL∗ − βL∗x

)
× ln (1 + x)dx. (A.20c)

By substituting the dummy variable t = 2ζL∗x/(αL∗ − βL∗x) into (A.20b) and

(A.20c), the integrals I1 and I2 can be simplified as

I1 =
1

2m+n

∫ ∞

0

tm+nexp(−t) ln
(
2ζL∗ + (αL∗ + βL∗)t

2ζL∗ + βL∗t

)
dt, (A.21a)

I2 =
m+ n

2m+n

∫ ∞

0

tm+n−1exp(−t) ln
(
2ζL∗ + (αL∗ + βL∗)t

2ζL∗ + βL∗t

)
dt.(A.21b)

Next, I1 and I2 in (A.21a) and (A.21b), respectively, can be solved in closed-form

as follows:

I1=
1

2m+n
(J (m+ n, 2ζL∗ , αL∗ + βL∗)−J (m+ n, 2ζL∗ , βL∗)) , (A.22a)

I2=
m+n

2m+n
(J (m+ n− 1, 2ζL∗ , αL∗ + βL∗)−J2 (m+ n− 1, 2ζL∗ , βL∗)) . (A.22b)

where the function J(x, y, z) is defined in (3.64). By substituting (A.22a) and

(A.22b) into (A.20a), an approximation of the ergodic sum rate of SS-2 can be

derived in closed-form as in (3.63).
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A.5 Proof of the average sum rate for relays with same
antenna array size

In this appendix, the proof of the average sum rate approximation for the case of

equal number of antennas at each relay is sketched. To begin with, the effective

SNR (A.14) can be alternatively approximated as follows:

γeq ≈ γeq1 = max
l∈{1,··· ,L}

(
min

(
γubUmin

1,l
, γubUmin

2,l

))
, (A.23)

where γub
Umin
i,l

for i ∈ {1, 2} is defined in (3.21). The CDF of γeq can be derived as

follows:

Fγeq1 (x) =
L∏
l=1

(
1− F̄γub

Umin
1,l

(x) F̄γub
Umin
2,l

(x)

)
. (A.24)

where F̄γub
Umin
i,l

(x) is the complimentary CDF of γub
Umin
i,l

. By using (3.22), Fγeq(x) in

(A.24) is expanded as

Fγeq1 (x) =
L∏
l=1

1−
2∏
i=1

Γ
(
Ni −NR + 1,

ζi,lx

αi,l−βi,lx

)
Γ(Ni −NR + 1)

 . (A.25)

Next, by using [3, Eq. (8.352.2)], (A.25) can be further expanded as

Fγeq1 (x) =
L∏
l=1

(
1−exp

(
−

ζ1,lx

α1,l − β1,lx
−

ζ2,lx

α2,l − β2,lx

)N1−NR∑
m=1

N2−NR∑
n=0

1

m! n!

×
(

ζ1,lx

α1,l − β1,lx

)m( ζ2,lx

α2,l − β2,lx

)n)
, (A.26)

where x < min (α1,l/β1,l, α2,l/β2,l), andFγeq(x) = 1 for x ≥ min (α1,l/β1,l, α2,l/β2,l).

The CDF in (A.26) can further be simplified whenever both the user nodes are

equipped with the same number of antennas (i.e., N1 = N2 = N ) as follows:

Fγeq1 (x)=
L∏
l=1

(
1−exp

(
− 2ζlx

αl−βlx

)N−NR∑
m=1

N−NR∑
n=0

1

m! n!

(
ζlx

αl−βlx

)m+n
)
, (A.27)
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where x < αl/βl, αl = α1,l = α2,l, βl = β1,l = β2,l, and Fγeq1 (x) = 1 for

x ≥ αl/βl. The close-form derivation of the ergodic sum rate of SS-2 by using

(A.27) appears mathematical intractable. Nevertheless, in the case of all transmit

and noise powers at all relays are the same, (A.27) can be written as

Fγeq1 (x)=

(
1− exp

(
− 2ζx

α− βx

)N−NR∑
m=0

N−NR∑
n=0

1

m! n!

(
ζx

α− βx

)m+n
)L

, (A.28)

where αl = α, ζl = ζ , βl = β for l ∈ {1, 2, . . . L}, and x < α/β. By using the

binomial expansion, (A.17) can be further expanded as follows:

Fγeq1 (x)=
L∑
l=0

(−1)l
(
L

l

)
exp
(
− 2lζx

α− βx

)(N−NR∑
m=0

1

m!

(
ζx

α− βx

)m)2l
. (A.29)

Next, by using [74, Eqn. (44)] and [75, Eqn. (6)], the CDF of γeq1 can be finally

written as

Fγeq1 (x)=
L∑
l=0

2l(N−NR)∑
k=0

(−1)l
(
L

l

)
βk,2l,N−NR+1

(
ζx

α−βx

)k
exp
(
− 2lζx

α−βx

)
, (A.30)

for x < α
β

where the multinomial coefficient βk,2l,N−NR+1 is defined in (3.66).

By differentiating (A.30), the PDF of γeq1 can be derived as follows:

fγeq1 (x)=
L∑
l=1

2l(N−NR)∑
k=0

(−1)l
(
L

l

)
βk,2l,N−NR+1

(
k− 2lζx

α− βx

)
× αζkxk−1

(α−βx)k+1
exp
(
− 2lζx

α−βx

)
, (A.31)

where x < α/β. Further, fγeq(x) = 0 for x ≥ α/β. Next, the approximation of the

ergodic sum rate of SS-2 can be derived by averaging the sum rate in (3.61) over

the PDF of γeq1 in (A.31) as

R̄L∗ ≈ E{RL∗} =
NR

ln (2)

∫ ∞

0

ln (1 + x)fγeq1 (x) dx. (A.32)

Using similar techniques to those used in (3.63), a tight approximation to the er-

godic sum rate of SS-2, whenever all relays are equipped with the same number of

antennas, can be derived as in (3.65).
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