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S %
A simulation model_has been-developed to provide a

broad-based capabiility for analyzing water pollution in a
p el

complex river system. Inrﬁrinciple, one powerful management
tool is systems analysis, wherein mathematlcal optlmlzlng

-

technlgues are employed to effect ratlonal tradeoffs between
several competlng river pollution control de51gns.i This
objectlve has been accompllshed by lntegrated utilization: Qf

computer based 51mulat10n and dynamlc programming
/___/‘
optimization technigue. \\,
A discrete, deterministic, dynanmic programming
algorithm developedfdn this work is shown to be of much
use in the areas of water pollution control and management.

Given a set of conditions, the optlmlzatlon model determlnes

several comblnatlons of the quantlty of pollutents and the

the quantity of art1f1c1al aeration required to meet a

pre-specified water quality standards. The objectlve

function is the minimization of the ‘sum’ of the squares of

the aeratlon costs and the costs 1ncurred by damaging the

quality of river water or unnecessarlly 1mprov1ng the
system. The original constrained allocation problen is
51mp11f1ed by converting it to an unconstralned one via the

use of Lagrange multiplier.



N

‘North-Saskatchewan river is presented. The relat;qnshlp

k4 su

" The simulation model, including the aynémfé programming

optlmlzatlon nodel was applled to the North Saskatchewan

n
-

River. A typlcal optlmal aeration capac1ty allocatlon

N

pollcy and ltS correspondlng watér quallty proflle for the

between the total-availableyaeratibn capacity and Legrange'
muifiplier is "also developed treating%weightingrfectot as

L)

parameters.
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CHAPTER ONE

INTRODUCTION

1.1 GE&ERAL DESCRIPTION | o ’

Since the turn of the century, research that has been .
directed towards the field of environmental engineering has
resulted”in an extfnsive.array‘of technology that can be
employed tc¢ minimize the impact of man on his surrounding
environment. Only fairly recegziy, however, havé certain
researchers directed their efforts toward a mathematical
description of a -variety of systems both natural and
man—-nade, that are significant to environmental engineering.

Dynamic and steady-state mathematical models which have

'resulted.from the various investigations have been developed

to the extent that they can be empioyed to delineate
solutions to real-worlad questions. Armed with a descriptive
and stfﬁdfﬁgél model, an environmeﬁtal engineer can evaluate
design and oberational altéfnatives as well as contfol
stratggies t§rough a series of compuéer simulations, thus
placiﬁg him in a preferred position in decision-making.
While models in and of themselveé are not a panacea, within

certain bounds and limitations, system simulations can

provide valuable assistance to the environmental engineer.

Although models which have evolved during the past

1



decades have been extensively employed for description.and
simulation of laboratory researéh resulfs, they have only
occasionally been employed for the design, operation, and
control of man—made systéems or for the planning and
management of natural systems. There is no doubt that the
pollution control efforts which are now under way have
'already borne sone frﬁit., Due to the pronouncements of the
more lurid popular a:ticles during the last 2 or 3 decades,
the condition ofrsome’of the most heavily used streams have
iimproved markedly. Nevertheless, serious problems of water
quality still &onfronts the world. Their solution will 1lie

not only in the field of engineérihg but also require the

very best efforts of economists and computer technologists.

The dééisioné of a control engineer can be no sounder
than the basic inforﬁation and insights concerning water
pollution. For a decision maker, fherefqre, ready access to
the current knowledge in many areas involved in pollution

control decision is a matter of extreme importance.

1.2 Systeéms Analysis and PollutiggJControl

The electronic computer, one of the modern
technological developments, has profoundly changed the
scientific world. . Its ability to harndle complicated
information has dramatically expanded environmental

engineering boundaries.



The comblned pressure of growing populatlon, rapidly
expandlng industries, and increased demand dr agrlcultural
lands are Creating serious threats to the guality of the
eﬁvironméni. For years, vastes otkher thanvthose directly
affecting pubiIs\health caused little concern. But as. the
way/pf.life-ggéiﬁe more complex, the pressure fér pure water
aﬁd clear air touched practically all segmenfs of economy.
New and increasingiy stronger legislation has beeh enacted
in an aftempt to protect water and air resources.

Effective pollution control requires the coexistencebof

at least three factors:

1. high level of knowledge}and dedication on the part of

environmental engineers and researchers,

2. a sincere Government comnitment to clean waters,

‘manifested in a workable requlatory schene.

3. public understanding of the nature of the pollution

problem and support for the control efforts.

However, the discussion of the factors méntioned above
L] . - .
are beyond the scope of this work. It is hoped that the:
materials contained in this work would be both informativa

and useful to water pollution au{horities. However, this

work is a mere scratch on ‘the surface of the body of

&



knowledge that wiil be required to cope‘adéguately with the
present and emerglng problems of water pollutlon control.
It is hoped that the optlmlzatlon by dynamic programmlng'
‘approach v1a the lagrange multlpller 1dea will stimulate
others to . ‘undertake research in this most vital and

challenging fieldv- river pollution control.

.
!

1.3 Literature Review.

During the paSt.two decades, a 51gnmf1cant effort of
'research has been devoted to the study of pollutlon control
. strategies and the analysis of waste_water treatment
facilities. As a result, many different analytical
methodologles have been developed u51ng llnear and nonllnearl
programmlng technlques. However, in establlshlng the
‘managerlal goals for a water guallty management system, the
determlnlstlc nature of guality standards has played |

profound roles 1n modeling processes.

The methods of operatlons research, systems ana1y51s
and modern mathematical analysis have been applled wlth
1ncrea51ng intensity 1n the fast few years In many‘cases,
.the methods admit dlrect applicatlon 1n water . resources
management Although the number of - people 1n water
resources field having an ab111ty in system fleld is

relatlvely small these'Tew have made substantlal progress.

—



The’first major effort tobapply operations reéeardh and
éystems anélysis in vater‘resources studies was by the
Harvard Water Program, vwhich was started in 1956 and
culminated in 1962vwi£h the publication of a text book-like
‘report of the research objectives, concepts,vmethods and
. techniques. Fiering,(1?61, 1964, 1967), Hufschmidt and
bFiering (1966) , Thomas (1963) ard Matalas (1967) are among
* the many wofkersvof the éroup. The.subjects are alli
concerned with operation research, systems and simulation
techniques in the solution of water reSources.design

proplems.

Another sprinkLing of papers came from Northwestern
Unive:sity.where Charnes inflﬁepded the use of digital
simulation which includes the possibility of using effluent
storage and low-flow augmentation as control Qariable.

Lynn, Logan_aqd Cha}nes_(1962): Légan (1962) ; Lynn (196&);
Deininger (1965) and Heaney (1968) are examples of work fronm
this sourﬁe. The Lynn influence has since sp;géd to qunell
University where such work as Liebman aﬁd Lyhn (1966) ,
Loucks.and Lynn (1966), and Loucks, ReVelgle and iynn (1967)
have resulted. The objective Qf'allithéir siﬁulétion study |
'Awas to develop a model to’rep:esent a sewage t#éatment

system in which various combinatiqns'of-;treatment; elements
“and operating discipiines vere used t§ neasure the

effectiveness of the system .for given configurations.

[y



"In OU. S. Publlc Health Service study of the Delaware
River. Bas1n, extensive use of these methods of analy51s was |

reported by Thomann (71967). Grantham and Schaake (1971)

\

have presented the use of si ulatlon as a tool to study the
\
surface-mater hydrology of a strean. Kolo and Halmes (1973)

have extens1vely used simulation for plannlng and expansion

of reglonal water resource systems for Ohio river.

Y



1.4 Source of Pollution

Pollution of streams results frem man's activities et
home, in factories, and in‘form; At home water is used for
many‘purpose most of which involve adding solid content to
water. The deterggnt problenm resulting from domestic water
use creates many difficulties. Unfortunately, it is
biologically‘nondegradable and relatively unaffected by
conventional waste treatment methods. 1Inp wastes it pfodu:es
foan in rivers and irterferes with normal water and waste
treatment. |

Slgnlflcant pollutlon also results from industrles such
as chemlcal meat packlng, dalry, cannlng and tanning. all

.1ndustr1es use large amounts of water for processlng
products. The used water contalns large quantities of
decomposable organic matters such as milk waste, offal from
anlmals, decayed frults and vegetables. In general, the
pollutlng power of such industrial wastes will exceed ther\f/
éolluting povwer of wastes resulting fro;_a strictly domestic
population by ten Or even twenty times.

Technoldgy is ever advancing and new products are

fdeéeloped-and oid ones abandone& before the pollution

51gn1f1cance of some 'of them can even be determlned. Today~-

: ﬂSeventy five’ percent of drug store prescrlptlons 1nvolve

i .-

Jdrugs. unknown five. years ago.f In many chemlcal 1ndustr1es,

e e e



the majority of sales involves products unknown two or three
years ago. Thus, the source of wastes and thelr complex1ty
can be expected. to %ﬂcrease dlrectly with the growth of

industry, partlcularly the chemical iudustry.

v .

1.5 Effect of Pbllution.

For years, health educators have preacked against wéter
pollution, citing pollution as a major threat to public
health, esthetics, and economic use of water\fesources. The
measure, not orly of ﬁhe "cleanness" qf a river, but also of
the capacity of a river to absorb pollutional loads placed
upon it, is the amount of dissolved oxygen (D.O) which the
river contains. The_absénce éf dissolved'oxygen, combined
with industrial and municipal-pollgtion produces a septic
condition which not.only prohibits, the recreational use of
wvater, municipal water supply, the presence of fish life but
.alsovcreates a taste and odor problem for downstreanm usersg

of river.

Pollution can also significantly increase the costs
‘involved in subsequent uses made of- polluted water. It can
increase the cost of water treatment for mucicipal add

industrial use.

But how do you go about evaluating how muéh pollutidn

is too much? How far back should we rolil pollution? How do



we evaluate the reduction 6f water use value against the
cost of~eliﬁinating the pollution? Cerfainly we do not
expect to return all our streams to 'wild stream'~st;tus.

- This whole area requires much coordinated'intérdisciplinary
sfudy So that decisions can be based on facts, not orn

desires only.
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1.6 Hater Quality Criteria

In view of the 1arge number and Variery of uses to
which water is put, a number of different Standards.of
strean guaiity have been developed. The ﬁater pollution
control agencies serve t& outline in detail exactlf wﬁat
constitutes pollution in each case. 1In establlshlng a
gqualitative standard for receiving body of water, the water
pollutlon control agency must con51der the current and-
future water needs of the entlre reqlon. The river water
may be used for a source of water supply, for recreatior,’
and for receiving wastes. The standard of permissible
pollution, thereafter, must be estjblished on a basis that
will bring to the public which inhabits the river,‘the

‘gréatest benefit for the least cost.

fhe most important indices representing stream water
qnality are biochemical oiygen demand (BOCD) and'dissolyed
oxygen‘(DQ[ cpntent. IThe BOD’cencentration denotes the
amount of'exygen required for éemplete biochemical
decompbsition bfvthe 6rganiclwastes contained in water.
Hence, the BOD deesmposir;on indirectly represents the rotai
amounr of organic nasfe (nollutant) in water. The DO
concentratlon represents the water oxygen content. For»a
natural stream, i.e., a stream unpolluted by waste

diséharge, the DO concentration is at‘a level of about 80 rof

L
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90 percent saturation.(7 to 14 mg/ll'depehding on streanm
conditions) and the BOD concentration-is beléw»10 ng/1.
Under'normal‘conditions, a DO conCentrgtion.of 5 mg/l is
sufficient for maintaining a ﬁorma1 acquatic lifé'(Krenkel'
and Parker 19€9) and‘to presexrve a satiéfaétory water
quality for r _pipurpose use. - When the,leye1‘0f DO drops
significantly below the standafd due to a héavyiﬁollqtant'
load discharged somewhere upétream, aftificial aération'
augmentation can be uesd to raise the level of DO to a'
vépecified level.

1.7 Preview

r

In Chapter 2, thévmot%X3Ei9g_iQLFLhe»aypiiéﬁfiﬁﬁfgfvf’f-~—“
P T — 7 ,

e

‘digital computer as a tool in river pollution control is o

presented in dgta{i.andra_feu-of‘the well known computer
'laﬁguagés!fo; sinulation are reviewed. -
Y '4_> .
‘Inugggpgg;vg, the deféils of the proposed mefhod
(Dynamig érogramming Technique):is presented with a typical

examplebproblem.

In Chapter 4, a mathematical model of the system and a

discreti?edrdynamic programning algorithem is formulated for -

findiné the optimal;allbcatiOn policy. The original

1 Defined.invAppendix—C.
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‘constrained allocation pfoblem is simplified by converting 

it to an unconstrained one via the use of Lagrange
N i
multiplier.

In Chapter 5, details of application of the model to
North Saskatéheian river is explained along with the

analysis of the result. _ | ‘

Chégtgg 6, inCludes'the~summarjf6f the resultsv.

propoéals'for further research in this
L . . .




- , CHAPTER TWO

ROLE OF COMPUTER IN P TION CONTRCL

The‘us§ of simulation as a tool'for planniog,
construction, and operation of oomplex.s;;tems has increased
raterially inrthe past deoade,-priooipally_due to the advent
of digiral»comourere. Their ability to handle complicated
informarion heve dramatically expended.engineering”
vboundaries, In so doing, it has simﬁltaneousiy created
numerous opportunities,fortthe application of mathematicaln.
ideas andfmerhodé to the solution.of traditional'scientific
:problems end made possibie rhe,exploration,of research areas
“in engineering and ecience eitﬁer'previogslyeunatteineble or

undreamt of. ,

- In recent years, there is an'increasing interest in the

1

appllcatlon oF computers to waterrpollutlon control. The
successful 1mplementatlon of automated proéess control in
petroleum, chemlcal steel and other industries has

strongly stlmulated the’ lnvestlgatlon of a similar control
in river pollution. Environment admlnlstratlve personnel

‘have begun to realize that computer'simulation of river

system would give good answer to:

13
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(a) achieving the increasingly stringent requirements

mandated by regulatory agencies;

(b) - combétting the rising cost of pbwef‘ana gqualified
labor;

(c) optimizing intgraﬁed river pollution control systems;

(d) generating the myriad.information for operations,

management, and environmental regulatory agencies.

Computer applications to the monitoring and reporting
- of blant functions are becoming common and are receiving
widespread accéptance as a standard practice. This fact is
so fundamental to the whole approach that both industries
and universities are, in fact, revising classical
engineering practices to accommodate the computer. This
capability can be employed most effectively in river
pollution control. 1In simulation, the computer providés a
basis for finding the most economical design as well as

several feasible alternatives.

2.2 Necessity of Computer Simulation

Any river pollution surveillance program has to handle
a great deal of data. Efficient“operation demards that the

data be well organized and be available for use when it is

e s

required; For 'this-a good infor@ation storage and retrievel
system of a quality ‘and magnitude, which only a digital
computer can handle is essential. . An example of what such a

kS



'system can handle is the management of fifty &ears of dat;
for nearly twventy four waste disposal stations (about a
million values) situated on the banks of the North
Saskatcﬁewqh River near Edmonton, Alberta. So the role of
the-digifal computer 1is important; apart from the féct.that
it maﬁfs mathematical computations with unbelievable speed
and accuracy, it -1s able to store and recall mathematical
formulés and data in copious gquantities. The whble problenm,
pathematical relationships and data, must be clearly and
~explicitly defined. The computer is able to simulate in
fast time, generating many years of operational data in a
few minutes. /

In econonmic térms, the computer application often
achie?es a very low cost per calculation, while regﬁiring a

o

‘relatively high initial cost. Tt should be recognized,
however, that once a computer prdgram has been developed,
the initial cost for reuse in subsequent projects is usually
negligibie or marginal. Cost per calculation is not thé"f
only factor which should bechhside:éinﬁhéh;eydlgat;ng‘the
~advantages and disad&éitages df cbmp;£é£.uéage. :fhe
accuracy. of calculation‘aﬁd_the iqtal amount of information
thaf can be generated must ilso be,cqnsidered. The éoméﬁter
can often utilize a rore exact set of equations and it can
process information approximately one million times faster

than a human being.‘ In addition, once the program has been

débuégéd;_the rate of mistakes by computer is negligible.
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The indispensability of the computer in simulation and
optimization of river pollution control model will be quite

obvious from chapters three, four and five of this thesis.

The information obtained from simulation becones a
compfehensive source of operationai data. This information
'can fulfil management's needs for investigating operational
trends, studying operation costé, and developing data
correlations for pollution control. Once in operation, the
computer reportihg system comprises the data base for
further improvement of the model. Suck operational data are
vital in evolving models and validating them. Furthér, the
compqter reduces the time required for technical and
clerical récord keeping, minimizing human errors, and
enhances data accessibility. Thé data available in the
memory of the computer can be_statistically'anaiyzed and
furnished to engineers foi?déSign pﬂtpqéé;'JWith§ﬁt éémputér 
assistance, preparation and collection of such ihformati0n1~’

‘may -become too tedious.

The véiuélof simﬁlatignﬁlies inAits fléxibiiity. A
simﬁlatibn.sjétem can be-operated under all variations of .
nbrmai and extreme conditions and ban bé checkea out and
evaluated entirely by the computer. Many quéstions cah be
asked during simulation and the Véliaitymoffthe‘&nsﬁeféiis:f
an indication of how well the model represents the~true"w

‘system or prototype.
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There are two general types of computers used in

simulation namely:

Analog (continuous-variable) and Digital (discrete-variable)
computere, and both types are employed in simulation
studies. A simulation technique is classified as analog or
digital, depending on the way the problem is formulated and
the type of computer néeded for the formulation and
solution. | |

2.3.1 Analog Slmulatlon.

N

An analog computer is one in thCh computatlon 1s

performed by - varylng the state of some phy51cal elements 1n\,

which the varlables are continuous. When analog simulation

is:employed,_alt parts_of'the sYstem,muStfbevsimuiatedw

‘simultanéously. ?he(papat}el_naturewof analog simulation:

therefore makes it‘closer'toisyetem behaviour than does

digital simulation.

Each component or function of the analog simulation

‘system must be simulated by one or more components in the

icomputer. This nature of analog 51mulat10n always requlros

oy . S

the addltlon of more computer equipment as the system being

simulated becomes more and—more-complex."FOr_small;systems
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this requirment is not. serious, but for the study of 1arge
systems the addition of more simulator elements can become
expensive. Moreover, in many cases further additions of
simulator eleménts may not be feasible because there is a
~practical limit to the number of simulator elements that

will work together satisfactofily.

Eurthermore, the'accuracy of the analog computer is
limitea to the accuracy of the physical components involved.
Thus, the use of analog simulation in river pollution
studies becomes attractive when a special part of a general
sYstem is to be scrufinized,jand analog teéhﬁique becomes
less attractive‘as the problem under study becsmeS'more and

.

more generalized.

2.332 Digital Simulation.

———— o el 0

Digital simulation is characterized by the use Qf a
‘digitdl computer. Whereas‘thehanalog computer must handle
ali elemenﬁs of the simulation system simultareously (in
parallél), the-digitél computer handles elements of the
simulation'system one after another- (in series). Bence, an
increase in fhe system complexity results in sn incre;se in
the time required for coﬁputation. Although accuracy may
not necessarily be an important factor in the simulation, it
is possible in digital simuiation to reach any degree of

accuracy desired by carrying out more computations.



Moreover, explosive development of ever faster and iess
costly digital computers, coupled with better sqftwa;e and
integration routines,,seem to indicate the demise of
analog/hybrid simulation, except for ‘some intefface .
equipment-neededVin partial system tests (e,g;, with
autopilot components, man—in-fhefloop). As a case inp point,
training-type flight simulators have been all-digital for
Years. As a rule of-thumb a 1973 16 bit mlnlcomputer can
comfortably simulate a three dimensional aircraft engine
equations three times faster than real time

(G- A. Korn, 1973) if we use_fixed—pointacomputation and

omit fast sub-system such as hydraulic servos.

2.4 Slmulatlon wlth FORTRAN

In discrete?event simulation'theflanguage-used must
enable the sYstem designer to represent“a complex system
conveniently and implement comfortably. The representations .
could 1nvolve such requlrements as solving of equations,
preserving inte;felationsy representing decision logics and
physical characteristics of the system._ The languages
employed vary from Assemhler lauguages throughvthe general

purpose programming ‘languages (FORTRAN PL/1, ALGOL) to the

general purpose Simulation languages (GPSS SIMSCRIPT,.;e

DYNAMO). In PIPSIM (RIver Pollutlon SImulatlon Model), the{w“”'

jgeneral purpose programmlng 1anguage FORTBAN IV uas used asl"

the tool over the avallable general purpose slmulatlom‘f@; e
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.. languages, notably GPSS, for theAfelibwihg reasons:

(@)

(b)

(©)

1

GPSS/360 is avallable only on-larger machlnes'sé ﬁhat

the use of such a language would llmlt the scope»qf

the mbdel Hénd herice "its ~useh:as ﬂa__pool-jfoc"thef'

environmental engineers.

The speed of executlon 1n GBSS tends to decreaSe V1thﬁ"”

the growth of quel,syzeizand- complex1ty,,rand_ as. a .
tool, it is important that-execution be as fast as

possible to make the use of the model.economicel.

It is easier to expand or decrease the 'size of the
model through redimensioning of the appropriate
FOBTRkﬁ' arrays than it would be for a ,wnbvice
programmer ;to use the REALLOCATE‘feature‘in GPSS’to

expand a model progranmed in GPSS.

-

According to. Reitman(1974) the general requirements of

[

a language in the area of simulation may be reduced to four

basic characteristics as follows:

R

-iSherffterg';esultsﬁleThé"3ys£emidesi§ne;'mﬁSt;heﬁewa

' Short—term results; -
'Ablllty of. system to represent the real world-
i ‘Long~term results-f"”

- e § . ) . S e .. A

“"Mﬁﬁfpyt<tesu1?ed~f«-Lﬁxai;:?-"ii’“"’f e

e
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Agood programming baokground in the language before he
can use it for simulation. But FORTRAN, being one of
'ifhe most oommon 1anguages gives less difficulty as far

as background in programming is concerned.

>2. AbllltY of systen to represent real world: Almost

any real- world condltlon could be represented in
LJFORTRAN fhe effort goes up, however w1th complex1ty
.ve.ln -a nonllnear relatlonshlp- h |
'(d)f“vfoglcal 81tuat10ns in the model can be represented
 lw1thout“d1ff1culty. »

(b) Mathematical.capability of the language is
excellent. ‘There are numerous special-purpose
technlques for data smoothlng, and other forms of
data manlpulatlons vhlch are both avallable and
accessible for simulation. — |

(o) Maximum model size is completely under the control
of the prouramner. He can make trade-offs between

storage hierarchy and speed of execution.

3. Long-term results. The most important advantage of
| FORTRAN in'thls aréa 11es 1n 1ts generallty.
':(a),; Documentatlon is under the control of the-
-lnd1v1dual.; There are:- alds 1n the form ofA‘
“cross—reference flles after the ;ndlvldual‘haS';

choroughly Set. up: hlS commentsVny
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Q

(b) Systen desiéners other than the original'model
developer can eaéii& follow the logic arnd détail
of the simulation wiﬁhvlessfeffort.

(<) _vCpmputgrs of differentrmanufacfhrers can use the
same»higher;qrderhlanguagé,program. Usually there
ié go;e requirement for rew&rk;.bﬁf in terms of
tye_téta;_effont in?olved,,this_xou}a be

considered nminor.

4. Effort fe&uifé§;  iess e£f$r£ is fequiped tO'cargy'o%t
the simulation im ‘FORTRAN than”it wauld be for-the
res£ of the Generalderpose programming ard Simuiation
languages. Several programmers can work on the-
simulation model in parallel if the conventiqhs‘
governing the transfer of_dafa‘béfwééﬁfsuyroutigésfare
well planned in advance. In this réspect, é |
simulation program written ir FORTRAN, in modular
fashion, can easily be altered by anyone with a
working knowledge of FORTRAN, and in particular, parts

of the program can be altered without affecting the

whole progranm.

. (The FORTRAN meets all of the above requirements fairly
»well!and'further,jits.use'in this stﬁdy'is'also obvious'from

the TABLE 2.1. , o , .
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. . - - T

The table qhows ‘the" relatlve comparlson (Colella, 1974)

of varlous languages for: the 1mplementat10n of dlscrete

at least it

‘The basis. for these-weights are subjectlve, but

is an attempt to relate. these éonsiderations.

The languages mentioned above are nerely representatlve of

_the vast number that are available. -

In the

with regard-

interpreted

0

1

- gopd._

table, each’langﬁage is giyeh a nﬁmerical‘weight
to:a s?édiff&<consideration.'.The'weiéhts‘ara |
from 0 to S'as fallows. |
- nOt‘applicabie.

- very poor.

- poor.

- fair.

e

5tvéry1gdod;
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.. CHAPTER THREE

' DYNAMIC PROGRAMMING APPROACH FOR OPTIMIZATION

3.1 Introductien . . - Lo B

DYNAMIC,?ROGRhMMING, as ah_optimizing procedure, has
been around for a few years now and perhaps,rthe main reaSOu‘
that it is still‘with‘us arises from_Bellman's inexhaustible_
supply of:examples, both realistic and imaginary, which may
be aualyzed using this approach;~’h more detailed and
'compreheu51ve coverage of dyuamlc programmlng can be foupd
“in Bellman s three .books (1959 1962 1965) where,his"

examples and exercises cover almost every form of

-

‘optlmlzatlon problem.: Dynamlc programmlng 1s a mathematlcal

technlque often useful for maklng a sequence of 1nterrelated

dec151ors._ It prov1des a systematlc procedure for

N

_determlnlng the comblnatlon of dec151ons whlch

max1mlzes/m1n1mlzes overall effectlveness. This method 1s a

general type of approach to problem solv1ng, and the l

1

partlcular equatlons used nust be developed to flt each
1nd1v1dual 51tuatlon. Therefore, a certain degree of

‘1ngeuu1ty and 1n51ght 1nto the general structure of dynamlc

programmlng 1s required-to recognlze when a problem can be

solved by dynamic programmlng procedures, and how it would

" be done.

25
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*ButChes,:Haimens,-and Hall (1969) and Morin-and Esogbuea
(1971) studied the optlmal sequen01ng and schedullng of

water supply pro;ects via dynamic programming, mlnlmlzlng

the present value of the total cost . Nalnls and Haimes

.(1975) expanded the Butcher, Halmes, and Hall (1969) model

for the optimal scheduling of construction of multiple

project, multiple location of water supply systems. - Hall,

Haimes, and Butcher (1972) considered the constructlon of

interim progects with llmlted llfe tlmes, such as

desallratlon plants VLa_dxgamlc programming.

P

Scarato (1969) dlscussed the time- capac1ty expan51on of

water supply systems. 051ng dynamlc programmlng a- pOllCY of"'

»Lexpan51on is determlned to mlnlmlze the Present value: of the-

totdal cost 'Rachford Scarato, and Tchobanoglous (197&)
apply the above method to wastewater treatment plants.

Kaplan and Halmes (1975) have employed the %gnamlc

'fprogrammlng to: determlne the optlmal schedule of expans1ons

of wastewater treatment plant. Some of the shortcomlngs of
the above method are overcone by a method proposed by
Rlordan (1976), where a dynamic programmlng 1s used to
determlne the oétlmal policy of capac1ty expansion,

Rinimizing the present value of the total cost.

Most of the above sources are concerned with water

’supply and waste water treatmeht projects and dynamic

programming was employed to determine:
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1. the eptlmal schedule of expan51on at each plant.
2f-‘the optlmal operating policy. - '
'3, .optlmal allocatlon of computer reglsters.
4. optlmal control of waste water treatment

5. optimal design of_concrete.beams.

In this work a discretized dynamlc Programming is used
to find an optimal quallty control of river water. "The
objectlve functlon is to be mlnlmlzed subjected to the given
total avallable aeration capac1ty. It works best when the
_number of" dec151ons at amny stage is not too large. Under
0
- this condltlon, lt can’ handle a very large number of stages‘

;Hlth comparatlvely little dlfflculty. The phllosophy of a

seguentlal dec151on making in the capacity allocatlon to

. each of the serles of aerators along the ~stream, the

nonllnearltles in the DO sag profile and recurs1ve cost

function, suggest the use of dynamlc programmlng.

3.2 Characteristics of Dynamic Programming

The principai characteristics of'anj problem which is

amenable to, solution by dynanmic Programming are:

\ &

1. ‘The problem can be divided up into stages, with a
policy decision required at each stage. -~
The stream segment under con51deratlon is d1v1ded

”
into N reaches. The system is considered to . be

*



made up of a number of connected segments

(reaches) in which each reach has constant
properties. Reach nodes are, therefore,

estaﬁlished at every major or significant change
in the systen. Significént changes are the
discharge point of a waste 1load, a tributary
joining the system, etc. A long section of a
stream having acceptable uniform properties should
not be divided inEp two or more reaches because of
its length. The policy decision at éach stage

(reach) 1is the amount of aeration V(i) needed for

that particular stage.

Each stage has a number of states associated with

28

it

and. each state corresponds to a possible condition

which the decision variable might take at

particular sfaée.
The state associ;ted with ea* stage is the statse
va;iable, D(i), discretized into M values with
C(s) as its maximum and zero as its minimum value.
In general, the stétes are the various possible
conditions in which the system might find itself
at that stage of the problen. fhe number of
states may be either finite, as in this' case, or

.Q. e = jﬁg’gl

infinite.

any

The effect of the policy decision at each stage is to

R,



transform the current state into a state associated

with the next stage.

The dynamic programming  problems can be

interpreted in terms .of network. Each node would="

correspond5:t§’a‘st5té.' The network would consist
of columns of nodes, with each columrn
corresponding to a stage, so that flow from a node
can go only to a node in the next‘column to the
right. The number assigned as the "distance"
between connected nodes can be interpreted as the
amount of aeration needed to go from one stage to
another. Now, the objective would be to find the
route through the network which minimizes the
amount of aeration, and in turn minimizes the

objective function.

Given the current state, an optimal policy for

the

remaining stages is independent of the policy adopted

in previous stages.
Given the state in which one is currently located,
the optimal aeration capacity ©policy from this
point onward is independent of how we got there.
since;the knowledge of the current state of the
system conveys all of the information about its
previous.behaviour_neCessary for determining the

optimal policy henceforth.
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The solution procedure begins Ly finding the optimal

policy for each state starting from the last stage.

A Trecursive relationship is available which identifies -

the optimal policy for each state with L stages
remaining, given the optimal policy for each state

with n-1 stages to go.

Therefore, finding the optimal policy when
startiny in state s with n sfages to go required
finding the nminimization value of D(n). This
policy would consist of using the value ef D (n)
and thereafter foilowing the optimal policy when

- starting in state D(n) with (n-1) "stages to go.

Using the recursive relationship, the solution
procedure moves backward stage by stage - each time
finding the optimal policy for each state of that

stage - until it finds the optimal policy of N-stage

Systen.

The N-stage optimal policy is found by passing forward

through the systenm.
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3-3 Philosophy of Dymamic Programming Technigue
How does all of the above charac erlstlcs flt 1n with

the river pollutlon problem’ | |

Consider a river basin containing ene najor stream and
several industries and municipalities located adjacent to
the stream as shown in Figure 3.1. The waste diecharged,te
the stream is assumed to be characterized by its BCD. To
meet specified DO standards for the stream as efficiently as
possible, dec151ons have to be made regarding levels of
treatment at each of the N outfalls. It should be apparept
that the river system can be divided into a set of N
discrete reaches or stages with a decision being required at
each as shown in Figure 3.2. It should be noted thet
numerous conditions other than waste diseharge can and
should constitute stage or reach doundaries,
e.g.,significent tributary flows, change in temperature,

change in flow conditions, etc. These cause no difficulty,

however, but will not be considered in this application.

The state of a reach or stage consists of the BOD ‘and

DO entering at the upstrean end of the stagen There are
{ v '
obviously an infinite number of possible states or incoming

]

BOD and DO combinations for each stage. The range of
incoming BOD and DO is divided into discrete values as shown

in Figure 3.3.
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FIGURE 3.1: Schematic Illustrating a Typical River Basin -

-and Waste OQutfalls.
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FIGURE 3.2: ‘
and Waste Outfalls as an N-Stage Process.

e *

Schematic Il1lustrating a Typical River Basin .
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TABLE_3.1: Number of Possible Policies as a Function' of
Number of Stages and Treatment Increments.
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For‘example,'if incoming,BdD could vary from 0 to 26 mg/l3at
stage n one might select te use values of 0, 2, 4, ...... ’
26 mg/i. If incoming DO could vary from 0 to 9 mg/1 at
stage n one mlght use O 1y 2, eecevee, 9 mg/l. This would
jbpesp;t,in j1Q possibLetdiscrete states at stage n. One may
use inerements as small as desired;':It'is aSSumed'that the

BOD and DO entering the upstream is known.

At each stage a decision regarding treatment? must be
made. This can vary from 0 to 9 mg/l. The consequences as
regard cost and quallty must be investigated for the whole
allowable range. As wlth the input BOD, discrete levels are
used, e.qg., 0, 5, 10, ......; 100 mg/1 and DO can vary from

0, 1, 2,,.;.,9 ng/l. Large or smaller increments may be
used. ~The reiationship between number of stages, treatment
increment, and number of possible N- stage pollcles is shown
in Table 3.1. There are an 1nf1n1te number of possible
policies. Simple prellmlnarj screenlng can reduce the
number of possible pdlicies’greatly. Even‘if the reduction
is several orders of magnitude; there would be too many

alternatives to investigate without a dynamic programming =

j,approach. :

Transfer functions are requ1red to determlne the BOD

and DO leav1ng stage n (and enterlng stage n- 1) as a result

2 Amount of aeration required at each Stage.

s



Héf‘being in a gifen sfa{e‘(ihcomihg BOD and DO) and the
. decision fegarding treafmenfvag_shbin in‘Figg?e 3.4. One
may use tfansfer funqtions as cémpléx and realistic as
desired. For this application, the basic StreeteffPhelps

(1925) equations for BOD ahd DO are used.

. . —klt . o . ‘
BOD, = BOD, e o S
k.L ~k.t -k, t - ~k,t o
DO = ¢ - -—tA e oo 2 ) +D, e 2 (3.2)
t s K o- k A _
, 2 i

BOL, , the initial BOD at the top of the stage, is an average
of the incoming BOD (BOD;.) and the BOD discharged (BOCD ;.)
at the outfall: |

v

BOD, = f(BOD;, , BOD ;) (3.3) .
Since BOD is part of the state or input conditions to the
stage and BOD;;, is a_discrete function of the treatment

level. Then one can rewrite the above equation as:
i, :
i

BOD ; = f(state, decision) . (3. 4)

-~
v

Similarly, the DO should ke an. average of the incdming

) .

L0 (DO;_) and the DC inm the waste (DO, _

DO, = £(DO;,, DOy, ' o (3.5)
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'Again;'DOiﬁ 1s part of the state. It is assumed that there

is a negllglble amount of uO (DO -1) :in the Waste.‘ But for

dis

t sake of generallty, the transfer equatlon can te rewrltten

.

as:

— .DQ#'=.f(State} decision) ‘.‘-‘ . t_ (3.6)

[The initial D¢ deficit, Dy s is then:

QA = Cg4 —’DQA‘= f (state, decision)‘ S _(3,7)

Now by suhstrtutlng BOD ~and %_ from eguatlons 3.3 and
3. 7 into. the EOD and DO transfer functlons, equatlons 3.1
and 3 2, the EOD and DO at any p01nt Hlthln a stage is a .,

functien of the . state, or 1nput BOD and DO and the

treatment decision{

" BCD f(state, decision) - - : . (3.8)

' Do

it

f(state, decision) : . :' ',h (3.9)

Ey determlnlg the DO at the Sag2 point, omne may determlne,
for any-state, whether the Do standard has been v101ated as

a result of varlous treatment level dec131ons. if the

'standard is v;olated then any pollcy which 1nclude that

ctate and that de01510n would te lnfea51ble and need not be

consmcered further.

‘2 Defined in Appendix-B
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When Tf equals the time-of-flow in the stage, the

output BOD and DO are given ty:

—lef -
BOD . = BOD, e | -~ (3.10)
k.BOD -k.Tf -k . Tf . -k.Tf
DO = Cc - _.__l_._._é_ (e 1 - a 2 Y + D, e 2 ' (3.11)
out s : . A
kp =k |

Each of these two output components could be components
of the state for the downstrem reach. It should be clear
now that the transfer fhnctions enable one to determine the

#

next state frcm the present state and the decision.

Given a fparticular state or input, BOD and DC, the
'dpti@al policy for the downstream reaches is icdependent of

the upstream decisions that may have lead to this state.

The solution process beéins‘at the dounstream stage
(stage t) and moves upstream. Given all possikle states or
combinations of BOD and DO which couid enter the top of
stage J; one'simply determines the lowest, and most
economical, level of treatment which will prevent a -

'viblation of the DO standard. The treatment level and its

cost are stored with the state for future use.

At stage 2 all possible states or combinations of BOD

and DO entering the top of stage -2 are considered. For each
. . )



40

of,these States, the entirevrange of treatment at stage 2

* must be investigated.o“ The quantity which is’ to be minimizedr
is the_sum of treatment costs at stages 2 and‘1. Selection
of a treatment level at 2 allows one-to know the local cost,
as cost is‘a function of treatment leVel If thevlevel of.
treatment belng considered does not cause a DO standard
v1olat10n in stage 2, %hen the output BOD and DJ are
detegminedl Knowledge of these values enables one to go.to
the appropriate state in stage 1 and retrieve the optimal
1-stage cost. The entire range of treatment levels for each
state of stage 2 1s used, and the level ‘which results in the
least 2-stage cost is the optimal treatment dec1$1on for the
given state of stage 2. - Other possible states of'stage 2
are investigated in a similar manner. For stage 2 (and aii
other upstream stages), the optimal treatment level, the

optimal total cost up through that stage, and the output BOD

and DO are stored for each sState.

Whenlqne reaches stage 3, the information about stage 1
" will not be used directly, as it is incorporatedwin the

2fstage'information. In geﬁeral, all that will be needed at
stage n will be the information . prev1ously obtalned for an \

(n-1) -stage systen.

When the upstrean (Nth) stayge is reached, there will be
only orne possible state as this is an initial-value problem.

For this single state, all treatment decisions will pe
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4

cbnsidered. The quantity being minimiZed being the N
stage 1ocal cost and the: (N-1)—stage optimal cost for the
‘resultlng state or stage (N—1).

The decision at stage N which'yields the minimum total
N—stage cost is then the Nth component D(N) of the N-stage
"optimal policy *D(N).-'The output BOY and DQ_resultiﬁg frdp
the optimal treatment level of stage'N allow one to go. |
directly to the approprite state cf sﬁage‘(N—1) andwselect
the next component *D(N-1) of the N-stage optimal policy.
This 'forward pass' continues until the fi}st stage is

-

reached.

At this p01nt, it would be approprlate to mentlon that
dynamic programming is sxmply an approach to be used in
optimizing serial systens. Dynamic.programming is unlike
linear programmlng in that there is mo sta&pafﬂ mechanical

10 . Y
procedure for structurlng and solv1ng a}gﬁf f@g. + For
examrple, in most real world appllcatlons;§?ﬁ§wmust determlne
N X . ';.J‘M&.’

the form of the recursive relationship. Mnch-Ls left to the

Y

-
1nd1V1dual in applylng the technique successfully.



CHAPTER FOUR

MATHEMATICAL MODEL OF THE SYSTEM

4.1 Introduction

In this chapter, the rationale, concepts, and
mathematical models for the simulation of water quality in a
river system are developed. - Emphasis is placed upon the

theoretical aspects.

" The simulation model is made up of & group of
mathematical equations which are linked together by a
progammed logic. The purpose of the model is to generate a
reasonably accurate representation of the stream flow and
oxygden balance in a river system. The model determines the
mean and standard deviation froﬁ.the historical data for
each waste disposal station. The historical data are daily
gage records from gaging stations located at the top of each
reach. The model simulates quantity of waste flow into the
river system using the mean and standard deviation computed
from historical data for each reacht!. The value of the
simulation ﬁodel depends ta a great extent upon the use of

high-speed digital computer for fast and accurate

! Described in detail in section 5.3. 'Preparation for
Simulation'. -
42
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computations and application of logic. The sbeed of the
computer not only provides the resufts within an acéeptable
time but also reduce materially the costs to obtain the
results. 1In short, the computer is a necessary appurtenance
in the use of the simulation model. For this reason, the
development of models, technigues and logic is made for

direct application of computer methods.

K system 1in whiéh there are several waste dischargers
is considered to be divided into reaches, with continuously
treated or‘untreated waste discharged into it. The reach is
.defined as the stretch of a strean between two dischargers.
The last reach encompasses the rem?inder of the stream fron
the last discharger to the end of the segment under
consideration. The optimal allocation of artificial
aeration equipment along the section is to be determined.
This is done by starting with the Streeper-Phelps model
(1925) and by making appropriate simplifying assumptions
such as constant river coefficients, steady—stafe one
dimensional flow, small effect of second stage biochemical
oxygen demand, negligible dispersion effect and

photosynthesis.



4.2 1Theoretical Model

The first dissolved oxygen model for predicting oxygen
talance in a flowing stream was presented by Streeter and
Fhelps. Fcr the present work, the simple first-order decay
function 1is used for BBD (Q.l)-and the Streeter-Phelps model

is used for DC (4.2).

k.t
dl _ 1 _ )
T = LO e = Lt ‘ (4.1)‘
dc _
3 = k2 (CS - Ct) - let (4.2)

It is evident that any particular solution to equétion
4.1 1is independent of equation 4.2, whereas the solutiocn to
equation 4.2 dependent upon the soluticn to equation 4.1.
That 1s, the BCD profile is independent of the oxygen
profile, but thé oxygen profile depends upon the BOD
profile.

Combining equations 4.1 and 4.2, we have

e - k¢ - kC -k L N
dt 2% 7 Kby Tk Lpe (4.3)
With artificial aerator at point'ti_l and subjected to the

following boundry conditions:
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C - C0 at t=0

C.- C V. at t =

_ %
i i-17 4 _ti—l (4-3)

the DO cgoncentration at any time t is given by the following

Streeter-Phelps equation.

k.t k.t k. L (k,-k )t ‘ k.t
Cee “=c (e ®-1) - -0 e 2 1 "L+ Cytve 2 1y, (4.6)

K -k 0 i

The rate of oxygen absorption, U, by stream water depends on
Lumerous interacting factors, such as water temperature,
flcwu condition, characterstics of water and type of air
applied; According to C'Ccnnor and Dobbins (1956), the rate

0f oxygen supply by an aerator device is represented by

where Kv.is the volumetric abéorption Late coefficient of
oxygen. This derends on the streanm temperature. Morgan and
Bewtra (1960) carried out an exreriment with compressed air
to evaluate KV at 209C and found the value to be 34.88 for
their specific equipment. Then the rate of aftificial
" deration absorption term of Morgan and Bewtra can be
represented as
(t-20)
U = 34.88(1.024) (cS - C)

t ) 1

The following equation is obtained by just rearranging the

P IET W N U S -~
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(Cg~Ce “ = (c-c+ === (e -1 -U Ve (6.7)

\

By introducing the DO deficit instead of DO

concentration, equation (4.7) Lecomes:

~k.t k. L -k.t -k t) -k, (t-t )
- 2 1 2 2 i-1
Dt— DOe + —=-- (e - e ) - Ui V,e (4.8)

This is the governing equation for DO saqg profile along

~a stream with a point aeraticn source at (i-1)

Yor dynamic programming formulation convenience, the

river segment under consideration .is divided into N r=aches,

the i™" reach stretches fronm t;; to t,. The length of
reach equals (ti - tjfl) = Xi (days).; Assume that aerators
2o A, AZ""""’.AN—l are located at 0, 1, 2,....,

i,-.+- N-1l, the top of each of N reaches. For simplicity,
caracifties of'these aerators are éssumed to be equal to the
increment in level of DC needed at those points, they are

¢ V_ eeeeee,V Lo Vo, The Figdre 4.1 gives the schematic

v
1 2 i N
representation of the systen.

N
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Figure 4.1 Schematic representation of the systen.

The DO deficit at any point P within the reach i can be
computed by equation (4.9) where Di—l is the imitial DO
deficit for this reach.

let p 2 0 and p < X; days.

-k.p k.L -k.p -k.p -k,.p
_ 2 17i-1 1 2 2
Pi14p” Pi1® 7 ;':‘;" (e - e ) U, V.oe (4.9)
2 1
Where O 2 p =X

At the end point of this reach, P = Xi , the DO deficit

Lecomes Di .

’ T2 , 1%4 2%
=D 7V 05) e + === (e - e ) (4.10)
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Again from reach to reach the BOD changes. The BGD
concentration at the top of each réach depends on the
quantity of waste qdded at that point. ~Accordingly, the DO
deficit véries. The BéD concentration at the end of the‘

Leach is giveﬁ by

0 i (4.11)

Where Lo is the initial BOD (BODi ) level plus the BOD
n
(BODdis) added at the top of the reach. Substituting

€quation (4.11) into equation (4.10) gives

- e (4.12)

This eguation gives the DO deficit at the end of the
,ith reach. The deficit shéuid‘nof be less than the standard
valuevspecified by the authorities. In order to maintain
the value of DO greater than Or equal to the specified value
(5 mgr1), artlflplal aeration should be prov1ded at the top
Of this reach. .We pust provide aeration to the stream in
such a way that the specified law value (C > Smg/1) shpuld

te maintained for all parts of the stream in that reach. No

distinction is made between day time and night time operation.
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The capacity of aerator located at A can be‘computed

\ .
from equation (4.12), provided that the value of D and D
are specified, and all other constant and coefficients are

giQen, that

1 Vi Ly (4.13)

The above equation gives the amount off aeration needed
to keep the DO level above the specified value in that
reach. Otherwards the capacity of aerators at the top of

the ith reach.



4.3 The

The

. 3, :
Ofjective Functiongnd Constgxgnﬁ§y‘ .

seccnd objective 1is to define the objegtive
\ :

50

(4.14)

function to achieve the artificial aeratidi #¥@irimum cost.
For this aeration problem the mathematical form of the
oy ’ - e .
objective furnction is written as
- -
N 2
z = i—l Wwo(C, - c)t+ W, VL

Where w]_and W2 are weighting factors (Wl > 0, W, >0 and

1 2 -

system.

The

squares of the

level C ..
1

value whenever

2

1) and N i1s the number of aeratogs used in the

'

first term represents the weighted sum of the

specified law value of DO, and the actual DO

‘The objective function should taken on a zero

the specified law value is reached for all

4 :
time. The corresponding value cf Vi would also be zero.

Whenever

ke rositive.

(G = ¢

O, the objective function should always

If Ci < Cl, damaging cost for the environment

is incurred and if Ci > CQ, unnecessarily providing aeration

cost is imposed.

dollars per unit DO level, if any estimation method is

The cbsts can be either the time cost in

available in the literature or the nominal costs used in a

typical objective function in the control problem.

&

-
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The use of weighting factors in the objective egquation
provides the planner a plannlng flex1blllty. For inStance, w
if the designer's main concern is to satisfy the streanm
standard, tken he can select Wl in ;uch a V?Y the ratio
H]_/H2 is a‘iarge nuﬁber or 1f the mainlconcern is the cost
for providing artificial aeration and the water quality is
rermitted to deteriorate at certain points along the strean,
then he can choose W 2such that Hz/%_ is large. Hence by
variing differeht combinations of the values of W, and W

1 2
Erovides the'designer a designing flexibility.

since“ci- Cy) = (gg - CQ) - (%;" %_) = DQ - % ‘ equatioPh

(4.14) can ke expressed in terms of DO deficit, that is oy

Minimize = Z(D,V) = W, (D

v

TMZ
=

2 2 (4.15)
o DO W, v |

Ey employing equation (4.15) the mathematical rodel: of our

problem can ke formulated as follows:

N
Minimize . Z(D,¥) = I W (D,- D)’ + w Vvl (4.16)
v i

-Subjected to:

I. 1Ihe limitatfgi on total available aeration carpacity
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N ) . R
L v, <y a; . A (4.17)
i ] ; .

R
where Y is the available aeration capacity.

2. Physical limitation on DO deficit and aeration cabacity.

0 <D, s<C (1 =1, 2, veveun, N) (4.18)

0 <V, <cC (i =1, 2, ciaven, N) (4.19)

Ey introducing a Lagraﬁge multiplier‘e (€ 2 0), which
has ¥he significance of a price (Bellmah,‘|9§2), thé
‘modified okjective function equation (A.ZO)'with congtraints
(4.21) and (4.22) below is equivélént té %he'original
Froblem (eguation 4. 16, 4.17, 4.18 apnd 4.19) (:verett,

1963), where Y equales g Vi found in theimodified proklem.

N

: N
Minimize Z(D,V) = ° WL(Y~ b.)z + wévi + € I V_ (4.20)
v : =1 N - i=1 *
Subjectes to:
&
J £D,<C , ) (4.21)
i s w .
o < < ' | : .
GV, <C _ (4.22)
Sir the optiral fpolicy of the modified problem is a

function of € , We car find a roper value of € by
interpolaticn to force the optimal policy to satisfy the

level of Y desired in constraint (4.17).
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4.4 Derivatiom of the Becurcence Relation

Once the objective function has been formulated, the
next step 1in the'mathematical'formuiation centers around in

develoring the recurrence relation.

As defined before, t reach of interest is divided
=N B
into N stages where stage i corresponds to the end of reach

i. Let Di be the state variable at stage i, it is the DO
deficit at point t and V be the decision variable at stage
i i . 1 .

1
i, it is the DC increment needed at point i - 1, when D,
. 1

and Ly are specified.
“ The stage transformation equation T can tLe derived fronm

equation (4.10)

D= T(D;.,V,]

or

k, X il -
2% _ kqlge (epmke DXy
i-1" 1 {7 T T (e - 1) (4.24)

The recursive formula is:

= - 2 2 .
ZN(DN,G) Min fw, (@-p)" + Wply HE Vgt iz (D L8} (4.25)

P
2% '

- ASH

With the following cgﬁaitions

J < VN $“CS ) ‘ (4.26)
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0.< D, <C - (4.27)

The objective function for the first stage becomes:

C e 2 2 .
Z](D],G) = Mln W](D] - Dil'.+ w2 Vi-+ 6 V_i (4.28)
i
where
< 4,

0 < v . (4.29)
‘0 <D, <C (4.30)

j s

In equation (4.25) the sukscript N represents the

nunker of stages remaining ip the process; the vector DN

describes the state of the process with N stages remaining;

the function Z (D f is the fiéld from am, N, stage process

N
';ctartlng at state S and emplcylng an optlmal“pollcy, Vn is
the class of all admissible policies or dec151ons

N”¥( N ],G ) is the yield during the flrst stage:of the N

stage process and depends apon deClSlon ‘{ Mathematically,

T

we ﬁave said, i1f one kncws the lmmed{Fte.éffect of a
decision over the next time interval_énd}the long-range-
effect.from the end of that time intg;val until the end of
the process, then one knows the effect of that décisiqn from

the present until the end of the‘pfocess. Ihig is precisely

the total return over'tbe process.
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«  CHAPTER FIVE -

APPLICATION,LTO NORTH SASKATCHEWAN RIVER ’

L .
. - ) -~

5.1 Introduction.

&/
»

The simulation model, including the data generator, was

applied to the North Saskatchewan Rivervnéa: Ed@Onton)

‘Alberta, Canada.  This river holds an wnique’ position among

the major rivers on the North American continent in that, as
a major source of water sﬁpply and as a:receiver of

municipal and industrial waste water (Figure 5.1), it is

‘completely frozen over during the wintef,for a periods’

averaging five months. During thiéjperiod of ice cogér,
minimum dischdrges also otcur ih thé river.

During éhe winter of 1955-56, the DO_level 100 miles
downstream from Edmonton was zero (Figure 5.2). This led to
an attempt>to artificially aerate the river (Department of
Public health, 1956). With the cooperation of the city of
Edmonton and the Provincial Department of Public Works, the

Sanitary Engineering Division of the Department of Public

Health,.setiup_an'air compressor system near Redwater,

Alberta in ‘an attempt to artificially raise the dissolved
oxygen levels in the'river.' The operation continued for
eighteen days, at which time, melting conditions made it

neceSsary to remove equipment from the ice. During the

58
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FIGURE 5.1: Map of North Saskatchewan River in Alberta
and Waste Qutfalls on the River Banks.
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continuous operation, a raise of only 0.25 mgs/1l in dissolved
oxygen (DO) level was observed immediately downstream fronm
the aeration system. No increase ig DO was observed further
downstrean. ‘Fhis led to the introductibn, by the Alberta
Division of Envirormental Health Setvices, of stringent
control of all 'wastes discharged to the river. As a result
of this pollution abatement program, improved dissolyed
oxygen levels have been maintained in the river. This has
been brought about by the construction of the primary
treatment section of a new seﬁage treatment plant, augmented
in 1957 by the use of secohdary treatment facilities at this
plant. In 361, Braiéau Dam was constructed to provide
storage for winter release to improve water gualit- curing
winter months. 1In T965, sewade lagoons were constructed for
winter storage for meat packing plant wastes and some
domegtic sewage. The use of these lagoons, sewage treatment
plant, and low flow augmentation dam have further reduced

the waste loading on the river.
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5.2 River FPlow and Its Usage

The North Saskatchewan River is characterized not only
by its relatively long period of ice cdver but a¥so by the
wide variation between maximum and minimum daily flows.
Th}s is shown in Figure 5.3a, 5.3b and Table 5.1. Due to
this broad variation in flow and continuous constant” daily
waste discharge into the river system makes it difficult to
maintain the quality of water throughout the year. This
urcertainity in river condition is an ideal problem for

investigation by simulation.

Further, this river serves as a source of water supply
for domestic consumption, agricultural and manufacturing
\
processes and as a receiver and carrier of domestic and

industrial wastes. Table 5.2 lists the major users of the

river in the province of Alberta.

Because of its large population and industrial complex,
the city of Edmonton is the source of major pollution load
to the North Saskatchewan River in Alberta. The main source

is the domestic sewage effluents fro@ the main and No.3

) .
sewage treatment plants.

A series of sewage lagoons™are located 16 miles

downsteram from the low level bridge at Edmonton. These

)

lagoons receive domestic and meat packing house wastes fromn
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the northeast section of the city and domestic wastes from
the hamlet of Sherwood Park, is one of the major users of

this river.

The Edmonton industrial complex, consisting mainly. of
the petroleuﬁ and chemical industries, use the North
Saskatchewan River as a source for water supply, cooling
process and as a receiver of industrial vaste effluents. 1In
the past, these industrial wastes have been the main cause

of taste and odor problems found downstream from Edmonton.

(1
Recreational use of&the North Saskatchewan River in

Alberta is restricﬁyd to boating and some sport fishing.
There is no commercial fishing undertaken in this river in

Alberta.

heY



(Information from the Federal Water Resources

YEAR

1911
1512
1913
1914
1915

1916
1917
1918
1919
1920

1921
1922
1923
1924
1925

1926
1927
1928
1929
1930

~1931
1932
1933
1934
1935

1936

1937
1938
1939
1940

Maximum in-

Maximum

stantaneous daily -

discharge

c.

f. s.

204500

61600

27400
28600
99600
27600
77000

233900

discharge
c. f. s.

51442
74100
32600
61740

164000

53800
65587
35347
19885
57220

24888 |,
25760
84100
27500
75800

58700
40400
61200
38100
23700

39200
66000
34400
28100
46300

40400
31500
40000
30200
35700

of

Date
maximum
daily
discharge
Jul. 3
Jul. 10
Aug. 15
Jun. 9
Jun. 29
Jun. 22
May 18
Jun. 16
Jun. 24
May 10
May 23
Aug. 18
Jun. 25
Jul.5-6
Aug. 18
Sep. 4
Jun. 29
Jul. 7
Jun. 5
Jul. 17
Jul. 2
Jun. 4
Jun. 19
Jun. 1
Jul. 11
Apr. 19
Jul. 17
Jul. 4
Jun. 28
Apr. 18

Minimum
daily
discharge
c. £. s.

984
1662
1210

650

700

950
1100
960
688
895

800
380
540
760
538

1140
1290
1330
365
952

700
865
796
500
406

485
480
682
1030
220

63

Branch)
Date of
minimum
daily
discharge
Nov. 12
Mar. 25
AP, 6
Dec. 24-26
Dec. 15
Mar. 4
Feb. 22
D.12-Fe. 20
Mar. 4
Dec. 4
Dec. ‘23
Nov. 25
D.12,J3.11
Jan. 24
Feb. 26
Jan. 19-31
Dec. 16-18
Nov. 13
J.19-F.2
J.16-F.14
Mar. 1o
Mar. 14
Dec. 13
Mar. 2
Jan. 3
Apr. 4
D.23,J.3
Feb. 4,14
Mar. 3-=5
Jan. 1



(Cont. TABLE 5.1)

YEAR Maximum in- Maximum Date of Minimum Date of
stantaneous daily max ioum daily minimum
discharge discharge dai&% discharge daily
c. £. s. €. £. s. discharge c. f. s. discharge

1941 26720 Jun. 28 548 Nov. 17

1942 43960 42250 Jul. 14 583 Nov. 26

1943 44020 Apr. 12 1080 Feb.10-13

1944 125900 121970 Jun. 16 551 Novw. 22

1945 25060 24300 Jun. 1 724 Nov. 30

1546 44760 Jun. 24 1300 Feb. 8

1947 28600 Jun. 13 602 Nov. 27

1948 66620 65440 May 25 1140 Feb. 12

1949 \ 32680 Jul. 22 730 . Dec. 14

1950 53720 50330  Jun. 17 430 Dec. 13

1951 40980 39020 May 3 624 tlov. 25

1952 132000 125000 Jun. 25 1030 " Dec. 23

1953 45800 443800 Jun. 5 652 = Nov. 26

1954 118400 106600 Jun. 8 833 Apr. 8

1955 32020 - 30380 Jun. 15 1040 Jar. 5

1956 26600 2546¢C Jun. 7 580 Necv. 20

1957 233890 21780 Jun. 11 506 Dec. 13

1958 52130 ° 49890 Jul. 1 1180 Jan. 7-8:

1959 51740 46140 Jan. 29 598 Dec. 14

1960 38810 36830 Jul. 3 640 Nov. 20

€« -

1961 30100 27210 Jul. 31 700 Nov. 30

1962 28500 27000 Aug. 6 575 Nov. 28

1963 39900 37100 Jul. 18 1330 Jan. 2

1964 49700 47600 Jun. 21 1350 Nov. 25

1965 95300 91600 Jun. 29 1070 Dec. 1

1966 57800 Jul. 6 2280 Dec. 15

1967 51200 Jul. 9 1500 Dec. 7

1968 50769 43580 Aug. 9 1820 ‘Dec. 20

1969 57209 Jyn. 18 1097 Nov. 27

1970 93124 80563 Jul. 10 2100 Nov. 8



ABLE 5.2

MAJOR USERS OF THE NORTH SASKATCHEWAN RIVLR

(Information supplied by the Alberta
Department of Public Health)

Town of Rocky mountain

Town of Dréyton Valley
Town of Devon
Imperial oil - Devon

City of Edmonton

Edmonton Industries:

Canadian Industries Ltd.
TEXACO

Building Products Ltd.

S & L oil Ltd.,

Union Carbide,

Gulf 0il canada Ltd.,
Uniroyal Ltd.,

Imperial 0il Ltd.

McColl Frontenac 2il Co.
British American 0il Co.
Chemcell Ltg.

P

County of Strath€ona

City of Edmonton Lagoons:

Alberta Hospital - Oliver
Sherwvood park

Edmonton meat packing
plants.

Town of Fort saskatch%wan

Sherritt Gordon Mines Ltd.

Dow Chemical Ltd.

Water supply & sewage disposal.

Water supply & sewage disposal.
Water supply &€ sewage disposal.
Industrial waste disposal.
Water supply, séwage disposal,
snow dumping & thermal

discharge fror power plant.
» ;

Water supply and
Industrial waste disposal.

)

Municipal Sewage disposal.

Domestic & Industrial
Waste storage for disposal
in summer months.

Municipa%ﬁSewage disposal

Water supply and
waste water disposal.



Xcont.

Users
Town of Redwater
Imperial 0il - Redwater

Western Chemicals Ltd.
Duverney.

Town of Elk Point

Canadian salt Co. Ltd.
Lindbergq.

4

66

s

TABLE 5.2)

Water
waste

Purpose of Use

supply and

water disposal.

Industrial waSte,disposal.

Water
Waste

water
waste

Water
waste

supply and .
water disrosal.

supply and
water disposal.

supply and
water disposal.
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.3 - Preparation for Simulation -

The river flow simulation requires a long and
continuous record of several Years of river flow data.
Further, the river system under corsideration may be stated

~as follows for dynamic programming convenience.

The first step 1s to discretize the strean system/by
dividing it into Eeache;.a The system is consider‘to be nade
up of a numker of connected segments in which each segment
bhas constant rroperties. Reach nodes are-therefore
establighed at every major’waste discharge point or

significant change in the system.r Significant changes are

the tributary flows, changes in flow conditions, etc.

The segmen£ of the river conéidered in this work is
about 200 miles long. This segmept is dividedﬁinto 24 (N)
reaches as shown in Figure 5.u.’ Thé ithreach stretches from
tj_1to ty. The time of ttavél in each reach depends’on the
velocity and other hydraulic constants. The time or the
length of a recah is equal to (41— t;) = Xy days, time
expressed in length. Assume that aerators |
'AO Y- LY ,.....,AN_l are located at 0,1,2,....,N-1, the
top of each of N réaches. For simplicity the cap&city of

these aerators are assumed to Le equal to the increment im

the level of DO needed at tuose points, they are Vi,

Yo eeea, Wy
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\
DISTANCE  DISPOSAL LENGTH QF REACHES  TYPE OF WASTE DISTANCE
IN MILES  STATIONS DIS QIARGED IN _DAYS
_ MILES DAYS -
0.0 EDMONTON DOMES. + INDUST. WASTE 0 DAYS
7.6 wiles | .63 pavs®
$.6 CLOVER mAR 3 DOMES. + INDUST. WASTE .63
8.0 i .67
13.6 LAGOONS . 3 INDUSTRIAL WASTE 1.3
7.3 4.6l .
22.9 FORT SASKATCHWAN : DOMES. + INDUST. WASTE 1.91
28.1 SHERRITT GORDON 3.2 1 -43 DOMES. + INDUST. WASTE . 2.34
32.5 STUBGEON RIVER 4.4 f 30 RIVER FLOW 2.64
6.2 4 .51 X
38.7 VINCA : DOMES. + INDUST. WASTE  3.15
41,9 TOWN OF REIMATER  J.7 T 17 DOMES. + INDUST. WASTE . 3.42-
4664 ELDORENA 4.5 J DOMESTIC WASTE 3.72
9.6 E .80 .
56.0 WASEATENAU q DOMES, + INDUST. WASTE  4.53
7.3 |61 . o
63.3 WARSPITE : DOMESTIC WASTE 5.14
9.9 .83 '
73.2  PARAN . - __ DOMESTIC WASTE 5.97
: 8.0 H 63 '
8l.2 WHITE-EARTH CREEX : TRIBUTARY 6.6
8.3 i 20
89.5 SHANDRO : DOMESTIC WASTE 7.3
9.6 | 80
99.1 DESJARLAIS X DOMESTIC WASTE 3.1
17.0 142
116.1 DUVERNAY . DOMES, + INDUST. WASTE .52
10.8 4 .83 ’
126.9 BEAUVALLON - DOMESTIC WASTE 10.35
8.0 Hoes '
134.9 MYRNAM o DOMESTIC WASTE 11.02
, 9.6 - .80 »
144.5 HOPKINS : DOMESTIC WASTE 11.82
6.1 ¥ : ;
150.6 ELK POINT - 30 DOMES. + INDUST. WASTE 12.12
10.6 ol .88 . v
161.2. LINDBERGH : DOMES. + INDUST, WASTE 13,2
. 8.9 ; 75 . .
170.1 REXHSBERRHM : DOMESTIC WASTE 13.95
11.5 95 .
181.6 LEA PARK : DOMESTIC WASTE 14.9
‘ . 13.1
194.7 FORBESVILLE : DOMESTIC WASTE 16.0
: 6.3 :
201.0 LLOYDMINSTER A ALBERTA-SASK. BORDER 16,5

FIGURE 5.4:

Schémat#c ITlustrating the North Saskatchewan River
Division of Reaches, Length of Reaches, Type of Waste
Discharged, Distance Downstream from Edmonton. -
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There is no real reason to limit the number of reaches
except to meet a constraint on machine storage. The program,’
coding in this simulation model is, for this reason, limpted

to 24 reaches which should be adequate for most qualit

control studies.

The ne#t step is the numbering of the reaches.

Although an initial computational sequence 1is included in
‘the moéel, and numbering hay be in any pattern. “For dynamic
programming application it is most convenient to start
numbering at the downstream end and number consecutively.
Then, continue numberiﬂg upstréam on each reach, starting
with the downstream most reach, until ali reaches are
nunbered. The numbers should be consecutive, 1, ‘2,

3, --~— N for N reaches in the systen.

- ‘The basis for this simulation of the stream flcws is an
historical record of fifty years daily strean flow data. TIn
the simulation, river flow data are gererated in a manner
suchzthat the statistical properties of therhistorical data
are Pfeserved. It is desirable to have a long .and
continuous fécord of several years of data. fhe primary
source of streamflow data is from the Federal Water
Resources Department, Edmonton branch. This data is stored
on magnetic tape and is processed turther for use in

simulation
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The model used in this woik was developed specifically
for generating fiows at each stations. The historical data
are dailyugage records from gaging stations in the river
basin, *®ach covering an identical period. The data aie
checked, missing data are filled and monthly averages are
computed by én auxiliary program called CHKDATA

(Appendix—-A).

The transformed historical monthly gage data are

J

analyzed statistically to determine the mear and standard
deviation. This mean and standard deviation computeo fro;
historical data for waste disposal station. i is used to
51mulgte the rate of waste flow into the system at staée i
ia=1, 2, ————-, N 2“). The river flows and vaste flows
from each stations were_generated by raking a linear
transformation. The objective is to maintain the

statistical appearance of the historical data in generating

the synthetic data.
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5.4 Simulation Model Qperation

The simulation model is actually two simulation models.
The first model, CHKDATA, is designed to read daily raw
streamflow data. It then computes monthly averages for each
reach. The monthly averages computed by CHKDATA will be an
input to the second model, RIPSIM. This nodel simulates the
riverflow and quantity of waste discharged at each reach.
Then 1t calls the subroutine OPTMOD, to optimize the amount
of aegation required at the top of ecah reach to maintain
waterAquality. The two programs can be run operated
together regqdires considerable cdmputer capacity (42500
bytes). Generally, it is convenient to run the CHKDATA
separately, storing the output on magnetic tape (or disk).

This output then becomes input to the simulation progranm.

The.simulation program requires inputs of gage”data;
reaéh designations, location, length of each reach, initial
BOD and DO deficit, minimum DO value and the rate of wasfe
flow into each reach. The érogram escaplishes the
cémpqtational sequence and sets up the weight matrix by
computing the aeration cost for the discretized DO values.
Simulation begins at the downstream end and proceeds, reach
by reach, upstrean, Eomputing the -BOD concentrations, DO
deficit, at»the upstreanm and\downstreaﬂ ends of each reach
and checks for a deficit stationary point within the reach

-

under consideration. The maximum value of the deficit in

»
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that reach is subtracted from the DO Saturation value (Cs)
to obtain the minimum DO concentration, which is compared to
the standard. A value less than the standard results in an
indicated violation. The program outputs the violation DO
value, reach number and the time, the violation occured. To
avoid this violation the optimization progranm, OPTMOD,
compute the amount of aeration required at zhe top of that

reach.

In the actual program constraint (4.19) was checked at
each stage by two IF statements to force thé‘aeration’
capacity V(i,j,k)S to satisfy the constraint (&.19) in the

following ways:

If Vv(i,j,k) was larger than Cs, then set it equal td
Cs, if it is less than zero, then a very lar;e cost is
assigned. This negative aeration capacity will definitely
not constitute an optimal policy due to its very large cost.
Constraint (4.18) can be relaxed by defining a feasible
region for the state vqriable (0 to 9mg/1). In this .
feasible region, the state variable will be discretized into
M {(M=11) values with Cs!as its maximup and zero as its

minimum value.

S Defined in Appendix-A, section A2.4 *Dictionary of
Variables?'.
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Tc £ art the algorithm, the number of aerators are
assume. to be equal to the number of stages N. At each
stage 2 decision regarding the amount of aeration must be

LS

made. The amount of aeration vary from 0 to 9mg/1 in this

case.

At any stage i each one of the M discretized states
D(i,k) is coming from any one of the M discretized states
D(i-1,j) of stage i-1 by a corresponding aeration with
capacity,V(i,j,k)'to each K and subsequently there are M
total cost values Z(i,j,k)‘for each K. Among the M cost
values for a particular K*, the minimum‘cos;@@gd)fhe state

s . S
position j* which gives the minimum total ¢&St for this
particular K* are stored. We store such M minimum cost
values corresponding to K*x = 1, 2, 3, --—=--- M at stage 1i.
At the final stage N, we pick up the minimum of those M
minimum cost values from a pérticular position *K (K* and *K

are different, where *K is the minimum of K* values) which

is the minimum total cost of the whole systen.

By tracing forward the corresponding state positions
which eventuélly give the final state position *K at every
next stage. This gives the optimal policy for that selected
€ value. If this optimal policy satisfy the constraint
(4.17), then it is the optimal policy for the original
problen, equations (4.12) and (4.16) to (4.19). If not, the

value of € is modified and the whole procedure is repeated;
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A new unconstrained minimization System, equations (4.20) to
(4.22) is‘Formed whenever a new nonnegative € is used. If
an unconstrained minimum of this néw System can be found to
be Z* and the total aeration capacity used in achieving this
optimal solution to be ¥*, then by the Everett'- theoren
(Everett III 1963) this solution is a solution to the
original problem, equations (4.12) and (4.16) to (u.19h,
except Y* is used inst;ad of Y in equation (4.17) . Hence by
S¥veeping through a set of € values to solve a spectrum of
problems, total available aeration capacities and their

corresponding optimal policies are produced in the course of

solution.

"Instead of assigning a fixed value to the total
available aeration capacity Y, 17 different values for €
were assigned over the ‘range beétween zero and one hundred

and then solved each of the 17 unconstrained problenms.

Thé entire process can be considered as a learning
device. Each value of € Yields a certain amount of
information about the system response. This information is
considered for the feedback to the simulator and the
simulator generates furfhe7 action and the cycle is
Tepeated. This process is continued until an acceptable
solution is obtained. The existance of optimafrvalue for an

objectiye function is assured by the algorithm, since all

'possible ways. have been evaluated and compared by the
&

~
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algorithm. For this application, there are 2& stages with
11 Aiscretized states at each stage and the dynaﬁic
programming algorithm find the optimum value out of all 1124
possible aeration policies in just 1.89 seconds for a given

value of weighting factor and Lagrange multiplier.
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?his study primarily examines a relatively small set of

clear management plans, Qach somewhat flexible to possible

/

/ .
changes in future conditions. #In terms of dissolved oxygen

content, the objective‘is achieved when the deficit is kept
consistentlj equal” to or close to the acceptable ;imit.
Generally, this maximum allowable deficit is prescribed by
Some regglatory\igency. Hence, a system vwould be called
good if the critical deficit continually approaéhed this

5 .
limit, but never yexceeded it. Whenever the water quality

ey o
e

goes below the specified limit, then aeratign should bé
provided to keep the water guality above the limit. Now the
objective is to minimizé the total quaﬂtity of aeration
suﬁplied to mainta wvater quality. In.this context the
results indicates considerable promise for the use of
dyramic progrdmming to achieve the specified water quality

standardx

..-'\ i t

»

The;Figuré 5.5 and 5:6 are the initial profiles of DO
and BOD ;oncentration for different .amount of pollution load
without art;ficial aeration. This profiles are obtained by
50{;%n§.e§ua£ions 4.1'and 4.2 with initial boundary
anditions.ﬁ FigureﬂS;? through‘5.11 shows a typical optimal
aeration capacity'allocation poliqy and thg corrésponding DO

bsag profile .for the case € equal-to 0.1, weighting factors

W1 = 0.9 and W2 = 0.1 and for different quantities of
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pollution load. The solid 1line gives the DO sag profile

without artificial aeration.

In order to show the effects of varicus weighting
factors on the optimal policy, the following five sets of
weighting factors have been tested to each of 17 different

values of €.
(W1,H2) = (.9,.1), (.7,.3), (-5,.5), (.3,.7). (-1,.9)

Figure 5.7 shows a typical optimal aeration capacity
allocation policy and the corresponding DO sag profile for
the case of € equal to 0.1 and weighting factors W1 = 0.9
and W2 = 0.1. 1In Figure 5.7 the solid 1line gives the DO sag
profile without using artificial aeration. The total
available aeration cépacities corresbonding‘to different
values of € and weighiing factors are given in TABLE 5.3.

By using the resuits of TABLE 5.3, Fiqgure 5. 12 was plotted
to illustrate the typical relatioﬁship between the total

. <
available aeration capacity ard different values of €.

As mentioned before, the main concern of the‘dynamic
programming approach, therefore, is to show how artificial
instream aeration can be optimized so as to minimize the
relative cosfrbf design and operation for several competing
design criteria. With this in view the following resuylts

were observed.

¥
/

{
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TABLE 5.3. ;he Total Available Aeration Capacities
Corresponding to Different Values of €
and Weighting Pactors
e W1=0.9 W1=0.7 W1=0.5 W1=0.3 ¥1=0.1
100 5.76 5.76 5.76 5.76 5.76
12 5.76 5.76 "5.76 5.76 5. 76
10 5.76 5.76 5.76 5.76 5.76
8 5.76 5.76 5.76 5.76 5.76
.
6 5.76 5.76 5.76 5.76 5.76
4 5.76 5.76 5.76 5.76 5.76
2 6.u45 * 6.12 5.76 5.78 5.78
1 6.73 6.46 6.26 5.78 5.78
0.8 6.75 ,‘5.52 6.33 5.85 5.78
0.6 6.95 65.73 6. 46 5.97 5.78
0.4 7.17 €.97 slus 6. 12 5.78
0.2 7.35 7.08 6. 8€ 6. 28 5.78
0.1 7.35 7.15 6.99 6.31 5.79
0.01 7.35 )7-22 7.04 6.59 5.83
0.001 7.35 7.22 7.06 6.61 5.83
0.0001  7.35 7.22 7.06 6.61 5. 83
0.0 7.35 7.22 7.06 6.61 5.83
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The amount of aeration required to maintain the
specif}ed water quality.stahdard increases with
in¢reasing waste'éisqharge (Figures 5.7 to 5.11).° For
a stream with a BOD concehtration of less tﬁan 10
ng/1, the}DO conteht of the whole Stream remains above
5 ng/1 aga thus no aeration is required (Figure 5.10).
However, if the BOD: level is ralsed beyond 20 mg/1,

artlflclcal aeratlon is needed (Flgures 5.7, 5.8, 5.9

and 5.11) .

Since W1 and W2 are relative weighting factors, the

cost fuhetiqn Z constitute a relative.cost ip
optimization. The dimension of 7 is 'dollars' or
éimensionleés; depending on how one interprets W1 and
W2. 1In any event the numeric values of Z computed are
proportlonal to the true cost in optlmlzatlon.
Further, higher ratio of wWi1/k2 gives a better DO sag
profile in meeting the strean standard for a given
value'of €, and ome can eventually get Dolsag profile
which is cohplexely below the given stream standard by.
choosing d very large W1/W2 ratio and a proper €
value. DO sag profiles below the st;eam standard have
been observed when € is less than 2 and W1/W2 is set
to 9. This shows that the method can be applied to a
pollution control problem in which the stream standarg
is required to be satisfied. In adaition, the method

can also be used in a preliminary analysis, since bj,
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varylng the values of €, dlfferent comblnatlons of the

total aeratlon capac1ty used and the resirlting DO

Sg??lle can be obtained. )

The optiaal tqtai aeration capacity.inereases with
descreasing e-Qalue.r'Thisvfact is clearly depicted by
either Figure;§.12ror TABLE 5. 3; As stated before the
lagrange multlpller € has the meaning of price, large
value of € means a higher cost for allocating an unit
aeration eapacity into the system. 'The amount of
total aeratlon capacity w1ll increase v1th value of €
goes down (F}gure 5.12) . The rate of increase will
decrease.gradually. The maximum capaéity'is attained
when € equals to zero. This is the llmltlng case 1n
which there is no- 11m1tatlon OR the total avallable

aeration capac1ty.

5

/

i

L
‘The optimal total aeration capacity decreases with the

increasinguweighting factor, W2, this implies that if

e
the aeratlon costs are weighted more~and more heav11y,

4

the total avallable aeratlen capac1ty will decreases.

i

This fact can be’ observed from TABLE 5 3.
4

{

There exists a certain range for the total available

gration capacity with respect to tﬁe'change‘of €,
_ J N
. » ; o v ‘
":Sshggﬁth' range, any-chang% in €, will not affect

¥ \\,

IS
[y

theuamount}of total resource. A near optimal;policy

1

r
T
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can be obtained within the gap by an approximation

technique (Everett ITT 1963). Figure 5.12 démonstrate

thq% the range beglns approximately when € bébomes

greater than four.
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CHAPTER SIX

NCLU SION

e

One of the. problems in rlver pollutlon control 1s to

N

flnd an acseptable condltlon cost ‘Telation "so that agreement

can be reached and the necéssary control establlshed. In

*

this paper an attempt is made. to bulld a model of the system.

‘Wh1Ch reveal certaln salient features of the system. The
\méln demand is for interaction between water pollution S
engineer and the computer, so that t he englneer may malntaln
overall control and evaluate the system over intermediate

results to modify the parameters if he de51res. -

The'method of analysis presented herein is a
significant departure from the traditional methods for river
pollution control " In current practlce, it is customary to
go for either a low flo; augmentatlon dams or the enhanced
in-plant treatment. The enhanced 1n—plant‘treatment is
w1de1y used nowadays- however, 1ts 1nflex1b111ty and 1ts
relatlvely high cost do not necessarlly make it the best
method for waste abatement. The low-flow augmentation
reservoir is_expemslme and.further, it is mbt possible in
certaln situations. Artificial aeration, though still in
the stage of developmént, offers many special advantages.

' The use of lagrange multiplier. in the solution of

90
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-
allocating limited resources allows the original
constrainted optimization problem to be simplified to an
unconstrained one. In general dif\ferent values-of € lead

Q
to different total avallable aeration capag}tles, hence one

can find all p0551ble available capacities and its
corresponding optimal allocatlon pollcy by changlng the
value of € successively over a wide range.’ Then a

parametric curve for_ the-total ilable aeration capacity

S
with fespébt'to € can be plorted,%or a given range of
poilution value.  Once a total aeration capacity is selected
"based on the budget; one can find the cerresponding € value
using Figure 5.12. By utilizing this value of € in the
modlfled system,‘oquatlons 4.16 to 4.19, one can find the

optrmab allocation policy for the given .aeration capacity by

solving the discretizedldynamic programming algorithm.

The use of a dynamic programming algorithm in this
vnonlinear optimization problem is very efficient in
obtaining the optimal policy fer the given éerarion
capdcity. Computational efforr is the limiting facror in
the size‘ef the problenm that can be handled, that ie; the
numper of discretized states chosen depends on the computer
time and storage available. Most of the computational
effort is involved in the evaluation of objective function.
For a given number of stages(N) the number of tipes the
objective fuhction'te be solved is directly proportional to

the numbter of states‘in each stages. That is, doubling the
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rumber of states will approximately double the computational
effort. In this example there were 2 stages with f1
dlscretlzed states at each stage and the dynamlc programhlng
algorlthm find the optimum value out of all 1124 possible ’

aeratlon policies in just 1.89 seconds fors a given value of -

weighting factors and lagrange multiplier.

The existance of optimal value for on ob]ectlve .
function of the dlscretlzed type variable is assumed by the
algorlthm itself, since all possible ways have been evaluted
'and compared by the algorithm. Phllosophlcally speaking, it
is generally impracticable to implement the entlre optimal -~
solution in practice; in fact it is seldom necessary tb do . //’
this, This- optlmal control solution can serve a very sefur/)
purpose, however, in establishing llmlts of performance \hdw

relative cost. It is perhaps even more useful in comparing

the optimal design policy with several competing suboptimal

>~
.

designs.

The model describéd in this work is limited te those !
needed to demonstrate the general utility of éynamic
programming approach to river pellution control. Due'tp.the
comprehensive natutre of the model and its flexible
procedures, many. other input-output studies are possible.

The model is 1nherently quite flex1hle, and any or, all of -
the relatlonshlps may be modified without changing the

dynamic programming methodology.

HEAN
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It is emphasized that the choosen relationships ‘are not -
necessarily the best for every day and every season. But °
the concept of dynanmic programming approach for the,contrpl

of river pollution .is most sij“‘yicant'in this'paper;

Methodology such as the one JESMithor has developed is

“useful fof the present, only at an elementary stage. Much

research is needed before its use could become practicable.
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APPENDIX-A

USER'S MANUAL

The material contained %n this appendix is intended for
those making the detailed preéération for the use of
CHKDATA, RIPSIM (glve; Pollution SImulation Model) and
OPTMOD (QPTmization MODel). This appendix has been prepared
in sufficient detail to serve as a manual for guidance in
the preparation Qf program inputs and control statements.

The information 1s separated into program components and

each comp?ﬁ%nt is described in the following pages.
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PROGRAM RELATIONSHIP "

: CHRDATA
MAKE DECLARATIONS, READ CONTROL
DATA, READ RAW DATA, EDIT & FILL
MISSING DA%@, COMPITE MEAN &
STANDARD DEVIATION FOR EACH MONTH

OUTP0T RELEVANT DATA FOR RIPSIM.

EIPSIN
MAKE DECLARATIONS, SET UP COMMON
BLOCKS, EKEAD CCNTROL DATA, SET
UP SEQURNCE OF REACH NUMBERS, READ
LENGTH OF REACHES, TEMPERATURE
CONSTANTS, CALL VARIOTJS SUBROUTINES.

SIMULATE -RIVER FLOW, INITIAL 'BOD!
AND 'DO' ENTERING THE FIRST RFACH.
SIMULATE QUANTITY OF WASTE & QUANTITY
OF DISSOLVED OXYGEN IN THE WASTE.

DO THIS FOR ALL REACHES

STBROUTINE OPTMOD

COMPUTE TEMPERATURE, TIME OF FLOW IN
THE REACH, WATER QUALITY AND AMOUNT
OF ARTIFICIAL AERATION NECESSARY

AT REACH I. DO THIS FOR ALL REACHES.
OUTPUT TOTAL AVAILABLE AERATION
CAPACITIES AND THE CORRESPONDING
OPTIMAL AERATION AT EACH REACH.
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A1.71 CHKDATA - Stream Flow Data Edit Program

Purpose: The CHKDATA program is designed to read daily raw
streamflow data of the type available from the Federal Water
Ré€sources Brandﬁ, Edmonton, Alberta,. fof théir stream gaging
stations and to prepare these data for use in sSynthetic
Streamflow data generator. The prograh reads the raw data
from magnetic tape; checking as it does so to ensure that
the dita being read are in the pProper sequence, for thex

proper station and for the Years of record desired.

When all desired rav data for one month have teen read in
the proper order, the program searches for missing data. TIf
more than one month of consecutive data are missing, the
Program calls exit and the operator must reschedule tﬁe data
Sequence to remove that period from use. TIf fewer than one
month of data are missing, the_program fills the missing.
daga So that the output is a bompléte set of daily

/

'\ .
streamflow records.

Missing data are fillegd by noting the day of the month angd
year of the missing data item and its Station number. Then
a mean of all other days of that month data item
corresponding to the ;ne which is missing is computed. The
mean of mean and standard déviation for that month are

computed from these data itens and ther the nissing item is

computed according to the formula:



0(i) = mean(i) + std(i) * r(i)

Where

Q (1) = the computed missing data.item.

mean(i)‘ = the mean of all data available

) corresponding to that month.

std (1) = thé standard deviation of all daEa;
available corresponding té the month aﬂd
station of the missing data item.

¥ rC(d) = a standard normal random.déviate.

éaving read, editeé and filled the missing ddta, the progranm
then computes and outputé the ‘mean flow and st&ndard
de?iaéion for that month. There are 12 means and 12
standard déviatio?s for each station. These means and
standard deviafions are used ih the synthetic data

generator.
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A1.2 Proqram Components

—

The CHKﬁATA program consisfts of the subroutines, listed with

theirnlengths in bytes, as \follows:

&

CHKDATA MAIN -—-—- 10510 _ AVE -——— 706
INPUT - 1288 @ RAN ---- 832
INCARD ~  —=-m- BRTTT I RANDU -- 448
2% A — 1332

CHKDATA MAIN

This program component reads the progran contolling

information, coordinates the work of the other sﬁbroutines,.>

.

makes certain checks and outputs the edited data. The

;,PTOgram controlling information is supplied on two cards

[

dexplained in Program Input and Output sectiom). The

controlling information establishes the waste disposal

points, the year in which data for each point begin and end.
Q.

gt
Aftervidentifying the points, the subroutines INPUT and

INCARD are Galled. These énbgoutines read the data one

. Y

mon th af\é time, perform certain checks described_below, and
return for one month to CHEKDATA MAIN.- Checks fqr the
station numbér and'béginnind andléndihguygars fhen are_ﬁadeix
on the month's déta~ju§;~re€q.;ugnymdeyiggipn“frqm proper

order 1is printed. ‘ T s -



When the reading.of‘data is completed, the subroutine FILL
is called to fill in missing data. FILL is described below.
Finally, depending upon the controllzﬁgvinformation
supplied, CHKDATA HAIN outputs the edited streamflow data.
The data are supplied in printed form, or on magnetic.fape.
-Daily flowg are outgzted without f&rther change (if

required). Monthly flows are the average of the daily flows

~_for one month.

subroutine INPUT

This subfoutine transmits the call to read.data fronm
CHKDATA MAIN to subroutine ICARD and'the data rea&'back to
VA"CHKDATA~MAIN. Beforé_t-he data are sent to CHKDATA MAIN,
this éubroutine checks to détermine that thé date read are
of proper station, month and year. The data are tramsmitted

in a one dimensional array, one ronth's data at a time.

- Subroutine ICARD

ICARD actually reads the supplied raw historical data.

.
‘The subroutine checks to determine if the data are in the
'prope; monthly sequence. Data for one month at a time are

read, checked, and transmitted to subroutine INPUT.

Subroutine FILL
Aftegbthe data are all read and checked, subroutine fill .
jiSiéaiied to determine if there 'are any missing data points.

" If thirty or more consecutive daily data.points are missing
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for any station, exit is called and the operator must make
an adjustment Iﬁrthe data years. used. If scattered data
points are missing, the subroutine fills the m1551ng points
one'at a time, as‘descrlbed above. .

v .

|

&

Subroutine RAN and RANDU ’
These subroutines generate standard normal deviates
(nean=90, aed variance=1) for use in subroutine FILL. ]
® : ' -
Subroutine AvH
.Subroutine AVM Compute the monthly average flows from
the edited and filled daily data andg outputs on a magnetic

tape, disk or cards, dependlng on the control number entered

for the variable ITAPE.

o
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é}/é Program Input Format

/

// Input format and the meaning of certain important

Yoy

/igriables are as follows:
. i

\\av CEKDATA MAIN
Card #1  FORMAT (9I5) ~ ‘

IYR1T (1) = The starting year for station (I).
IYRZQTr/ = The ending year for étation (1) -
\.- NNSTA = The number of disposal points.
” ITAPE = U for data input on tape. |
Y v = 5 for data input on cards.
(ISTART = A starting randon numper.
) ITIME ;'1 for daily flow cutput.
= 2’for'average monthly flow output.
IPRINT = 0 if output is not to be prinied.
= 1 if output is to be printed.
NTAPE = 0 if output is mot to be taped
. = 1 if output is to be taped.

Card # 2 FORMAT(10T8) (ISTA(I) , I= 1, NNSTA)

Indicates the station number for which data are to be

pisd

read. These stapion numbers must correspond to the

reach numhers. The nuﬁber of stations, NNSTA, may be
_fever than‘thé nhmber of reaches but the order in

which statioﬁs.are read mﬁét be the séme as the reach .

numbers.
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~

A set of»input streamflow data cards are required to input

all stream flow data. ~The data format.is:

FORMAT(I8 ,I4,I2,8F6.2)

where, 18
T4

I2

8F6. 2

it

the station number.
the calender year.
an Index, 1, 2, 3, or 4, which
'identifies the nunber of the card
in the month.
The daily streamflow values for 8
consecutive days. The.fifSt'capd‘
contains flow data for the first 8
days, the second for the 9th
'th#ough the 16th day, the tﬁifd for
the 17th through thé 24th;daj and
the fourth for the 25th day through
the last‘day of the month, 28,29,30

or 31, as appropriate.

RS
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Al.4 pictionary of Variables.

Followlng 1s a list of varlables use@ in CHEKDATA and thelr

meanlngc in brlef'

AV2(1,J)
FN

ICARD (I)
IchNT
IDAY
IISTA
ITYRI
ITYR2
IPUNCH
ISTART
ISTA(I)

ITAPE

ITIME.

IMONTH
IYEAR
IYR1(I)
IYR2 (1)
JPREV
dyﬁ3‘

KHO(T)

Average flow'aur1ng Ith month of the Jth year
Number of .data items.

Card éequence.number.

Cohvenience,lndex.

Day counting variable

Convenience station number, for checking.

Coﬁvenience Starting yea;,'for'checking-

convenience final year, for checking.

Control variable-output.

Starting random number. .
Identifying number, Ith station.
Control variable. for output,
: =4 data on tape
=5 data on cards .
+ =6 data on dlsk file .

Control varlable-lnput

=1 for da;ly.flows.

=2 for monthly average flows.
Month counting variable.
Year counting variable.

Starting year for data, TIth station.

Final year for data, Ith stalon.

vConvenlence station numher, for checking

Convenlence number of years for checklng N

identlfylng number, Ith month.
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KSTA (I) ‘Equals ISTA(I).

* KYR () . Equals IYR (I): "

ko . _ Number of mohths-of data, compu%ed. ’
¢HONTH'«:'. The-currengkmonth |

ND (I) ' ."Number of days in month 1

NEVEN 'Convenlence nﬁmher, random numher generator.
NMO Number of months of data counted.

NNSTA : Tﬁe-number of stations.

NNYR ‘ B ﬁumrer of years of data;

WOBD'»g ' conveniende mumber, random number geneTrator.
NSTA Current station number. ’

NTAPE ,Control variable- output,
' : =0 for no data on tape. )
: _ . =1 for ‘data output on tape.
Q¢I,J,K) ~ Gage flow Ith month, Jth day, Kth year.

QMEAN  Mean flow. "

ONEW o - Cohpdted~floﬁ'to £i11 missing data point.
'.QSTDi ' Standard deviation of flow. |
iBj;Rz,YFL 'l Convenience variables, random number

generator.

RN (1) - Random number, Ith time frame.

suM B - Sum of second term.

S(1,3) K\Flow for Jth.day of Ith month.

Z(;j ' Temporary sterage, flow onvIth dayein-current_
' month.

Z(L) , ‘ Temporary linear storage for one month's flow.

J
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HAKE‘DECLARATIONS SET UP ARRAYS,
INITIALIZE ALL ARRAYS AND VARIABIES

5

READ CONTROL DATA: STARTING YEAR,
ENDING YEAR, NUMBER OF DISPOSAL
STATIONS, SEED FOR RANDOM NUMBER,. :
STATION NU!BERS OUTPUT VARIABLES..

. - - ‘ ) '
’ @ } -—A 7

CALL INPUT: CHECK DATA READ FOR PROPER
STATION, MONTH, AND YEAR.
h : ' CALL ICARD

1

CALL ICARD ‘
READ DATA FOR ONE MONTH AND CHECK FOR.
CORRECT CARD SEQUENCY. CHECK DATA-
READ FCR STATION, YEAR AND MONTH.

1

=" 1 ‘CHECK = FOR 'MISSIVa DATA FOR . 'THE
CURRENT HONTH : , : -

MORE THAN 30 -
CONSECUTIVE DATA POINTS
ARE NISSING?

- YES
CALL EXIT )k




RECORD 'THE MISSING DATA FOR THE JTH
MONTH AND KTH DAY OF THE CURRENT YEAR

DATA FOR
ALL YEARS HAVE BEEN

CALL FILL:
CHECK FOR MISSING.DATA DAYS AND COMP-
UTE DATILY MEAN AND STANDARD DEVIATICN
| FOR THE KTH DAY AND THE JTH MONTH.
CALL RAND; TO GENERATE RANDOM NUMEER
TO FILL THE MISSING DAILY FLOW DATA

\

[ ;. CALL avy
AFTER FILLING MISSING DATA, COMPUTE
DAILY\ MEAN FOR KTH DAY AND JTIH MONTH
- (K=1,2,--,31. J=1,2,--,12) . THEN
. COMPUTE MEAN AND STANDARD DEVIATION
FOR THE JTH MONTH NSING DAILY MEAN.
OUTPUT ALL THIS INFORMATION ON DISK

OR MAGNETIC TAPE. J

DATA FOF
"ALL STATION HAVE .
~.._ BEEN READ? -

\\. /

2
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A2.1 RIPSIM (RIver Pollution §;mulation\MOdel)
The simulation program, called RIPSIM, is made up of a
@ontrolling progfam, RIPSIM-MAIN ard several subroutines, -

each of which contributes to the overall program.

A2.2 Program Components.

'R list of the subroutines and their length, in bytes are

given below.

PIPSIN mair 906 TWASTE 522
SIM 1544 TGEN 2772
UPGAGE 1162 TRAN - 2652
OPTMOD 15004 IKREACH 412
RAN 560 COMPUT 8580
RRN 396 GTRAN . 536
sTD 490 GFLOW 456

RIPSIM MAIN.

Purpose: The éimulation‘prbér&m ié%déﬂgpollea"by-RIPSIM
main. This routiné’%ets up ten common blocks needed to
transfer variable values- from subroutine to. subroutine,
calls subroutine in the required order and reads the Statio;
numbers to be used in simulation. Subroutines TGEN and TRAN
are called to set up the reach indices and computation
sequence and to compute the reach flow data. The subroutine
'SIM is called to éafryvout the:siﬁuiation process.

?

) ]
.



Subroutine SIM e
~Subroutine SIN reads in constants and data needed to compute
the temperature and waste parameter values for each reach,
computes the deterministic component of the temperature
equation, and through two independent "do loops" to perform
simulation by calling various subroutines. The first of the
"do ioop" covers from the first reach to N, the number of
reaches. This "do loop" also calls RAN which generates the
random deviates for the temperaturs equation.
The second "do loop™" computeg DO aeficit and checks for
wvater quality violation. Inside this "do loop" subroutine
QTRAN and OPTMOD are"called, successiygly,,to compute flow
and the water quality.values at each reach. If there is a
violation in water quality, the subroutine OPTMOD is called
to compute the amount of aeratlon regulred to av01d,
violation. These operations ‘are descrlbed below in more
detail as 1nd1v1dual subroutines. The values of the
simulation results are written out within the "do 100&?.

| 4

When the simulation is complete, the control will be:

transfered to RIPSIM main for termination.

"Subroutine RAN and RANDU
Subroutines RAN and RANDU are the sanme random number
generating subroutines used in program CHKDATA which have

been described previously.



Subroutine GFLOW'cpmputes total flew at the .beginning of

reach. GFLOW is called in the first "do loop" to compute
total flow in the stream at the beginning for each waste

disposal stations being used in the simulation. The

computed data are transferred to COMMON/FLOW7 for use by

other subroutines.

"~ QTRAN is a short subroutine which receives computed flow
data through COMMON/FLOW7 and, convert the computed flow
data to strean flow data by linear transformation. The
streamflow data are des1gnated QNAT(I), to 1ndlcate the flow
at the upper end of’ reach 1. These values of QNAT(I) are

‘ 4also entered 1n.COMMON/FLOW7 for use by other subroatines
linked through this common block. .

Subroutine TWASTE . \

PEs

TRASTE checks whether there is a set of waste load data ~_
corresponding to a reach number where a waste aischarge is
scheduled. 1If the data are not avallable for the reach v
TWASTE calls RANDU to generate vaste load for that

particular reach.
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Subroutine OPTMOD

Aftef regulated flows in each reach are computed, subroutfne
OPTMOD is called to compute the water gquality’values for
~each reach beginning from the‘first réach. First, OPTMOD
completes the computation of temperature for thé time-frame.
It should be remembered that OPTMOD is éalled in "do loop"
which is in turn a "do loop". OPTMOD sets up a third "do
loop"-which cyclessover the number of reaches, NR.” Thus,
for each reach , OPTMOD compute the quality values for each
reach beforevit returns to its calling subroutine, SIM.

&

The computations are made, starting at tﬂe downstrean
reaches, accordiné tb the éequance of computation set by )
subroutine TGEN. .

For each reach, OPTMOD initilizes variables and proceeds to
_make the cpmpﬁtations necessary to evaluate the incoming BOD
and DO concentrations, K1 (deoxygenation constant), K2
(reaeration conétant) and‘porfects K1 and K2 for,
temperature, computes the time of flow in each reach and,i
finally, the BOD and DO concentrations in water leaving the
reach. OPTMOD then checks to determine if the Db deficit
has reached a maximum within Fhe reach,.in which cése the
"minimum DO concentration will have eccured within the reach.
This 1is doné by computing TCRIT, the critical time of flow,

and. comparing it to the time of flow in the reach. TIf

TCRIT < TIMNE, a minimum DO concentration has occurred in the
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reach. TCRIT is then substituted fof TIME and the value éfA
DO—OUTei; computed and used in turn to compute the minimum
DO concentration, XMINDO, in the Current reach. If there is
any viblation, then optimization program, OPTMOD, computes
a;tificial aeration. OPTMOD then writes oﬁt the water:
quality and related values in an array and then returns to

its calling routine.
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S . ag -
A1.3 Program Input.

Data are read 1nto the s1mulat10n program, RIPSIM ‘through

RIPSIM maln, SIM GFLOW, and TGEN.only.

Card #1 FORMAT (2I5)

NYR = the nunmber of times of simulation to be =
- carried out..-
NGT = the number of stations for which data

are used.

Card #2 FORMAT (218)

IGT (I) = the waste disposal station numbers used.
,’:J - -

I = Y,.ec., NGT. Maximum of twenty four.
Subroutipe SIM . N

card #1 FORMAT (3F8.0, I5, F8.0)

D = constant in temperature equation.
C = lag constant in.temperature eguation.
TMEAN v = mean annual temperature.
ISTART : = initial number for random number generator.l
SIGMAT = standard deviation of the temperature data.
Card #2 FORMAT (2F10.0, I1) P
RLNTH (1) = the length of reach (1),‘:n days.._
.Xk1édW(I); é the deoxygenatlon constant K1 at éOOC.ti;“

R for the waete whlch is. 1ntroduced

1nto reach I-;uﬁ;'hlri"ujisfj"

;HASTE(If:Pj ‘;1 1f there is ‘a- vaete-load lntroduced
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=0 if no waste load introduced in reach TI.

- Card. #3 FORMAT (3F10)

_ QWASTE(I,J) the rate of discharge of waste in Cfs for
reach I and month J.

BODWST (I,J)

the BOD concentration in the waste being

discharged into reach I during month J.

‘DOVST(I;Jy;ﬁf-E'thefbé*cbnééntration in the ﬁastepbeing
"~ discharged into reach I during month J.
‘Subroutine GFLOW = ‘ .

The.céﬁbﬁtéa dataAéré réédbby GFLOH. The format must be
adjrsted to.the format of tﬂe data to be read. Normallf,
the data will be on.magnéticvtape . The program as éet
forth hérein.read§‘the data fronm magnetib tape.as QG (I, d),
(I=i, NG) , (q=1, 12) . It reads one year of -data for éach
station. |

Subroutine TGEN

Card #1 FORMAT(I5, F10.0)

NR = number of reaches.

NG = number of waste disposal stationus.

Card 2 . " One card for each reach (215).
'!NOR(I) R -7='the reach number, reach;I.

‘FL(I) = length of reach I-



A2.4 Dictiomary of Variables
- . Intérmediate,ddnsﬁant.
AVH (1) _ Avérage waste load, Ith reach
| (uéed.fbf petiodié load function).
AW (T) o ”.Ampli£ﬁdé_of vaste load (used for periodic

loéd fuﬂction.

B v Interhediate'cphétant.

BQDfN(Ii : .l;éoo»édﬁcenffatiéﬂ ag\§b§ éﬁavoff:each 1.
ﬁODOUT(I) - BOD @oncentration, ieaving reéég I.
édDWST(I)"‘ IBOﬁ\cdeentrétioh.in ﬁasfe for reach i;_
c B ‘>vv caﬁéﬁant, ;emperature equatidn.

CN- correction value, flowlinrﬁpstream reédh.
- CNI Intermediate variable.

CQREG (1) . corrected regulated flow, reaéh I. -
D(I,J) A state variable at stage I, A

state position J.
DEFIN(I) DO deficit concentration, upstream end

of reach I.

-

DEFOUT (1) DO deficit concentration, leaving reach I.
pos Dissolved oxygén saturation concentration.
DOWST (I, J) " DO deficit concentratior in waste 1load,

reach I, monfh J.
DQ(I) '. . Amount of flow regulation reach I.
f(I,J;K) "._ .The upfto—date total cost for k
‘ﬁkeeping at the preséqt stété:f;ém‘stage‘1
.'#stage31_iw“{ L fwwﬂ  hﬂﬂﬂ o

FL(I) . . length of reach TI..
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J

IWASTE (I) Equals 1 for a waste load in reach I..

Equals 0 for no waste load in reach I.

JR (1) Downstreamvreaéh index.
NOR (I) - Number 6frreéch I;'
NR quber of reaches.
NQASTE" " ‘Number of waste,lpad»statiOné;”
NYR A Number of years. o | |
| PM?(I)' '.,. Pgak'waste load in reach I (used for periddig

_load func tion)

4 QG(i,J) Weekly generated flow, station I, month J.

ONAT(I) Natural (unrequlated) flow, Teach I.
QREG (I, J) Requlated flow, reach I, month J.
QSUM Sum of incoming flows, corrected-waste loaded

reaches only.
QSUM2 - '-} U-Sud\6f“inc0ming flows, total.
YQWASTE(i,Jf” Rate of iaste diséharge;?feach I, month J. -

R(I) ) : -Random number, normal distribution;

time frame I.

RCON(I) . Deoxygenenation error constant, reach I. ’
RLNTH (I) - . Length of reach I. |
RRN (I) ' Temporary variable, rand om' number ' -
+ generator, time_f;aﬁeui. -
‘RRV Intermediate variable.
RTEMP Intermediate»variable;
SDIF Intermediate varaiéble,
SIG&AT ‘.  Standard.deviatiqn, temperature data.

SPRD1 '~ Summing variable —‘K1-computation;



v-~‘SPRD2 | o Summlng variable - BOD computatlon.
 $PRp3 v>" _I*Summlng varlable - DO’ def1c1t computatlon.vw
‘i(L)ﬂ :  Temperature for reach L. .
TFRIT‘ \ Critical time of‘flqu, time to criticai Do g
< ' cond;tlon. | -
TIME;V o  T1me of flow in r?ack
TMEA& ' Mean temperature.
TT. ' Temperature at curréﬁf time frame.
V(I,3,K) A decision variable at state TI.

It represents the aeration capacity needed
at point I-1 when the state variable at

stage I-1 iskD(I—1,g) and at stage I

is D(IL,R) . .
XK120(Ij"-, Deoxygenatlon constant reaqh I,
&Z;, at, 2oocfm

XK2 Bequgenatibn ééﬁSténi;}:v
XK2290 “_ | ~+ Reoxygenation constant at 20°C.
XKK (I) Dlssolved oxygen concentratlon, v1olat10n

)‘ condition.
_XMINDO | . Minimum dissolved oxygen concenfration.

A
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-4AKE DECLARATIONS, SET UP CoMMON
" BLOCKS, " INITIALIZE VARIABLES

)

a

READ CONTROL DATA: NUMBER OF STATIONS
STATION NUMBERS FOR WHICH DATA ARE
AVAILABLE, TEMPERATURE CONSTANT, SEED
FOR RANDOA NUHBER'SUBROUTIan

Y

2 L.
= B N

© SINULATE -STREAN PLOW, INITIAL AMOUNT
OF \WASTE AND DISSOLVED OXYGEN CCNTENT

IN RIVER SYSTEM ENTERING THE FIERST
REACH. CALL SIM. . T

. A

SUBROUTINE SIM.

READ WASTE PARAMETER VALUES, LENGTH |

OF "REACH, SIMULATE .RATE OF WASTE FLOW
DISSOLVED OXYGEN‘CONTENT,»BOD\CONCENTﬁ
RATION OF THE WASTE ENTERING THE
REACH I. DO THIS FOR ALL REACHES.

CALL OPTHOD. :

r Y

3
L

_ SUBROUTINE OPTHOD. .
SET U2 ARRAYS TO STORE ‘STATE VARTARLE
VALUES FOR STATE J OF THE ITH STAGE,
AND THE CORRESPONDING CBJECTIVF

" FONCTION. DISCRETIZE THE STATE VAEI-

ABL INTO ¥ VALUES (11).




[l

COMPUTE TEMPERATURE, INCOMING BOD AND
DO CONCENTRATIONS, K1, K2, TIME OF
FLOW, QUANTITY OF BOD AKD DO LEAVING
THE REACH I. THEN COMPUTE WATER QUAL~-
ITY FOR REACH T. - ’ : -

—_——

VIOLATION OF
WATER QUALITY?

CALL ABRATE: ,
COMPUTE AMOUNT OF ARTIFICIAL AERATION
REQUIRED ‘'FOR REACH I -TO AVOID WATED
QUALITY VIOLATION AND SELECT AND STORE
THE MINIMOM VALUE OF STATE VARIABLE
AND THE CORRESPONDING OBJECTIVE -
FUNCTION VALUE FOR REACH I.

4

" COMPUTED
'~ TO ALL REACHES?

Cod

Y=Es

OUTPUT TOTAL AVAILABLE AERATION
CAPACITIES AND THE CORRESPONDING
OPTIMAL POLICIES FOR THE GIVEN S&T QF

WEIGHTING FACTOR AND LAGRANGE HULTIP-
LIER. ,
-

MORE
SIMULATION?

I .

123
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- FIGURE A.4

FLOWCHART FOR SUBROUTINE OPTMOD

M= § OF STATES
1=0, STAGE #

| SET ¥= & OF sTaGES

FOR BVALUTIIOR

INCRENENT L

ICL + 1 i

- DISCRETIZE
STATE VARIABLE
T0 M STATES

O

-COBPUTE ABTIFIC-
IAL' AERATIOYN,
v(,3,K) USTNG
CBEQ. 4.13, I=l,..H

J &K =t,...,8

COXPUTR Z(L,J,K)
USING EQ. 4.25
WHEEE :

J= 1,2,000..,8
K= 1,2,.000.,M

1

SET LAGRANGE
BULTIPLIER € TO
DESIRED VALUE

f——/

- PIND THE LOWEST -
_ VALOE Z(L,J,K) &
SAVE IN Z(L,J)*

4 CORBLSPONDING

J* IN INDEX(J)

©

" SET IHE WEIGHT-
IXG PACTORS W1
AND W2 IC THE
DESIBRED VALUES

oy

PRINT STAGE Is,
STATE J*,W (I,J)*

CCRRESPONDIKG €,

| W1, ¥2, TOTAL z*

“WEIGHTING
FACTORS TO BE
TESTED FOR

MORE
SISCRETIZED
STATES, TO BE
‘TESTED?

4

2

SEI M 10 THE

¢ OF HEW SET OF
DISCREIIZED
STATES




APPENDIX-B
THEORY CF OXYGEN SAG CURVE

One of the common and important indicators of water

quality is Dissolved O

ygen (DO). The oxygen deficiency in
a stream at any point is the resultant of two oéposing
processes, each governed by a different set of conditions -
one consuming oxygee from the stream and the other
replenishing the oxygen source, both processes proceeding as

a time function (figure B.1).

The principal vastes which affect DO are those which

are characterized by their Biochemical Oxygen Demand (BOD) .

BOD is generally defined as the amount of oxygen (DO)
required by bacteria yhile stabilizing decomposable organic
matter. The stabilization of vwaste matter using dissolved
oxygen is called purification Qwater.

River pollution control requires careful consideratio:k//
of the relationship betﬁeen BOD and DO. One of the primary
considerations in determinig the amount of waste (BOD) which
can be released to a stream is the DO c6ntent of the strean
;t the point of discharge. Down strean from this point the
DO content 1s reduced by the oxidation of organic materlal.
At some point downstream the‘rate of,ony;n régzgégy
(reaeration) will exceed that of oxygen red cti

125 : an.
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(depleation) and from that point opwards the DG content will
gradually increase. The phenomena of depletion and recovery

of oxygen level in a streanm can be discovered by the

L e

Stréeter—?helps equations.

dpD

Dt

= k1L - k2D

This basic differential equation states that the net rate of
charge in the DO deficit (dD/dt) is equal to the sum of (1)
the rate of oxygen utilized by BOD in the absernce of
reaeration (K1L) and (2) the rate of oxygen absorption by

reaeration in the absence of BOD (-K1D).

The: critical oxygen deficit, Dc, is defined as the
dissolved oxygen deficit at the time Tc, the oxygen content
starts to increase, as shown in figure B. 1. Frequently Dc
is prescribed by regulatory agencies to be less than some
maximum allowable level, DPl. If at any time the value of
Dc € D1, then the river is unpolluted. If Dc > D1, then the
river is polluted. To avoid this being happen, more air
should be pumped into fhe river through aerators. This
phenomena of artificially increasing the content of DO is

9

called artificial aeration. How much air should be pumped

into the the river system to avoid pollution is being the

subject of this paper.
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APPENDIX-C

I0NS gyg ABBREVIATIONS DUSED IN IHIS THESIS.

th
Aerator located at the top of i reach.

Biocheﬁicaleygen Demend.

Cuantity of waste already in the system which is
input to the next reach.

Quantity of waste discharged at the top of reach{.
Cubic feet per second.

Initial level of Dissolved Oxygen (DO) content at
the top of a reach.

rinimum level of Dissolved Oxygen, specified by
the stream standard law.

Saturatlon level of DO, a functl/p of temperature.

level of Do at any point t days from the top of a
reach.

Critical dissolved oxygen deficit.
Cissolved oxygen content in wvater (mg/l).

Initial Do deficit at the top of a reach =
(Cs - CO)

Maximum DO deficit specified by the regulatory
agency.

DO deficit at any point t days from the top of a
reach (C, - Ce)e ?

initial BOD content at the top of a reach = (EODin
+ BCDy;. ) -

‘BOL content at any point t days from the top of a

reach.

Deoxygenation coefficient (rate of consumption of
oxygen).

128
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Natural reaeration coeff1C1ent (rate'of\recovery
of oxygen.

miligrams per litre (unit of measurement).

‘Number of tedbhséaiiﬂ:éhié case’N=24) .

Distance from thé tor of a reach expressed in time
units (days) = (distance/velocity). :

. Increment in the level of DO due to art1f1c1a1

aeration augmentedtat the top of a reack.
Length Oof reach i = t,- ti—l)
The value of objactive function.

Lagrange multiplier.



