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Abstract

Hydrogen fuel cells convert the chemical energy of hydrogen directly into electric-

ity, with the only byproducts being heat and water. The high cost of hydrogen

fuel cells due to the expensive platinum catalyst is one of the limiting factors to

their global commercialization. Improving fuel-cell performance while reducing the

required amount of the catalyst can be achieved by optimizing the water balance in

the cell that aims at striking a balance between electrolyte dry-out, which leads to

high ohmic resistance, and liquid-water accumulation, which results in reactant star-

vation. Interpretation of the experimental measurements necessary for making design

decisions is, however, often challenging due to the sub-millimeter scale of the fuel-cell

components.

Mathematical models have become a valuable instrument for gaining insight into

the physical processes taking place in fuel cells. Because of the coupled electrochem-

ical reactions, heat, mass, and charge transport that occur at multiple spatial and

temporal scales, fuel-cell modeling is a complex task that is best addressed with the

help of numerical simulations. As the common fuel-cell characterization experiments

are dynamic in nature, their analysis requires transient models.

In this thesis, an open-source transient numerical model of a hydrogen fuel cell is

developed. The model is applied to interpret electrochemical impedance spectra of

fuel cells, highlight the shortcomings of the analytical methods previously used for

this purpose, and to better understand liquid-water dynamics in fuel cells.

First, the transient model is used to analyze water-management signatures in fuel-

cell impedance spectra under dry conditions. This work shows that the low-frequency
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inductive behavior observed experimentally in hydrogen fuel cells is influenced by the

finite-rate water uptake by the electrolyte and water transport within the electrolyte,

which impact the frequency and the size of the inductive loops in the spectra. An

ohmic-resistance breakdown performed with the model shows that the high-frequency

resistance extracted from the impedance spectra does not contain the protonic resis-

tance of the carbon-supported catalyst layers (CLs) and, therefore, is not equivalent

to the total ohmic resistance of the cell.

Impedance spectroscopy is commonly used to measure the charge-transport prop-

erties of catalyst layers. Some of the analytical impedance expressions in the literature

disagree in the equation that relates the conductivity and resistance of the uniform

CLs. The numerical model developed in this thesis is used to inspect that disagree-

ment and to examine the impact of the catalyst-layer nonuniformity on its impedance.

Practical recommendations for the experimentalists as to which analytical model, and

under what conditions, should be used to reliably characterize charge transport in CLs

are provided.

Finally, a novel transient two-phase fuel-cell model is developed that incorporates a

pore-size-distribution sub-model to establish relationships between the microstructure

of the porous fuel-cell components, their liquid- and gas-transport properties, and,

ultimately, liquid-water flooding. Those relationships allow for the systematic analysis

of the impact of the electrode design on the dynamic fuel-cell performance under the

operating conditions that help keep the electrolyte hydrated but favor liquid-water

production. For instance, the model captures how the liquid-water accumulation and

drainage cycles translate into unstable fuel-cell performance.

The developed transient fuel-cell model will serve as the foundation for more

advanced studies in the future, such as the simulations of membrane and catalyst

degradation, carbon corrosion, and cold start-up. The open-source design of the

developed software makes it an attractive option for the fuel-cell modeling community.
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Chapter 1

Introduction1

1.1 Motivation

Fuel cells, like batteries, convert chemical energy directly into electricity. Polymer-

electrolyte fuel cells (PEFCs) are a common type of fuel cells primarily used in the

transportation sector (including passenger vehicles, trucks, buses, forklifts, and avia-

tion [7]), as well as in portable [7] and stationary power systems, such as residential

combined-heat-and-power units [7]. As a fuel, hydrogen is an attractive option for

PEFCs, since it can be produced from renewable and sustainable sources, such as

biomass, wind, and solar energy [8]. The only byproducts of hydrogen fuel cells

are water and heat, which makes them a more ecological alternative to the conven-

tional combustion engines. With greenhouse emissions from the transportation sector

reaching 25% in Canada [9] and 28% in the United States in 2018 [10], increasing the

use of zero-emission vehicles is a necessary strategy for a substantial reduction in

1Parts of this chapter are reproduced from the following publications:

1. A. Kosakian, L. Padilla Urbina, A. Heaman, and M. Secanell, “Understanding single-phase
water-management signatures in fuel-cell impedance spectra: A numerical study,” Elec-

trochimica Acta, vol. 350, p. 136 204, 2020.

2. A. Kosakian and M. Secanell, “Estimating charge-transport properties of fuel-cell and elec-
trolyzer catalyst layers via electrochemical impedance spectroscopy,” Electrochimica Acta,
vol. 367, p. 137 521, 2021.

3. A. Kosakian, F. Wei, S. Jung, J. Zhou, A. Punia, J. Liu, and M. Secanell, “A transient,
pore-size-distribution-based model for the analysis of the two-phase water transport in fuel
cells,” (in preparation).

Author contributions are detailed in the Preface of this thesis.
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greenhouse-gas pollution. Battery-powered electric and hybrid vehicles have already

become mainstream in urban areas, and fuel-cell-powered electric vehicles are also

available in limited markets with a few models, such as Toyota Mirai [11], Honda

Clarity [12], and Hyundai Nexo [13]. Due to the lower weight penalty and thus better

scalability compared with batteries, fuel cells have attracted attention in the area of

heavy-duty transportation as well [14].

Hydrogen fuel cells have achieved the 2020 U.S. Department of Energy (DoE) tar-

gets for specific power, power density, and cold start-up time [15, 16]. Still, durability

of fuel-cell systems needs to be improved [16, 17] and their manufacturing cost needs

to be reduced to meet the current and future DoE targets [16, 17]. Catalyst layers

account for about 40% of the cost of large-volume-production fuel-cell stacks [16].

The total amount of the expensive platinum catalyst used in automotive hydrogen

fuel cells is up to about 35 g (4–6 times higher than in the catalytic converters of

conventional vehicles) [18], which translates to over $1000 USD at the time of writing

this thesis. Therefore, the use of platinum in the catalyst layers needs to be decreased

or eliminated to meet the DoE cost targets [19]. Indeed, platinum loading has been re-

duced over the past two decades from about 1 mgPt/cm
2
CL to below 0.4 mgPt/cm

2
CL in

commercial applications and to 0.125 mgPt/cm
2
CL in laboratory-scale fuel cells [18,

20]. For this cost-reduction strategy to be effective, it is imperative to increase the

power output of the cell per gram of catalyst. This requires improvement in the elec-

trode design to enable higher-current operation at the same voltage. Electrode design

is, however, a challenging task due to the multitude of complex physical phenomena

taking place in fuel cells: electrochemical reactions, heat, mass, and charge transport

are coupled and occur at multiple spatial and temporal scales. While experimenta-

tion is the ultimate way of designing and characterizing PEFCs, the small size of their

components and the lack of visual access make it difficult to interpret experimental

data. Mathematical models are, therefore, required to obtain valuable insight into

the internal processes occurring in fuel cells. Modeling is also often more time- and

2



cost-effective than conducting experiments, and, therefore, it is a valuable tool for

fuel-cell design.

The vast majority of fuel-cell models available in the literature have been devel-

oped under the assumption of steady state [21–44]. However, the most common

fuel-cell characterization method, polarization-curve measurement accompanied with

ohmic-resistance estimation [45], is dynamic in nature, as it is performed via poten-

tiodynamic or galvanodynamic sweeps. The resulting voltage-current and resistance-

current relationships often contain hysteresis [46–52], primarily due to the water-

transport dynamics [46, 49–51, 53, 54], and can only be analyzed with a time-

dependent model. Electrochemical impedance spectroscopy (EIS) [45, 55, 56] is

another example of a transient characterization technique. It allows for the repre-

sentation of the dynamic processes of different time scales in the frequency domain,

thus helping to resolve the issue of the overlapping transients in the polarization

curves. Operation of fuel cells in the transportation sector is also dynamic due to

the acceleration and deceleration of the vehicles [57–60]. Cyclic voltammetry is yet

another example of a transient fuel-cell characterization technique. It is used for

estimating, for instance, the electrochemically active surface area of the electrodes,

their double-layer capacitance, and reactant crossover [45]. Thus, transient models

are necessary both at the laboratory level, when developing new insights by analyzing

the dynamic experimental measurements, and at the industrial level, when simulating

real-life operation. The overall objective of this thesis is, therefore, development of a

transient fuel-cell model that captures the key physical phenomena and is capable of

simulating the common characterization techniques.
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referred to as the cathode. The polymer electrolyte membrane (PEM), located at the

center of the MEA, prevents the gas crossover between the electrodes and serves as an

ionic filter that conducts H+ and blocks the electron transport. Because the charged

species exchanged between the two electrodes is a hydrogen proton, hydrogen-fueled

PEFCs are commonly called proton-exchange-membrane fuel cells (PEMFCs). In this

thesis, the term “fuel cell” will refer to PEMFCs.

Electrical energy is harvested by passing the electrons produced in reaction (1.1)

through an external circuit before they take part in reaction (1.2). The overall reac-

tion, obtained by combining reactions (1.1) and (1.2), is

H2 +
1

2
O2 → H2O. (1.3)

The reaction above is exothermic [61, 62], and most of the heat is released in the

ORR [64, 65]. The produced heat and water are removed from the cell via the ribs

and channels of the bipolar plates. Depending on the operating conditions, this water

can be in the form of vapor or liquid.

1.2.2 PEMFC Configuration

The simultaneous occurrence of mass and heat transfer, charge transport, and elec-

trochemical reactions in a PEMFC requires intricate design of its components, each

of which has different composition, structure, and functionality. Understanding those

aspects is crucial for the development of a comprehensive mathematical model of a

PEMFC. For that reason, the cell configuration is discussed next.

1.2.2.1 Bipolar Plates

Since the bipolar plates of fuel cells need to be electronically and thermally conductive,

they are usually made of graphite or metals [66–71]. The flow fields, responsible for

the delivery of the reactants and the removal of the product water, commonly have

parallel or serpentine channels [71, 72]. The parallel-flow configuration generally leads

to a lower pressure drop along the channels and a more uniform reactant distribution
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(a) (b)

Figure 1.3: Scanning-electron-microscopy images of two GDLs: a) Toray 090 (20 wt%
PTFE); and b) SGL 28BA (5 wt% PTFE). The porous binder can be observed in the
28BA sample. The scale bars are 100 µm in both images. Image courtesy of Manas
Mandal (ESDL).

size of 10–100 µm [75–78, 86–88]. Some commercial GDLs, such as the Sigracet® se-

ries by SGL Group [87], are impregnated with a polymeric binder [75, 87, 89–91] that,

after carbonization, has the average pore radius of 0.1–2 µm [79]. Scanning-electron-

microscopy (SEM) images of two carbon-paper GDLs, one without a porous binder

(Toray 090) and one with it (SGL 28BA), are shown in Figure 1.3.

To aid liquid-water removal, GDLs are often submerged in polytetrafluoroethylene

(PTFE) during the fabrication process, which creates a hydrophobic coating of the

fibers [75, 87]. The resulting gas-diffusion layers have a mixed wettability, i.e., they

are partially hydrophobic (contact angle θ ∈ (90◦, 180◦]) and partially hydrophilic

(contact angle θ ∈ [0◦, 90◦)) [21, 75]. The mixed-wettability structure promotes

liquid-water transport within the GDLs while obstructing their complete flooding.

1.2.2.3 Microporous Layers

Microporous layers have the typical thickness of 16–100 µm [78, 92–94], porosity

of 0.3–0.8 [77, 88, 94–96], and the average pore size of 20–750 nm [86, 97–100].

The conventional MPLs are made of carbon-black particles (15–75 nm in radius [97,

101–103]) treated with PTFE [95, 97, 100, 104]. Microporous layers with carbon

7





1.2.2.4 Membrane

The proton-exchange membranes used in PEMFCs, typically Nafion® membranes,

are polymer electrolytes based on the perfluorosulfonic acid (PFSA) [116, 117]. Their

thickness is on the order of 1–100 µm, with the modern PEMs being 5–25-µm-

thick [116]. Nafion® membranes and films, often called ionomers, have an electrically

neutral and hydrophobic PTFE backbone with polysulfonyl-fluoride-vinyl-ether side

chains and pendant SO−
3 ionic groups [116]. The latter are balanced with a hydro-

gen proton to form SO3H [116–118], to which water is bound via a hydrogen bond
(︁
SO−

3 · H3O
+
)︁
[116]. Water uptake by the membrane (from the surrounding vapor or

liquid water) enables hydrogen-proton dissociation from SO3H and proton conduc-

tion by two mechanisms: the translational motion of hydronium
(︁
H3O

+
)︁
[116] and

Grotthuss hopping (exchange of H+ in the hydrogen bonds of water molecules) [116–

118]. As a result, the observed protonic conductivity of Nafion® membranes increases

with water content [116, 117]. Therefore, it is important to keep the membrane in

PEMFCs hydrated to achieve high performance.

1.2.2.5 Catalyst Layers

Catalyst layers are the most complex components of PEMFCs, with elaborate mi-

crostructure designed to enable the rich functionality from facilitating electrochemical

reactions to the transport of gaseous reactants, liquid water, charge, and heat [119–

134]. The electronically conductive skeleton of these layers is usually made of carbon-

black particles that are 20–200 nm in diameter [130, 131, 134–136]. The surface of this

carbon support constitutes a housing for the catalyst, typically platinum2 [18, 137,

139], with the particle and particle-aggregate size of 2–10 nm [132–134]. The carbon-

support particles are often made porous (primary-pore diameter up to 10 nm [122,

135]) to increase the surface area available for the catalyst deposition. Protonic con-

2Catalyst layers with non-precious-metal catalysts also exist and are in active stages of research
and development aimed at improving their stability, durability, performance, and water manage-
ment [20, 137, 138]; such layers, however, are not considered in this thesis.
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ductivity and structural integrity of catalyst layers is achieved through a percolating

network of a PFSA-based ionomer, such as Nafion® [116, 117], that is believed to

at least partially cover the catalyst surface [21, 117, 140] by forming 1–10-nm-thick

films [124, 132]. The ionomer, however, cannot enter the small pores of the carbon

support [21, 135], and the accessibility of the platinum particles residing in those

pores for the electrochemical reactions is hypothesized to be provided through water

surrounding that platinum [21, 122, 135, 141, 142]. Catalyst layers have a mixed wet-

tability that depends on the carbon-black type and the orientation of Nafion® side

chains in space [117, 135].

An example porous structure of catalyst layers is illustrated in Figure 1.5 (note the

ionomer is not visible in the presented SEM image). The diameter of the secondary

pores between the carbon-platinum agglomerates of the PEMFC CLs is commonly

between 10 and 100 nm [122, 131, 135, 136]. The overall porosity of the layer depends

on the catalyst and ionomer loading and is typically between 0.2 and 0.7 [124, 125,

127, 134, 136, 143]. The amount of platinum and Nafion® in the layer also affects

the CL thickness, which usually ranges from 1 to 20 µm [122, 124, 125, 127, 134].

Drying of the catalyst-layer ink during the layer fabrication may cause the formation

of cracks [127, 144–146] with the effective pore diameter of over 50 µm [146]. While

cracks improve gas transport under dry conditions [145, 147], they also result in

a significantly lower layer conductivity [144, 145]. Liquid water can accumulate in

the cracks [144, 145, 148] instead of flooding the smaller catalyst-layer pores. This,

however, leads to the formation of inactive zones in the CL [144].

1.2.3 Cell Performance and Characterization

Polarization-curve measurement, electrochemical impedance spectroscopy, and cyclic

voltammetry are common experimental techniques for fuel-cell performance analysis

and characterization. Simulating cyclic voltammetry, however, requires detailed tran-

sient reaction-kinetics models and is beyond the scope of this thesis. Therefore, only
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Figure 1.5: An SEM image of a PEMFC catalyst layer. The layer was fabricated
in-house by Luis Padilla Urbina (ESDL) with the inkjet-printing method [124, 125,
149]. Catalyst loading was 0.15 mgPt/cm

2
layer, Nafion

® loading was 30 wt%. The
scale bar in the image is 200 nm. Image courtesy of Manas Mandal (ESDL).

polarization-curve and impedance measurements are discussed in this Section.

1.2.3.1 Polarization Curves

Fuel-cell performance is typically characterized through polarization curves that dis-

play the relationship between voltage and current. These curves are used to quantify

the various voltage losses occurring in an operating cell.

The standard theoretical potential (thermodynamic potential) of a fuel cell is de-

termined from the change in the Gibbs free energy of the reaction (1.3), ∆G0 [45,

61]:

E0
th = −∆G0

neF
, (1.4)

where ne = 2 is the number of electrons transferred per mole of fuel (hydrogen). At

standard conditions (25 ◦C, 1 atm) and assuming that water is produced in liquid

form, E0
th ≈ 1.23 V [45]. If water is produced in vapor form, E0

th is approximately

1.18 V [45]. The change in the Gibbs free energy of a reagent depends on temperature

and pressure through [61]

dG = −SdT + V dp,

where S is entropy. Then, the theoretical cell potential at the given operating condi-
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magnitude of this deviation depends on the reactant-crossover rate. The OCV is

illustrated with a blue dash-dotted line in Figure 1.6a.

When the overpotential is further increased, current starts to flow through the ex-

ternal circuit, forming a relationship between voltage and current called a polarization

curve. Since the active area (the in-plane area) of the MEA may significantly vary

between fuel cells, the generated current is often normalized per MEA area to give

current density so that the performance of different cells can be compared. An exam-

ple steady-state polarization curve is illustrated with a solid black line in Figure 1.6a.

As current is drawn from the cell, three types of operational voltage losses occur:

a) kinetic loss, predominant at low current; b) ohmic loss; and c) mass-transport loss,

predominant at high current.

The amount of the faradaic current produced at a given overpotential depends

on the catalyst-layer composition, such as the catalyst type and the surface area,

and on the operating conditions, such as temperature, pressure, and reactant con-

centration [45, 150]. The overpotential associated with the generation of the faradaic

current constitutes the kinetic loss, which is shown in the light-magenta area in Fig-

ure 1.6a. Strictly speaking, the difference between the theoretical potential and the

OCV is a part of the activation overpotential (kinetic loss). However, it is not directly

measured in the polarization-curve experiments; therefore, the crossover loss and the

operational kinetic loss are shown as two distinct regions in Figure 1.6a.

The ohmic loss, demonstrated in light cyan in Figure 1.6a, occurs due to the elec-

trical resistance of the cell components to the flow of current [45]. Protonic resistance

of the electrolyte (the membrane and the ionomer phase of the catalyst layers) may

account for a substantial part of the overall ohmic resistance of the cell [45], especially

at high temperature and low humidity, when the protonic conductivity of Nafion® is

reduced. This motivates the fuel-cell operation at a typical temperature range of

60–80 ◦C and with humidified reactant streams.

Cell geometry and structure of the porous cell components constraint the rate at
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which the reactants are delivered to the catalyst layers. The higher the current, the

larger the reactant-delivery rate should be to meet the rate of the electrochemical

consumption. This explains why the mass-transport loss, depicted in light olive in

Figure 1.6a, is more significant at high current. The rate of removal of the product

water also affects mass transport. If the product water is not efficiently removed

from the MEA, it may accumulate in the porous layers of the cell, thereby filling

the pores in the media and eventually causing fuel-cell failure and shutdown due

to flooding. Depending on the operating humidity, temperature, and pressure, liquid

water generated in the cathode may also evaporate in the CL and then condense in the

cooler regions of the cell (the so-called heat-pipe effect), thereby drastically affecting

the reactant flow and reducing the performance of the cell. Thermal and water

management are crucial for fuel-cell performance, since they help strike a balance

between the electrolyte hydration and liquid-water flooding.

Polarization curves are usually measured by applying a linear or pseudo-linear

(stair) sweep in either voltage or current. A complete sweep consists of a forward scan

from high to low voltage or, equivalently, from low to high current and a subsequent

backward scan in the opposite direction. Depending on the operating conditions and

on the scan rate, dynamic electrolyte hydration and liquid-water accumulation may

result in the appearance of hysteresis in the measured polarization curves [46, 49–52,

54]. This is illustrated in Figure 1.6b. If no significant flooding occurs, then the cell

performance during the backward scan is better than during the preceding forward

scan due to the better hydration of the electrolyte from the gas channels and water

produced in the ORR in the cathode [46, 48, 50, 51, 53, 151]. If flooding occurs,

reactant transport is obstructed by liquid water, and a self-crossing point is observed

in the polarization curve, below which the backward-scan performance is worse than

the forward-scan performance (Figure 1.6b). This point in the polarization curves

is commonly called a threshold point, as it corresponds to a “threshold” current,

below which the performance dynamics is dominated by the electrolyte hydration and
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above - by the electrode flooding [46, 49–52, 54, 152]. The polarization-curve shape

and the hysteresis magnitude may change between the subsequent voltage or current

sweeps [49, 50], and more polarization-curve shapes may be observed, such as the

one with partially coinciding forward and backward curves without self-crossing [50,

153] and the one during which the cell shuts down due to flooding, resulting in an

incomplete polarization curve [50].

Using a high reactant flow rate or a high scan rate helps reduce flooding and

improve the performance at high current density [46, 49–51], but also obstructs elec-

trolyte hydration [46, 49–51]. Fast scans also do not represent the quasi-steady-state

performance of the cell. Higher operating temperature mitigates flooding [46, 51,

152], however, it results in faster electrolyte dehydration at low current density and

slower hydration at high current density [46]. Higher reactant humidification leads to

significantly smaller hysteresis above the threshold point due to reduced membrane

resistance as a result of better hydration, but also causes a performance decrease in

the ohmic and mass-transport regions of the polarization curve due to liquid-water

accumulation [51, 52]. Cell performance and hysteresis shape also depend on the cell

composition. For instance, using more hydrophobic GDLs or adding hydrophobic

MPLs has been shown to aid liquid-water removal, resulting in a smaller hysteresis

below the threshold point [46, 152].

Thermal and water management is not the only factor affecting polarization-curve

hysteresis. Platinum oxide has been reported to clear off the catalyst surface during

the forward scan and to form again during the backward scan, with a lower platinum-

oxide coverage during the latter half of the sweep [154, 155]. This results in a higher

current density measured during the backward scan than during the forward scan [154,

156]. However, transient electrochemical kinetics are beyond the scope of this thesis.

Hysteresis also occurs in the ohmic resistance of the cell [46, 49–52, 157]. Since

the rate of water production is directly proportional to the operating current, the

polymer-electrolyte membrane and the ionomer phase of the catalyst layers absorb

15



water and become more protonically conductive by the end of the forward scan. As

it takes time for water to leave the electrolyte, the ohmic resistance measured during

the backward scan is typically lower, and hysteresis is observed.

1.2.3.2 Electrochemical Impedance Spectroscopy

Transient phenomena taking place in fuel cells occur at a number of time scales: sub-

milliseconds for the HOR kinetics [158, 159] and 1 ms–1 s for the ORR kinetics [159–

161], 10 ms–10 s for gas transport [160–164], 1–100 s for heat transfer [165, 166], 10–

100 s for liquid-water transport [166], and 10–1000 s for membrane and catalyst-layer-

ionomer hydration [159, 164, 166–168]. In addition to these processes, degradation

mechanisms, such as carbon corrosion, platinum dissolution and redeposition, and

cation contamination of the membrane, are observed over hundreds and thousands of

operation hours [169, 170].

Dynamics of the aforementioned processes overlap during polarization-curve and

ohmic-resistance measurements, which complicates their interpretation. Electrochem-

ical impedance spectroscopy [45, 55, 56] allows for the separation of the physical pro-

cesses at different time scales in the frequency domain and for the investigation of

their relative importance in the overall dynamic behavior of the system. The EIS

technique has been actively used in the experimental literature to investigate, for in-

stance, charge transfer [160, 171, 172], protonic resistance of the catalyst layers [172–

177], and mass transport [160, 171, 172, 178–180].

Fuel-cell impedance is typically measured by applying a sinusoidal voltage (or

current) and measuring the current (voltage) output. If the amplitude of the input

signal is sufficiently small, the output signal is also sinusoidal and has the same

frequency as the input signal. In the time domain, voltage and current signals are

given by

V (t, ω) = Vm(ω) sin (ωt+ θV ) (1.6)
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and

I(t, ω) = Im(ω) sin (ωt+ θI) . (1.7)

Note that the signal magnitude is typically constant for the input signal, but may

be frequency-dependent for the output signal. For a given angular frequency, ω,

the voltage and current phasors corresponding to the time-dependent signals (1.6)

and (1.7) are given by [55]

V ∗(ω) = Vm(ω)e
iθV

and

I∗(ω) = Im(ω)e
iθI .

Impedance is then defined as the ratio of the voltage and current phasors [45, 55]:

Z(ω) =
Vm(ω)

Im(ω)
ei(θV −θI). (1.8)

The units of impedance are Ω or, if current density is used, Ω·cm2. Angle ∆θ = θV −θI

is the phase shift between the voltage and current signals. Impedance (1.8) is a

complex number with a real part

Re(Z(ω)) =
Vm(ω)

Im(ω)
cos (∆θ)

and an imaginary part

Im(Z(ω)) =
Vm(ω)

Im(ω)
sin (∆θ) .

The real component of the fuel-cell impedance is a positive quantity, and thus ∆θ is

defined between −π/2 and π/2. When ∆θ ∈ [−π/2, 0), voltage is said to lag current

(and current is said to lead voltage) by |∆θ|, and impedance is capacitive [55]. When

∆θ ∈ (0, π/2], voltage is said to lead current (and current is said to lag voltage) by

∆θ, and impedance is inductive [55]. Phase shifts of −π/2, 0, and π/2 correspond to

a capacitor, a resistor, and an inductor.

To analyze the dynamic performance of a fuel cell at various time scales, a range

of input frequencies is tested. This results in a number of measured impedance
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frequency resistance (HFR) of the cell:

Rcell
HF = lim

ω→∞
Re(Z(ω)).

For the cells with the conventional carbon-supported catalyst layers, the HFR is the

sum of the electronic resistances of the cell components, the protonic resistance of

the membrane, and contact resistance [174, 177]. In general, the HFR may contain

a portion of the electronic and protonic resistances of the CLs if the corresponding

conductivities are not too dissimilar [182].

At low current, the HFR of the cell is similar between the H2/O2 spectra (for in-

stance, with air or pure oxygen in the cathode) and the oxygen-free spectra (commonly

H2/N2) measured at the same operating conditions [177]. However, Rcell
HF decreases

with an increase in current due to the hydration of the electrolyte with the produced

water. As a result, the agreement with the HFR measured under the H2/N2 con-

ditions, when the ORR current is zero, is lost. Heat production during the ORR

may cause additional deviation between the HFR measurements in the H2/O2 and

H2/N2 regimes.

As frequency is decreased, fuel cells exhibit a capacitive behavior due to the dy-

namic charge redistribution in the electrical double layer that exists between the

protonically conductive ionomer and the electronically conductive carbon-platinum

phase in the catalyst layers [55, 61]. Coupled double-layer capacitance and protonic

resistance of the cathode catalyst layer (CCL) result in a linear 45◦ impedance branch

in the Nyquist plot [172, 177, 182, 183] (Figure 1.7a). This impedance feature oc-

curs at frequencies below 100 Hz and has been reported in a number of experimental

publications involving H2/O2 and H2/N2 EIS measurements [172, 173, 175, 177, 184–

190].

Depending on the cell composition and the operating conditions, one or more ca-

pacitive arcs are observed in the H2/O2 spectrum as frequency is decreased further [45,

55]. The example H2/O2 spectrum in Figure 1.7 exhibits an ORR charge-transfer arc
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at the higher frequencies and an oxygen-transport arc at the lower frequencies. The

typical frequencies corresponding to these processes are 1 Hz–1 kHz [159–161] and

0.1–100 Hz [160, 161, 164], respectively.

The shape of the H2/N2 spectrum is different: as frequency is decreased, the spec-

trum tends to a straight vertical line [173, 175] as long as there is no crossover of

hydrogen from the anode side and there are no contaminants in the cathode stream.

This spectrum shape can be explained with a simple thought experiment. If oxygen

content is reduced between H2/O2 EIS measurements, the ORR charge-transfer resis-

tance and, hence, the size of the respective capacitive arc increase, and the impedance

spectrum grows. At the limit of zero oxygen concentration, charge-transfer resistance

in the ORR is infinite [55], and a vertical line is obtained at low frequencies instead

of a capacitive arc.

An inductive loop may be formed in the fuel-cell impedance spectra, as illustrated

in Figure 1.7. This inductance is typically observed between 0.1 mHz and 1 Hz [159,

177, 191, 192] and has been attributed to the hydration dynamics of the membrane

and the ionomer phase of the catalyst layers [159, 164, 191–197], relaxation of the

ORR intermediates [177, 187, 192, 196, 198–203], platinum-oxide dynamics [159, 187,

196, 200–203], and carbon-monoxide poisoning [192]. A detailed review of this topic

has been written by Pivac and Barbir [192]. The effect of water management on the

low-frequency inductive behavior of PEMFCs will be discussed later in this thesis.

Taking the zero-frequency limit of the real impedance gives the DC resistance of

the cell (Figure 1.7a):

Rcell
DC = lim

ω→0
Re(Z(ω)).

When the cell is operated in the H2/O2 regime, Rcell
DC, having the meaning of the total

resistance, accounts for all voltage losses in the steady-state polarization curve and,

therefore, is equal to the negative slope of the latter [55]. The real-axis projection of

the vertical low-frequency branch of the crossover-free H2/N2 spectra corresponds to

the total ohmic resistance of the cell.
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1.3 Literature Review

A transient numerical model of a PEMFC will be developed in this thesis. The model

will be used to analyze the dynamic PEMFC behavior, including water management

and impedance-spectroscopy characterization. An overview of the current experi-

mental data and of the existing steady-state and transient fuel-cell models in the

literature is, therefore, provided next. Focus is made on the key dynamic phenomena

to be accounted for in the model developed in this thesis and on the required level of

its comprehensiveness.

1.3.1 Overview of Transient Fuel-Cell Models

As discussed earlier in this Chapter, the main physical processes taking place in PEM-

FCs include the transport of mass (gas, liquid water, and water in the electrolyte),

charge (electrons and protons), and heat, as well as electrochemical kinetics. Thus,

an appropriate fuel-cell model should contain an adequate description of these phe-

nomena. The approaches taken in the literature to describing the relevant physical

processes are overviewed in this Section, and the methods suitable for the model

developed in this thesis are outlined.

1.3.1.1 Microstructure Representation

Accurate description of the complex porous structure of fuel-cell components requires

the use of three-dimensional full-morphology and pore-scale models [81–83, 91, 129–

131, 204–215] that are based either on the direct imaging of the physical samples [82,

91, 129, 131, 209–215] or on their stochastic reconstruction [81, 83, 130, 131, 204–208,

212]. Sabharwal et al. [129–131, 210] and Jung et al. [212, 215] provided examples of

pore-level gas-, liquid-water-, and charge-transport simulations in GDLs and CLs with

the open-source fuel-cell modeling software OpenFCST. Unfortunately, these models

are computationally expensive, and simulation of coupled physical phenomena in a

whole MEA is not feasible, especially in transient.
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Pore-scale transport can also be resolved with the less computationally demanding

pore-network models (PNM) [114, 212, 216–225]. In those models, the porous medium

is represented with a collection of discrete pores of varied size (or solid-material bodies

if, for instance, charge transport is modeled) connected with throats that act as local

transport resistances. This simplification enables transient simulations with PNM.

For instance, Qin et al. [114, 221] have studied dynamic liquid-water accumulation

in GDLs and MPLs. However, the computational cost of PNMs is still relatively

high, even in 2D [221], and the simulation time reaches several days in some case

studies [221].

This explains the predominant use of the so-called macrohomogeneous models [25,

27, 31, 33–36, 38, 41, 43, 44, 49, 52, 61, 65, 152, 157, 159, 162, 171, 183, 226–294],

including those developed in OpenFCST [31, 33–36, 65, 262, 263, 265, 269–272, 276],

where porous media are described as volume-averaged continuous layers. In that case,

material structure is reflected in the effective transport properties that account for

the tortuosity of the transport path. While volume averaging is justified in CLs and

MPLs, a representative elementary volume, over which the averaging is performed,

might not exist in GDLs [91, 221, 295–297] due to the larger size of the local struc-

tural features, such as the pore size and the fiber thickness, relative to the thickness

of the layer. To overcome this issue, Zenyuk et al. [273] proposed iterative coupling

of a continuum-based MEA model with a PNM of GDLs. A similar approach was

undertaken later by Aghighi et al. [222]. However, each coupling iteration takes a sig-

nificant amount of time (about 15 minutes in reference [273]), which accumulates in

transient simulations. Therefore, macrohomogeneous models remain the most attrac-

tive approach to modeling PEMFCs due to their computational efficiency, despite

the possibly less accurate GDL description. Thus, a transient macrohomogeneous

PEMFC model will be developed in this thesis.

While direct pore-scale models and pore-network models are not typically used

for MEA simulations, they have been proven invaluable when it comes to estimating
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the effective transport properties of the fuel-cell materials by performing pore-scale

simulations [82, 83, 91, 129–131, 204–207, 209–212, 215–219, 225]. Those properties

can then be used in macrohomogeneous models so as to carry on the microstructure

information to the MEA-level simulations. For instance, the macrohomogeneous fuel-

cell models presented in Chapters 4 and 6 use effective transport properties obtained

from microscale simulations in the literature.

1.3.1.2 Dimensionality of Macrohomogeneous Models

Transport processes in fuel cells are inherently three-dimensional due to the flow-field

design of the bipolar plates. A number of transient 3D macrohomogeneous fuel-

cell models have been developed in the past [41, 227–248]. While such models are

capable of capturing the multidimensional transport effects, they are computationally

expensive. A lower dimensionality of a model allows for an investment of the available

computational power into a more comprehensive description of the physicochemical

phenomena taking place in the MEA.

For a parallel-channel flow-field design, dimensionality of a model can be reduced

to 2 by considering one of the two modeling planes indicated in Figure 1.8. Depending

on which plane is chosen, 2D fuel-cell models are classified into along-the-channel [38,

159, 249–258] and through-the-channel [31, 33–36, 65, 157, 162, 259–268, 270, 271,

273–276] models. The former can predict reactant depletion and water accumulation

along the channel, but are unable to account for the nonuniform distribution of the

reactions [35, 157, 259, 276, 298], reactants [35, 276, 298], temperature [33, 35, 65,

157, 276], and water [21, 35, 157, 276, 298] under the channel and land areas of the

bipolar plates. On the other hand, through-the-channel models are limited to the

so-called “differential cells”, where high flow rates are used to minimize the variation

in the reactant and product distributions along the channels [19].

Pseudo-2D [27, 253, 258, 277] and pseudo-3D [43, 44, 278] models also exist, where

one or more transport directions are reduced to 1D. Further reduction in the model
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1.3.1.3 Catalyst-Layer Description

Catalyst layers are the most intricate components of fuel cells. The level of detail to

which the various aspects of the catalyst-layer operation are described determines, to

a large extent, the overall comprehensiveness of the model. It is, therefore, important

to avoid reducing catalyst layers to interfaces as done in some models [27, 233, 250,

257, 304, 305]. Such a treatment of catalyst layers limits the understanding of their

role in the cell operation and obstructs the analysis of multidimensional effects.

Since the main purpose of catalyst layers is to facilitate electrochemical reactions,

the HOR in the anode and the ORR in the cathode need to be represented with suit-

able kinetic models. The existing transient fuel-cell models often utilize the Tafel [52,

183, 227, 228, 238–240, 243, 248, 253, 288, 290] or Butler-Volmer [42, 49, 152, 159,

162, 230, 234, 236, 238–240, 242, 243, 247, 252, 255, 257, 258, 261, 267, 273, 274,

280, 285, 288, 289, 293, 299, 306] equations to compute the faradaic current density.

Those equations are valid for single-electron-transfer reactions and multistep reactions

that have a single rate-determining step [63, 150]. However, the HOR [307] and the

ORR [308–310] have multistep reaction mechanisms in which the rate-determining

step changes with the overpotential. In this work, the more appropriate dual-path

HOR model [262, 307] and the double-trap ORR model [270, 271, 308, 311, 312] will

be used. These models have been implemented in OpenFCST by Secanell [262] and

Moore et al. [270, 271, 311].

Electrical double layers are formed at the interfaces between the protonically con-

ductive ionomer and the electronically conductive carbon/platinum phase of catalyst

layers; those interfaces act as capacitors [55, 150]. Double-layer charging and dis-

charging are usually assumed fast, and most of the transient fuel-cell models do not

include the capacitance of the catalyst layers [42, 152, 157, 232, 234–240, 243, 246,

247, 252, 256, 267, 273, 274, 280, 288, 293, 299, 313–320]. That makes the models un-

fit for simulating impedance spectroscopy. Double-layer capacitance will be accounted

25



for in the fuel-cell model developed in this thesis to enable its EIS capabilities.

Experimental evidence suggests that the local reactant-transport resistance due to

the presence of ionomer near the catalyst sites increases with a decrease in platinum

loading [125, 140, 321, 322]. Such a resistance may account for a significant portion

of the overall mass-transport loss and affect fuel-cell performance [36, 125, 140, 272,

321, 323–327]. This hinders the efforts to minimize fuel-cell cost by designing low-

platinum-loading electrodes. A PEMFC model, therefore, needs to account for the

local reactant-transport resistance in order to correctly predict cell performance.

Some transient macrohomogeneous PEMFC models include additional 0D [42, 152,

157, 159, 274] or 1D [52] sub-models for the local reactant transport in the catalyst

layers. It is typically assumed in such models that a catalyst-covered support par-

ticle (or an agglomerate of such particles) is surrounded by an ionomer film and, in

some models, a thin layer of liquid water. Reactant transport in the ionomer and in

the liquid water, as well as through the liquid-gas and ionomer-liquid interfaces, is

then modeled. Wardlaw and co-workers [272, 328] proposed a 1D model for the local

reactant transport where catalyst layers are represented with a collection of spherical

ionomer-covered catalyst particles (ICCPs). In that model, the reactant first dis-

solves into the ionomer film, then diffuses through it before reaching the reaction site.

Fuel-cell simulations that incorporated the ICCP model showed that the interfacial-

transport resistance was the determining factor for the predicted current density [36,

272]. That observation is in agreement with the experimental studies by Nonoyama et

al. [140] and Kudo et al. [324, 325], the molecular-dynamics simulations by Jinnouchi

et al. [326], and the pore-scale simulations by Sabharwal et al. [129, 131]. Muzaffar

et al. [141, 142] argued that the additional local transport resistance associated with

the presence of liquid water should be taken into account for the more realistic model

predictions [141, 142]. Despite not accounting for that resistance, the ICCP model,

implemented in OpenFCST by Wardlaw [272], has been shown in a number of publi-

cations to provide a good agreement between polarization curves that were simulated
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with macrohomogeneous MEA models and measured experimentally [34, 35, 272, 298,

328]. For the aforementioned reasons, the ICCP model will be incorporated in the

transient fuel-cell model developed in this thesis.

1.3.1.4 Thermal Management

Thermal management in fuel cells is of critical importance because, even though high

cell temperature positively affects reaction rates and species transport, it also leads

to a decrease in the protonic conductivity of the electrolyte and in the theoretical cell

potential, which, in turn, reduces the power output of the cell. A large number of

fuel-cell models are isothermal [27, 31, 36, 49, 162, 171, 183, 227–229, 233, 236, 244,

245, 248–250, 253–260, 262, 263, 265, 268, 270, 271, 278, 279, 281–288, 290–292, 294,

299] and do not capture the local temperature variations in the cell, such as those

due to the release of the reaction heat. For instance, low thermal conductivity of the

MPLs may lead to heat accumulation in the cathode catalyst layer [35, 99], which

will cause electrolyte dehydration and reduced performance under dry conditions or

faster water evaporation and improved performance under wet conditions. The use

of non-isothermal models [33–35, 38, 41, 43, 44, 52, 65, 152, 157, 159, 230–232, 234,

235, 237–243, 246, 247, 252, 261, 264, 266, 267, 273–277, 280, 289, 293, 329–331] is,

therefore, preferred. Among these models, the one by Bhaiya et al. [33, 65] and Zhou

et al. [34, 35, 276], developed in OpenFCST, contain, perhaps, one of the most detailed

descriptions of the non-isothermal effects. They include reversible and irreversible

reaction heat, ohmic (Joule) heating, and heat consumption/release during the phase

change of water [33, 65]. With that model, local temperature variations of up to

10 ◦C were observed within the cell operated at high current density [33, 65]. Similar

temperature variations were also observed experimentally [99]. The steady-state non-

isothermal model by Bhaiya et al. and Zhou et al. will be extended in this work to

the transient form.
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1.3.1.5 Water Management

Simulation of water management in PEMFCs requires consideration of water trans-

port in porous media in both vapor and liquid forms. Formation and shedding of

water droplets at the GDL-channel interfaces [21, 302, 303] is a dynamic process that

cannot be modeled at steady state. Even when channels are not included in the MEA

model, liquid-water transport and removal still require transient treatment for real-

istic predictions. Further, finding optimal strategies for automotive-fuel-cell start-up

from sub-zero temperature [266–268, 332] requires transient non-isothermal model-

ing of not only ice melting/sublimation, but also vapor and liquid-water transport.

Development of transient multi-phase PEMFC models has, therefore, been an active

area of research in the past two decades [49, 52, 152, 157, 159, 231, 233, 235, 236,

238–240, 242, 243, 250–252, 260, 264, 267, 268, 273, 274, 280, 288, 289, 293, 304, 315,

320, 333, 334]. Fuel-cell operation at sub-zero temperature is, however, beyond the

scope of this thesis. A subset of multi-phase PEMFC models, namely the two-phase

models that consider pore-water in the form of vapor and liquid, is, therefore, of

primary interest.

Liquid-water transport in the porous components of PEMFCs is driven mostly by

surface tension [65, 335]. Capillary pressure and liquid-water saturation are predom-

inantly related in fuel-cell models with an empirical relationship [21, 25, 29, 30, 37,

38, 40, 42–44, 49, 52, 65, 152, 159, 236, 242, 247, 248, 250, 251, 260, 264, 273, 274,

278, 288, 293, 304, 306, 320, 333–341], such as the Leverett J-function (the Udell

function) and its modifications [21, 25, 29, 30, 37, 38, 40–42, 49, 52, 65, 152, 159,

236, 242, 247, 248, 250, 251, 264, 278, 288, 293, 304, 306, 320, 333–340]. However,

the Leverett J-function was originally proposed for packed sand [21, 335, 336] and

has been shown to predict incorrect water-retention curves for fuel-cell PTLs [337].

Further, empirical functions, even when fitted to experimental retention curves, are

not explicitly related to the microstructure of the material and, therefore, cannot
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provide design insights.

Weber et al. [26–28, 305] proposed a series of pseudo-2D isothermal fuel-cell mod-

els in which capillary pressure and liquid-water saturation in the porous media were

related through experimentally measured pore-size distributions (PSDs) and contact

angles. The models enabled the analysis of the effect of the pore size and wettability

of the porous MEA components on liquid-water accumulation and fuel-cell perfor-

mance [26–28, 305]. In the models of Weber et al., effective transport properties of

the porous media were computed directly from the PSD [26–28, 305]. However, the

proposed statistical approaches to modeling pore interconnectivity when computing

permeability and liquid-gas interfacial area (for evaporation/condensation of water)

differed from each other, as will be discussed later in this thesis. Additionally, cata-

lyst layers were treated as interfaces in one of the models [27], and only PTLs were

considered in another model [305].

Eikerling [282] presented a 1D isothermal model for the analysis of the pore-size

and contact-angle effects on the CCL performance. The catalyst layer was considered

in isolation from the rest of the cell and was assumed hydrophilic [282].

Mulone and Karan [39] proposed a 1D isothermal CCL model similar to that of

Eikerling [282], but improved it to include a mixed-wettability PSD. Around the same

time, Mateo Villanueva [342] developed 1D isothermal models of an MPL and of a

CCL that were based on the mixed-wettability PSD approach of Weber et al. [26–28].

These PSD models were not integrated by Mateo Villanueva into an MEAmodel [342].

More recently, Zhou et al. [34, 35, 276] extended the non-isothermal PEMFC model

of Bhaiya et al. [33, 65] in OpenFCST by incorporating the PSD model of Mateo

Villanueva [342]. Since the models of Mateo Villanueva [342] and Zhou et al. [34, 35,

276] stem from the works of Weber et al. [26–28], they rely on a similar statistical

approach that makes them self-inconsistent.

All of the PSD-based models discussed above [26–28, 34, 35, 39, 276, 282, 305, 342]

share the same drawback: the assumption of steady-state operation. It turns out that
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this simplification may limit the applicability of the two-phase fuel-cell models. Liu

and Eikerling [343] applied the CCL model of Eikerling [282] to analyze the effects

of the catalyst-layer-microsctructure properties, such as the total porosity and the

fraction of the secondary pores, and the effect of oxygen diffusivity in the cathode GDL

(through a boundary condition) on the predicted steady-state polarization curves.

For some input parameters, the simulated voltage-current relationship was unstable,

with a sudden performance drop in the middle of the polarization curve. Similar and

even stronger effects, with discontinuous reduction in current density by as much as

10 times, were observed by Mateo Villanueva [342] in both steady-state MPL and

CCL models. Such a peculiar shape of the polarization curve was explained by the

existence of a critical operating point beyond which, at lower voltage, steady-state

models predicted significant flooding of the porous media and, as a consequence,

abruptly reduced current density [342, 343]. The transition between the two states

at either side of the critical point can only be captured with a transient model.

Balliet and Newman [266–268] developed a transient fully 2D non-isothermal model

of a PEMFC with a PSD sub-model adopted from the works of Weber et al. [26–28,

305]. The model was used to track the amounts of ice and liquid water during the

cold start-ups of PEMFCs and to suggest a catalyst-layer composition that would

minimize the time and energy (amount of hydrogen) required for a successful start-

up. During the course of this thesis, Goshtasbi et al. [157] developed a transient 2D

PEMFC model based on the steady-state two-phase model by Zhou et al. [35, 276]

and the PSD formulation by Weber et al. [26–28]. They simulated the dynamic fuel-

cell response to the voltage and current-density steps under various typical operating

conditions and platinum loadings in the CCL. However, Goshtasbi et al. did not

perform pore-size or wettability studies (catalyst loading was varied by modifying

the CCL thickness, and the PSD remained unchanged).

The steady-state two-phase 2D PEMFC model implemented in OpenFCST by

Zhou et al. [34, 35, 276] will be extended in this thesis to the transient form. The
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PSD model of Zhou et al. will be adopted and improved for the consistency between

the approaches taken for computing permeability and liquid-gas interfacial area from

pore-size distributions.

Liquid-water transport is not the only motivation for the transient modeling of

water management. The experimentally observed hysteresis in ohmic resistance of

PEMFCs during potential or current sweeps [46, 49–52] implies that water transport

in the electrolyte, conductivity of which depends on water content, is a dynamic pro-

cess and must be addressed accordingly. In particular, experimental evidence suggests

that water uptake and release by the polymer electrolyte is a finite-rate process [116,

344]. Yet, it is assumed instantaneous in a number of models in the literature [49,

159, 227, 228, 238–240, 243, 253, 255, 257, 258, 261, 280, 289, 345]. Further, tran-

sient fuel-cell models often describe water uptake by the ionomer in catalyst layers

with the equilibrium water content measured for electrolyte membranes [42, 52, 152,

157, 159, 227, 228, 232, 243, 247, 255, 257, 273–275, 280, 299]. This is also the case

for the steady-state models in OpenFCST [33–36, 65, 263, 265, 269, 270, 272, 276,

346]. However, ex-situ measurements performed with catalyst layers [121, 168, 347]

and ultrathin Nafion® films [344, 348–352] show a different uptake and a stronger

temperature dependence than observed with membranes [22, 121, 168, 353–355].

In this thesis, water uptake and release by the polymer electrolyte will be modeled

as a finite-rate process, as done before by some authors [41, 157, 288, 320, 334, 341].

The uptake data for catalyst layers and ionomer films from the literature [121, 168,

344, 347–352] will be analyzed, and a novel relationship for modeling this process will

be suggested in Chapter 2.

1.3.1.6 Degradation

The choice of materials and conditions at which PEM fuel cells operate limits their

durability, as various degradation processes occur during the operation. A number of

mathematical models have been developed to address, for instance, platinum-particle
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dissolution and coarsening [283, 356, 357], carbon corrosion [284, 358], and carbon-

monoxide poisoning [285, 286, 359] in catalyst layers; mechanical degradation of MEA

components [275, 360]; and chemical degradation of the membrane [287, 361]. Since

degradation of PEMFCs is observed over hundreds and thousands of hours [169, 170]

and because the focus of this thesis is on the regular fuel-cell operation at significantly

shorter time scales, degradation mechanisms will not be considered. Nevertheless, the

model developed in this thesis is a necessary step toward a more general transient

framework capable of simulating fuel-cell degradation.

1.3.1.7 Model Validation

As Richard Feynman said in one of his 1964 Messenger Lectures at Cornell University,

“if it disagrees with experiment it is wrong. In that simple statement is the key to

science.” [362] He was talking about physical laws, but the same rule applies to math-

ematical models. Comparison of model predictions with experimental observations

is just as important as model development. Yet, on many occasions, experimental

validation of fuel-cell models in the literature has not been convincing.

For instance, some authors reported no experimental validation [162, 227–230, 235,

236, 261, 299] or did not provide a quantitative comparison of the simulated and the

measured data, limiting themselves to a discussion of the qualitative similarities [152,

288]. Others developed a transient model but only reported steady-state results [247,

273]. Among the works with at least some sort of validation, it is not uncommon

to come across a publication where a transient fuel-cell model was validated with a

single, steady-state experimental polarization curve (or at least a curve with no ob-

servable hysteresis) [233, 242, 250, 251, 260, 264, 320], only two seemingly steady-state

curves [334], or a single curve with and without ohmic correction [248, 252]. Valida-

tion limited to a single operating condition or to a change of only one variable, such as

the flow rate, also appears in publications that compared model predictions with the

measured cell response to voltage or current steps [277, 278, 289]. Transient fuel-cell
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models were validated with experimental impedance spectra in references [159, 253],

but polarization curves were only verified at steady state.

There are, however, some notable exceptions. For example, Ziegler et al. [49] com-

pared the simulated and measured dynamic polarization and cell-resistance curves

at different scan and flow rates, thus varying both the operating conditions and the

type of experimental data in the validation. The agreement between the simulations

and the measurements was, however, poor. Zenyuk et al. [274] validated their tran-

sient fuel-cell model with polarization curves measured at two temperature values

and with voltage and temperature transients during a cell start-up in two different

thermal-management scenarios [274]. However, polarization curves were simulated

at steady state while experimental data exhibited hysteresis. Gerteisen et al. [52]

performed validation of their 1D model with dynamic measurements of current den-

sity, resistance, and anode-plate temperature during linear voltage sweeps and step

changes, all at three different relative-humidity (RH) values. The used experimental

data were obtained for a cell with a single serpentine channel that, despite the small

MEA area, may have required a 3D model. This casts doubt on the reasonably good

agreement between the simulations and experiments reported by the authors [52]. Ko

and Ju [238] and Huo et al. [293] validated their models using cell-voltage transients

measured during a fuel-cell start-up under various operation scenarios. A similar val-

idation was performed by Balliet and Newman [266, 268], who also verified the pre-

dicted amount of product water. Shamardina and Kulikovsky [254] tested their model

using several impedance spectra and current-density transients after steps in voltage

measured for different MEAs under various operating conditions. Polarization-curve

validation was performed at steady state. Goshtasbi et al. [157] used the same exper-

imental data as Gerteisen et al. [52] that might not have been suitable for their 2D

PEMFC model. Moreover, the 2D model was reduced to 1D for the comparison with

measurements [157]. Only qualitative agreement was achieved in some cases [157].

One of the reasons for the lack of a convincing experimental validation in a number
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of fuel-cell-modeling publications is the scarcity of suitable experimental data. For

example, through-the-channel models, such as the one developed in this thesis, can

only be validated with the data from the cells with a parallel-channel or single-channel

configuration (symmetry requirement) that were operated at a sufficiently high flow

rate (along-the-channel transport is not modeled). Since the experimental facilities

at ESDL are equipped for such measurements, in-house dynamic polarization curves,

resistance curves, and impedance spectra at various operating conditions are used to

validate the fuel-cell models developed in this thesis (see Chapters 4 and 6). To the

best of the author’s knowledge, such a validation of a transient 2D PEMFC model is

done for the first time in the literature.

1.3.1.8 Software Implementation

The most reasonable approach to developing a mathematical model of a complex

technical system, such as a fuel cell, it is to build upon an existing model that is

comprehensive enough for the purpose at hand or that can be improved to the desired

level with acceptable effort. To a large degree, the choice of such a base model is

dictated by software implementation. This choice has an immediate consequence not

only for the developer of the new model, but also for everyone who would want to

use it in the future.

With rare exceptions, transient fuel-cell models available in the literature have been

implemented in commercial software, such as COMSOL Multiphysics® [43, 44, 49, 52,

152, 157, 162, 232, 244, 245, 257, 261, 264, 267, 273–275, 287, 314, 319, 320, 363–365],

Ansys Fluent® [41, 229, 230, 234, 236, 238, 240, 241, 243, 246–248, 252, 255, 256,

318, 366, 367], MATLAB® [253, 285, 293, 320, 363], MATLAB®/SIMULINK® [277,

283, 284, 286, 287, 356, 368, 369], and Star-CD® [227, 228]. The convenience of

having ready-to-use fuel-cell modules and an interface for user-defined functions make

commercial software an attractive option for developing PEMFC models. There are,

however, limitations to this approach. In particular, the closed-source architecture of
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the commercial products makes it difficult for the users to adopt the rapidly evolving

fuel-cell models from the literature. The lack of source-code access also hides away

the information on how the models are implemented and solved. The complex logical

kernel necessitated by the universality of commercial software negatively affects the

simulation time. For instance, an in-house code for a 2D PEMFC model was shown by

Secanell [262] to simulate steady-state polarization curves three to four times faster

than a similar model implemented in COMSOL Multiphysics® by Songprakorp [264].

Finally, license fees for non-academic use are usually expensive.

The need for fuel-cell modeling software that is available to everyone has led to

the development of several open-source solutions, such as Fast-FC [370], openFuel-

Cell [371], OpenPNM [372, 373], and OpenFCST (Open-source Fuel-Cell Simulation

Toolbox) [374, 375]. There has been no development activity on the GitHub pages of

Fast-FC [376] and openFuelCell [371] since 2016. There do not seem to be any publi-

cations based on Fast-FC that would shed light on the state of the software. The most

recent journal paper on openFuelCell was published in 2016 [377], and, to the best of

the author’s knowledge, the project is still in development despite no public releases.

However, openFuelCell is primarily designed for solid-oxide fuel cells that use different

materials than PEMFCs and operate at the temperature of up to 1000 ◦C. The code

of OpenPNM is in active development [378], but the software is designed primarily for

the pore-network analysis of fuel-cell materials rather than for MEA simulations. On

the other hand, OpenFCST offers steady-state fuel-cell simulation modules [379] that

include all core physics at the level of detail that can compete with other models in

the literature (as was discussed earlier). It is based on the open-source finite-element

library deal.II [380–382] and is developed in-house at ESDL. As of today, OpenFCST

contains 150,000 lines of C++ code and over 30,000 lines of Python code (exclud-

ing supporting libraries and comments). This is significantly more compared with

about 7,000 lines in Fast-FC [376], 10,000 lines in openFuelCell (as of 2016) [377],

and 18,000 lines in OpenPNM [378]. Even more compact open-source fuel-cell soft-
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ware exists, such as the MATLAB® code developed by Vetter and Schumacher [341]

that has less than 400 lines. The level of physical detail and parametrization offered

by OpenFCST, evident in part from its size, explains the large number of advanced

models developed in that software [31, 33–36, 65, 129–131, 210, 212, 215, 262, 263,

265, 269–272, 276, 298, 346] that were mentioned earlier in this literature review.

Therefore, OpenFCST is a solid ground for the development of a transient PEMFC

model in this thesis.

As any other large software, OpenFCST is a result of a collaboration of many indi-

viduals. It was originally developed by Marc Secanell (University of Alberta) for his

Ph.D. thesis [262] at the University of Victoria, Canada, with assistance from Guido

Kanschat (Texas A&M University, USA, at the time; now at Heidelberg University,

Germany). Since 2009, a number of graduate, undergraduate, and visiting students

and postdoctoral fellows at ESDL have contributed to the development of OpenFCST.

The full list of the present and past developers can be found on the official Open-

FCST website, http://www.openfcst.org. The author specifically acknowledges the

work of M. Secanell [262], P. Dobson [269], M. Moore [270], P. Mateo Villanueva [342],

M. Bhaiya [65], K. Domican [346], P. Wardlaw [272], A. Jarauta and V. Zingan [301],

J. Zhou [276], and M. Sabharwal [131]. Details of their contributions to the model

developed in this work are provided in this Chapter and later in this thesis.

1.3.2 Transient Phenomena Under Study

Mathematical models are needed to achieve better understanding of the transient

processes taking place in PEMFCs. The model developed in this thesis will be used

to perform several physical studies.

First, the effect of the electrolyte-hydration dynamics on the inductive behavior in

the fuel-cell impedance spectra will be analyzed. This study will improve the current

understanding of how the particular water-transport mechanisms (such as electroos-

motic drag, back-diffusion, and dynamic uptake/release of water by the electrolyte)
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affect fuel-cell impedance. The developed insight could be used by experimentalists

to design fuel cells with more effective water management that would minimize ohmic

resistance and flooding (for instance, by transporting the product water through the

membrane to the anode side), thereby improving fuel-cell performance at intermedi-

ate to high current density. This will, in turn, reduce the requirements for the amount

of platinum used in the catalyst layers and, therefore, the fuel-cell cost.

Second, charge-transport characterization of catalyst layers with EIS will be in-

vestigated. By having means of accurately measuring the effective electronic and

protonic conductivities of CLs, experimentalists will be able to design catalyst layers

with improved charge transport and thus better catalyst utilization. This work will

aid that goal by analyzing the relationships between the effective conductivity, ohmic

resistance, and impedance of catalyst layers.

Third, the influence of liquid-water accumulation on the dynamic performance of

PEMFCs will be studied. As it will be discussed later, such an analysis has been

performed in the literature mostly at steady state, and limited insight is available

regarding the more realistic transient cell operation. The knowledge of how the elec-

trode composition translates into liquid-water accumulation will help experimentalists

design fuel cells that are less prone to flooding and that can, therefore, achieve a better

high-current performance. Such an analysis will be enabled in the model developed

in this thesis by incorporating a mixed-wettability PSD sub-model.

Before a transient PEMFCmodel could be implemented in OpenFCST, a numerical

framework for solving time-dependent problems had to be developed in the software.

As a first step in the framework development, a single transient diffusion equation was

implemented in OpenFCST. The equation was then incorporated into a mathematical

model for analyzing oxygen diffusion in polymer-electrolyte membranes. Literature

review for that study is provided first.
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1.3.2.1 Estimation of Oxygen-Transport Properties of Polymer-Electrolyte
Materials

Motivation for the characterization of reactant transport in polymer-electrolyte mate-

rials is twofold. In the operation of fuel cells, reactant crossover through the polymer

membrane is not desired, as it leads to performance loss [169, 383]. At the same

time, reactants need to be transported through the ionomer film that may cover

the reaction sites in the catalyst layers [21, 117, 140]. In particular, local oxygen-

transport resistance in cathode catalyst layers may have a strong implication on the

overall fuel-cell performance [36, 125, 140, 272, 321, 323–327]. Reliable measurement

of oxygen-transport properties of polymer-electrolyte materials is, therefore, essential

for fuel-cell design via development of low-crossover membranes and highly permeable

ionomers for catalyst layers.

Mass transport of oxygen in polymer electrolytes is often studied by placing a

microdisk electrode onto the surface of a membrane, applying a potential step, and

performing a parametric fitting of the transient current response with one of the

known analytical equations [309, 325, 384–392]. A detailed description of the experi-

mental technique, known as chronoamperometry, can be found, for instance, in [392].

The transport properties measured for membranes are believed to also apply to thin

ionomer films in catalyst layers. Kudo et al. [325] showed experimentally that non-

interfacial oxygen-transport resistances of thin ionomer films and thicker membranes

are similar. Although interfacial resistance is believed to dominate in thin films [140,

324–326], Liu et al. [393] reported no significant transport resistance at the ionomer-

gas interface for films as thin as 50 nm. This is sufficiently lower than the thickness

of the membranes typically used in chronoamperometric experiments (of order 10–

100 µm) [309, 385, 387–392].

A number of analytical expressions for chronoamperometric current at a microdisk

electrode exist [394–400] and are commonly referred to as “Cottrell-like” equations

after the original work of Cottrell (1903) [394]. Mitsushima et al. [387] developed
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a numerical 2D model of transient oxygen diffusion in a polymer electrolyte and il-

lustrated dynamic oxygen-concentration distributions around a microdisk electrode.

They showed that the assumption of semi-infinite diffusion in a Cottrell-like ana-

lytical model by Shoup and Szabo [397] creates an applicability limitation of the

latter due to the finite thickness of the membrane. However, it appears that, even

though the numerically simulated current density was in a better agreement with

experiments than the analytical approximation, the numerical model was not fitted

to chronoamperometric data to obtain more reliable mass-transport properties [387].

It is, therefore, important to know whether the transport properties obtained from

fitting chronoamperometric current with a numerical model differ significantly from

those found analytically.

1.3.2.2 Water-Management Signatures in Fuel-Cell Impedance Spectra

A number of studies have named dynamic electrolyte hydration one of the main

causes of the low-frequency inductive behavior observed in impedance spectra of

PEMFCs [159, 164, 191–197]. Since water management plays an important role

in achieving high performance of hydrogen fuel cells, future cell diagnosis and design

could be improved if one develops physical insight that can translate the measured

impedance spectra into useful information regarding water transport in the cell. The

corresponding literature review is provided next, starting with experimental studies.

Experimental Studies Schneider et al. [193] analyzed the impact of water ac-

cumulation along the parallel flow channels on the impedance spectrum of a seg-

mented PEMFC. They experimentally showed that, when the cell was operated un-

der conditions that favored liquid-water formation in the downstream segments, the

low-frequency inductive behavior was only observed in the spectra measured in the

upstream segments. When the current was reduced to eliminate liquid water, the

inductive loop was present in the spectra obtained from all segments, and the overall
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spectrum exhibited a stronger inductive behavior compared with the previous case.

Schneider et al. concluded that the low-frequency inductive loop in the PEMFC

spectra is indicative of water formation and accumulation along the flow channels.

In their later study, Schneider et al. [194] experimentally investigated the effect of

the operating humidity on the appearance and the size of the inductive loop. They

demonstrated that, under the fully humidified conditions, the inductive behavior is

virtually absent in the impedance response of a PEMFC. At a lower humidity, how-

ever, a large inductive loop was observed. It was deduced that the low-frequency

inductive behavior is due to the slow water uptake and release by the membrane.

Subtraction of the membrane impedance from the overall spectrum revealed a signif-

icant residual inductive loop occurring at the same frequencies as before. This means

that the hydration dynamics of the ionomer in the catalyst layers may contribute to

the low-frequency inductive behavior of the cell.

Holmström et al. [191] conducted a detailed experimental study on the effect of

water transport on the low-frequency inductive loop in the impedance spectrum of

a hydrogen fuel cell. In agreement with the studies by Schneider et al. [193, 194],

a decrease in the size of that loop was observed as relative humidity was increased.

This effect was also recently reported by Moçotéguy et al. [197] for an impedance

spectrum of a commercial PEMFC stack. Holmström et al. repeated the experiment

using a lower RH in either the cathode or the anode of the cell and reported an

increase in the strength of the inductive behavior. The sensitivity to the change in

the anode humidity was higher, suggesting that water transport across the membrane

(electroosmotic drag, back-diffusion) plays a role in the low-frequency inductance.

This also aligned well with the membrane-thickness study by the authors, in which

the cells with thicker membranes exhibited a larger inductive loop that occurred at

lower frequencies. The size of the inductive loop increased with current in the case of

a thinner membrane (51 µm) but decreased with a thicker membrane (127 µm). This

was attributed to the interplay between the electroosmotic drag and back-diffusion of
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water in the membrane: at high current density, the anode side of a thicker membrane

dries out, leading to an increase in the membrane resistance [191].

Recently, Schiefer et al. [187, 203] performed an experimental investigation of the

PEMFC inductance. They attempted to magnify the effect of electrolyte hydration

on the inductive loop by using a higher relative humidity in the cathode than in

the anode but observed a reduction of the loop. The authors concluded that water

transport was not the main cause of the low-frequency inductive behavior, as the

latter was stronger when RH was low and equal in both compartments. However,

their data also showed the inductive loop increase in size when RH was reduced in

the anode, in agreement with a similar study by Holmström et al. [191]. It appears,

therefore, that water imbalance in the cell does have a direct effect on the inductive

behavior.

Modeling Studies The most common technique for analyzing fuel-cell impedance

is the use of equivalent circuits to fit the experimental spectra [160, 171, 173–177, 181,

192, 401, 402]. However, the fitted parameters are only valid in the neighborhood

of the tested operating conditions and cell composition. Oversimplification of the

underlying physics may also result in a questionable meaning of the circuit elements

and misunderstanding of the physicochemical phenomena behind the local features

of the impedance spectra.

In contrast to equivalent circuits, physical models can be used to generate the

impedance spectra through a direct numerical simulation of the cell. Such models

have a predictive capability, which is impossible to achieve with a fitted circuit. Due

to their complexity, however, physical models have not received widespread interest

from the experimental community. Among the one-dimensional [172, 182, 183, 195,

199–201, 290–292, 294, 403–405] and multi-dimensional [159, 196, 253, 254, 257, 258,

406, 407] models that were used to investigate fuel-cell impedance, only a few [159,

195, 196, 257] analyzed the effect of electrolyte hydration on the inductive behavior
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of the cell.

Wiezell et al. [195] simulated impedance spectra of the anode, the cathode, the

membrane, and the whole MEA using a transient 1D single-phase isothermal model.

Their results indicated that the membrane impedance (frequency-dependent through

the water content) was the main contributor to the low-frequency inductive loop in

the overall spectrum. The electrodes also exhibited a significant inductive behavior,

in agreement with the experimental study by Schneider et al. [194]. Wiezell et al. [195]

simulated the experimental studies by Holmström et al. [191] and reported the same

trends in the size of the inductive loop with changes in the membrane thickness, rela-

tive humidity, and current density. However, electronic potential, gas concentration,

and ionomer water content were assumed uniform in the catalyst layers, which may

have affected the simulation results.

Setzler and Fuller [196] developed a transient pseudo-2D single-phase model of

a PEMFC and used it to analyze the cell impedance. They attributed the low-

frequency inductance at frequencies below 1 Hz to platinum-oxide formation in the

catalyst layers and water accumulation in the membrane. Their isothermal model

was able to predict the inductive loop observed experimentally at a wide range of

current densities; however, inclusion of heat generation partially or completely offset

the inductive behavior. No parametric studies were performed to investigate the effect

of water transport on the inductive behavior of the cell.

Bao and Bessler [164, 257] presented a transient 2D single-phase isothermal PEMFC

model capable of predicting cell impedance. They showed that the low-frequency in-

ductive loop in the PEMFC spectra decreases under the counter-flow operation of the

cell (that is, when the cathode and anode flows are oriented in the opposite directions)

and when the membrane thickness is reduced (in agreement with the experimental

study by Holmström et al. [191]). Bao and Bessler correlated both effects with water

transport and the changes in the internal humidification of the cell. However, cat-

alyst layers were considered to be infinitely thin in the model, and thus the effect
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of mass and charge transport in CLs on the impedance spectrum could not be ana-

lyzed. Additionally, water in the electrolyte was assumed to be in equilibrium with

the surrounding vapor, and no finite-rate exchange was modeled.

Futter et al. [159] analyzed PEMFC impedance with their transient 2D non-

isothermal two-phase model. They showed that platinum-oxide formation had a neg-

ligible effect on the inductive phenomenon at about 0.1 mHz–1 Hz, while a significant

reduction in the size of the respective loop took place when the protonic conductivity

of the membrane or the catalyst layers was made constant. This is in line with the ex-

perimental study by Schneider et al. [194]. However, the effect of the water-transport

mechanisms on the inductive behavior of the cell was not analyzed. Additionally, the

finite-rate water uptake by the polymer electrolyte was neglected. When the model

was made 1D by removing the along-the-channel direction, the inductive loop was

split into two smaller loops, at about 1–10 mHz and 0.1–1 Hz (in agreement with the

modeling results of Wiezell et al. [195]). The nature of these two distinct inductive

processes was not investigated in [159].

1.3.2.3 Estimation of Catalyst-Layer Charge-Transport Properties via
Electrochemical Impedance Spectroscopy

One of the main roles of the catalyst layers (CLs) in the hydrogen-fueled PEM fuel

cells and water electrolyzers3 (PEMWEs) is the transport of protons and electrons

to and from the reaction sites. Catalyst layers used in both PEMFC electrodes and

in PEMWE cathodes are typically made of a carbon-supported catalyst (platinum or

a platinum-based alloy) [137, 139, 149, 408–411] and a perfluorosulfonic-acid-based

ionomer, such as Nafion® [116, 117]. The effective protonic conductivity of such lay-

ers has been shown to be up to four orders of magnitude lower than the electronic

conductivity [120, 412, 413] and to affect the reaction distribution (and hence catalyst

utilization) [31] and the overall performance [31, 119, 281] of PEMFC CLs. Therefore,

3Electrolyzers consume electrical energy to split water into hydrogen and oxygen. Although this
thesis is focused on PEMFCs, the charge-transport characterization approaches discussed here and
in Chapter 5 are also applicable to other systems, such as water electrolyzers.
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measuring the protonic conductivity of those layers is an important part of the design

and development of fuel cells and electrolyzers. In contrast, the anode catalyst layers

(ACLs) of PEMWEs are usually made of iridium dioxide (unsupported [149, 410],

supported on titanium dioxide [408, 409, 414] or on titanium [411]) and Nafion®.

These layers do not exhibit the high electronic conductivity [408, 411, 415] observed

in carbon-based CLs, and, therefore, estimation of both protonic and electronic con-

ductivities of PEMWE anodes is essential.

Electrochemical impedance spectroscopy (EIS) is the primary method used to mea-

sure the proton-transport properties of fuel-cell catalyst layers [45, 120, 122, 124–127,

173–177, 184, 185, 188–190, 196, 413, 416–428] and was also recently used to esti-

mate the protonic resistance of PEMWE ACLs under H2/N2 conditions [414, 429]. A

vital part of these measurements is fitting the experimental spectra with analytical

impedance expressions, such as those derived by Eikerling and Kornyshev [183] and

by Makharia et al. [177] These expressions, however, are only valid for small operat-

ing current and when the electronic resistance of the catalyst layer is negligible [177,

183]. Therefore, the use of these relations in the analysis of PEMWE ACLs must

be carefully assessed. More recently, Kulikovsky [182] derived a generalized analyti-

cal low-current impedance expression that takes the finite electronic conductivity of

the CL into account. The relationship between the electronic/protonic resistance of

a catalyst layer and its effective electronic/protonic conductivity predicted by that

model [182],

RΩ =
L

3σeff
,

is thrice lower than in the earlier models [177, 183],

RΩ =
L

σeff
. (1.9)

Relationship (1.9) is the commonly known definition of resistance of a material to the

flow of current through it [56]. It is valid, for instance, for the measurement of the

protonic resistance and effective conductivity of pseudo catalyst layers (PCLs) via
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the hydrogen-pump technique [121, 415, 430–434], where the catalyst layer of interest

is placed between two protonically conductive membranes. However, the protonically

conductive phase of the catalyst layers in the regular PEMFC and PEMWE cells

terminates at the porous-transport-layer side. As it will be discussed later in this

work, this has implications on the macroscopic resistance-conductivity relationship

in CLs. Thus, consistency of the models from references [177, 183] and [182] and

accuracy of the proposed conductivity-resistance relationships for charge-transport

characterization of catalyst layers via EIS must be examined.

To date, a study that compares the available impedance expressions and conclu-

sively assesses the validity of the resistance-conductivity relationships proposed in

references [177, 182, 183] in the context of the PEMFC and PEMWE EIS measure-

ments with an independent (non-EIS-based) technique does not exist. The analytical

expressions [177, 182, 183] are also based on a simplified Tafel kinetic model, and the

impact of the changing Tafel slope on the impedance spectrum in a more appropriate

multistep kinetic model, such as that for oxygen reduction in PEMFCs [270, 308,

311], has not been investigated.

Another critical assumption used in the models from references [177, 182, 183] is

catalyst-layer uniformity. Recent imaging data suggest that the catalyst, support, and

ionomer content may vary within a catalyst layer [133, 143, 322]. Additionally, CLs

can be functionally graded with nonuniform spatial composition to achieve a higher

PEMFC performance [435]. Such nonuniformity has been hypothesized [173–175, 178,

186, 405, 422, 436] to cause distortion in the high-frequency 45◦ impedance branch

in the Nyquist representation [2, 159, 173, 178, 185, 186, 197, 407, 414, 422, 429,

436–438] that is used to estimate the charge-transport properties of catalyst layers.

Correlations between conductivity, ohmic resistance, and impedance of nonuniform

catalyst layers have been reported by Kulikovsky [61, 405]; however, they need to be

re-derived for every particular distribution of the CL properties. Numerical models

are more suitable for the analysis of nonuniform CLs.
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Analytical models [177, 182, 183] were derived for a single catalyst layer and ignore

the effect of other cell components. Charge-transport analysis of fuel-cell impedance

spectra may be obstructed by the appearance of an additional capacitive arc at high

frequencies [2, 158, 195, 439, 440] (typically above 1 kHz [2, 158, 195, 439]). This arc

has been hypothesized to represent faradaic processes in the anode [158, 195, 440].

On the other hand, it has been claimed to disappear in H2/H2 measurements [441],

which suggests its cathodic nature. Therefore, better understanding of the physi-

cal phenomena behind the additional arc at frequencies above 1 kHz needs to be

developed.

1.3.2.4 Effect of Electrode Design on Dynamic Water Management in
Fuel Cells

Accumulation of liquid water in the porous components of PEMFCs is not desired,

as it impedes reactant delivery to the catalyst sites. A systematic analysis of the

electrode design is required to achieve a better understanding of how the structural

characteristics of MEA components translate into their transport properties and, ulti-

mately, into the fuel-cell performance under the conditions that favor rapid production

of liquid water. As the following review will show, a number of experimental studies

have been performed in the literature with a variety of electrode designs for improving

fuel-cell performance. However, it is difficult to compare the experimental observa-

tions due to the diversity of the chosen cell components and operating conditions.

On the other hand, detailed parametric studies can be performed with mathemati-

cal models so as to develop the required knowledge in an orderly fashion. A model

suitable for such an analysis needs to be transient to capture dynamic liquid-water

accumulation and drainage. Additionally, the electrode structure must be reflected

in the model to provide the means for making design decisions. Dynamic fuel-cell

performance under the two-phase conditions is yet to be analyzed with a model that

satisfies the aforementioned requirements.
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Catalyst Layers Porosity and pore size of catalyst layers strongly depend on the

catalyst and ionomer loading [79, 125, 126, 442, 443], as well as the support type [79,

135, 136, 442, 443] and aggregate packing [444]. These characteristics translate into

different CL transport properties, such as permeability [79] and gas diffusivity [79,

136, 444]. The fabrication method, including the choice of a solvent for the catalyst

ink [127] and of a catalyst-deposition method [445], also affects the catalyst-layer

structure and porosity [127, 445].

As transport properties of catalyst layers change with their composition, so does

the fuel-cell performance [18, 122, 124, 125, 127, 134, 446]. Therefore, catalyst-layer

design can be tailored toward achieving efficient liquid-water removal. For example,

Ahn et al. [148] fabricated prism-patterned catalyst layers in which guided cracks

acted as liquid-water reservoirs and passages. Other strategies, such as designing

graded catalyst layers [417, 435, 446–448] and using pore formers [449, 450], have

also been shown to improve the fuel-cell performance under a wide range of operat-

ing conditions [448, 450]. Nanostructured-thin-film (NSTF) catalyst layers with low

platinum loading have been proposed as well [451–454]. They contain no carbon or

ionomer, relying on liquid water for proton conduction. However, structural proper-

ties of catalyst layers, such as PSD, are seldom quantified [417] in such publications.

Mathematical modeling can help bridge the gaps between the design of the electrode,

its transport properties, and cell performance.

Transient simulations performed by Kongkanand and Sinha [289] and by Zenyuk et

al. [274] showed that electrodes with thin low-platinum-loading catalyst layers (both

Pt/C and NSTF) are prone to flooding. In fact, liquid water may accumulate so

rapidly [274, 289] that the cell will shut down in a fraction of a second after a step-up in

current [289]. Cell shutdown due to flooding during polarization-curve measurements

has also been reported [50]. Complete flooding can be avoided by increasing catalyst-

layer thickness to accommodate more water or by reducing membrane thickness to

promote anode water removal [274, 289]. More recent simulations by Goshtasbi et
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al. [157] demonstrated an opposite CL-thickness effect due to the increased volumetric

heat production in thinner CCLs and a shorter path to the anode for the water in the

ionomer [157]. Parametric pore-size and wettability studies could have shed some light

on the reasons for the observed discrepancy with the earlier publications; however,

such studies were not performed by Goshtasbi et al. [157].

Based on a PSD model of a CCL, Eikerling [282] argued that the optimal wet-

ting state of a catalyst layer is when the primary pores with radii below 10 nm are

flooded for water permeation and the larger secondary pores are open for gas trans-

port. A larger fraction of primary pores and increased hydrophobicity of the layer

benefited the simulated current production [282]. With help of a mixed-wettability

CCL model, Mulone and Karan [39] found that small hydrophobic pores form gas-

transport pathways when the layer is partially saturated with water. On the other

hand, Mateo Villanueva [342] and Zhou et al. [298] showed that it is important to

retain some hydrophilicity of the catalyst layers, as it helps maintain sufficient wa-

ter evaporation. The benefit of a predominantly hydrophobic catalyst layer was also

demonstrated with fuel-cell simulations by Zenyuk et al. [274] and Dunsmore and

Litster [455]. Zhou et al. [298] deduced that fuel-cell performance can be improved

by making the hydrophobic pores of catalyst layers more hydrophobic (thus requiring

a higher capillary pressure to be filled) and making the overall pore size larger (for

increased liquid permeability). The latter conclusion was in line with the results of

the pore-scale catalyst-layer study by Sabharwal et al. [130, 131]. However, the mod-

els in references [39, 130, 131, 282, 298, 342, 455] are steady-state, and the transient

model in reference [274] does not contain a dedicated sub-model for PSD analysis.

Gas-Diffusion Layers The PTFE treatment of GDLs has been shown by Lin and

Nguyen [110], Yu and Ziegler [46], and Tseng and Lo [456] to improve cell perfor-

mance by reducing flooding. It was reported that there exists an optimal PTFE

content in GDLs: hydrophobic domains aid gas transport while hydrophilic domains
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form pathways for liquid-water removal [110]. On the other hand, Park et al. [457]

and Hou [51] reported negative effect of the hydrophobic treatment of GDLs. The

discrepancy between the studies [46, 51, 110, 456, 457] was likely due to the differ-

ences in the microstructure of the commercial GDLs (pore size, fiber thickness, PTFE

content), as well as the variability in other cell components and in the operating con-

ditions. Two-phase fuel-cell simulations performed by Weber et al. [26, 27] with a

PSD-based model also indicated the existence of an optimum PTFE content and

porosity of GDLs. Pore size and distribution spread did not seem to have an effect on

the power output [26, 28]; this was also reported more recently by Zhou et al. [298]

using a similar PSD model. However, the models developed by Weber et al. and Zhou

et al. were steady-state, and transient simulations of Shah et al. [152] showed more

severe flooding during polarization sweeps when the average GDL pore size was in-

creased. The same effect was reported for a GDL with reduced hydrophobicity [152],

in alignment with the experiments by Yu and Ziegler [46].

The model of Weber et al. [305] also predicted a decrease in cell performance when

large (100 µm) pores were added to the GDL, while Gerteisen et al. [458] reported

enhanced performance of a physical cell with GDL perforation. The disagreement

between the model and the experiment was hypothesized to be due to the assumption

of a constant capillary pressure at the GDL-channel boundary [305]. Indeed, Gerteisen

et al. [458] measured polarization sweeps with a relatively fast scan rate (10 mV/s)

and low reactant flow rates (at most 0.1 ml/min), which induced strong cell transients

with large polarization and resistance hystereses due to dynamic electrolyte hydration

and liquid-water accumulation. Moreover, ex-situ experiments conducted by Hartnig

et al. [459], Gostick et al. [460], Lu et al. [112], and Ziegler [461] demonstrated dynamic

imbibition and drainage cycles of liquid water in GDLs. This so-called eruptive regime

of water removal at the GDL-channel interface was also predicted by Qin et al. [221]

with a pore-network model. Weng et al. [462] provided experimental evidence that

cycles in liquid-water accumulation and electrolyte hydration result in fluctuations
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in the produced current density. Similar experimental observations were made by

Garcia-Salaberri et al. [41], although oscillations in current density and HFR were

caused in their case by water condensation from the feed stream near the anode inlet

rather than by the product water. A dynamic switch in the GDL-channel boundary

condition was incorporated by Zenyuk et al. [273, 274] and Goshtasbi et al. [157] in

their transient macrohomogeneous fuel-cell models to capture such a cyclic fuel-cell

behavior; however, the latter did not appear in the simulations.

Another unexplored aspect of the GDL design is the role of the porous resin binder

used in Sigracet® gas-diffusion layers [75, 87, 89–91]. Although adding more binder

has been shown by Xu [79] to reduce GDL porosity and diffusivity, the effect of the

resin pores on liquid-water transport properties of Sigracet® layers and on fuel-cell

performance has not been investigated in the literature. There is, however, experi-

mental evidence that the porous binder in Sigracet® samples may act as an “MPL

within the GDL”: performance gain after coating a Sigracet® GDL with an MPL is

lower than for other GDLs under both dry and wet conditions [35, 276]. Nevertheless,

a quantitative analysis of the role of the porous GDL binder is yet to be performed.

Microporous Layers Structure and wettability of MPLs are known to affect fuel-

cell performance. Nagai et al. [463] improved fuel-cell performance by creating liquid-

water pathways in MPLs using pore formers so that the smaller pores remained

available for gas transport. Cracks that may naturally form in MPLs during fabrica-

tion [78, 107, 109, 115] have also been shown numerically by Zenyuk et al. [40], Qin

et al. [114] and experimentally by Islam et al. [115] to act as reservoirs and passages

for liquid water. However, optimal MPL thickness, porosity, and PTFE content exist

due to a trade-off between liquid-water and gas transport, as demonstrated in PSD-

based modeling studies by Weber and Newman [26, 28] and Zhou et al. [35] and in

the experimental work by Tseng and Lo [456]. That balance also depends on thermal

conductivity of MPLs and GDLs that should be sufficiently low to facilitate water
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evaporation in the cathode, but not too low to not cause electrolyte dehydration [35].

Graded MPLs have also been proposed [435, 462, 464, 465]. While Tang et al. [464]

and Chun et al. [465] suggested placing larger pores near the cathode GDL (CGDL)

and smaller pores near the CCL, the opposite was found to improve fuel-cell perfor-

mance by Weng et al. [462] This was possibly because the MPL porosity distribu-

tion was a result of PTFE content variation (more near the GDL) in reference [462]

rather than the use of pore-forming agents as in references [464, 465]. Kitahara

et al. [466–468] suggested using a dual cathode MPL (CMPL) with a hydrophilic

sub-layer doped with polyvinyl alcohol near the CCL and a uniform [466, 467] or

graded [468] hydrophobic sub-layer doped with PTFE near the CGDL. Under dry-

cathode conditions, the hydrophilic domain helped retain water in the membrane

while the hydrophobic domain prevented water removal by dry gas [466–468]. Ex-

istence of an optimal PTFE content was found under wet conditions, in agreement

with the PSD modeling studies by Weber and Newman [26, 28] and Zhou et al. [35].

Using a triple MPL with a graded hydrophobic treatment and less PTFE near the

GDL further improved the performance [468]. In more recent studies, Kitahara et

al. [469, 470] suggested a different MPL design with 4 wt% loading of hydrophilic

carbon nanotubes for an optimal fuel-cell performance under both dry and wet con-

ditions. Such layers with carbon nanotubes have been shown to have a different PSD

compared with the conventional MPLs [107].

Even though a variety of MPL designs have been suggested in the literature,

their influence on the fuel-cell performance is seldom analyzed in transient. Weng

et al. [462] were able to reduce the flooding- and hydration-related oscillations in cur-

rent density by using graded-PTFE MPLs instead of the commercial samples with no

grading. However, it is difficult to draw conclusions from their data, as the cell was

operated at a constant voltage, and current density (and thus the water-production

rate) varied between the cases. Impedance spectroscopy was utilized by Weng et

al. [462], Lin et al. [105], Fan et al. [106], and Lee et al. [107] to verify mass-transport
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and ohmic-resistance trends observed with polarization curves. Nagai et al. [463] op-

erated their cells at constant current to show that it took significantly longer time

to achieve the same saturation levels in the CGDL when pore formers were used to

create large pores in the CMPL. Microporous layers also reduce flooding hysteresis in

polarization curves, as evident from the experiments by Yu and Ziegler [46] and the

simulations by Shah et al. [152].

1.4 Thesis Objectives

The main objective of this thesis is to develop an open-source transient two-phase

2D PEMFC model suitable for simulating a variety of common experimental fuel-cell

characterization techniques, including the dynamic polarization sweeps and impedance

spectroscopy.

In the initial phase of the implementation of the transient framework in OpenFCST,

a time-dependent model for oxygen transport in polymer-electrolyte membranes will

be developed. The model will be used to fulfill the following first objective of this

thesis:

1. Analyze the effect of the finite membrane thickness on the oxygen-transport

properties obtained in chronoamperometric measurements [1].

Next, a transient PEMFC model will be developed in OpenFCST. The model will

be used to address the following thesis objectives based on the literature review:

2. Investigate the electrolyte-hydration nature of the low-frequency inductive loop

in fuel-cell impedance spectra [2].

3. Study the relationship between the effective conductivity, ohmic resistance,

and impedance of uniform and nonuniform catalyst layers of PEMFCs and

PEMWEs [3].
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4. Analyze the effect of liquid-water accumulation on the dynamic performance of

PEMFCs [4].

1.5 Thesis Outline

There are seven chapters in this thesis. The current chapter introduced the mo-

tivation for this thesis, provided a literature review of the considered topics, and

listed the objectives. A detailed description of the developed transient two-phase 2D

PEMFC model and the numerical framework used to simulate it is given in Chap-

ter 2. Individual modules of the developed model are used in Chapters 3–6 to address

the objectives formulated above. Diffusivity and solubility of oxygen in a polymer-

electrolyte membrane are estimated in Chapter 3. The single-phase component of

the model developed in Chapter 2 is used to analyze the electrolyte-hydration na-

ture of the low-frequency inductance in PEMFC impedance spectra in Chapter 4.

The performed parametric studies shed light on the fuel-cell inductance and, for the

first time in the literature, unveil its relation to the water absorption/desorption

kinetics in the ionomer. Suitability of the analytical methods [177, 182, 183] for esti-

mating catalyst-layer charge-transport properties from H2/O2 and H2/N2 impedance

spectra is examined in Chapter 5 using a numerical catalyst-layer model. Practical

recommendations are provided for experimentalists so as to assist them in the EIS

measurement and in the selection of suitable analytical models for the catalyst-layer

charge-transport analysis of fuel-cell and water-electrolyzer impedance spectra. The

impact of the liquid-water accumulation on the dynamic performance of PEMFCs is

investigated in Chapter 6 with the developed transient two-phase model. The main

findings of this thesis are summarized in Chapter 7, and outlook for the future work

is given therein.
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Chapter 2

Mathematical Model1

Chapters 3–6 are arranged in chronological order in which the mathematical models

discussed therein have been developed by the author. Description of those models is

unified in this Chapter in the form of the general two-phase fuel-cell model from Chap-

ter 6 that incorporates the individual sub-models from Chapters 3–5. Relationships

for computing the effective transport properties in the governing equations and some

1Parts of this chapter are reproduced from the following publications:

1. A. Kosakian, L. Padilla Urbina, A. Heaman, and M. Secanell, “Understanding single-phase
water-management signatures in fuel-cell impedance spectra: A numerical study,” Elec-

trochimica Acta, vol. 350, p. 136 204, 2020.

2. A. Kosakian and M. Secanell, “Estimating charge-transport properties of fuel-cell and elec-
trolyzer catalyst layers via electrochemical impedance spectroscopy,” Electrochimica Acta,
vol. 367, p. 137 521, 2021.

3. A. Kosakian, F. Wei, S. Jung, J. Zhou, A. Punia, J. Liu, and M. Secanell, “A transient,
pore-size-distribution-based model for the analysis of the two-phase water transport in fuel
cells,” (in preparation).

Portions of this chapter were used in the following upcoming publication:

3. M. Secanell and A. Kosakian, “Membrane-electrode-assembly modeling using OpenFCST,”
in PEMFC characterization and modelling – Current trends and challenges, J. Stumper and
J. Jankovic, Eds. de Gruyter, (in preparation).

The copyright remains with the author and not the publisher of the item immediately above
(de Gruyter), as this thesis is published first. However, the used materials were significantly modified
to avoid potential disputes.
License 4990320645990 was obtained from Springer in case of incidental use of any material from

the following publication:

4. M. Secanell, A. Jarauta, A. Kosakian, M. Sabharwal, and J. Zhou, “PEM fuel cells, modeling,”
in Encyclopedia of Sustainability Science and Technology, R. A. Meyers, Ed. New York, NY:
Springer New York, 2017, pp. 1–61, isbn: 978-1-4939-2493-6. doi: 10.1007/978-1-4939-2493-
6 1019-1.

Author contributions are detailed in the Preface of this thesis.
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of the model inputs are also provided in this Chapter. Additional relationships and

material properties specific to Chapters 3–6 are given therein. The numerical frame-

work developed by the author for solving the aforementioned models is discussed in

detail in this Chapter.

2.1 Membrane-Electrode-Assembly Model

2.1.1 Assumptions

The transient mathematical model presented in this Chapter is based on the steady-

state two-phase PEMFC model by Zhou et al. [34, 276]. The main simplifying as-

sumptions of the steady-state component of the model are listed below.

1. Gas mixtures were assumed to be dilute, isobaric, and ideal. Gas flow was

assumed purely diffusive at the considered operating conditions based on the

recent study by Zhou et al. [35, 276].

2. Liquid-water transport was driven by capillary forces, based on the dimensional

analysis by Bhaiya [65].

3. Liquid water was assumed incompressible and Newtonian, and its flow was

assumed creeping and governed by Darcy’s law [34, 65]. To describe liquid-

water flow, each porous medium in the MEA was represented by a network of

cylindrical capillaries of mixed wettability [34, 342].

4. The proton-exchange membrane was assumed impermeable to gases and liquid

water [34].

5. Water was assumed to be transported in the polymer electrolyte in the absorbed

form via osmosis and back-diffusion [22, 33–35, 65, 262, 263].

6. A single-energy-conservation-equation approach was used to describe heat trans-

port under the assumption of local thermal equilibrium between the gas and
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solid phases due to sufficiently large interfacial area of the porous layers in the

MEA [33, 65].

7. In order to account for the local reactant transport resistance in the catalyst lay-

ers, a uniform distribution of spherical ionomer-covered catalyst particles [272,

328] was assumed in the CLs. Reactant gases (oxygen in the cathode and hy-

drogen in the anode) dissolved into and diffused through a thin layer of ionomer

before reaching the reaction sites.

The main assumptions specific to the transient processes were as follows.

1. Double-layer capacitance of the interface between the carbon/platinum and

ionomer phases of catalyst layers was considered. It was assumed constant

and uniformly distributed (unless stated otherwise).

2. Kinetic models for the ORR and the HOR were assumed quasi-stationary. Tran-

sient terms describing dynamics of the reaction-intermediate species were omit-

ted.

3. The ICCP model was assumed quasi-stationary due to the small thickness of

the ionomer film (1–10 nm [124, 132]).

Other assumptions were the same as in references [33, 34, 65, 262, 263, 276].

2.1.2 Governing Equations

2.1.2.1 Gas Transport

Gas transport in the porous MEA components is governed by [6, 21, 65, 276]

∂

∂t
(εvci) +∇ ·NNN eff

i = Si. (2.1)

Coefficient εv ∈ (0, 1) in the equation above is the volume fraction of the void phase.

It is related to the porosity εp ∈ (0, 1) of the dry layer through εv = εp(1 − s),

where s ∈ [0, 1] is liquid-water saturation (fraction of the void space occupied by
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liquid water). Variable ci represents concentration of gas species i (mol/cm3). The

second term in equation (2.1) describes volume-averaged gas transport. Under the

assumption of an ideal and dilute gas mixture, the effective molar flux, NNN eff
i , is given

by [21, 276]

NNN eff
i = −Deff

i ∇ci + civvvg, (2.2)

where the first term is the diffusive flux as given by Fick’s first law [472] and the

second term is the convective flux [472]. Coefficient Deff
i is the effective diffusivity of

species i (cm2/s), and vvvg is the molar-averaged velocity of the mixture (cm/s). The

source/sink term Si describes consumption and production of species i.

Zhou et al. [35, 276] have demonstrated that diffusion is the main mode of gas

transport in PEMFCs with parallel-channel flow fields. Therefore, convective gas

transport is not considered in this thesis. Equation (2.1) is then simplified to

∂

∂t
(εvci)−∇ ·

(︁
Deff

i ∇ci
)︁
= Si. (2.3)

Even though gas pressure is assumed constant in this thesis, concentration changes

with temperature according to the ideal-gas law:

ci =
pi
RT

, (2.4)

where pi is the partial pressure of species i (Pa), R ≈ 8.314 J/(mol·K) is the universal

gas constant, and T is temperature (K). However, for the typical temperature vari-

ation inside an MEA of at most 10 ◦C [33, 65, 99, 157, 320], equation (2.4) suggests

that gas concentration varies by less than about 3%. Additionally, thermodiffusion

is negligible in fuel cells [336, 473]. Therefore, equation (2.3) can be formulated with

respect to the molar fraction

xi =
pi
ptot

=
ci
ctot

,

where ctot is the total mixture concentration computed from the total gas pressure,

ptot, using the ideal-gas law (2.4). The resulting governing equation for gas transport
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is

ctot
∂

∂t
(εvxi)−∇ ·

(︁
ctotD

eff
i ∇xi

)︁
= Si. (2.5)

The equation above represents Fick’s second law of diffusion [472] and is commonly

used to describe gas transport in fuel-cell models [31, 33, 34, 36, 65, 129–131, 162,

253, 254, 261–263, 265, 269, 270, 272, 276, 289, 290, 346, 369, 474, 475]. It has been

implemented in OpenFCST in the steady-state form by Secanell [262], Bhaiya [65],

Zhou [276], and Sabharwal [131] and was extended to the transient form in this work.

Equation (2.5) was solved for the molar fractions of oxygen in the cathode, xO2 , and

of water vapor in both electrodes, xwv. Nitrogen in the cathode and hydrogen in

the anode were assumed to be solvents, and their molar fractions were obtained as

xN2 = 1− xO2 − xwv and xH2 = 1− xwv.

Consumption of oxygen in the ORR was described with a sink term

SO2 =

⎧
⎨
⎩
− j

neF
in CCL;

0 everywhere else,
(2.6)

where j is the volumetric faradaic current density (A/cm3), ne = 4 is the number

of electrons consumed in the ORR per mole of oxygen (see equation (1.2)), and

F = 96, 485 C/mol is Faraday’s constant. This term was only applied in the CCL,

as that is where the ORR takes place. Models for computing faradaic current are

discussed later in this Chapter.

For the electrochemical production of water, ne = 2. It was assumed that water

could be produced in either liquid or vapor form. This was controlled with parame-

ter χ that was equal to unity for vapor production and to zero for liquid production.

Additionally, since the catalyst surface is at least partially covered with the ionomer

in the catalyst layers [21, 117, 140], it is reasonable to assume that some water may

be produced at the catalyst surface under the ionomer film, into which it is then

directly absorbed. The amount of water that may directly enter the ionomer has not

been measured experimentally and was approximated in this thesis with parameter
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ξ ∈ [0, 1]. Thus, the source term for the generation of water vapor in the ORR is

SORR
wv =

⎧
⎨
⎩
χ(1− ξ)

j

2F
in CCL;

0 everywhere else.
(2.7)

One may expect that there exists some resistance to the uptake of water that is

produced electrochemically at the catalyst-ionomer interface. Such resistance can be

approximated by introducing a rate constant to the water-production source term.

That rate constant is not known experimentally, and the associated resistance was

not considered in this work to avoid introducing additional fitting parameters to the

model.

Local Gas-Transport Resistance Local reactant-transport resistance in the cat-

alyst layers was accounted for by incorporating an additional sub-model describing

transport of reactants through the thin ionomer films covering spherical catalyst par-

ticles (the ICCP model [272, 328]). A schematic of the ICCP idealization of the

catalyst-layer structure is shown in Figure 2.1. This model, implemented in Open-

FCST by Wardlaw [272], is based on a mass balance between the reactant transport

through the gas-ionomer interface, its diffusion through the ionomer film, and con-

sumption at the catalyst surface.

The rate of oxygen entering the ICCP through the gas-ionomer interface (in mol/s)

is given by [272, 328]

Rint
O2

= −4π(rcore + δ)2kO2

(︂
cO2,g|f − ceqO2,g|f

)︂
, (2.8)

where rcore is the radius of the ICCP carbon-platinum core, δ is the thickness of the

ionomer film in the ICCP computed from the known platinum and ionomer loading of

the catalyst layer [272, 328], kO2 is a rate constant (m/s), cO2,g|f is the oxygen concen-

tration in the ionomer at the gas-ionomer film interface, and ceqO2,g|f is its equilibrium

value obtained from Henry’s law at the given partial pressure of oxygen. The rate of
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The ICCP model enables the correction of the local current density for the local

oxygen transport resistance in the cathode catalyst layer. Volumetric faradaic current

density (per unit volume of the catalyst layer) was computed as j = i(cO2,c|f, η)Av.

Similar equations apply for the anode side. The ICCP model is quasi-stationary

and depends on time through gas concentration and overpotential. The original

implementation of the ICCP model in OpenFCST was corrected in this thesis for the

missing film thickness δ in equation (2.9).

2.1.2.2 Water Transport in the Electrolyte

Water in the polymer electrolyte was assumed in this thesis to be in the absorbed

form, as suggested by Springer et al. [22] and commonly done in the literature [33,

34, 36, 52, 65, 152, 157, 227, 234, 247, 262–265, 269, 270, 272, 276, 289, 293, 299,

319, 320, 333, 334, 345, 346]. The amount of water in the electrolyte was described

with a variable λ that represents the ratio of the number of moles of water to the

number of moles of the ionic groups (molH2O/molSO−

3
). Three modes of transport

were considered for the absorbed water, namely electroosmotic drag, back-diffusion,

and thermoosmosis [33, 65, 157, 320].

Electroosmotic flux (mol/(cm2 · s)) is given by [6, 22, 33, 65]

NNN eff
λ,electroosmosis = −nd

σeff
H+

F
∇ϕH+ (2.11)

and describes how water molecules, owing to their dipolar nature, are dragged by

hydrogen protons from the anode to the cathode. The electroosmotic drag coeffi-

cient, nd, represents the water-to-proton flux ratio when concentration gradients are

negligible. Electroosmotic drag is driven by the gradient in the protonic potential,

ϕH+ , and depends on the effective protonic conductivity of the electrolyte, σeff
H+ .

Concentration gradients of water give rise to back-diffusion [6, 22, 33, 65]:

NNN eff
λ,diffusion = −ρi, dry

EW
Deff

λ ∇λ, (2.12)
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where ρi, dry is the density of the dry electrolyte (g/cm3) and EW is its so-called equiv-

alent weight (mass of the dry electrolyte per mole of the ionic groups, g/molSO−

3
). Ra-

tio ρi, dryλ/EW is the equivalent water concentration in the electrolyte (molH2O/cm
3).

Coefficient Deff
λ is the effective absorbed-water diffusivity.

Flux of water associated with the temperature gradient (mol/(cm2 · s)) is defined

as [6, 33, 65]

NNN eff
λ,thermoosmosis = − Deff

T

MH2O

∇T, (2.13)

where MH2O is the molar mass of water (g/mol). The coefficient of thermoosmotic

diffusion, Deff
T (g/(cm · s ·K)), is negative, and water is transported from cold to hot

regions of the electrolyte [476].

The overall flux of the absorbed water is a combination of fluxes (2.11)–(2.13):

NNN eff
λ =NNN eff

λ,electroosmosis +NNN eff
λ,diffusion +NNN eff

λ,thermoosmosis

= −nd

σeff
H+

F
∇ϕH+ − ρi, dry

EW
Deff

λ ∇λ− Deff
T

MH2O

∇T. (2.14)

Equation (2.1) written for the water transport in the electrolyte is, therefore,

εi
ρi, dry
EW

∂λ

∂t
−∇ ·

(︃
nd

σeff
H+

F
∇ϕH+ +

ρi, dry
EW

Deff
λ ∇λ+

Deff
T

MH2O

∇T

)︃
= Sλ,

where εi is the polymer-electrolyte volume fraction that belongs to (0, 1) in cata-

lyst layers and takes the value of unity in the membrane. This equation has been

implemented in OpenFCST in its steady-state form by Secanell [262] and Bhaiya [65].

The source/sink term Sλ (g/(cm3 · s)) is

Sλ = Ssorption
λ + SORR

λ =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

εikλ
ρi, dry
EW

(λeq − λ) + ξ
j

2F
in CCL;

εikλ
ρi, dry
EW

(λeq − λ) in ACL;

0 everywhere else,

(2.15)

where

Ssorption
λ =

{︄
εikλ

ρi, dry
EW

(λeq − λ) in CLs;

0 everywhere else
(2.16)
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and

SORR
λ =

⎧
⎨
⎩
ξ
j

2F
in CCL;

0 everywhere else.

Term Ssorption
λ describes the exchange of water between the ionomer and the pore phase

of the catalyst layers. This exchange takes place at a finite rate kλ (1/s), and λeq is

the equilibrium water content in the ionomer under the given operating conditions.

Term SORR
λ accounts for water generated directly in the ionomer phase of the CCL.

Desorption and absorption of water by the ionomer were reflected in the following

source/sink term of the vapor-transport equation (2.5):

Ssorption
wv =

{︄
−εikλ

ρi, dry
EW

(λeq − λ) in CLs;

0 everywhere else.
(2.17)

2.1.2.3 Liquid-Water Transport

The flow of liquid water through the porous MEA components is commonly mod-

eled as a creeping flow of an incompressible Newtonian fluid. It is described with a

continuity equation [336],

∂ (εpsρlw)

∂t
+∇ · (ρlwvvvlw) = Slw, (2.18)

in which the superficial liquid-water velocity, vvvlw, is obtained from the Darcy equa-

tion [336, 472]

vvvlw = −κlw

µlw

∇plw. (2.19)

Variables ρlw, κlw, and plw are, respectively, the density of liquid water (g/cm3), its

permeability (cm2), and intrinsic pressure (Pa). Superficial and intrinsic averaging

is discussed later in this Chapter and is defined in Appendix A. The product εps is

the volume fraction of liquid water in the pores. Substituting velocity (2.19) into

equation (2.18), one obtains the governing equation often used to model liquid-water

transport in fuel cells [6, 25, 34, 35, 40, 43, 44, 52, 65, 152, 157, 273, 274, 276, 335,

336]:

εpρlw
∂s

∂t
−∇ ·

(︃
ρlwκlw

µlw

∇plw

)︃
= Slw. (2.20)
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Dynamic viscosity µlw (g/(cm · s)) was computed as [65]

µlw = 2.414 · 10247.8/(T−140.0)−4. (2.21)

The source/sink term Slw describes production and phase change of water.

Capillary pressure is defined as the difference between the pressure of the non-

wetting (injected) phase and the pressure of the wetting (displaced) phase [477]:

pc = pnon-wetting − pwetting.

Since the porous MEA components are mostly hydrophobic, liquid water is the non-

wetting phase and gas is the wetting phase [34, 35, 40, 43, 44, 65, 157, 273, 274,

276]:

pc = plw − pg.

When the gas pressure, pg, is assumed constant (as in this thesis), ∇pc = ∇plw, and

equation (2.20) can be formulated in terms of the capillary pressure:

εpρlw
∂s

∂t
−∇ ·

(︃
ρlwκlw

µlw

∇pc

)︃
= Slw. (2.22)

Phase change of water was modeled with a source/sink term (mol/(cm3 · s))

SH2O =

⎧
⎪⎪⎨
⎪⎪⎩

keal-g

(︃
pwv − psatK

psatK

)︃
, pwv ≤ psatK ,

kcal-g

(︃
pwv − psatK

psatK

)︃
, pwv > psatK ,

(2.23)

where ke and kc are rate constants for evaporation and condensation (mol/ (cm2 · s)),

al-g is the volumetric interfacial area between the liquid and gas phases (cm2
l-g/cm

3
layer),

and pwv = pgxwv is the vapor pressure (Pa). Pressure psatK is given by [34]

psatK = psat exp

(︃
pcMH2O

ρlwRT

)︃
,

which is the Kelvin equation describing the relationship between the saturated-vapor

pressure at the curved liquid-gas interface in a capillary and the saturated-vapor
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pressure at a flat interface, psat. The latter was computed, in atmospheres, with [22]

log10(p
sat) =− 2.1794 + 0.02953(T − 273.15)

− 9.1837 · 10−5(T − 273.15)2 + 1.4454 · 10−7(T − 273.15)3. (2.24)

The right-hand side of equations (2.20) and (2.22) includes the term SH2O and also

accounts for the electrochemical generation of liquid water:

Slw =

⎧
⎪⎪⎨
⎪⎪⎩

(1− ξ)(1− χ)
j

2F
MH2O +MH2OSH2O in CCL;

MH2OSH2O in ACL, MPLs, GDLs;

0 in PEM,

(2.25)

Electrolyte water uptake from liquid [116] should also be modeled. This can be done

by incorporating an exchange term similar to the one in equation (2.15). However,

the corresponding rate constant is not known. In this thesis, the effect of the liquid-

water uptake by the ionomer in the catalyst layers was approximated by modifying

the coefficient ξ (water in the pore space was assumed in two-phase applications to

be produced in liquid form, i.e., χ = 0).

The change in vapor concentration due to evaporation and condensation of water

was modeled with the following term added to the right-hand side of the vapor-

transport equation (2.5):

Se/c
wv =

{︄
−SH2O in CLs, MPLs,GDLs;

0 in PEM.
(2.26)

The overall source/sink term of that equation is a combination of terms (2.7), (2.17),

and (2.26):

Swv = SORR
wv + Ssorption

wv + Se/c
wv

=

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(1− ξ)χ
j

2F
− SH2O − εikλ

ρi, dry
EW

(λeq − λ) in CCL;

−SH2O − εikλ
ρi, dry
EW

(λeq − λ) in ACL;

−SH2O in GDLs, MPLs;

0 in PEM.

(2.27)
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2.1.2.4 Charge Transport

Electron Transport Electrons are transported through the carbon phase of GDLs

and MPLs and through the carbon/platinum phase of CLs. In this thesis, those phases

are collectively referred to as the solid phase in the context of charge transport (not to

be confused with the structural solid phase that includes ionomer in CLs and PTFE

in GDLs and MPLs). The electron-conservation equation is given by [262]

εs
∂ce−

∂t
+∇ ·NNN eff

e− = Re− , (2.28)

where εs is the volume fraction of the electronically conductive solid phase, ce− is

the electron concentration (mol/cm3) and Re− (mol/(cm3 · s)) describes production

of electrons in the HOR (1.1) and their consumption in the ORR (1.2):

Re− =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

− j

F
in CCL;

j

F
in ACL;

0 everywhere else.

Introducing electron charge density ρ̂e− = Fze−ce− (C/cm3) [21], using the definition

of current density iiie− = Fze−NNN
eff
e− (A/cm2) [21, 262], and noting that the charge

number (valence) of an electron, ze− , is equal to -1, one can transform equation (2.28)

into

εs
∂ρ̂e−

∂t
+∇ · iiie− = Se− , (2.29)

where

Se− = −FRe− =

⎧
⎪⎨
⎪⎩

j in CCL;

−j in ACL;

0 everywhere else.

(2.30)

Current density iiie− in equation (2.29) is given by Ohm’s law [262]:

iiie− = −σeff
e−∇ϕe− , (2.31)

where σeff
e− is the effective electronic conductivity of the medium (S/cm) and ϕe− is

the electronic potential (V).
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The first term of equation (2.29) describes accumulation of charge. The charg-

ing/discharging current represented by that term only exists in catalyst layers, where

an electrical double layer is formed between the solid and ionomer phases that acts

as a capacitor [55, 56, 61, 150, 478, 479]. Using the definition of the volume-averaged

double-layer capacitance (F/cm3) [478, 479],

Cdl = εs
∂ρ̂e−

∂ (ϕe− − ϕH+)
, (2.32)

where ϕH+ is the protonic potential (V), one can write the capacitive current as

jc,e− = εs
∂ρ̂e−

∂t
= εs

∂ρ̂e−

∂ (ϕe− − ϕH+)

∂ (ϕe− − ϕH+)

∂t
= Cdl

∂ (ϕe− − ϕH+)

∂t
. (2.33)

Substituting equations (2.31) and (2.33) into equation (2.29), the governing equation

for electron transport is obtained:

Cdl
∂ (ϕe− − ϕH+)

∂t
−∇ ·

(︁
σeff
e−∇ϕe−

)︁
= Se− .

The steady-state component of this equation has been implemented in OpenFCST

by Secanell [262] and Bhaiya [65].

Proton Transport The conservation equation for protons is similar to that for

electrons, equation (2.28):

εi
∂cH+

∂t
+∇ ·NNN eff

H+ = RH+ . (2.34)

Like electrons, protons are produced in the HOR (1.1) and consumed in the ORR (1.2).

Thus,

RH+ =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

− j

F
in CCL;

j

F
in ACL;

0 everywhere else.

Assuming that the ionic groups in the polymer electrolyte are immobile and that

the only transported species are sufficiently diluted hydrogen protons, one can follow
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the same approach as before and substitute ρ̂H+ = FzH+cH+ (C/cm3) [21], iiiH+ =

FzH+NNN eff
H+ (A/cm2) [21, 262], and zH+ = 1 into equation (2.34) to obtain

εi
∂ρ̂H+

∂t
+∇ · iiiH+ = SH+ , (2.35)

where

SH+ = FRH+ =

⎧
⎪⎨
⎪⎩

−j in CCL;

j in ACL;

0 everywhere else.

(2.36)

Ohm’s law was used to compute the protonic current density [6, 21]:

iiiH+ = −σeff
H+∇ϕH+ , (2.37)

where σeff
H+ is the effective protonic conductivity (S/cm). Double-layer capacitance (2.32)

was introduced in the temporal derivative of equation (2.35) as follows:

εi
∂ρ̂H+

∂t
= εi

∂ρ̂H+

∂ (ϕH+ − ϕe−)

∂ (ϕH+ − ϕe−)

∂t
= −Cdl

∂ (ϕe− − ϕH+)

∂t
. (2.38)

Combining equations (2.35), (2.37), and (2.38), one obtains the governing equation

for proton transport used in this thesis:

−Cdl
∂ (ϕe− − ϕH+)

∂t
−∇ ·

(︁
σeff
H+∇ϕH+

)︁
= SH+ .

The steady-state version of this equation has been implemented in OpenFCST by

Secanell [262] and Bhaiya [65].

2.1.2.5 Heat Transport

The governing equation for heat transport used in this thesis was obtained by ex-

tending the steady-state equation implemented in OpenFCST by Bhaiya [65] and

Zhou [276] to the transient form:

∑︂

i=phase

ρiCp,i
∂(εiT )

∂t
−∇ ·

(︁
κeff∇T

)︁
+

∑︂

j=gas, λ

NNN j · ∇Hj = ST . (2.39)

In the equation above, Cp is specific heat capacity (J/(g · K)) that was assumed

constant in this work, κeff is effective thermal conductivity (W/(cm · K)), H is mo-

lar enthalpy (J/mol), and ST contains source and sink terms (W/cm3) that will be
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discussed shortly. A single equation was used to predict temperature changes in all

phases of the MEA assuming local thermal equilibrium due to the large surface area

of porous media, as commonly done in the literature [21, 33–35, 43, 44, 52, 65, 152,

157, 159, 230–232, 234, 235, 237, 238, 241–243, 246, 247, 252, 261, 264, 266, 267,

273–277, 280, 289, 293]. Quantity

∑︂

i=phase

εiρiCp,i (2.40)

in the first term of equation (2.39) represents the effective volumetric heat capacity

(J/(cm3 ·K)). Due to the small density of gases, their contribution to the overall heat

capacity is negligible and was not considered. Thus, the summation is performed

over the rest of the phases, for example, carbon, PTFE, and liquid water in GDLs

and MPLs. The second and third terms in equation (2.39) represent heat transport

due to the effective Fourier conduction and inter-diffusion of gases and water in the

electrolyte.

The first of the source terms contained in ST describes heat release in the overall

PEMFC reaction (1.3), which is exothermic [61, 62]. The corresponding entropy

change per mole of hydrogen is [65]

∆S̄overall = 4.184(8(1 + ln(T ))− 92.84) J/(mol ·K).

This quantity is negative for the fuel-cell temperature range. It is believed that most

of the reversible reaction heat is released in the ORR [64, 65]. The exact contribution

of the half-cell reactions to the total heat release is unknown and was controlled

in the model with parameter fORR ∈ [0, 1] [33, 65]: ∆S̄ORR = fORR∆S̄overall and

∆S̄HOR = (1− fORR)∆S̄overall. In this thesis, it was assumed that fORR = 1 [33, 65].

The source term for the reversible heat release in the ORR is, therefore [33, 65],

Srev,ORR
T =

⎧
⎨
⎩

j

2F

(︁
−T∆S̄overall

)︁
in CLs;

0 everywhere else.
(2.41)

The factor of 2 is the number of moles of electrons per mole of hydrogen (reac-

tions (1.1) and (1.2)).
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The irreversible electrochemical heat generation due to activation polarization was

reflected in the following source terms that were applied in both catalyst layers [33,

65]:

Sirrev,ORR
T =

{︄
−jη = −j (ϕe− − ϕH+ − EORR) in CCL;

0 everywhere else;
(2.42)

Sirrev,HOR
T =

{︄
jη = j (ϕe− − ϕH+ − EHOR) in ACL;

0 everywhere else.
(2.43)

The theoretical anodic potential was taken as a zero-point reference, EHOR = 0,

since the ACL is a standard hydrogen electrode [62]. The cathodic potential EORR

was then computed with respect to EHOR. The difference in the signs of the source

terms (2.42) and (2.43) is due to the cathodic overpotential being negative and anodic

overpotential being positive [33, 65].

As current flows through the electrically conductive materials of the MEA, irre-

versible ohmic (Joule) heating takes place. The amount of this heat generated due

to the conduction of protons and electrons is given by iiiH+ · iiiH+/σeff
H+ and iiie− · iiie−/σeff

e− ,

respectively, where current density is defined with equations (2.31) and (2.37). The

corresponding source term is [33, 65]

Sohmic
T =

⎧
⎪⎨
⎪⎩

σeff
H+ (∇ϕH+ · ∇ϕH+) in PEM;

σeff
H+ (∇ϕH+ · ∇ϕH+) + σeff

e− (∇ϕe− · ∇ϕe−) in CLs;

σeff
e− (∇ϕe− · ∇ϕe−) in MPLs and GDL.

(2.44)

Phase change of water is also accompanied with heat generation or consumption.

Molar enthalpies of water absorbed into the electrolyte, H̄H2O, abs, and water vapor,

H̄H2O, vap, differ from each other by H̄sorption, the molar enthalpy change during water

absorption/desorption, which was assumed in this work to be 45 kJ/mol [33, 65]:

H̄H2O, abs = H̄H2O, vap − H̄sorption. (2.45)

Heat is produced when water is absorbed by the electrolyte and consumed when water

is desorbed. This was accounted for with a source/sink term [33, 65]

Ssorption
T =

{︄
Ssorption
λ H̄sorption in CLs;

0 everywhere else,
(2.46)
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where Ssorption
λ is given by equation (2.16).

The final thermal source/sink term of the model describes heat absorption during

evaporation of liquid water and heat release during water condensation [34, 65]:

S
evap/cond
T =

{︄
SH2OH lv in CLs, MPLs, GDLs;

0 in PEM,
(2.47)

where [33, 65]

H lv = MH2O

(︁
2500.304− 2.252(T − 273.15)− 0.0215(T − 273.15)1.5

+ 3.175 · 10−4(T − 273.15)2.5 − 2.861 · 10−5(T − 273.15)3
)︁

(2.48)

is the molar latent heat of water vaporization (J/mol). In the single-phase component

of the PEMFC model, where liquid-water transport is not considered (Chapter 4),

complete vaporization of the product water was assumed. Instead of equation (2.47),

a different sink term was used in that case [33, 65]:

S
evap/cond
T =

⎧
⎨
⎩
−(1− ξ)

j

2F
H lv in CLs, MPLs, GDLs;

0 in PEM.
(2.49)

Combination of equations (2.41)–(2.46) and (2.47) (or (2.49)) gives the overall

source/sink term of the heat-transport equation (2.39):

ST = Sohmic
T + Ssorption

T + S
evap/cond
T + Srev,ORR

T + Sirrev,ORR
T + Sirrev,HOR

T . (2.50)

2.1.2.6 Electrochemical Reactions

Volumetric faradaic current density of the ORR (1.2) was computed in this thesis

with the double-trap kinetic model proposed by Wang et al. [308] and implemented

in OpenFCST by Moore [270], Bhaiya [65], and Wardlaw [272]:

jORR = 2i∗Av

[︃
θOH exp

(︃
−∆G∗

RD

kT

)︃
− θPt exp

(︃
−∆G∗

-RD

kT

)︃]︃
, (2.51)

where i∗ is a reference prefactor (A/cm2
Pt), θi is the coverage of the platinum surface

with species i, ∆G∗
RD and ∆G∗

-RD denote the potential-dependent free energy of ac-

tivation (eV) for the forward and backward reductive-desorption steps in the ORR,
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respectively, and k ≈ 8.617 · 10−5 eV/K is the Boltzmann constant. In one of the

parametric studies in Chapter 5, ORR current was also computed using the Tafel

kinetics [63, 150, 312] implemented by Secanell [262], Moore [270], and Bhaiya [65]:

jORR = i0Av

(︄
c
cat|i
O2

crefO2

)︄γ

exp

(︃
−αFη

RT

)︃
, (2.52)

where crefO2
is the reference oxygen concentration (mol/cm3), c

cat|i
O2

is the oxygen con-

centration at the catalyst-ionomer interface (mol/cm3) computed using Henry’s law,

γ = 1 [36, 310] is the reaction order with respect to oxygen concentration, and

α = 0.5 [36] is the charge-transfer coefficient.

The HOR current density for reaction (1.1) was computed with the dual-path

kinetic model proposed by Wang et al. [307] and implemented in OpenFCST by

Secanell [262], Moore [270], and Bhaiya [65]:

jHOR = Av

c
cat|i
H2

crefH2

(︄
i0T

[︃
1− exp

(︃−2Fη

βRT

)︃]︃

+ i0H

[︃
exp

(︃
Fη

2RT

)︃
− exp

(︃−Fη

βRT

)︃
exp

(︃−Fη

2RT

)︃]︃)︄
, (2.53)

where i0T = 0.47 A/cm2, i0H = 0.01 A/cm2 are the exchange-current densities of the

Tafel and Heyrovsky steps of the HOR, respectively, and β = 1.2.

2.1.2.7 Summary of the Governing Equations

The governing equations of the transient two-phase PEMFC model developed in this

thesis are summarized as follows:

εpctot
∂

∂t
((1− s)xO2)−∇ ·

(︁
ctotD

eff
O2
∇xO2

)︁
= SO2 , (2.54)

εpctot
∂

∂t
((1− s)xwv)−∇ ·

(︁
ctotD

eff
wv∇xwv

)︁
= Swv, (2.55)

−Cdl
∂ (ϕe− − ϕH+)

∂t
−∇ ·

(︁
σeff
H+∇ϕH+

)︁
= SH+ , (2.56)

Cdl
∂ (ϕe− − ϕH+)

∂t
−∇ ·

(︁
σeff
e−∇ϕe−

)︁
= Se− , (2.57)

εi
ρi, dry
EW

∂λ

∂t
−∇ ·

(︃
nd

σeff
H+

F
∇ϕH+ +

ρi, dry
EW

Deff
λ ∇λ+

Deff
T

MH2O

∇T

)︃
= Sλ, (2.58)
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∑︂

i=phase

ρiCp,i
∂(εiT )

∂t
−∇ ·

(︁
κeff∇T

)︁
+

∑︂

j=gas, λ

(︁
NNN j · ∇Hj

)︁
= ST, (2.59)

εpρlw
∂s

∂t
−∇ ·

(︃
ρlwκlw

µlw

∇pc

)︃
= Slw. (2.60)

The source/sink terms of the model are defined in equations (2.6), (2.15), (2.25),

(2.27), (2.30), (2.36), and (2.50). Parts of the MEA where these equations were

solved are indicated in Table 2.1.

Equations (2.54)–(2.60) represent the most general of the models developed in this

thesis that is used in Chapter 6 to analyze two-phase flow in fuel cells. Mathematical

models used in Chapters 3–5 only utilize subsets of equations (2.54)–(2.60). Compu-

tational domains and initial and boundary conditions vary depending on the model

at hand. Those details are provided in Chapters 3–6.

Calculation of the main material properties and effective transport properties that

appear in governing equations (2.54)–(2.60) is discussed next. The rest of the model

inputs and relationships can be found in Chapters 3–6 and references [65, 262, 270,

312].

Table 2.1: Solution-variable domains in the model.

Solution
variable

AGDL,
AMPL

ACL PEM CCL
CMPL,
CGDL

xO2
✓ ✓

xwv ✓ ✓ ✓ ✓

φH+ ✓ ✓ ✓

φe− ✓ ✓ ✓ ✓

λ ✓ ✓ ✓

T ✓ ✓ ✓ ✓ ✓

plw ✓ ✓ ✓ ✓
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2.1.3 Constitutive Relationships

2.1.3.1 Layer Composition and Structure

Catalyst Layers Instead of the volume fractions of the pores, the solid phase,

and the ionomer, a typical catalyst-layer fabrication recipe would specify the desired

catalyst and ionomer contents. Those experimental design characteristics need to

be converted to the volume fractions used in mathematical models. The solid-phase

volume fraction was estimated from the mass fraction of platinum in the carbon/-

platinum powder, MPt
C+Pt, and the aerial platinum loading, mPt (mass of platinum per

in-plane CL area, in g/cm2) [281]:

εCL
s =

(︃
1

ρPt
+

1

ρC

[︃
1−MPt

C+Pt

MPt
C+Pt

]︃)︃
mPt

LCL

, (2.61)

where ρ is density (g/cm3). Catalyst-layer thickness, LCL, can be controlled during

fabrication [124–126, 434] and is often determined from microscopy imaging [121, 122,

124–127, 443].

Knowing the mass fraction of the ionomer in the carbon/platinum/ionomer mix-

ture, M i
C+Pt+i, one can find the electrolyte volume fraction [281]:

εCL
i =

1

ρi, dry

M i
C+Pt+i

1−M i
C+Pt+i

1

MPt
C+Pt

mPt

LCL

, (2.62)

where ρi, dry is the density of the ionomer prior to hydration. Another composition

characteristic used by experimentalists, the ionomer-to-carbon weight ratio, M i
C, is

related to the ionomer loading, M i
C+Pt+i, through

M i
C =

M i
C+Pt+i

1−M i
C+Pt+i

1

1−MPt
C+Pt

.

Finally, porosity of the catalyst layer was obtained as

εCL
p = 1− εCL

s − εCL
i . (2.63)

Volume fractions estimated with equations (2.61)–(2.63) appear in the governing

equations discussed earlier in this Chapter and were used to compute the effective

transport properties in the catalyst layers.
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“comp” subscript, was found from

Lcomp
GDL+MPL = Llamination + Lgasket −

LACL + LCCL

2
.

The difference between the ACL and CCL thicknesses (at most a few microns) is

small compared to the GDL thickness (over 100 µm), and so their average thickness

was considered in the equation above so that the resulting compressed thicknesses of

anode and cathode GDLs would be the same. The latter were computed as follows:

Lcomp
GDL = Lcomp

GDL+MPL − LMPL.

Porosity of the compressed GDL was obtained using [480]

εGDL, comp
p = 1−

(1− εGDL
p )LGDL

Lcomp
GDL

.

Subscript “comp” will be omitted in the rest of this thesis for brevity.

Once compression is taken into account, volume fractions of carbon and PTFE in

GDLs and MPLs can be estimated. Since the exact amount of the porous binder and

its physical properties are unknown, GDLs were assumed in this work to consist only

of carbon, PTFE, and void phase. Given a known PTFE mass fraction in the layer,

MPTFE
C+PTFE, one can define a system of equations that can be solved with respect to

the volumes of carbon, VC, and PTFE, VPTFE:⎧
⎨
⎩
MPTFE

C+PTFE =
ρPTFEVPTFE

ρCVC + ρPTFEVPTFE

,

VC + VPTFE = (1− ε
GDL/MPL
p )Vlayer,

(2.66)

where Vlayer is the total volume of the layer. The first of these equations is the

definition of MPTFE
C+PTFE, and the second one is a simple rearrangement of

εGDL/MPL
p + ε

GDL/MPL
C + ε

GDL/MPL
PTFE = 1

with εC = VC/Vlayer and εPTFE = VPTFE/Vlayer. Solving system (2.66) with respect to

the volume fractions of carbon and PTFE, one finds

εC =
(1− ε

GDL/MPL
p )ρPTFE(1−MPTFE

C+PTFE)

ρPTFE + (ρC − ρPTFE)MPTFE
C+PTFE

,

εPTFE =
(1− ε

GDL/MPL
p )ρCM

PTFE
C+PTFE

ρPTFE + (ρC − ρPTFE)MPTFE
C+PTFE

.
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These volume fractions were used in the computation of the effective heat capac-

ity (2.40).

2.1.3.2 Gas Diffusivity

Diffusion coefficient of gas i, Di (cm
2/s), was calculated based on its molecular diffu-

sivity, Dm
i , and its Knudsen diffusivity, DK

i , using the Bosanquet approximation [21,

276, 481, 482]

1

Di

=
1

Dm
i

+
1

DK
i

. (2.67)

Molecular diffusivity was computed from the Chapman-Enskog theory [472]. Knudsen

diffusivity was found using [21, 336, 472, 477, 483]

DK
i =

2rK
3

√︃
8RT

πMi

,

where rK is the average Knudsen pore radius of the medium (cm). In the single-phase

component of the PEMFC model, where liquid saturation is zero, rK was either taken

from experimental porosimetry data or, in case of catalyst layers, computed with the

relationship proposed by Sabharwal et al. [130, 131] based on the stochastic analysis

of inkjet-printed CLs:

rK = rp
(︁
1.66ε1.65p + 0.289

)︁
,

where rp is the radius of the primary particles known from the manufacturer of the

carbon support. In the two-phase model, the Knudsen pore radius was computed

from the pore-size distribution of each porous layer as discussed later in this Chapter.

Under dry operating conditions, the effective diffusion coefficient, Deff
i , was calcu-

lated from the percolation theory [279, 484]:

Deff
i = Di

(︃
εp − εp,th
1− εp,th

)︃µ

Θ(εp − εp,th), (2.68)

where Di is found from equation (2.67) and µ is a material-dependent constant. No

transport was assumed to take place when porosity was lower than the percolation
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threshold of the given medium εp,th. This was enforced with the Heaviside step-

function

Θ(εp − εp,th) =

{︄
0, ϵ < εp,th;

1, ϵ ≥ εp,th.
(2.69)

The values of µ and εp,th for the materials considered in this thesis are provided in

Chapter 4.

A modification of equation (2.68) was used under wet conditions. In catalyst layers,

the following relationship proposed by Sabharwal et al. [130, 131] was utilized:

Deff
i = Di

(︃
εp(1− s)− εp,th

1− εp,th

)︃µ

Θ(εp(1− s)− εp,th) (2.70)

with the porosity threshold εp,th = 0.05 and µ = 1.9. This equation is valid for catalyst

layers with the average particle radius of about 40 nm and porosity between 0.3 and

0.6 [130, 131], which is the case for the CLs considered in this thesis. Equation (2.70)

is equivalent to equation (2.68) under dry conditions (s = 0). Changes in porosity

and ionomer volume fraction of catalyst layers due to electrolyte swelling were not

considered in this work. Since microporous layers, like CLs, commonly contain carbon

black and binder, the same diffusivity (2.70) was used in MPLs. Catalyst layers and

microporous layers were assumed in this thesis to be isotropic to gas transport.

Effective diffusivity in gas-diffusion layers was computed as [34, 276, 296]

Deff
i = Diεp

(︃
εp − εp,th
1− εp,th

)︃µ

(1− s)γΘ(εp − εp,th), (2.71)

where εp,th = 0.12. Parameters µ and γ vary between GDLs and are different for

the in-plane and through-plane transport, as gas-diffusion layers are anisotropic due

to the orientation of carbon fibers. Values of these parameters used in this thesis

are reported in Chapter 6. Due to the porosity multiplier in equation (2.71), the

value of µ in it is different from that in equation (2.68). Those equations, however,

are equivalent as long as µ is adjusted for the two equations to result in the same

diffusivity under dry conditions (the percolation threshold can be kept the same).
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2.1.3.3 Water Uptake by the Electrolyte

Water Content in the Catalyst-Layer Ionomer Equilibrium water content,

λeq, that appears in the source/sink term (2.16) was computed with a so-called sorp-

tion isotherm that related water content to water activity (equilibrium RH), aw, and

temperature. Mathematical models of PEMFCs available in the literature primarily

use sorption isotherms measured for the electrolyte membranes (see, for instance, [42,

52, 152, 157, 159, 227, 228, 232, 243, 247, 255, 257, 273–275, 280, 299]). Those

isotherms often do not contain temperature correction [42, 52, 152, 232, 247, 255, 275,

299], which may limit their applicability at different operating temperature and in

non-isothermal applications. Moreover, a number of studies [168, 347–352] suggested

that water uptake in the catalyst layers and ultrathin Nafion® films is suppressed

compared to bulky membranes at the same temperature and RH conditions. Water

uptake similar to that in the membranes was also observed [121, 344, 350, 351, 485].

In this thesis, a novel water-uptake relation was obtained for fuel-cell CLs by fitting

experimentally measured sorption isotherms for catalyst layers [168, 347] and pseudo

catalyst layers (PCLs) [121]. The original data and the resulting fits are shown in

Figure 2.3 along with the water-uptake curves for ultrathin Nafion® films [344, 348–

352]. The latter are shown for comparison only to highlight the discrepancy between

the catalyst-layer and thin-film uptake. Their consideration resulted in a significantly

worse fit quality and the PEMFC model failing to accurately predict the hydration

and resistance dynamics of the cell.

Lines in Figure 2.3 are the best fits resulting in the following equation with the

coefficient of determination, R2, of at least 0.990 (0.993 on average):

λeq =
[︁
6.932aw − 14.53a2w + 11.82a3w

]︁
exp

(︃
−2509

(︃
1

T
− 1

303.15

)︃)︃
. (2.72)

The fitting was performed with the Sequential Least SQuares Programming (SLSQP)

algorithm available in SciPy [486]. This was done by minimizing the overall residual

computed as the L2 norm of the sum of the squared residuals normalized by the
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at 22 molH2O/molSO−

3
, which corresponds to the water content in liquid-equilibrated

Nafion® [22, 116].

Water Content in the Membrane Even though electrolyte hydration was de-

scribed in this thesis with λeq-dependent source terms (2.15) in catalyst layers, sorp-

tion isotherms for membranes were of interest in terms of their appearance in the

computation of the back-diffusivity of absorbed water. Therefore, a sorption isotherm

was obtained in this work that described water uptake by a variety of Nafion® mem-

branes.

Figure 2.4 illustrates the experimentally measured water-uptake curves for various

Nafion® membranes at different temperature values [121, 168, 353–355, 487]. While

there is some variation in the water uptake with temperature, the exact dependence

of the equilibrium water content on temperature cannot be established from the

figure. This goes against the common understanding that the elevated temperature

leads to the lower water uptake in PFSA-based ionomers [116]. At the same time,

higher temperature reduces the stiffness of the polymer backbone, allowing for more

uptake and swelling [116]. Comparing Figure 2.3 with Figure 2.4, one should note

that the temperature dependence is more pronounced in the water-uptake curves for

catalyst layers and thin ionomer films. This suggests that the chemico-mechanical

balance between sorption kinetics and swelling may be different in Nafion® confined

to ultrathin films and coatings.

The experimental data in Figure 2.4 were fitted with the SLSQP algorithm. The

fitting resulted in the following equation for the water uptake in Nafion® membranes

with R2 of at least 0.992 (average 0.996):

λeq =
[︁
18.37aw − 37.46a2w + 31.70a3w

]︁
exp

(︃
−66.28

(︃
1

T
− 1

303.15

)︃)︃
. (2.73)

The resulting sorption isotherms at 25–80 ◦C are almost identical to the water-uptake

curve measured by Zawodzinski et al. [353] for Nafion® 117 at 30 ◦C with the maxi-

mum deviation of about 7% at the unit water activity.
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are given by [489]

Vw =
MH2O

ρlw

and

Ve =
EW

ρi, dry
.

The interfacial ionomer-water transport rate, αabs/des, has been reported to vary be-

tween 10−5 and 10−1 cm/s depending on relative humidity, temperature, and thickness

of the ionomer [116, 344]. These values may not all be valid for the water absorp-

tion/desorption kinetics in the catalyst layers since they were obtained for relatively

thick, unconstrained electrolyte membranes [116, 344] or for thin films deposited on

metals and quartz crystals [344, 485] instead of carbon. The absorption/desorption

rates of water by the polymer electrolyte in a fuel-cell MEA were experimentally es-

timated by Ge et al. [490] to be 1.14 · 10−3 cm/s and 4.59 · 10−3 cm/s, respectively,

with an Arrhenius-type temperature correction. However, they assumed infinitely

thin catalyst layers in their analysis. Therefore, absorption/desorption coefficients

were treated as fitting parameters in Chapters 4 and 6. The influence of αabs/des on

the dynamic behavior of PEMFCs is demonstrated in Chapter 4.

2.1.3.4 Absorbed-Water Diffusivity

Catalyst Layers Diffusion coefficient for water absorbed into the ionomer of cat-

alyst layers was computed through [353, 489–491]

Dλ = DDµ,

where

D =
∂ ln aw
∂ lnλeq

(2.75)

is the Darken factor,

Dµ = αλfV exp

[︃
20000

R

(︃
1

303
− 1

T

)︃]︃
(2.76)
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is the diffusion coefficient of water related to the chemical-potential gradient, and αλ

(cm2/s) is a constant prefactor.

Ge et al. [490] measured the water flux across the catalyst-coated membrane in

an in-operando cell and estimated the absorbed-water diffusivity prefactor, αλ, to be

2.72·10−5 cm2/s. However, the given value may not be accurate due to the assumption

of zero catalyst-layer thickness by Ge et al. [490]. In this thesis, the value of αλ was

adjusted in Chapters 4 and 6 for the model to correctly predict the experimentally

measured ohmic-resistance dynamics. A parametric study showing the effect of αλ

on the dynamic PEMFC behavior is performed in Chapter 4.

Direct substitution of the isotherm (2.72) into the Darken factor (2.75) results in

a large relation with many terms that is inconvenient to use and analyze. For that

reason, a different approach was taken, in which equation (2.72) was used to generate

the equilibrium water content for 1000 values of water activity between 10−12 and 1,

and natural logarithms of both data arrays were taken. The smallest value of water

activity was chosen so as to limit the natural logarithm ln aw. Then, derivatives

D = ∂ ln aw/∂ lnλeq were approximated with the first-order backward differences and

plotted against the temperature-corrected water-content values

λ̃eq = λeq exp

(︃
2509

(︃
1

T
− 1

303.15

)︃)︃
= 6.932aw − 14.53a2w + 11.82a3w (2.77)

to remove the temperature dependence from the water-content axis. The exponent

in the equation above comes from the isotherm (2.72). The Darken factors D =

∂ ln aw/∂ lnλeq were plotted against λ̃eq, and the best fits were found using the SLSQP

algorithm as

D =

⎧
⎨
⎩
exp

(︂
0.7647λ̃

2.305

eq

)︂
, λ̃eq < 1.209;

3.266 + 2.930
[︂
exp

(︂
−6.735(λ̃eq − 1.209)λ̃

−0.8994

eq

)︂
− 1

]︂
, λ̃eq ≥ 1.209.

(2.78)

The R2 of the fit is 0.999. The fitted Darken factor (2.78) depends on temperature

through λ̃eq computed using equation (2.77). Fits of the temperature-corrected and

uncorrected data are shown in Figure 2.5. The distinct peak in the Darken factor is
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due to the slower water uptake at the intermediate water activities seen in Figure 2.3.

Since transport of absorbed water and transport of protons occur in the same

medium (the ionomer phase of catalyst layers), the effective absorbed-water diffusivity

Deff
λ was computed the same way as the effective protonic conductivity σeff

H+ . This

calculation is discussed in Section 2.1.3.8.

Membrane Substitution of equation (2.73) into the Darken factor (2.75) results in

a diffusion coefficient that is similar, up to a constant scaling factor, to that from

Motupally et al. [491],

Dλ =

⎧
⎪⎪⎨
⎪⎪⎩

3.10 · 10−3λ (exp(0.28λ)− 1) exp

[︃
−2436

T

]︃
, 0 < λ ≤ 3;

4.17 · 10−4λ (161 exp(−λ) + 1) exp

[︃
−2436

T

]︃
, λ > 3,

who used Zawodzinski et al.’s [353] sorption isotherm to compute the Darken factor.

Ge et al. [490] estimated a higher diffusivity when the finite-rate exchange between

the water in the ionomer and in the pores was accounted for (it was not considered by

Motupally et al.). However, as discussed earlier, the simplifying assumptions made

by Ge et al. might have affected their estimated hydration properties. Thus, a scaled

version of the diffusivity from Motupally et al. was used for the simulated ohmic

resistance to match the experimental data (Chapters 4 and 6).

2.1.3.5 Electroosmotic Drag Coefficient

The available data for the coefficient of the electroosmotic drag of water in the elec-

trolyte, nd, in equation (2.58) suggest that it is either about 1 molH2O/molH+ [353,

492] or depends quasi-linearly on the water content, λ [116, 493–495]. The following

relationship proposed by Springer et al. [22] for Nafion® 117 membranes captures

this dependency fairly well:

nd =
2.5λ

22
. (2.79)

Equation (2.79) was used in this thesis to compute the electroosmotic drag coefficient.
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2.1.3.6 Thermoosmotic Diffusivity

Thermoosmotic diffusivity of water in the electrolyte was calculated with the relation-

ship reported by Kim and Mench [476] for Nafion® 112 membranes (in g/(cm · s ·K)):

DT = −1.04 · 10−4 exp

(︃
−2362

T

)︃
. (2.80)

Correction for the tortuosity of the water pathways in the ionomer phase of catalyst

layers was performed the same way as that for the protonic pathways that is discussed

in Section 2.1.3.8.

2.1.3.7 Electronic Conductivity

The effective electronic conductivity of catalyst layers was computed using the per-

colation theory [279, 484]:

σeff
e− = σe−

(︃
εs − εs,th
1− εs,th

)︃µ

Θ(εs − εs,th), (2.81)

where σe− = 88.84 S/cm, εs,th = 0.12, and µ = 2 as fitted by Secanell [262] for Vulcan

XC-72 carbon black. This relationship was assumed in this thesis to be universal for

all catalyst layers.

Effective in-plane and through-plane electronic conductivities of GDLs were as-

sumed constant, and the values reported by the GDL manufacturer [87] were used.

Effective electronic conductivity of microporous layers was estimated from the known

effective conductivity of the separate GDL and GDL-MPL combination [87] (both

compressed at 1 MPa) by representing the layers with a set of resistors connected

either in series (for the through-plane transport) or in parallel (for the in-plane trans-

port) [480]. Each resistance was defined as

R =
L∗

σeffA
,

where L∗ is the thickness of the layer in the direction of the electron transport (cm)

and A is the cross-sectional area (cm2) orthogonal to that direction. The resulting
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equations for the through-plane and in-plane electrical conductivity of the MPL are

as follows:

σeff,TP
e−,MPL =

LMPL

Lcomp
GDL+MPL

σeff,TP
e−,GDL+MPL

− Lcomp
GDL

σeff,TP
e−,GDL

, (2.82)

σeff,IP
e−,MPL =

σeff,IP
e−,GDL+MPLL

comp
GDL+MPL − σeff,IP

e−,GDLL
comp
GDL

LMPL

. (2.83)

Relations (2.82) and (2.83) result in a highly anisotropic conductivity of the MPL

while it is believed to have an isotropic structure. However, this may be attributed to

the composite sub-layer at the GDL-MPL interface [92, 496], the transport properties

of which depend on the alignment of the GDL fibers in that region.

2.1.3.8 Protonic Conductivity

Protonic conductivity of the membrane was computed with the following expression

fitted by Dobson et al. [269, 497] for Nafion® NR-211 membranes (in S/cm):

σH+ =
(︁
0.020634 + 0.01052λ− 1.0125 · 10−4λ2

)︁
exp

[︃
6248

R

(︃
1

303
− 1

T

)︃]︃
. (2.84)

The effective property in catalyst layers was estimated as

σeff
H+ = ε1.6i σH+ , (2.85)

where

σH+ =
(︁
− 8 · 10−3 + 7.5 · 10−4ω − 6.375 · 10−6ω2

+ 1.93 · 10−7ω3
)︁
exp

[︃
6248

R

(︃
1

353
− 1

T

)︃]︃
(2.86)

and

ω =

{︄
100 (−0.1254 + 0.1832λ− 0.00865λ2 + 0.000094λ3) , 0 < λ < 13;

100, λ ≥ 13.

Equation (2.85) was fitted by Domican [346] to the experimental data reported by

Iden et al. [121].
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2.1.3.9 Thermal Conductivity

Thermal conductivity of the membrane and the catalyst layers was assumed in this

thesis to be constant and independent of water content. A value of 1.5 mW/(cm ·K)

was used for the membrane, which is within the range reported for the dry Nafion® by

Khandelwal and Mench [498] and for the hydrated Nafion® by Burheim et al. [499].

An effective thermal conductivity of 2.7 mW/(cm · K) was used for catalyst lay-

ers as measured by Khandelwal and Mench [498] and within the range reported by

Burheim et al. [123] Effective thermal conductivity of microporous layers was taken

as 0.8 mW/(cm ·K) based on the measurements by Burheim et al. [92, 500].

Effective in-plane and through-plane thermal conductivities of gas-diffusion layers

fitted by Bhaiya et al. [33, 65] to the experimental data for Toray® TGP-H-120

GDLs [84, 85] were used (W/(m ·K)):

κeff,IP
GDL = −7.166 · 10−6T 3

C + 2.24 · 10−3T 2
C − 0.237TC + 20.1,

κeff,TP
GDL = M(TC)κ

eff,IP
GDL ,

where

M(TC) = −1.495 · 10−11T 5
C + 2.601 · 10−9T 4

C − 6.116 · 10−8T 3
C

− 9.829 · 10−6T 2
C + 8.754 · 10−4TC + 0.0664

and TC is temperature in degrees Celsius.

2.1.3.10 Pore-Size-Distribution Model

Each porous medium was assumed uniform and represented with a bundle of cylindri-

cal capillaries whose pore-size distribution satisfied the one measured experimentally

for the given material. At any location of the medium, pores of all radii present

in the PSD were assumed to statistically coexist. Conceptually, each infinitesimal

portion of the medium could then be “extracted” and “unfolded” into porous slices,

such as those schematically illustrated in Figure 2.6. Cylindrical capillaries in each
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pc → ∞; at pc = 0, all hydrophilic pores are filled and all hydrophobic pores are

empty.

The pore-size distribution considered in this work is given by [34, 276, 342]

dX(r)

dr
=

dXHI(r)

dr
+

dXHO(r)

dr
,

where X(r) = Vlw(r)/Vp is the ratio of the total liquid-invaded pore volume to the

total pore volume. Distribution dX(r)/dr is log-normal and is defined as [34, 276,

342]

dX(r)

dr
=

∑︂

i=HI,HO

Fi

∑︂

k

fi,k

rsi,k
√
2π

E
(s)
i,k (r), (2.88)

where

E
(s)
i,k (r) = exp

(︄
−
[︃
ln r − ln ri,k

si,k
√
2

]︃2)︄
,

Fi is the volume fraction of hydrophilic (i = HI) or hydrophobic (i = HO) pores, fi,k

is the fraction of the kth distribution mode in Fi, si,k is the standard deviation, and

ri,k is the characteristic pore radius of the respective mode. These properties were

determined in this thesis by fitting experimental data and by analyzing numerical-

reconstruction data for MEA components as discussed in Chapter 6.

Integration of dX/dr over pore radii results in the relative volume of the liquid-

invaded pores, i.e., saturation. For the hydrophilic pores, integration is performed

between 0 and the critical radius rc,HI, while the integration limits are from rc,HO to

∞ for the hydrophobic pores:

s =

rc,HI∫︂

0

dXHI

dr
dr +

∞∫︂

rc,HO

dXHO

dr
dr. (2.89)

Using result (A.5) from Appendix A, equation (2.89) can be expanded into

s =
∑︂

i=HI,HO

Fi

∑︂

k

fi,k
2

[︃
1 + ζierf

(︃
ln(rc,i)− ln(ri,k)

si,k
√
2

)︃]︃
, (2.90)

where ζHI = 1 and ζHO = −1. Saturation (2.90) depends on capillary pressure via

critical radii and equation (2.87).
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Statistical Representation of Pore Interconnectivity Let Pl-l be the proba-

bility of a single point between two neighboring slices lying at a liquid-liquid interface

(between two blue wavy domains in different slices in Figure 2.6). To obtain the

expression for Pl-l, a single liquid-invaded capillary with radius r is considered first.

The cross-sectional area per volume of that pore is given by

πr2

πr2L
=

1

L
,

where L is the length of the pore and a linear relationship L = MPSDr is assumed with

a fitting parameter MPSD [34, 276, 342] (its determination is discussed in Chapter 6).

Taking the superficial average, ⟨·⟩ (defined in equation (A.1) of Appendix A), of this

result, the average volumetric cross-sectional area of liquid-invaded pores is obtained:

ac =

⟨︃
1

L

⟩︃
=

1

MPSD

⟨︃
1

r

⟩︃
=

εp
MPSD

⎛
⎜⎝

rc,HI∫︂

0

1

r

dX

dr
dr +

∞∫︂

rc,HO

1

r

dX

dr
dr

⎞
⎟⎠ . (2.91)

Application of equation (A.5) results in

ac =
εp

MPSD

∑︂

i=HI,HO

Fi

∑︂

k

fi,k
2ri,k

exp

(︃
s2i,k
2

)︃[︂
1 + ζiE

(ac)
i,k (r)

]︂
, (2.92)

where

E
(ac)
i,k = erf

(︃
ln(rc,i)− ln(ri,k)

si,k
√
2

+
si,k√
2

)︃
.

The maximum volumetric cross-sectional pore area is obtained by changing inte-

gration limits in equation (2.91) to all radii from 0 to ∞ (or, equivalently, by taking

limits rc,HI → ∞ and rc,HO → 0 in (2.92)). This operation yields

amax =
εp

MPSD

∑︂

i=HI,HO

Fi

∑︂

k

fi,k
ri,k

exp

(︃
s2i,k
2

)︃
. (2.93)

Then, Pl-l can be defined as

Pl-l = λPSD

(︃
ac

amax

)︃2

, (2.94)

where λPSD ∈ [0, 1] is a pore-interconnectivity factor that is treated as a fitting pa-

rameter for calibrating liquid permeability (see Chapter 6). Values λPSD = 0 and
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λPSD = 1 correspond to no pore interconnectivity and ideal pore interconnectivity

between the neighboring slices in Figure 2.6, respectively. Probability (2.94) is pro-

portional to the squared relative area of the liquid-invaded pores, in contrast to having

a quadratic dependency on saturation as in references [26, 27, 34, 157, 276, 305, 342].

Similarly, the probabilities of a single point between two slices lying on a gas-

gas interface (between two white domains in different slices in Figure 2.6) and on a

liquid-gas interface (between a wavy blue domain in once slice and a white domain

in another slice in Figure 2.6) are defined as

Pg-g = λPSD

(︃
1− ac

amax

)︃2

and

Pl-g = 2λPSD
ac

amax

(︃
1− ac

amax

)︃
, (2.95)

respectively. The factor of 2 in Pl-g comes from the binomial distribution of the

interface probabilities:

(Pl-l + Pg-g + Pl-g)

⃓⃓
⃓⃓
λPSD=1

= 1. (2.96)

Probability (2.95) accounts for pore interconnectivity, which was not considered in

references [34, 276, 342] when defining Pl-g. For the ideal pore interconnectivity, Pl-g

used in this work is twice higher than that in references [34, 276, 342].

Liquid and Gas Permeability The fraction of an area πr2 located between the

liquid-invaded pores of two neighboring slices in Figure 2.6 is given by Pl-lπr
2. A

one-dimensional Hagen-Poiseuille flow [501] was considered to take place through a

single cylindrical pore of effective radius r′′ that satisfies π(r′′)2 = Pl-lπr
2. The Hagen-

Poiseuille equation in the y-direction (along the capillary length) is given by [501]

Q = −π(r′′)4

8µlw

dplw
dy

,

where Q is the total discharge (cm3/s). Velocity (cm/s) of the flow through the

considered capillary is

vlw =
Q

π(r′′)2
= −(r′′)2

8µlw

dplw
dy
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Applying superficial averaging to this velocity and using the averaging property (A.6)

and the Leibniz integral rule, one obtains

⟨vlw⟩ = − Pl-l

8µlw

⟨r2⟩ d
dy

⟨plw⟩lw, (2.97)

where the intrinsic average (A.2) is used for pressure.

The volume-averaged Darcy’s law is given by [502]

⟨vlw⟩ = −κlw

µlw

d

dy
⟨plw⟩lw, (2.98)

where the superficial average is taken for the velocity and the intrinsic average is

taken for the pressure [472, 502]. Comparing equations (2.97) and (2.98), one finds

the average liquid permeability:

κlw =
Pl-l

8
⟨r2⟩ = Pl-l

8
εp

⎛
⎜⎝

rc,HI∫︂

0

r2
dX

dr
dr +

∞∫︂

rc,HO

r2
dX

dr
dr

⎞
⎟⎠ . (2.99)

This result is equivalent to that of Bear [501] and Mateo Villanueva [342], except for

the saturation-based definition of Pl-l in references [342, 501] and the missing porosity

multiplier in reference [342]. Applying the integration result (A.5) to equation (2.99),

the expanded form of the liquid permeability is obtained:

κlw =
Pl-lεp
16

∑︂

i=HI,HO

Fi

∑︂

k

fi,kr
2
i,k exp

(︁
2s2i,k

)︁ [︂
1 + ζiE

(κ)
i,k (r)

]︂
, (2.100)

where

E
(κ)
i,k = erf

(︃
ln(rc,i)− ln(ri,k)

si,k
√
2

− si,k
√
2

)︃
.

Gas permeability is computed by changing the integration limits in (2.100) to

liquid-free pores (compare equations (A.1) and (A.3)):

κg =
Pg-g

8
⟨r2⟩ = Pg-g

8
εp

⎛
⎜⎝

∞∫︂

rc,HI

r2
dX

dr
dr +

rc,HO∫︂

0

r2
dX

dr
dr

⎞
⎟⎠ (2.101)

with the expanded form

κg =
Pg-gεp
16

∑︂

i=HI,HO

Fi

∑︂

k

fi,kr
2
i,k exp

(︁
2s2i,k

)︁ [︂
1− ζiE

(κ)
i,k (r)

]︂
. (2.102)
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There is no mathematical necessity for porosity in (2.100) and (2.102) due to the

treatment of the pore-interconnectivity factor λPSD as a fitting parameter. However,

keeping εp and λPSD separate makes the latter porosity-independent.

Global saturated permeability is defined as liquid permeability of a liquid-filled

medium or gas permeability of a dry medium. As such, it was computed by setting

either ac = amax in (2.99) or ac = 0 in (2.101) and combining the two integrals in

those equations into one, over all radii. This gives

κsat =
λPSD

8
εp

∞∫︂

0

r2
dX

dr
dr (2.103)

with the expanded form

κsat =
λPSDεp

8

∑︂

i=HI,HO

Fi

∑︂

k

fi,kr
2
i,k exp

(︁
2s2i,k

)︁
. (2.104)

Relative liquid and gas permeabilities are defined as

κr,lw = κlw/κsat (2.105)

and

κr,g = κg/κsat, (2.106)

respectively.

Liquid-Gas Interfacial Area Liquid-liquid, gas-gas, and liquid-gas volumetric

interfacial areas are

al-l = Pl-lamax, ag-g = Pg-gamax, al-g = Pl-gamax. (2.107)

When the pores are ideally interconnected (λPSD = 1), these interfacial areas sum up

to amax due to probability relation (2.96).

Areas al-l and ag-g are not used in the governing equations (2.54)–(2.60), but al-g

appears in the phase-change source term (2.23). The expression for al-g used in this

thesis is proportional to porosity (through equation (2.93)), which ensures that the

liquid-gas interfacial area is calculated, as desired, per volume of the layer, not per

pore volume. This also makes the fitting parameter MPSD porosity-independent.
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Average Pore Radius The average Knudsen pore radius is obtained directly from

the pore-size distribution as an integral average of all liquid-free pore radii:

rK =

⎛
⎜⎝

∞∫︂

rc,HI

r
dX

dr
dr +

rc,HO∫︂

0

r
dX

dr
dr

⎞
⎟⎠ . (2.108)

Note that the volume-averaging theory is not used to define the Knudsen radius

because porosity of the medium is taken into account at a later stage when the

effective diffusivity is computed (as discussed in Section (2.1.3.2)). The expanded

form of equation (2.108) is

rK =
∑︂

i=HI,HO

Fi

∑︂

k

fi,kri,k
2

exp

(︃
s2i,k
2

)︃[︂
1− ζiE

(rK)
i,k (r)

]︂
, (2.109)

where

E
(rK)
i,k = erf

(︃
ln(rc,i)− ln(ri,k)

si,k
√
2

− si,k√
2

)︃
.

Comparison with Earlier Models The earlier implementation of the PSD model

in OpenFCST by Zhou et al. [34, 276] has been modified in this thesis in accordance

with the derivation provided in this Chapter. The changes made in this work are

summarized in Table 2.2.

For the permeability calculation in the earlier models, the liquid-liquid and gas-

gas interface probabilities were defined through liquid saturation, s [26, 27, 34, 157,

276, 305, 342]. However, the liquid-gas interfacial area was computed differently. It

was either assumed constant and independent of the pore-size distribution [27, 305]

or was calculated based on the volumetric cross-sectional area of the liquid-invaded

pores, ac [26, 34, 157, 276, 342]. In this thesis, probabilities of liquid-liquid, gas-gas,

and liquid-gas interfaces were all defined through ac for the self-consistency of the

proposed model.

The expressions for the liquid-gas interface probability in Table 2.2 are similar, but

the one used in this thesis accounts for the pore interconnectivity through λPSD and

has a multiplier of 2 so that all probabilities sum up to one when λPSD = 1 (i.e., so
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Table 2.2: Comparison of the key relationships of the PSD model developed in this
thesis with those from previous publications [34, 276, 342].

Quantity Integration limits
Approach

This work Previous
publications [34,

276, 342]

Volumetric
cross-sectional area of
liquid-invaded pores,
ac

0 to rc,HI, rc,HO to ∞ εp
MPSD

∫︂

r

1

r

dX

dr
dr

1

MPSD

∫︂

r

1

r

dX

dr
dr

Maximum volumetric
cross-sectional pore
area, amax

0 to ∞ εp
MPSD

∫︂

r

1

r

dX

dr
dr

1

MPSD

∫︂

r

1

r

dX

dr
dr

Liquid-liquid
interface probability,
Pl-l

N/A λPSD

(︃
ac

amax

)︃2

λPSD(εps)
2

Gas-gas interface
probability, Pg-g

N/A λPSD

(︃
1− ac

amax

)︃2

λPSD(εp(1− s))2

Liquid-gas interface
probability, Pl-g

N/A 2λPSD
ac

amax

(︃
1− ac

amax

)︃
ac

amax

(︃
1− ac

amax

)︃

Liquid-water
permeability, κlw

0 to rc,HI, rc,HO to ∞ Pl-lεp
8

∫︂

r

r2
dX

dr
dr

Pl-l

8

∫︂

r

r2
dX

dr
dr

Gas permeability, kg 0 to rc,HO, rc,HI to ∞ Pg-gεp
8

∫︂

r

r2
dX

dr
dr

Pg-g

8

∫︂

r

r2
dX

dr
dr

Global saturated
permeability, ksat

0 to ∞ λPSDεp
8

∫︂

r

r2
dX

dr
dr

λPSDε
2
p

8

∫︂

r

r2
dX

dr
dr

Knudsen pore radius,
rK

0 to rc,HO, rc,HI to ∞
∫︂

r

r
dX

dr
dr Twice the ratio of

pore volume to its
wall area [34, 276,

342]
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that equation (2.96) holds). Additionally, the new relationships contain a porosity

multiplier in the volumetric cross-sectional pore area and permeabilities that arises

from volume averaging.

Sabharwal et al. [130, 131] have recently shown that computing the average Knud-

sen pore radius as an integral average of all radii in the PSD results in the effective gas

diffusivity in catalyst layers that is in a good agreement with the experimental and

numerical literature. That approach was adopted in this work instead of the more

cumbersome and computationally expensive definition of the Knudsen pore radius as

twice the ratio between the volume of the cylindrical pores and their lateral surface

area [34, 276, 342].

The differences between the transport properties predicted by the previous and the

new implementations of the PSD model are illustrated in Chapter 6.

2.2 Solution Approach

2.2.1 Temporal Discretization

Since temporal and spatial discretization can be performed independently, it is con-

venient to discuss the former alone by representing the governing equations of the

developed fuel-cell model (2.54)–(2.60) as a system of ODEs

duuu

dt
= fff(t,uuu(t)), uuu(t0) = uuu0, (2.110)

where fff(t,uuu(t)) contains the source/sink terms and the spatial operators of the origi-

nal problem. Due to the nature of the coupled physical and electrochemical processes

simulated in OpenFCST, the resulting system (2.110) may exhibit stiffness. The com-

monly accepted informal definition of stiffness is that it is a property of the problem

to be solved that makes implicit numerical methods perform significantly better than

explicit ones2 [503–505]. Therefore, it was important to develop a transient framework

2More formally, a large ratio of the largest to the smallest eigenvalues of the Jacobian ∂fff/∂uuu is an
indicator of a stiff problem [503]. Other factors, such as the dimension of system (2.110), integration
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in OpenFCST that would contain implicit methods for the temporal discretization

of (2.110).

2.2.1.1 First Stage of Development: θ-Scheme

As a first step in developing a framework for solving transient problems with Open-

FCST, the θ-scheme was implemented. In this method, the transient term of equa-

tion (2.110) is replaced with a first-order finite difference, and fff(t,uuu(t)) is treated in

a combined explicit/implicit fashion by introducing a variable θ ∈ [0, 1] [505]:

uuu(n+1) − uuu(n)

τ
= θfff (n+1) + (1− θ)fff (n), (2.111)

where τ = tn+1 − tn is the time-step size and fff (n) = fff
(︁
tn,uuu

(n)
)︁
. The θ-scheme has

three well-known and commonly used particular cases:

• θ = 0: the explicit Euler method (order 1, conditionally stable [503, 505]);

• θ = 1/2: the Crank-Nicolson (trapezoidal) method (implicit, order 2, absolutely

stable [503, 505]);

• θ = 1: the implicit Euler method (order 1, absolutely stable [503, 505]).

This scheme with θ = 1/2 (the Crank-Nicolson method) is used in Chapter 3, where

the developed transient framework in OpenFCST is applied to analyze oxygen trans-

port in polymer-electrolyte membranes.

The θ-scheme has two major limitations. First, it is at most second-order accurate.

To increase the accuracy and to control the time-step size, Richardson extrapolation

was implemented (see Section 2.2.1.3). However, this approach requires solving the

problem thrice on each time layer, which may be inefficient, especially for stiff prob-

lems [505]. These drawbacks led to the necessity of implementing a different, more

robust transient solver.

interval, and smoothness of the solution also play a role [504, 505]. In some cases, stiffness can be
observed for the models with rapid changes in the transient solution [504, 505]; that, however, is
neither necessary nor sufficient for the problem to be stiff [504].
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2.2.1.2 Method Selection for Stiff Problems

Two most common families of methods for solving stiff ODEs are implicit Runge-

Kutta methods (IRK) and backward-differentiation formulae (BDF) [503–506]. Even

though both IRK and BDFmethods are available in a variety of software libraries [504,

507–517], their use would have required a significant modification of the existing

OpenFCST framework. Therefore, a direct implementation in OpenFCST was fa-

vored. A literature review was performed and the IRK and BDF families were com-

pared in terms of their stability, efficiency, and implementation convenience in order

to choose one that would be most suitable for OpenFCST.

Runge-Kutta methods arise from the application of some quadrature formula to

the integral of the original ODE system (2.110) [503, 505, 506]:

uuu(t) = uuu0 +

t∫︂

t0

fff(t,uuu)dt. (2.112)

The order and stability of Runge-Kutta methods depend on the choice of the quadra-

ture rule for equation (2.112) [503–506]. For example, application of the s-point

Gauss-Legendre quadrature results in an implicit Runge-Kutta method of order 2s

that is absolutely stable [503–505]. The single-stage IRK method obtained from the

right-rectangle rule is equivalent to the implicit Euler method [503, 505, 506].

In contrast to Runge-Kutta methods, BDF methods rely on numerical approxima-

tions of duuu/dt in the original ODE (2.110). A general k-step BDF method (BDFk)

for solving problem (2.110) is given by [503, 505, 506]

αn+1uuu
(n+1) + αnuuu

(n) + · · ·+ αn−k+1uuu
(n−k+1) = τfff (n+1), (2.113)

where αi, i ∈ {n−k+1, n+1}, are some real coefficients. Formulas for 1 ≤ k ≤ 6 can

be found in references [503, 505, 506]. Their order matches k, and they are absolutely

stable for k = 1 and k = 2, conditionally stable for 3 ≤ k ≤ 6, and unstable for

k > 6 [503, 505, 506]. The implicit Euler method is recovered when k is set to 1 (then

αn+1 = 1 and αn = −1) [503, 505, 506].
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Based on the discussion above, the clear advantage of the IRK methods is their

absolute stability [503–505]. Higher-order BDF methods (3 ≤ k ≤ 6) are not only

conditionally stable [503, 505, 506], but also have relatively strict bounds for the

time-step change in the variable-step formulation [505, 506, 518–522]. On the other

hand, some IRK methods may suffer from a phenomenon called order reduction,

when the expected order of accuracy is not achieved in practical applications to

stiff problems [503, 505]. Order reduction does not occur for BDF methods [503].

Additionally, Runge-Kutta methods rely on fff(t,uuu) evaluations at custom points (t,uuu)

that depend on the chosen method and the time-step size, which can be expensive

for large problems.

Stability and accuracy are important, but what ultimately matters in practical

software applications is the overall computational time for the given error tolerance.

Depending on the problem at hand, its dimension, error tolerance, and, of course,

particular implementation, performance of the BDF methods is either similar to IRK

methods [504], superior [523, 524], or poorer [525].

Given the comparable performance of IRK and BDF methods, the choice of the

family of methods to be developed was based on the implementation convenience.

Runge-Kutta methods would have required a significant modification of the existing

OpenFCST framework, including the transient framework that was developed earlier

for the θ-scheme (Section 2.2.1.1), and thus the preference was given to the BDF

methods.

For the fuel-cell and catalyst-layer models considered in Chapters 4–6, the BDF1

method (implicit Euler) with Richardson extrapolation (Section 2.2.1.3) had a rea-

sonable performance, and the higher-order methods were not used. The θ-scheme also

offers the implicit Euler method, but the development of the separate BDF framework

in the general form (2.113) was motivated by the outlook on the higher-order [503,

505, 506], variable-step [505, 506, 518–522], and variable-order [510, 526] BDF formu-

lations that may benefit other OpenFCST developers and their applications that will
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stretch beyond fuel-cell research. These formulations, however, require sophisticated

error-control algorithms that are beyond the scope of this thesis.

2.2.1.3 Time-Step Control

The developed θ-scheme and BDF1 transient solvers support adaptive time-stepping

with solution-error control via Richardson extrapolation. The algorithm implemented

in this work is as follows. Suppose a single-step method of order k is used to obtain a

numerical solution uuu1 to the initial-value problem (2.110) at t = t∗ with a time-step

size τ . Denoting the exact solution uuu∗ = uuu(t∗), the local error of this step is given

by [505, 506, 527, 528]

uuu∗ − uuu1 = cccτ k+1 +O
(︁
τ k+2

)︁
. (2.114)

Then, a different approximation uuu2 is obtained for t = t∗ utilizing time steps of size

τ/2. The local error of these two steps viewed as a single step is [505, 506, 527, 528]:

uuu∗ − uuu2 = 2ccc
(︂τ
2

)︂k+1

+O
(︁
τ k+2

)︁
. (2.115)

From (2.114) and (2.115), the unknown vector ccc can be found:

ccc ≈ uuu2 − uuu1

τ k+1

2k

2k − 1
. (2.116)

Therefore, the exact solution is given by

uuu∗ ≈ uuu2 +
uuu2 − uuu1

2k − 1
+O

(︁
τ k+2

)︁
. (2.117)

Thus, one can construct a new approximation uuu3 of order k+1 using uuu1 and uuu2 [506,

527–529]:

uuu3 = uuu2 +
uuu2 − uuu1

2k − 1
. (2.118)

The absolute-error estimate is obtained from equation (2.115) [528, 529]:

∆τ = ∥uuu∗ − uuu2∥l2 ≈ ∥ccc∥l2
τ k+1

2k
≈ ∥uuu2 − uuu1∥l2

2k − 1
. (2.119)

The relative-error estimate is defined as

δτ =

⃦⃦
⃦⃦uuu

∗ − uuu2

uuu3

⃦⃦
⃦⃦
l2
≈

⃦⃦
⃦⃦ uuu2 − uuu1

(2k − 1)uuu3

⃦⃦
⃦⃦
l2
, (2.120)
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where the division of solution vectors is performed element-wise. Estimates (2.119)

and (2.120) are calculated in the discrete l2 norm defined as

∥uuu∥l2 =

⌜⃓
⃓⃓
⎷

N∑︁
i=1

u2
i

N − 1
=

∥uuu∥2√
N − 1

, (2.121)

where N is the length of the solution vector.

Automatic selection of the time-step size is performed based on the error esti-

mates (2.119) and (2.120). Suppose an optimal time-step size τ̂ abs needs to be found

that makes the absolute solution-error match the desired tolerance:

∆τ̂ ≈ ∥ccc∥l2
τ̂ k+1
abs

2k
≈ ϵabs.

From this, using equation (2.116), one obtains

τ̂ abs ≈ k+1

√︄
ϵabsτ k+1 (2k − 1)

∥uuu2 − uuu1∥l2
= τ k+1

√︃
ϵabs
∆τ

.

In practice, a precaution factor ω is introduced [529]:

τ̂ abs ≈ ωτ k+1

√︃
ϵabs
∆τ

. (2.122)

In this work, ω = 0.9 is used, which is a common choice in the literature [529].

To satisfy the relative-error tolerance ϵrel, it is required that

δτ̂ ≈
⃦⃦
⃦⃦uuu

∗ − uuu2

uuu3

⃦⃦
⃦⃦
l2
≈

⃦⃦
⃦⃦cccτ̂

k+1
rel

2kuuu3

⃦⃦
⃦⃦
l2
≈ ϵrel.

Substituting equation (2.116) into the equation above, one finds

τ̂ rel ≈ k+1

√︄
ϵrelτ k+1

⃦⃦
⃦⃦(2k − 1)uuu3

uuu2 − uuu1

⃦⃦
⃦⃦
l2
≈ τ k+1

√︃
ϵrel
δτ

.

With the precaution factor, this result becomes

τ̂ rel ≈ ωτ k+1

√︃
ϵrel
δτ

. (2.123)

The optimal time-step size must satisfy both absolute and relative tolerances.

Therefore, it is chosen as

τ̂ = min(τ̂ abs, τ̂ rel). (2.124)
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The discussed extrapolation algorithm is an iterative process. Every time layer

is first resolved with the old value of the time-step size (or with its initial value

if the first time layer is being computed), and solutions uuu1 and uuu2 are obtained.

Then, a new value of the time-step size is computed using relation (2.124) and error

estimates (2.119) and (2.120). If ∆τ < ϵabs and δτ < ϵrel, solution uuu3, defined in

equation (2.118), is accepted as the numerical solution of the given problem on the

given time layer. Otherwise, new uuu1 and uuu2 are obtained with τ̂ , and the process

repeats.

Additional time-step control is performed in cases when the nonlinear solver (Sec-

tion 2.2.2) experienced divergence or slow convergence. In such cases, the time-step

size is halved, and the solution on the given time layer is recomputed. This process

is repeated until the nonlinear-solver iterations successfully converged, and then the

time-step size is gradually increased by doubling. This algorithm is always invoked

before the time-step size is modified by Richardson extrapolation so as to ensure the

solution satisfies the given error tolerances.

2.2.2 Linearization

The governing equations of the PEMFC model (2.54)–(2.60) are highly nonlinear in

both the source/sink terms and in the effective transport properties. Before they

can be solved, these equations need to be linearized. Two nonlinear solvers were

used in this thesis: Picard’s method [530–532], implemented by Sabharwal [131],

and Newton’s method [530–534], implemented by Secanell [262] and Boisvert and co-

workers [36]. Picard’s method was used in Chapter 3, and Newton’s method was used

in Chapters 4–6. These solvers were integrated in the transient framework developed

in this thesis and, therefore, are discussed next.
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2.2.2.1 Picard’s Method

Consider the following equation representative of the governing equations (2.54)–

(2.60) of the PEMFC model:

C
∂uα

∂t
−∇ · (AAAα(uuu)∇uα) = fα(uuu), (2.125)

where uα represents one of the original solution variables in uuu, C is some constant,

AAAα(uuu) is a tensor of an effective transport property, and fα(uuu) is a source/sink term.

The Greek index α is the index of the given equation in the original system of PDEs

(or, equivalently, the index of the respective solution variable in uuu) and not the

spatial-component index; no summation is performed over it. Some of the terms in

equations (2.54)–(2.60) depend on more than one solution variable. Their treatment

follows the same general idea of Picard’s method that will be illustrated for the

example equation (2.125).

To demonstrate how Picard’s method (fixed-point iteration) [530–532] is applied

to equation (2.125), the θ-scheme temporal discretization (2.111) will be assumed.

Combination of this linearization method with the BDF discretization (2.113) is done

in a similar fashion.

Application of the θ-scheme to equation (2.125) results in

C
u
(n+1)
α − u

(n)
α

τ
− θ∇ ·

(︁
AAAα

(︁
uuu(n+1)

)︁
∇u(n+1)

α

)︁
− (1− θ)∇ ·

(︁
AAAα(uuu

(n))∇u(n)
α

)︁

= θfα
(︁
uuu(n+1)

)︁
+ (1− θ)fα(uuu

(n)). (2.126)

As before, superscript (n) denotes the time layer. Note that the terms with coefficient

θ depend on the unknown solution vector uuu(n+1). In Picard’s method, the sought

solution on time layer n+ 1 is u
(n+1,m+1)
α , where m+ 1 denotes the current iteration

of the nonlinear solver. Nonlinearities are treated explicitly using the solution from

the same time layer but the previous Picard iteration, u
(n+1,m)
α [531]:

C
u
(n+1,m+1)
α − u

(n)
α

τ
− θ∇ ·

(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m+1)

α

)︁
− (1− θ)∇ ·

(︁
AAAα(uuu

(n))∇u(n)
α

)︁

= θfα
(︁
uuu(n+1,m)

)︁
+ (1− θ)fα(uuu

(n)),
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or, after rearranging,

C

τ
u(n+1,m+1)
α − θ∇ ·

(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m+1)

α

)︁

=
C

τ
u(n)
α + (1− θ)∇ ·

(︁
AAAα(uuu

(n))∇u(n)
α

)︁

+ θfα
(︁
uuu(n+1,m)

)︁
+ (1− θ)fα(uuu

(n)). (2.127)

The initial guess for the first Picard iteration is the previous transient solution:

uuu(n+1,0) = uuu(n). Equation (2.127) is linear in the new solution iterate u
(n+1,m+1)
α .

Adaptive underrelaxation is used in this work to aid convergence of the Picard

iterations. In this method, quantities AAAα

(︁
uuu(n+1,m)

)︁
and fα

(︁
uuu(n+1,m)

)︁
are updated

with the modified Picard solution given by [131, 535]

uuũ(n+1,m+1) = uuu(n+1,m) + γ
(︁
uuu(n+1,m+1) − uuu(n+1,m)

)︁
, (2.128)

where uuu(n+1,m+1) is the solution of the regular Picard method (2.127). Parameter

γ ∈ (0, 1] is varied based on the solution error according to equation [131, 535]

γ =

{︄
γmin + (1− γmin)e

−α(∆−ϵabs), ∆ > ϵabs;

1, ∆ ≤ ϵabs,

where ∆ is the absolute solution-error estimate defined as

∆ =
⃦⃦
⃦uuũ(n+1,m+1)

α − uuu(n+1,m)
α

⃦⃦
⃦
l2

(2.129)

and ϵabs is the respective tolerance. Parameters γmin and α are such that γmin ∈ (0, 1)

and α > 0. In this work, γmin = 0.3 and α = 6 are used.

The iterations are assumed to have converged when the absolute solution-error

estimate (2.129) and the relative solution-error estimate3

δ =

⃦⃦
⃦⃦
⃦
uuũ(n+1,m+1) − uuu(n+1,m)

uuũ(n+1,m+1)

⃦⃦
⃦⃦
⃦
l2

(2.130)

satisfy the given tolerances ϵabs and ϵrel, respectively. As ∆ → ϵabs and δ → ϵrel,

uuũ(n+1,m+1) → uuu(n+1,m) and γ → 1, which corresponds to the regular Picard’s method.

Further details of this algorithm can be found in [131, 535].

3As before, notation aaa/bbb means element-wise division.
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2.2.2.2 Newton’s Method

In Newton’s method (also called Newton-Raphson method) [530–534], the solution

iterate is represented as uuu(n+1,m+1) = uuu(n+1,m) + δuuu, uuu(n+1,0) = uuu(n), and the linearized

equations are solved with respect to the solution update δuuu. Newton’s method for

linearizing a system of transient PDEs that are discretized in time and are written as

RRR(uuu) = 000 is given by [536]

δuuu = −JJJ−1
(︁
uuu(n+1,m)

)︁
RRR
(︁
uuu(n+1,m)

)︁
, (2.131)

where

JJJ
(︁
uuu(n+1,m)

)︁
=

[︃
∂Rα

∂uβ

]︃⃓⃓
⃓⃓
uuu(n+1,m)

(2.132)

is the Jacobian matrix with components Jαβ equal to the partial Fréchet derivatives

of the residuals of each equation with index α with respect to the βth variable in the

solution vector uuu. This Jacobian matrix is computed through the Gateaux differen-

tial4 [536]

δRRR(uuu;hhh) = lim
ζ→0

RRR(uuu+ ζhhh)−RRR(uuu)

ζ
(2.133)

using [536]

δRRR(uuu;hhh) = JJJ(uuu)hhh. (2.134)

The Gateaux derivative is a generalization of the directional derivative from differ-

ential calculus [536, 537]. In Newton’s method, one needs to know how the residual

changes in the direction of the solution update δuuu, and so hhh = δuuu is taken. Then,

from equations (2.131) and (2.134), Newton’s method can be expressed as

δRRR(uuu(n+1,m); δuuu) = −RRR
(︁
uuu(n+1,m)

)︁
. (2.135)

4The Fréchet derivative is directly related to the Fréchet differential δRRR(uuu;hhh) that, when it exists,
satisfies [536]

lim
hhh→000

∥RRR(uuu+ hhh)−RRR(uuu)− δRRR(uuu;hhh)∥
∥hhh∥ = 0.

Existence of the Gateaux differential follows from the existence of the Fréchet differential, and the
two differentials are equal [536]. This enables the convenient calculation of the Fréchet derivative
through the Gateaux differential.
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Newton’s method is demonstrated next for equation (2.126) discretized with the θ-

scheme. An example of coupling Newton’s method with the BDF temporal discretiza-

tion is shown in Appendix B. Residual Rα(uuu) of equation (2.126) at uuu(n+1,m) + ζδuuu is

given by

Rα

(︁
uuu(n+1,m) + ζδuuu

)︁
= C

u
(n+1,m)
α + ζδuα − u

(n)
α

τ

− θ∇ ·
(︁
AAAα

(︁
uuu(n+1,m) + ζδuuu

)︁
∇
(︁
u(n+1,m)
α + ζδuα

)︁)︁

− (1− θ)∇ ·
(︁
AAAα(uuu

(n))∇u(n)
α

)︁

− θfα
(︁
uuu(n+1,m) + ζδuuu

)︁
− (1− θ)fα(uuu

(n)) (2.136)

Substituting linear expansions [536, 537]

AAAα

(︁
uuu(n+1,m) + ζδuuu

)︁
≈ AAAα

(︁
uuu(n+1,m)

)︁
+
∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

ζδuβ, (2.137)

fα
(︁
uuu(n+1,m) + ζδuuu

)︁
≈ fα

(︁
uuu(n+1,m)

)︁
+
∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

ζδuβ (2.138)

into equation (2.136) and neglecting their truncation errors, one can write

Rα

(︁
uuu(n+1,m) + ζδuuu

)︁
= C

u
(n+1,m)
α + ζδuα − u

(n)
α

τ

− θ∇ ·
(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m)

α

)︁

− ζθ∇ ·
(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇ (δuα)

)︁

− ζθ∇ ·
(︄
∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α

)︄

− ζ2θ∇ ·
(︄
∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇δuα

)︄

− (1− θ)∇ ·
(︁
AAAα(uuu

(n))∇u(n)
α

)︁

− θfα
(︁
uuu(n+1,m)

)︁
− ζθ

∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ

− (1− θ)fα(uuu
(n)). (2.139)

Following the definition (2.133) and subtracting Rα

(︁
uuu(n+1,m)

)︁
from equation (2.139),
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dividing the difference by ζ, and taking the limit of the result at ζ → 0, one finds

δRα

(︁
uuu(n+1,m); δuuu

)︁
=

C

τ
δuα − θ∇ ·

(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇ (δuα)

)︁

− θ∇ ·
(︄
∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α

)︄

− θ
∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ. (2.140)

In order to arrive at Newton’s method (2.135), the right-hand of equation (2.140)

needs to be equated to −Rα

(︁
uuu(n+1,m)

)︁
:

δRα(uuu
(n+1,m); δuuu) = −Rα

(︁
uuu(n+1,m)

)︁
.

This gives

C

τ
δuα − θ∇ ·

(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇ (δuα)

)︁

− θ∇ ·
(︄
∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α

)︄
− θ

∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ

=
C

τ
u(n)
α − C

τ
u(n+1,m)
α + θ∇ ·

(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m)

α

)︁

+ (1− θ)∇ ·
(︁
AAAα(uuu

(n))∇u(n)
α

)︁
+ θfα

(︁
uuu(n+1,m)

)︁

+ (1− θ)fα(uuu
(n)). (2.141)

The equation above is linear with respect to the solution update.

The convergence of Newton’s method is verified based on the solution-error esti-

mates (2.129) and (2.130). Additionally, the Euclidean norm of the overall residual,

defined as

⃦⃦
RRR
(︁
uuu(n+1,m+1)

)︁⃦⃦
2
=

√︄∑︂

α

∥Rα(uuu(n+1,m+1))∥22 =
√︄∑︂

α

∑︂

i

R2
αi(uuu

(n+1,m+1)),

is also controlled and ensured to satisfy a given tolerance.

A modified Newton’s method with a three-point parabolic line search [538, 539] is

used in this thesis. The idea behind that algorithm is to scale the solution update

with such a step size h that minimizes the scalar function

g(h) =
⃦⃦
RRR
(︁
uuu(n+1,m) + hδuuu

)︁⃦⃦2

2
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at every Newton iteration m. The first line-search iteration is performed with a full

step δuuu (h(1) = 1). If this step size does not satisfy the so-called Armijo rule

⃦⃦
RRR
(︁
uuu(n+1,m) + h(k)δuuu

)︁⃦⃦
2
≤

(︁
1− γh(k)

)︁ ⃦⃦
RRR
(︁
uuu(n+1,m)

)︁⃦⃦
2
, (2.142)

where γ = 10−3, it is rejected. The second and the subsequent step sizes are subjected

to the safeguard constraint h(k) ∈ [hmin, hmax] ⊂ (0, 1), for which hmin = 0.5 and

hmax = 0.9 are used. Three most recently rejected values of g(h) are fitted with a

quadratic polynomial, and the new step size is assigned the location of the minimum

of g(h). The line search is performed iteratively over the predicted step sizes h(k) until

condition (2.142) is satisfied. Further details of the algorithm can be found in [538,

539].

2.2.2.3 Discussion

The advantage of Newton’s method is that, when it converges, it converges quadrat-

ically as opposed to the linear convergence of Picard’s method [530–533]. On the

other hand, Picard’s method does not require calculation of the Jacobian matrix, i.e.,

the terms corresponding to the derivatives of AAAα(uuu) and fα(uuu) with respect to the

solution variables, and retains symmetry of the linear-system matrix. The ultimate

factor in the choice of the linearization method is, however, the computational time.

Picard’s method showed reasonable performance when applied to a single diffu-

sion equation of type (2.54) with a zero right-hand side in Chapter 3. However,

for more complex models, such as the transient cathode model, governed by equa-

tions (2.54), (2.56), and (2.57), Newton’s method had a significant advantage, some-

times by 2 orders of magnitude, in both the number of iterations required for conver-

gence and the overall simulation time. Even though each Picard iteration took less

time to assemble and solve the system, that was not enough to counterbalance the

increased number of iterations. Therefore, Newton’s method was used to linearize

the single-electrode and fuel-cell models in Chapters 4–6.
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2.2.3 Weak Formulation and Spatial Discretization

Spatial discretization of the linearized equations ((2.127) or (2.141)) was performed

with the Galerkin (Bubnov-Galerkin) finite-element method [532, 540]. For concise-

ness, equation (2.141) will be considered and θ = 1 will be assumed, i.e., the discussion

will be based on implicit-Euler temporal discretization and Newton’s linearization:

C

τ
δuα −∇ ·

(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇ (δuα)

)︁

−∇ ·
(︄
∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α

)︄
−

∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ

=
C

τ
u(n)
α − C

τ
u(n+1,m)
α +∇ ·

(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m)

α

)︁

+ fα
(︁
uuu(n+1,m)

)︁
. (2.143)

To obtain the weak formulation, equation (2.143) is multiplied by a test function

vα and then integrated over the computational domain Ω:

C

τ

∫︂

Ω

vαδuα dΩ−
∫︂

Ω

vα∇ ·
(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇ (δuα)

)︁
dΩ

−
∫︂

Ω

vα∇ ·
(︄
∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α

)︄
dΩ

−
∫︂

Ω

vα
∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ dΩ

=

∫︂

Ω

vα
C

τ
u(n)
α dΩ−

∫︂

Ω

vα
C

τ
u(n+1,m)
α dΩ

+

∫︂

Ω

vα∇ ·
(︁
AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m)

α

)︁
dΩ

+

∫︂

Ω

vαfα
(︁
uuu(n+1,m)

)︁
dΩ.

Using integration by parts (Gauss’s theorem) [537]

∫︂

Ω

a∇ · bbb dΩ =

∫︂

Γ=∂Ω

abbb · nnn dΓ−
∫︂

Ω

∇a · bbb dΩ
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and adopting a compact representation of integrals

(a, b)Ω =

∫︂

Ω

ab dΩ,

(aaa, bbb)Ω =

∫︂

Ω

aaa · bbb dΩ,

one obtains

C

τ
(vα, δuα)Ω −

(︁
vαAAAα

(︁
uuu(n+1,m)

)︁
∇ (δuα) , nnn

)︁
Γ

+
(︁
∇vα, AAAα

(︁
uuu(n+1,m)

)︁
∇ (δuα)

)︁
Ω

−
(︄
vα

∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α , nnn

)︄

Γ

+

(︄
∇vα,

∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α

)︄

Ω

−
(︄
vα,

∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ

)︄

Ω

=
C

τ

(︁
vα, u

(n)
α

)︁
Ω
− C

τ

(︁
vα, u

(n+1,m)
α

)︁
Ω

+
(︁
vαAAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m)

α , nnn
)︁
Γ

−
(︁
∇vα, AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m)

α

)︁
Ω

+
(︁
vα, fα

(︁
uuu(n+1,m)

)︁)︁
Ω
. (2.144)

Equation (2.144) represents the weak formulation of equation (2.143).

Boundary integrals in equation (2.144) can be replaced with the given Neumann

(second-type) or Robin (third-type) boundary conditions. Those conditions can be

written in the general form

−
(︁
AAAα(uuu

(n+1,m+1))∇u(n+1,m+1)
α

)︁
· nnn = d1u

(n+1,m+1)
α + d2, (2.145)

where d1 and d2 are some real coefficients. Application of the same linearization pro-

cedure as before to equation (2.145), multiplication of the result by the test function,
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and integration over the boundary results in

−
(︁
vαAAAα(uuu

(n+1,m))∇u(n+1,m)
α , nnn

)︁
Γ

−
(︄
vα

∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α , nnn

)︄

Γ

−
(︁
vαAAAα(uuu

(n+1,m))∇ (δuα) , nnn
)︁
Γ

=
(︁
vα, d1u

(n+1,m)
α

)︁
Γ
+ (vα, d1δuα)Γ + (vα, d2)Γ . (2.146)

Integrals in the left-hand side of equation (2.146) appear naturally in equation (2.144).

Their substitution gives

C

τ
(vα, δuα)Ω + (vα, d1δuα)Γ

+
(︁
∇vα, AAAα

(︁
uuu(n+1,m)

)︁
∇ (δuα)

)︁
Ω

+

(︄
∇vα,

∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ∇u(n+1,m)
α

)︄

Ω

−
(︄
vα,

∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβ

)︄

Ω

=
C

τ

(︁
vα, u

(n)
α

)︁
Ω
− C

τ

(︁
vα, u

(n+1,m)
α

)︁
Ω

−
(︁
vα, d1u

(n+1,m)
α

)︁
Γ
− (vα, d2)Γ

−
(︁
∇vα, AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m)

α

)︁
Ω

+
(︁
vα, fα

(︁
uuu(n+1,m)

)︁)︁
Ω
. (2.147)

Dirichlet (first-type) boundary conditions are applied directly to the linear system of

equations resulting from the spatial discretization of the weak form (2.147).

Spatial discretization is performed by dividing the computational domain Ω into el-

ements Ωe. In this thesis, only two-dimensional problems are solved, and the elements

are quadrilateral. Since all equations are implemented in a dimension-independent

form, they also support the use of hexahedral elements in 3D. Purely one-dimensional

simulations are currently not supported in OpenFCST; they are performed in two di-

mensions by making one of the dimensions significantly smaller than the other one,
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as done for the pseudo-1D catalyst-layer model in Chapter 5. Other common choices

of element shapes in two and three dimensions are triangles and tetrahedrons; how-

ever, those shapes are currently not supported by the finite-element library used in

OpenFCST, deal.II.

Inside of each element, the solution, its Newton update, and the test function are

replaced with their finite-element approximations [532, 540]

wα(xxx) ≈
Ne∑︂

i=1

wαiφαi(xxx), (2.148)

where wα(xxx) is uα(xxx), δuα(xxx), or vα(xxx) and wαi is uαi, δuαi, or vαi, respectively, Ne is

the number of nodes in the element, and φαi(xxx) is the shape function corresponding to

the element node i. Quadrilateral elements with second-order Lagrange shape func-

tions [540] are used in this thesis. Approximation (2.148) depends on time through

coefficients uαi that change between the time layers.

Mesh refinement is used to achieve a grid-independent solution. Both global and

adaptive refinement are utilized in this thesis. In the global algorithm, all mesh

cells are split into four at each refinement cycle. The a posteriori Kelly error esti-

mator [541], available through the deal.II library [380–382], is used in the adaptive

algorithm. The error estimate is computed for each cell as [262, 541]

η2K =
h

24

∫︂

Γ

[[(∇uuu)nnn]]2 dΓ, (2.149)

where h is a measure of the cell size and the double square brackets denote the jump of

the function at the cell boundary Γ. In each cycle, a given percentage of the cells with

the largest error is refined and a given percentage with the smallest error is coarsened.

The number of the refinement cycles and the frequency of the refinement in time are

determined based on the desired level of solution accuracy and computational cost.
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Substituting approximations (2.148) into equation (2.147), one arrives at

N∑︂

i=1

N∑︂

j=1

vαi

[︄
C

τ
(φαi, δuαjφαj)Ω + (φαi, d1δuαjφαj)Γ

+
(︁
∇φαi, AAAα

(︁
uuu(n+1,m)

)︁
∇ (δuαjφαj)

)︁
Ω

+

(︄
∇φαi,

∑︂

β

∂AAAα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβjφβj∇u(n+1,m)
α

)︄

Ω

−
(︄
φαi,

∑︂

β

∂fα(uuu)

∂uβ

⃓⃓
⃓⃓
uuu(n+1,m)

δuβjφβj

)︄

Ω

]︄

=
N∑︂

i=1

vαi

[︄
C

τ

(︁
φαi, u

(n)
α

)︁
Ω
− C

τ

(︁
φαi, u

(n+1,m)
α

)︁
Ω

−
(︁
φαi, d1u

(n+1,m)
α

)︁
Γ
− (φαi, d2)Γ

−
(︁
∇φαi, AAAα

(︁
uuu(n+1,m)

)︁
∇u(n+1,m)

α

)︁
Ω

+
(︁
φαi, fα

(︁
uuu(n+1,m)

)︁)︁
Ω

]︄
. (2.150)

Note that solutions uuu(n+1,m) and uuu(n) are known from the previous Newton iteration

and the previous time layer, respectively, and thus do not need to be approximated

with (2.148).

Integrals in equation (2.150) were computed using the Gauss-Legendre rule [532,

534, 540] with 3 quadrature points in each direction. Numerical integration was

performed with the deal.II library [380–382].

Since vαi are arbitrary, they can be removed from equation (2.150), leaving only

summation over j. This results in a system of linear equations

AAAδuuu = bbb, (2.151)

where the Newton update δuuu is a block-vector with index α corresponding to the

solution variables and index j corresponding to the components of those variables in

approximation (2.148). If the problem is linearized with Picard’s method, one obtains

a linear system of the form

AAAuuu = bbb. (2.152)

Systems (2.151) and (2.152) are solved with the methods discussed in Section 2.2.4.
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2.2.4 Linear Solvers

For linear diffusion-type models and nonlinear diffusion-type models linearized with

Picard’s method in Chapter 3, governed with equation of type (2.54) with a zero

right-hand side, the linear system obtained from temporal and spatial discretization

was solved with the conjugate-gradient (CG) method [530–532, 538]. The latter is

designed for systems with positive-definite and symmetric matrices [530–532, 538],

which is the case for diffusion equations [531]. The linear-solver iterations were as-

sumed to have converged when the Euclidean norm of the residual of the linear system

was below the given threshold, typically 10−10. The CG solver was provided by the

deal.II library [380–382].

The system matrices corresponding to the linearized fuel-cell models (equations (2.54)–

(2.60), see Chapters 4–6) were not symmetric, and the linear systems were solved with

either the unsymmetric-pattern multifrontal method (UMFPACK) [542–544] in serial

mode or with the multifrontal massively parallel solver (MUMPS) [545] in parallel

mode. Both UMFPACK and MUMPS are direct solvers based on sparse LU and

LDLT decomposition [542, 543, 545]. They were provided by the deal.II library

through SuiteSparse [546] and PETSc [547, 548] packages. Direct solvers applied

to large problems, especially in 3D, are computationally demanding. For the 2D

problems considered in this thesis, the performance of the UMFPACK and MUMPS

solvers was acceptable.

2.2.5 Summary of the Transient Framework

The structure of the transient framework developed in this thesis and implemented

in OpenFCST is schematically illustrated in the block diagram in Figure 2.7. The

new transient solution, uuu(n+1), is obtained from the old solution, uuu(n), in several

steps. First, if the given time layer has been marked for adaptive mesh refinement or

coarsening (which takes place only on every certain time layer), the mesh is modified

in accordance with the error estimator (2.149), and uuu(n) is interpolated onto the new
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mesh.

If the problem is linear, the simulated time is then updated with the current time-

step size: t = t+ τ . For nonlinear problems, it is possible that Picard’s or Newton’s

method would diverge when attempting to find uuu(n+1) with the given time-step size.

The divergence control by time-step halving and recovery that was discussed earlier

in this Chapter is performed in that case prior to updating the simulated time.

Next, if enabled, the Richardson-extrapolation algorithm is executed as discussed

in Section 2.2.1.3. During that process, a low-level solver is called multiple times

as shown in Figure 2.7. When Richardson extrapolation is not used, the low-level

solver is called directly to compute uuu(n+1). The low-level solver is a linear solver

(CG, UMFPACK, or MUMPS) in the case of linear applications or a nonlinear solver

(Picard’s or Newton’s method, both wrapping a linear solver) when linearization is

required. In this context, the transient solver (θ-scheme or BDF) is regarded as

a high-level solver, as it embeds lower-level algorithms. If the ICCP sub-model is

used, equation (2.10) is solved in an additional Newton loop that is entered on every

iteration of the overall model’s nonlinear solver.

The solution process in Figure 2.7 is repeated for every time layer until the simu-

lation is over.

2.3 Post-Processing

Solving governing equations (2.54)–(2.60) with a set of appropriate initial and bound-

ary conditions results in a temporal series of spatial distributions of the solution vari-

ables. Additional post-processing routines are used in OpenFCST to compute and

output a number of quantities of interest for each simulated time instant.

First of these quantities is the faradaic current density (A/cm2):

if =
1

A

∫︂

V

j dV, (2.153)

where A is the in-plane MEA area (cm2), V is the catalyst-layer volume (cm3), and
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j is the volumetric faradaic current density (A/cm3) computed as discussed in Sec-

tion 2.1.2.6. In transient simulations, the total current density does not match if due

to the capacitive double-layer effect in the catalyst layers. A post-processing routine

was implemented to compute the total current density (A/cm2) as

i = − 1

A

∫︂

V

∇ ·
(︁
σeff
e−∇ϕe−

)︁
dV,

or, applying the divergence theorem [537] to avoid computation and storage of the

second-order derivatives of the electronic potential,

i = − 1

A

∫︂

S

σeff
e−∇ϕe− · nnndS, (2.154)

where S = ∂V is the boundary surface of the MEA. Capacitive current density (A/cm2)

is obtained using equations (2.57), (2.153), and (2.154):

ic =
1

A

∫︂

V

Cdl
∂η

∂t
dV = if − i. (2.155)

Computation of the total current density that accounts for both faradaic and double-

layer processes in the MEA enables impedance-spectroscopy analysis with OpenFCST

(Section 2.3.1 and Chapters 4 and 5).

Another useful quantity computed in OpenFCST is the ohmic resistance (in Ω·cm2)

of the MEA layers. The calculation is based on the ohmic (Joule) heating:

Reff
H+ =

1

i2A

∫︂

V

iiiH+ · iiiH+

σeff
H+

dV =
1

i2A

∫︂

V

σeff
H+∇ϕH+ · ∇ϕH+ dV, (2.156)

Reff
e− =

1

i2A

∫︂

V

iiie− · iiie−
σeff
e−

dV =
1

i2A

∫︂

V

σeff
e−∇ϕe− · ∇ϕe− dV. (2.157)

This approach was proposed by Secanell et al. [328] and Zhou et al. [35, 276] and

is validated in Chapter 4 using impedance spectroscopy. Computation of the effec-

tive electronic and protonic resistances of the MEA layers with equations (2.156)

and (2.157) allows for model validation with experimentally measured ohmic resis-

tance and is a valuable tool for the analysis of impedance spectra (see Chapters 4, 5).
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When analyzing dynamic behavior of PEMFCs, it is sometimes convenient to look

at the evolution of average quantities in each MEA layer rather than of their spatial

distributions. A post-processing routine was implemented for outputting some useful

average quantities, such as the average liquid-water saturation and the average capil-

lary pressure used in Chapter 6. This is done by integrating the quantity of interest,

q, over the given MEA layer and dividing the result by the volume of the layer:

⟨q⟩ = 1

V

∫︂

V

q dV.

Once a transient simulation is over, its results can be processed with the Python-

based data-analysis package within OpenFCST called pyFCST. In this thesis, a new

framework has been developed in pyFCST for analyzing impedance-spectroscopy sim-

ulations. That framework is discussed next.

2.3.1 Impedance-Spectroscopy Framework

The transient framework for fuel-cell modeling developed in this thesis enables simula-

tions of common experimental characterization techniques, such as polarization-curve

measurement and electrochemical impedance spectroscopy. The latter requires addi-

tional post-processing to analyze the simulated current-density response to a change

in voltage.

In the conventional EIS approach, simulations mirror experiments: a sinusoidal

input signal is applied (for example, voltage) and the transient response is measured

(current). This process needs to be repeated for every frequency of interest, which

means the transient numerical problem needs to be solved as many times as frequen-

cies needed to resolve the impedance spectrum.

In the more computationally efficient approach proposed by Wiese and Weil [549],

the whole impedance spectrum is obtained from a single simulation of the current re-

laxation after a step-excitation in voltage. This approach was adopted by Bessler [249]

to simulate impedance spectra of solid-oxide fuel cells and, more recently, applied by
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Bao and Bessler [164] and Futter et al. [159] to PEMFCs. The impedance spectra

simulated with the rapid-EIS approach have been shown to match those obtained

with the sine-wave approach (see [249] and Chapter 4). The rapid-EIS approach can

also be used in physical experiments as long as the common laboratory-grade poten-

tiostats are equipped with additional modules that enable high sampling rate (on the

order of GHz) to resolve the initial transients.

Another method recently proposed as an alternative to the conventional sine-wave

approach is the use of a sine signal with a time-dependent frequency (a chirp sig-

nal) [550]. Similarly to the rapid-EIS approach, this method also allows for the

extraction of a range of frequencies from a single simulation or experiment. The

chirp-signal EIS approach has been validated with numerical simulations and physi-

cal experiments involving electrical circuits [550, 551], but, to the best of the author’s

knowledge, not with an electrochemical cell or its physical model. Additionally, in

order to avoid spectral leakage, a more complicated technique involving two chirp

signals with shifted phases and additional filtering of the results is required [551]. For

those reasons, chirp-signal simulations are not considered in this thesis.

In all cases, a steady-state solution is obtained at the voltage of interest V0 by

solving equations (2.54)-(2.60) with setting all transient terms to zero. That solution

is then used as an initial solution for the transient simulation, in which a small-

amplitude voltage perturbation (1–5 mV) is applied and the current-density response

is computed using equation (2.154). Impedance is then obtained by processing the

simulation data with the routines developed in pyFCST. The framework for the EIS

simulations with the sine-wave and rapid-EIS approaches and their post-processing

is discussed next.

2.3.1.1 Conventional Approach

The typical process in the conventional approach involves simulating several periods of

a sine wave with high resolution (for instance, 256–1024 temporal nodes per period).
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Both the number of periods and the temporal resolution are determined by analyzing

the impedance convergence at different frequencies. In order to maintain the linearity

of the system response, a sufficiently small perturbation amplitude should be used.

The upper limit of the PEMFC voltage perturbation in linear EIS is approximately

30 mV at 80 ◦C [163]. In this thesis, a peak-to-peak amplitude of 1 mV is used in

sine-wave simulations.

Once the simulation is over, the output signal is scaled with a Welch window [534]

w(t) = 1− (2t)2, t ∈ [−1/2, 1/2]

to minimize aliasing and then processed with the Fast Fourier Transform (FFT) from

SciPy [486], which is an efficient implementation of the Discrete Fourier Transform

(DFT) defined as [552, 553]

Hn = H(n∆f) =
N−1∑︂

k=0

h(k∆t)e−ink2π/N =
N−1∑︂

k=0

h(k∆t)e−i(2πn∆f)k∆t, n ∈ {0, N − 1},

where N = T/∆t is the number of points sampled from the original signal h(t) with a

step ∆t over the time interval [0, T ], and ∆f = 1/T , 1/N = ∆t/T = ∆t∆f . Spectral

leakage due to numerical error is filtered out by taking the current-density frequency

to be the frequency at which the FFT magnitude reaches maximum. Impedance is

then computed as the ratio of the known voltage phasor to the reconstructed current-

density phasor.

2.3.1.2 Rapid-EIS Approach

In this approach, a rapid voltage ramp is applied to the cell at t = 0:

V (t) =

⎧
⎨
⎩
V0 + Vm

t

tr
, t ∈ [0, tr],

V0 + Vm, t ∈ (tr, T ],
(2.158)

where Vm is the size of the voltage ramp with the duration tr. The latter should be

sufficiently shorter than the time scale of the fastest response of the system and is

typically below 10−6 s [249]. In this thesis, a 1–5 mV ramp is applied over 10−9 s so
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as to not affect the frequencies relevant to fuel-cell impedance spectra (typically up

to 105 Hz). The simulation is then continued at the constant voltage V0 + Vm until

reaching time T = 1010 s [249] in order for the total simulation time to be sufficiently

longer than the time scale of the slowest system response.

The time-step size is controlled in the rapid-EIS simulations using Richardson

extrapolation (Section 2.2.1.3) with an initial time-step size of 10−10 s. To avoid

sudden changes in the simulated output signal, the increase of the time-step size

between time layers is capped with τn+1/τn ≤ Θ, where Θ = 1.001 is often a good

balance between the accuracy of the spectrum and the computational time. The effect

of Θ on the computed impedance spectrum is shown in Chapter 4.

Rapid EIS simulations need to resolve a wide range of time scales and thus are

typically performed on nonuniform grids [249, 549], which makes the common Fourier-

transform algorithms inapplicable. Instead, the Fourier transform proposed by Wiese

and Weil [549] is used. For a time-dependent signal h(t), the Fourier transform is

defined as [549, 553]

H(ω) =

∞∫︂

−∞

h(t)e−iωtdt, (2.159)

where ω = 2πf is the angular frequency corresponding to the harmonic frequency f .

If the signal is sampled at nodes tn (n ∈ {0, N}) and satisfies the conditions

h(t ≤ t0) = 0 and h(t ≥ tN) = 0, (2.160)

the Fourier transform (2.159) can be written as

H(ω) =
N−1∑︂

n=0

tn+1∫︂

tn

h(t)e−iωtdt. (2.161)

Integral (2.161) can be computed analytically when h(t) is interpolated between the

sampling points [549]. Linear interpolation

h(t) = hn +
hn+1 − hn

tn+1 − tn
(t− tn), t ∈ [tn, tn+1],
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corresponds to the trapezoidal quadrature rule and results in the following discrete

Fourier transform [249, 549]:

H∗(ω) =
1

ω2

N−1∑︂

n=0

[︁
(an + iωhn+1) e

−iωtn+1 − (an + iωhn) e
−iωtn

]︁
, (2.162)

where an = (hn+1 − hn)/(tn+1 − tn). Because of the condition (2.160) used to obtain

this transform, the integrand h(t) must vanish at the end nodes. This is achieved

by subtracting the initial values of voltage and current density from the respective

data and adding artificial zero points at tN+1 = 2tN as proposed in [249]. Since the

last temporal node is placed at tN = 1010 s, the time scale of the artificial ramp at

the interval [tN , tN+1] is sufficiently long and does not affect the lowest frequencies in

the fuel-cell response [249] (usually as low as 10−4 Hz). Impedance spectrum is then

computed as the ratio of Fourier transforms (2.162) of voltage V ∗(ω) and current

density i∗(ω) [249, 549]: Z(ω) = V ∗(ω)/i∗(ω) (units of mΩ · cm2 are used in this

thesis).
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Chapter 3

Numerical Estimation of
Oxygen-Transport Properties of
Polymer-Electrolyte Materials1

Oxygen transport in polymer-electrolyte membranes and films is commonly analyzed

by encasing the sample in a solid-state cell, placing a platinum disk electrode in

contact with the surface of the sample, and drawing ORR current [309, 325, 384–

387, 389–392]. At the cell potentials where the ORR is limited by the rate of oxygen

transport toward the disk electrode (oxygen concentration at the electrode is assumed

zero in that case), the chronoamperometric current can be fitted with one of the

analytical equations available in the literature [394–400] to obtain oxygen diffusivity

and solubility. However, the analytical models used in chronoamperometry at disk

electrodes are only valid under the assumption of semi-infinite diffusion [394–400], i.e.,

when the polymeric sample is infinitely thick. While this technique is appropriate for

thick membranes and short measurement times, the sample-thickness limitation of

the analytical models may be problematic for thin electrolyte films. This obstructs

the use of chronoamperometry in measuring gas-transport properties of modern thin

1Parts of this chapter were reproduced with permission from:

1. D. Novitski, A. Kosakian, T. Weissbach, M. Secanell, and S. Holdcroft, “Electrochemical
reduction of dissolved oxygen in alkaline, solid polymer electrolyte films,” Journal of the

American Chemical Society, vol. 138, no. 47, pp. 15 465–15 472, 2016. Copyright 2016 Amer-
ican Chemical Society.

Author contributions are detailed in the Preface of this thesis.
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membranes (5–25 µm [116]) and ionomer films in catalyst layers (1–10 nm [124, 132]).

A numerical model for oxygen diffusion at a microdisk electrode is developed in

this Chapter and used to estimate oxygen-transport properties of polymer-electrolyte

membranes by analyzing chronoamperometric measurements. The numerically ob-

tained diffusivity and solubility of oxygen are compared with those estimated with

the analytical Shoup-Szabo equation [397]. Large deviation between the numerical

and analytical transport properties (up to about 29%) is obtained when the diffusion

front reaches the open boundary of the membrane. These results indicate that nu-

merical models are more suitable for the analysis of chronoamperometric data than

their analytical counterparts, especially in the case of nanometer-scale thin films that

attracted a considerable amount of attention in the literature in the past decade [117,

131, 324–326].

3.1 Experiment

Experimental data were provided by the Holdcroft Group (Simon Fraser University),

and details on the sample preparation, the equipment used, and the testing protocols

can be found in [1, 392]. A brief description of the physical experiment is provided

next.

The ionomer samples were prepared by drop-casting HMT-PMBI (hexamethyl-p-

terphenyl poly(methylbenzimidazolium)) onto a platinum microdisk electrode (radius

5 µm) embedded in glass. The resulting 53-µm-thick films were initially equilibrated

under controlled temperature and relative-humidity conditions and contained dis-

solved oxygen molecules. A platinum mesh was pressed against the free surface of

each ionomer film and used as a reference/counter electrode. The two electrodes were

held together in a solid-state cell shown in Figure 3.1a.

If an electrochemical reaction is fast, its rate is limited by the rate of reactant

mass transport. Such mode of electrode operation is called mass-transport-limited

(or diffusion-limited, diffusion-controlled). In the chronoamperometric experiment, a
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(a)
(b)

Figure 3.1: Experimental setup (a) and a schematic of oxygen diffusion toward the mi-
crodisk electrode (b). Diffusion length, LD, is illustrated. Reprinted with permission
from [1]. Copyright 2016 American Chemical Society.

potential difference was applied between the electrodes from the value at which no

faradaic reaction occurred (+0.2 V vs. Pt) to the value at which the ORR at the

working electrode was diffusion-limited (-0.5 to -0.4 V vs. Pt). The operating condi-

tions were 60 ◦C, 1 atm, and varying RH of 70%, 80%, 90%, and 98%. When current

was drawn, the dissolved oxygen was transported toward the platinum disk electrode,

as illustrated in Figure 3.1b. Current transients were then measured every 2.5 ms for

approximately 5 seconds (Figure 3.2), and the obtained data were fitted with analyt-

ical and numerical models to extract oxygen-transport properties, namely solubility

(equilibrium concentration), cb,O2
, and diffusivity, Db,O2

. Double-layer effects at the

interface between the disk electrode and the membrane were significant in the initial

0.2 s, where the measured current was potential-dependent. Oxygen transport was

characterized in this work by analyzing the diffusion-limited current at t ⪆ 0.2 s.

3.2 Numerical Model

Since HMT-PMBI membranes are alkaline (in contrast to acidic Nafion®), ORR

differs from reaction (1.2) and is given by [1, 392]

1

2
O2 +H2O+ 2e− → 2OH−. (3.1)

127







the film from its surroundings. In the considered case, the thickness of the ionomer

was approximately 53 µm, and no significant oxygen-transport resistance at the gas

interface for films thicker than 50 nm has been observed in the literature [393]. More-

over, for such materials, the exact value of the dissolution rate constant is yet to be

determined. The Dirichlet boundary condition c = cb,O2
at the medium-surroundings

interface (Γ3) was, therefore, used. The reference electrode used in the experiments

at the interface Γ3 was a platinum mesh with 150-µm openings and 75-µm-thick wires

(see Figure 3.1b). In analytical models, it is assumed that the interface Γ3 directly

opposite to the working electrode is infinitely far from it and is at equilibrium [397,

399, 400]. The same equilibrium assumption was used in the finite-domain numerical

approach for the axisymmetric simplification.

Because the surface of the working electrode was rough, its effective area, πr2eff, dif-

fered from the geometric area, πr2geo. The effective electrode radius, reff, was estimated

from the electrochemically active surface area (ECSA) of the electrode measured with

cyclic voltammetry: πr2eff = ECSA. An increase in reff was observed from 4.7 µm at

70% RH to about 7.0 µm at 98% RH. This was attributed to the expansion of the

ionically conductive domains in the ionomer, similar to what has been reported for

PFSA-based electrolytes, such as Nafion® [116]. Four different computational meshes

were generated for the selected experimental operating conditions to account for the

changes in the effective electrode radius with RH.

Current was computed in the model by integrating the oxygen flux over the ionomer-

electrode interface:

I = neF

∫︂

Ω1

Db,O2
∇c · nnn dΩ, (3.7)

where ne = 4 is the number of electrons transferred in the electrochemical reaction,

F is Faraday’s constant, and Ω1 is the electrode area. Negative current was assumed

for a reduction reaction.
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3.2.2 Kinetics-Controlled Model

When the cell is operated in the diffusion-limited regime, the current response is

independent of the applied potential. However, this is not generally the case, and,

to capture the effect of the operating voltage, the mathematical model given by

equations (3.2)–(3.6) was modified to include electrochemical kinetics. This was done

by replacing the boundary condition (3.4) with

NNNO2 · nnn = − i(ci|e, η)

4F
, xxx ∈ Γ1, t > 0, (3.8)

where NNNO2 · nnn = −Db,O2
∇c · nnn is oxygen flux, i is current density (current I nor-

malized by the effective electrode area) that depends on the species concentration

ci|e = c
⃓⃓
Γ1

at the ionomer-electrode interface, Γ1, and the applied potential difference,

η. Since a kinetic model for the alkaline ORR (3.1) is not available in OpenFCST, the

double-trap kinetic model [270, 311] for ORR on platinum covered with PFSA-based

electrolytes was used as an approximation for computing the faradaic current.

3.2.3 Solution Approach and Model Inputs

The numerical model (3.2)–(3.6) was brought to a dimensionless form by introducing

variables ˜︁c = c/cb,O2
, ˜︁t = t/T , ˜︁∇ = ∇L, ˜︁Db,O2

= Db,O2
T/L2, ˜︁xxx = xxx/L (T is the total

simulation time and L is the membrane thickness):

∂˜︁c
∂˜︁t

− ˜︁∇ ·
(︂
˜︁Db,O2

˜︁∇˜︁c
)︂
= 0, ˜︁xxx ∈ ˜︁Ω, ˜︁t > 0, (3.9)

˜︁c = 1, ˜︁xxx ∈ ˜︁Ω, ˜︁t = 0, (3.10)

˜︁c = 0, ˜︁xxx ∈ ˜︁Γ1, ˜︁t > 0, (3.11)

−
(︂
˜︁Db,O2

˜︁∇˜︁c
)︂
· nnn = 0, ˜︁xxx ∈ ˜︁Γ2, ˜︁t > 0, (3.12)

˜︁c = 1, ˜︁xxx ∈ ˜︁Γ3, ˜︁t > 0. (3.13)

The kinetics-controlled boundary condition (3.8) was transformed into

˜︁Db,O2
˜︁∇˜︁c · nnn =

i(ci|e, η)

neF

T

Lcb,O2

, ˜︁xxx ∈ ˜︁Γ1, ˜︁t > 0. (3.14)
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The dimensionless model was discretized in space using the finite-element method

with second-order Lagrange shape functions. Computational meshes, similar to the

one shown in Figure 3.3, were generated with the open-source pre- and post-processing

platform for numerical simulations SALOME [554, 555]. The meshes were made

sufficiently long in the radial (horizontal) direction so that the right-hand symmetric

boundary would not affect the solution for the simulated time duration of 5 s. An

automated adaptive mesh-refinement algorithm based on the Kelly error estimator

(equation (2.149)) was incorporated in the model through the deal.II library [380–382]

to adaptively refine the mesh as the transient simulation proceeded. Adaptive local

refinement of 10% of the cells with the largest error and coarsening of 1% of the cells

with the smallest error was performed a given number of times, nref, at each tenth

time layer.

The optimal initial mesh density and the number of the refinement cycles, found

by comparing the simulated current between the refinement levels, are shown in Ta-

ble 3.1, where α represents the maximum point-wise relative difference between the

simulated current at the given and the next global-refinement levels. Solubility and

diffusivity used for these tests were estimated based on their analytical fits. Depend-

ing on the model inputs and the refinement level, each simulation took 3–10 minutes

on an Intel® Xeon® E5-2690 v2 CPU at 3.00 GHz. Due to the large number of

simulations performed for fitting solubility and diffusivity in each of the RH cases

(400, as discussed later) and because of 10–600 times longer computational time at

the higher refinement levels (global or adaptive), the achieved numerical precision

was deemed reasonable.

The diffusion-limited model (3.9)–(3.13) was linear, and no problem linearization

was required. The kinetics-controlled model was nonlinear due to the dependency of

the current density in the boundary condition (3.14) on oxygen concentration. This

nonlinear problem was linearized with the Picard’s method (Section 2.2.2.1) using the

absolute and relative solution-error tolerances of 10−9 and 10−7 (in Euclidean norm),
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Table 3.1: Details of the mesh-refinement study: size and refinement level of the
computational domain, tested solubility and diffusivity.

RH, % reffreffreff, µm
Domain size

µm×µm
DoFs

(coarse mesh)
nrefnrefnref

(cb,O2
, Db,O2

),(cb,O2
, Db,O2

),(cb,O2
, Db,O2

),
(mol/cm3, cm2/s)

ααα, %

70 4.688 4reff × 5reff 779 1 (10−5, 10−8) 4.94

80 4.766 53.0× 132.5 1407 0 (3.5 · 10−6, 1.2 · 10−7) 2.61

90 5.625 53.0× 132.5 1235 0 (1.7 · 10−6, 7.0 · 10−7) 2.76

98 6.952 53.0× 132.5 1159 0 (10−6, 2.0 · 10−6) 2.84

respectively, and the underrelaxation parameters α = 6, γmin = 0.3.

Temporal discretization was performed with the θ-scheme method (Section 2.2.1.1),

and the particular case of the Crank-Nicolson scheme was used. In order to capture

the fast change in the solution at the beginning of the transient response, adaptive

time-stepping based on Richardson extrapolation was used (Section 2.2.1.3). A value

of 10−8 was used as the tolerance for the absolute solution error in the Euclidean norm

while 10−5 was the tolerance for the relative solution error. The initial time-step size

was chosen to be 10−12 s. A time-step study was performed to ensure that the chosen

parameters of the temporal discretization did not introduce any significant numerical

errors.

3.3 Analytical Models

A number of analytical models for diffusion toward disk electrodes have been derived

in the literature. Several commonly known relationships for the diffusion-controlled

current were analyzed in order to select one, both accurate and convenient to use, to

fit chronoamperometric data.

In 1981, Aoki and Osteryoung [396] derived exact analytical short- and long-time

expansions of the solution of the semi-infinite diffusion problem in cylindrical coordi-

nates. In the original paper, a mistake was made in the long-term expansion, which

was corrected by Shoup and Shabo in 1982 [397]. The corrected relations are as
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follows [396–398]:

I(τ) = −4neFADc

πr0
·

{︄
0.88623τ−1/2 + 0.78540 + 0.0940τ 1/2 + . . . , τ = 4Dt

r20
< 1,

1 + 0.71835τ−1/2 + 0.05626τ−3/2 + . . . , τ > 1,

(3.15)

where A = πr20 is the surface area of the electrode.

In practice, other known analytical relations are used that are approximations to

Aoki and Osteryoung’s expansions. They have also been derived under the assumption

of semi-infinite diffusion. The following equation was obtained by Soos and Lingane

in 1964 [395]:

I(t) = −neFπr20c
√
D√

πt
− 4nFcDr0. (3.16)

It is a modification of the original Cottrell equation from 1903 [394], given by the first

term, with addition of the steady-state current. Equation (3.16) consists of the leading

terms of both Aoki and Osteryoung’s expansions (3.15). The steady-state component

of equation (3.16) is the same as in the long-term expansion (3.15). Because the

electrode-edge effect is only described by the second and subsequent terms in each

expansion (3.15) [396], equation (3.16) cannot be expected to produce very accurate

results.

A modification of the Soos-Lingane equation (3.16), given by

I(t) = −neFπr20c
√
D√

πt
− πnFcDr0, (3.17)

represents the first two terms in the short-time expansion (3.15). This modified ver-

sion of the Soos-Lingane equation is commonly used in the literature [309, 385, 386,

388–391]. The reason for the popularity of equation (3.17) among the electrochemical

community is its higher accuracy compared to equation (3.16) at small time scales

of chronoamperometric experiments (normally several seconds) due to the inclusion

of the edge effect. However, equation (3.17) is less accurate than equation (3.16) at

longer time intervals, as it converges to a different steady-state current. For example,
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equation (3.17) was used by Gunasekara et al. [389] to analyze chronoamperometric

data measured for 20 s with a 50-µm disk electrode. In that case, the applicability lim-

itation of the short-term expansion (3.15), 4Dt/r20 < 1, gives D < 3.125 · 10−7 cm2/s.

However, some of the diffusivity values fitted by Gunasekara et al. significantly ex-

ceeded this limitation, and thus the reported oxygen-transport properties might not

have been accurate. This highlights the importance of using analytical models only

within their applicability range.

In 1982, Shoup and Szabo derived their model as an all-time approximation to the

first two terms in each expansion (3.15) [397]:

I(τ) = −4neFDcr0f(τ),

f(τ)=
(︂
0.7854+0.8862τ−1/2+0.2146e−0.7823τ−1/2

)︂
,

(3.18)

where τ is the same as in equation (3.15). Equation (3.18) has been used to fit

oxygen-transport properties of polymer electrolytes in a number of publications [325,

387, 391, 392, 556].

Yet another expression was derived by Rajendran and Sangaranarayanan in 1999

using the Laplace transform and the [5/4] Padé approximation [399]:

I(τ) = −4neFDcr0f(χ),

f(χ)=
1 + 2.5929χ+ 3.9686χ2 + 4.51506χ3 + 3.47861χ4 + 1.34989χ5

1 + 1.87459χ+ 2.62197χ2 + 2.57529χ3 + 1.52319χ4
,

(3.19)

where χ = (4t)−1/2.

A more recent equation for the chronoamperometric current is that of Mahon and

Oldham from 2004 [400]:

I(ϑ) = −neπFcDr0f(ϑ),

f(ϑ)=

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

1√
πϑ

+ 1 +
√︂

ϑ
4π

− 0.12003ϑ+ 0.013273ϑ3/2, ϑ ≤ 1.281,

4
π
+ 8√

π5ϑ
+ 0.0089542ϑ−3/2 − 0.00025664ϑ−5/2

−0.00022312ϑ−7/2 + 0.000027628ϑ−9/2, ϑ ≥ 1.281,

(3.20)

where ϑ = τ/4.
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3.4 Fitting Approach

Analytical fitting of oxygen diffusivity and solubility to the experimental chronoam-

perometric data was performed with nonlinear least-squares method. The effective

electrode radii from Table 3.1 were used in the calculations. The normalized root-

mean-square deviation (NRMSD) between the predicted and experimental current

was used as the fitting residual:

NRMSD =

√︄
m∑︁
i=1

(Iexp,i − Ipred,i)
2

m

max (Iexp)−min (Iexp)
, (3.21)

where m is the number of data points. The initial current transients were allowed

to be truncated and shifted in time between t = 0.10 s and t = 0.25 s to eliminate

the double-layer charging effects seen in Figure 3.2. The optimal oxygen-transport

properties were, therefore, found through a combined fitting of four unknowns: oxygen

solubility, diffusion coefficient, and truncation and shifting times (ttrunc and tshift).

The analytically fitted solubility and diffusivity were then used to construct search

bounds for the numerical simulations. Twenty points were used in each direction,

totaling in 400 simulations for each of the four experimental RH conditions. The

same approach to time truncation and shifting was used as in the analytical case. For

each pair (cb,O2
, Db,O2

), NRMSD from the experimental data was computed. The

resulting contour plots of NRMSD were linearly interpolated onto a 77 × 77-point

grid, and the point that corresponded to the smallest NRMSD was taken as the

optimal fit. If necessary, simulations were repeated with narrowed search bounds to

achieve a higher fitting resolution in the areas where the NRMSD was the smallest.

3.5 Results and Discussion

3.5.1 Comparison of the Analytical Models

The chronoamperometric current predicted with analytical relationships (3.16)–(3.19)

was compared for a wide range of oxygen solubility and diffusivity, cccb,O2
×DDDb,O2

=
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[10−7, 10−5] mol/cm3×[10−9, 10−5] cm2/s, with one hundred and one thousand points

in the respective directions. The ranges were chosen to cover the typical cccb,O2
and

DDDb,O2
values reported in the literature for both acidic and alkaline membranes (see, for

example, [309, 325, 388–392]). The radius of the electrode was assumed to be the same

as the geometric radius of the electrode in the experimental setup used in this work,

5 µm. The Mahon-Oldham equation (3.20), containing a relatively large number of

terms in the short-term and long-term expansions, was chosen as a reference for the

comparison of equations (3.16)–(3.18) and (3.19). The relative difference between

the computed current transients was evaluated with the NRMSD (3.21), where the

Mahon-Oldham current was used instead of the experimental data. Since analytical

models (3.16)–(3.19) predict infinitely large current at t = 0, the time interval of

the comparison was limited to [0.01, 5] s, where one thousand time instants were

evaluated. The upper limit of the time interval matched the duration of the physical

experiment considered in this work.

The resulting contour plots of the computed NRMSD are shown in Figure 3.4.

It is clear that the difference between the analytical models is contributed to by

diffusivity and not solubility, as the isolines in the contour plots are horizontal. The

relative error of each model increased with diffusivity. The largest error of up to about

35% was observed with the modified Soos-Lingane equation (3.17), as it is limited

by the condition τ < 1 of the short-term expansion in equation (3.15). Practical

application of that equation is, therefore, limited to diffusivity of less than 10−7 cm2/s.

The second-largest error of up to about 2.5% was obtained with the original Soos-

Lingane equation (3.16), likely because it does not account for the electrode-edge

effect. The Shoup-Szabo (3.18) and Rajendran-Sangaranarayanan (3.19) equations

had the smallest deviation of about 0.16% and 0.013%, respectively.

The above results indicate that the Shoup-Szabo equation (3.18) is optimal for ana-

lyzing chronoamperometric data. It is nearly as accurate as the Mahon-Oldham (3.20)

and Rajendran-Sangaranarayanan equations (3.19) while being more compact. There-
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solution of the test problem (and of the original problem) is discontinuous around

t = 0. It is, however, possible to obtain an analytical solution for the 1D diffusion

problem at hand as the following infinite series [557]:

˜︁c(˜︁z,˜︁t) = ˜︁z + 2
∞∑︂

n=1

sin(nπ˜︁z) exp
(︂
− ˜︁Db,O2

(nπ)2˜︁t
)︂ 1 + (−1)n − cos(nπ)

nπ
. (3.22)

Since the diffusion-limited current (3.7) at the electrode surface (z = 0) was of primary

interest in this Chapter, numerical predictions were also compared with the analytical

oxygen flux through the electrode surface:

2π∫︂

0

1∫︂

0

˜︁NNNO2 · nnn˜︁r d˜︁r dθ = π ˜︁Db,O2

∂˜︁c(˜︁z,˜︁t)
∂˜︁z

⃓⃓
⃓⃓
˜︁z=0

, (3.23)

where the concentration derivative was obtained by differentiating equation (3.22):

∂˜︁c(˜︁z,˜︁t)
∂˜︁z

⃓⃓
⃓⃓
˜︁z=0

= 1 + 2
∞∑︂

n=1

exp
(︂
− ˜︁Db,O2

(nπ)2˜︁t
)︂
(1 + (−1)n − cos(nπ)) . (3.24)

It took 15 and 953 terms for the series (3.22) and (3.24) to converge with the relative

error of 10−10% for the tested diffusivity Db,O2
= 3.6 · 10−6 cm2/s and solubility

cb,O2
= 1.4 · 10−7 mol/cm3.

The unit square was meshed with 25 equally sized cells, 5 in each direction. Second-

order Lagrange shape functions were used for the discretization, which resulted in

121 computational nodes. The Crank-Nicolson method was used for the temporal

discretization.

Dimensionless analytical and numerical concentration distributions in the ˜︁z direc-

tion are compared in Figure 3.5. In this case, the original mesh was not refined and a

time-step size of 1 ms was used. A good agreement was achieved. It took about 248 s

for both analytical and numerical solutions to converge to the steady state where the

flux (3.23) stopped changing in the fifth significant digit.

Numerical simulations were conducted with the constant time-step sizes of 1 s,

0.1 s, 10 ms, and 1 ms, and the predicted oxygen-concentration distributions in the ˜︁z

direction were compared with the analytical solution (3.22). The absolute and relative
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between the time-step sizes of 0.1 s and 10 ms, and a further sublinear error reduction

was observed with the step size of 1 ms (not shown). Several modifications of the

Crank-Nicolson method for reducing solution oscillations and recovering quadratic

convergence have been proposed in the literature [558, 559]. However, they were not

in the scope of this thesis and, thus, were not considered.

Since order reduction was observed for the Crank-Nicolson method, the test in

Figure 3.6 was repeated with the implicit and explicit Euler methods (coefficients

θ = 1 and θ = 0 in the θ-scheme, respectively). As expected [503, 505], linear

convergence was observed with both methods, although the explicit method diverged

when the time-step size of 1 s was used (convergence was restored with τ = 0.1 s; not

shown).

So far, the numerical error in concentration distributions was quantified. Because

the accuracy of the chronoamperometric simulations is determined by how well the

model can predict the oxygen flux at the electrode surface, the numerical error with

respect to the flux (3.23) was quantified next. Two additional time-stepping strategies

with Richardson extrapolation were considered for the Crank-Nicolson method in this

test. In the first Richardson strategy, labeled “Richardson 1”, absolute and relative

solution-error tolerances were the same as those used for the original problem (3.9)–

(3.13): 10−8 and 10−5, respectively. Ten times stricter tolerances were used in the

second strategy (“Richardson 2”). The initial time-step size was 10−12 s in both cases.

The numerically and analytically computed fluxes are compared in Figure 3.7. At

the lowest refinement level (Figure 3.7a), a significant error was observed at the start

of all numerical simulations (up to about 100% at 5 ms). The error reduced to below

0.5% by t = 50 s for all time-stepping strategies (constant or adaptive). As the

mesh was refined once (Figure 3.7b) and twice (Figure 3.7c), the relative error in the

predicted flux decreased to below 0.15% and 0.07% at t = 50 s, respectively. Initial

flux oscillations were observed at the highest refinement level when the time-step size

of 0.1 s was used (Figure 3.7c). As expected [558], the oscillations were damped in
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time and disappeared when the time-step size was reduced.

It can be seen from Figure 3.7 that the error in the simulated flux was significant

during the initial transients. However, as discussed earlier in this Chapter, the ex-

perimental current was not analyzed for the time instants below 0.1–0.25 s. With the

time-step size of 0.001 s or with the adaptive time-stepping, the relative flux error

at the time interval 0.1–0.5 s was within 2–10% when the mesh was refined once or

twice. By t = 5 s, the error reduced to under 1.6% and 0.4% for one and two mesh

refinements, respectively.

3.5.3 Comparison of the Analytically and Numerically Fitted
Oxygen-Transport Properties

The analytical fits of the experimentally measured chronoamperometric current with

the Shoup-Szabo equation (3.18) are shown in Figure 3.8 (the time in the plots is

shifted left by the fitted tshift). Similar graphs were obtained with the numerical

model. The resulting fitted solubility, diffusivity, and truncation and shifting times

are listed in Table 3.2. The analytically fitted solubility and diffusivity reported in

Table 3.2 correspond to the minimum fitting residual (3.21) of 0.53–0.73%, and the

ranges given in parentheses represent the points with the residual of less than the

experimental NRMSD (about 1%). The residual of the numerical fits was about 1%

in all cases, and a unique optimum point was found at each RH. Contour plots of the

NRMSD between the numerically computed and experimental current are shown in

Figure 3.9 for the considered ranges of solubility and diffusivity at different RH values,

where the best fits (cb,O2
, Db,O2

) with the smallest NRMSD are marked with red stars.

The fitted solubility and diffusivity values were within the ranges cccb,O2
×DDDb,O2

=

[10−7, 10−5] mol/cm3 × [10−9, 10−5] cm2/s reported in the literature for alkaline and

acidic membranes [309, 325, 388–392]; however, they cannot be compared directly due

to the differences in the tested materials. With an increase in RH, oxygen diffusivity

increased and solubility decreased, in agreement with the literature [116, 388, 391,
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Figure 3.10: Dimensionless distribution of oxygen concentration along the axis of
symmetry of the electrode, ˜︁r = 0, at t ≈ 5 s (y = ˜︁z in the figure). Reprinted with
permission from [1]. Copyright 2016 American Chemical Society.

to the rate of oxygen consumption at the electrode. However, as RH increased to

90% and 98%, the contribution of the open boundary increased to about 1% and 3%,

respectively. Because intake of oxygen from the surroundings is not accounted for

in the analytical models due to the assumption of the semi-infinite sample size, the

discrepancy between the numerically and analytically fitted oxygen-transport prop-

erties increased significantly when the diffusion front reached the open boundary at

90% and 98% RH.

It is important to note that the Shoup-Szabo equation (3.18) is claimed to be accu-

rate to 0.6% [397] when the assumption of semi-infinite diffusion is not violated, i.e.,

when the diffusion length is sufficiently small compared to the thickness of the sample.

Yet, the discrepancy between the analytical and numerical fits obtained in this work

was 3.9–14.9% at 70% and 80% RH, when the open-boundary effect was negligible.

Using a higher mesh-refinement level could have improved these results. However,

as mentioned earlier in this Chapter, denser meshes led to the computational times

that were not practical from the experimental perspective (several days or more for

each operating condition), while the improvement in the simulated current between

the mesh-refinement levels was minor (2–3%). It has been recognized in the liter-

ature that simulating diffusion-controlled current at a disk electrode is numerically
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challenging [560]. Some of the mathematical approaches to solving the problem at

hand that are required for improving both the accuracy and the computational time

of the simulations can be found, for instance, in the works of Britz et al. [560, 561],

although only semi-infinite diffusion was considered in those publications. Those ap-

proaches include conformal mapping of the computational domain, modification of

the spatial-discretization method, and other techniques [560, 561]. As the diffusion

model discussed in this Chapter was only a first step toward developing a PEMFC

model in this thesis, specialized techniques for chronoamperometric simulations were

not considered.

The significant increase in the discrepancy between the numerical and analytical

fits with RH in Figure 3.2 is a good illustration for the applicability limitation of

the analytical models. It is clear that estimation of gas-transport properties of thin

polymer-electrolyte membranes, and especially of nanometer-scale films, should only

be performed with numerical models, albeit attempts should be made to improve the

accuracy and efficiency of the latter.

3.5.4 Effect of Reaction Kinetics

Numerical simulations were conducted with the modified boundary condition (3.8)

that accounted for the oxygen-reduction kinetics in order to find out whether the

developed model could predict the cell voltage at which diffusion-limited current was

measured in experiments. The case of 80% RH was considered for these simulations.

The computed current at several values of the applied potential difference, η, and

the measured current are shown in Figure 3.11. The diffusion-limited case, where the

boundary condition (3.4) was used, is also shown. Sensitivity of the simulated current

output to the cell voltage decreased as η was changed between -0.38 V and -0.55 V

(with no significant difference obtained at -0.50 V and -0.55 V), indicating that the

cell reached the potential-independent, diffusion-limited regime. The experimental

data were an average between multiple data sets measured in the potential-difference
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range between η = −0.5 V and η = −0.4 V and are matched well with the simulated

current for those values of η, as seen in Figure 3.11a. These results demonstrate

that the developed model is capable of predicting the potential range in which the

chronoamperometric current is diffusion-limited.

The peak in the initial current transients was delayed in the experimental data

due to the presence of the capacitive current (Figure 3.11b). Since the double-layer

capacitance was not taken into account in the model considered in this Chapter, the

simulated current peaks took place significantly earlier compared to the experimental

data. Double-layer effects are taken into account in the PEMFC model developed in

this thesis (see Chapter 2).

3.6 Conclusion

An open-source model for simulating chronoamperometry at disk electrodes was devel-

oped. The limitations of the analytical models commonly used in the electrochemical

studies for estimating gas-transport properties in the polymer-electrolyte membranes

were underlined and assessed by the means of numerical modeling. It was shown

that, when the diffusion length exceeds the sample thickness, the analytical models

discussed in this Chapter cannot provide reliable fits of the transport properties.

The developed model was extended to include an electrochemical reaction at the

surface of the working electrode. The potential range predicted by the model as

diffusion-limiting was in a good agreement with the experimental observations.

Computational cost of the developed model, however, needs to be reduced to make

the time required to process the chronoamperometric data with numerical simula-

tions acceptable for the quick and reliable estimation of gas-transport properties of

polymer-electrolyte materials. Additionally, the finite-rate dissolution of oxygen into

the membrane at the open surface opposite to the disk electrode should be taken into

account in the numerical model for the higher reliability of the estimated transport

properties.
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Chapter 4

Analysis of Single-Phase
Water-Management Signatures in
Fuel-Cell Impedance Spectra1

Electrochemical impedance spectroscopy is a powerful technique used in fuel-cell di-

agnosis and characterization. A low-frequency inductive behavior may appear in

the fuel-cell-impedance spectrum and is believed to be related to the electrolyte-

hydration dynamics [159, 164, 191–197]. Since water management is crucial for

achieving high performance, understanding the electrolyte-hydration-related signa-

tures of the impedance spectrum may help better interpret experimental data and

design future fuel cells. However, as discussed in Chapter 1, the effect of water trans-

port in the electrolyte on the inductive behavior of PEMFCs has not been studied in

detail in the literature [159, 164, 195, 196, 257].

In this Chapter, a single-phase version of the PEMFC model presented in Chap-

ter 2 is used to analyze impedance spectra of proton-exchange-membrane fuel cells.

Special care is taken to compare the model predictions to the transient polariza-

tion, ohmic-resistance, and impedance data measured in-house. The model reveals

1Parts of this chapter are reproduced from the following publication:

1. A. Kosakian, L. Padilla Urbina, A. Heaman, and M. Secanell, “Understanding single-phase
water-management signatures in fuel-cell impedance spectra: A numerical study,” Elec-

trochimica Acta, vol. 350, p. 136 204, 2020.

Author contributions are detailed in the Preface of this thesis.
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that the finite-rate exchange of water between the ionomer and the pores, commonly

assumed instantaneous in the modeling literature [49, 159, 227, 228, 238–240, 243,

253, 255, 257, 258, 261, 280, 289, 345], plays an important role in the formation of

the low-frequency inductive loops in the impedance spectra of PEMFCs. The influ-

ence of water transport in the membrane and in the ionomer phase of the catalyst

layers on fuel-cell inductance is also investigated. The ohmic-resistance-breakdown

study performed with the model demonstrates that the high-frequency resistance of

a PEMFC comprises the ohmic resistance of the membrane and of the electronically

conductive components of the cell, but does not include protonic resistance of the

carbon-supported catalyst layers.

4.1 Mathematical Model

4.1.1 Governing Equations

The single-phase version of the PEMFC model described in Chapter 2 is used in this

Chapter to elucidate and isolate the electrolyte-hydration effects in the impedance

spectra. The model represents a two-dimensional, through-the-channel cross-section

of a membrane-electrode assembly between parallel channels illustrated in Figure 4.1.

Governing equations used in the model describe: a) transport of gases in the

porous media of the MEA; b) electron transport in the gas-diffusion layers (GDLs),

microporous layers (MPLs), and catalyst layers; c) proton transport in the proton-

exchange membrane (PEM) and the ionomer phase of the catalyst layers; d) transport

of water absorbed in the PEM and the ionomer phase of the CLs; and e) thermal

transport in all MEA components. The simplifying assumptions of the model can be

found in Section 2.1. Governing equations (2.54)–(2.59) of the two-phase model are
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Table 4.1: Source terms in the single-phase PEMFC model.

Term GDL & MPL CCL ACL PEM

SO2
0 − j

4F
0 0

Swv 0 (1− ξ)
j

2F
− εikλ

ρi, dry
EW

(λeq − λ) −εikλ
ρi, dry
EW

(λeq − λ) 0

SH+ 0 −j j 0

Se− 0 j −j 0

Sλ 0 εikλ
ρi, dry
EW

(λeq − λ) + ξ
j

2F
εikλ

ρi, dry
EW

(λeq − λ) 0

ST σeff
e− (∇φe− · ∇φe−)

−jη +
j

2F

(︁
−TfORR∆Soverall − (1− ξ)H lv

)︁

+σeff
e− (∇φe− · ∇φe−)

+σeff
H+ (∇φH+ · ∇φH+)

+εikλ
ρi, dry
EW

(λeq − λ)Hsorption

jη +
j

2F

(︁
−T (1− fORR)∆Soverall

)︁

+σeff
e− (∇φe− · ∇φe−)

+σeff
H+ (∇φH+ · ∇φH+)

+εikλ
ρi, dry
EW

(λeq − λ)Hsorption

σeff
H+ (∇φH+ · ∇φH+)
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Table 4.2: Boundary conditions in the single-phase PEMFC model.

Solution
variable

AGDL-channel AGDL-land CGDL-channel CGDL-land Symmetry

xO2
no flux no flux xO2

= x0
O2

no flux no flux

xwv xwv = x0
wv,a no flux xwv = x0

wv,c no flux no flux

φH+ no flux no flux no flux no flux no flux

φe− no flux φe− = 0 no flux φe− = Vcell(t) no flux

λ no flux no flux no flux no flux no flux

T κeff∇T ·nnn = 0 T = T 0 κeff∇T ·nnn = 0 T = T 0 no flux

the operating conditions as discussed in reference [262]. Gaseous species were not

allowed to leave the domain through the GDL-land interfaces; similarly, no charge

was allowed to leave the MEA through the GDL-channel boundaries. This, along

with the symmetry conditions, was described by the no-flux boundary conditions.

4.1.3 Model Inputs

Some of the model inputs and relations used to compute various material and trans-

port properties have been provided in Chapter 2. Model inputs specific to this Chap-

ter are listed in Tables 4.3–4.7. The majority of the material properties came from

the literature, independent in-house measurements, and the manufacturer data. The

unknown properties were modified in this work to calibrate the model so that the pre-

dicted data were in agreement with the experiments. Those properties are discussed

in this section with a special attention to the hydration-related characteristics that

play a central role in the ability of the model to accurately predict the electrolyte-

hydration dynamics and ohmic resistance of the cell.

All of the necessary property estimation was performed in the polarization-curve

simulations. When estimating the hydration-related properties, the simulated ohmic

resistance, corresponding to the membrane and the electronically conductive com-

ponents, was compared with the HFR values from the EIS experiments at multiple

oxygen-content values in the cathode and two humidity conditions as discussed later
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in the validation section. In order to ensure the correct hydration time scale, the

simulated resistance hysteresis was compared to that in the HFR and in the current-

interrupt-based resistance. The known relations and values from the literature were

used as baselines and modified as little as possible in the property estimation to

avoid bias toward any particular property while maintaining good agreement with

the experimental resistance dynamics.

Table 4.3: Operating conditions and geometrical properties.

Property Value Details

Operating conditions

Temperature, K 353.15

Pressure, atm 1.5 50 kPa backpressure

RH 0.3, 0.5, or 0.7

Cell geometry

Land width, µm 827 Measured (optical microscope)

Channel width, µm 819 Measured (optical microscope)

MEA area, cm2 5 Controlled (inkjet printing)

4.1.3.1 Absorbed-Water Diffusivity in the Electrolyte

Catalyst Layers The constant prefactor αλ of the absorbed-water diffusivity Dλ

in catalyst layers (see Table 4.4 and Chapter 2) was treated as a fitting parameter

using the value of 2.72 ·10−5 cm2/s [490] as the baseline. It was found that αλ = 5.44 ·

10−5 cm2/s provided a sufficient agreement between the simulated and experimental

resistance data. The effect of the absorbed-water back-diffusion coefficient on the

dynamic behavior of fuel cells is analyzed later in this Chapter.

Membrane As discussed in Chapter 2, an upscaled version of the electrolyte-water

diffusion coefficient proposed by Motupally et al. [491] was used in the membrane

(shown in Table 4.5). A constant scaling factor of 3.2 was introduced in order for

the model predictions to match the experimental resistance data. Figure 4.2 shows
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Table 4.4: Model inputs for the catalyst layers.

Property Value/expression Details

Geometry and structure

Thickness, µm 2.8 (anode), 4.5 (cathode) Measured (SEM)

Platinum loading on support, wt% 40 Manufacturer

Platinum loading per unit area, mg/cm2 0.1008 (anode), 0.1455 (cathode) Controlled (inkjet printing)

Electrolyte loading, wt% 30 Controlled (ink preparation)

Porosity εp = 0.47 (anode), εp = 0.53 (cathode) Computeda

Solid-phase volume fraction εs = 0.34 (anode), εs = 0.30 (cathode) Computeda

Ionomer-phase volume fraction εi = 0.19 (anode), εi = 0.17 (cathode) Computeda

Active area, cm2
Pt/cm

3
CL 212,000 Measured (cyclic voltammetry)

Primary-particle radius, nm rp = 39.5 Manufacturer [563]

Support density (carbon black), g/cm3 1.69 [125]

Platinum density, g/cm3 21.5 [281]

Electrolyte density, g/cm3 2 [281]

Equivalent weight of the electrolyte, g/molSO−

3
1100 [65, 262, 263]

Gas transport

Knudsen pore radius rK = rp
(︁
1.66ε1.65p + 0.289

)︁
Refs. [130, 131]

Effective gas diffusivity Deff =

⎧
⎨
⎩
D

(︂
εp−0.05

0.95

)︂1.9

, εp ≥ 0.05

0, 0 < εp < 0.05
Refs. [130, 131]

Electrolyte hydration and absorbed-water transport

Back-diffusion coefficient for absorbed water, cm2/s Dλ = 5.44 · 10−5fV
∂ ln aw

∂ lnλeq
exp

[︁
20000
R

(︁
1

303 − 1
T

)︁]︁
Refs. [489, 490], this workb
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Table 4.4: (Continued) Model inputs for the catalyst layers.

Property Value/expression Details

Rate of water absorption/desorption by the electrolyte, 1/s

kλ =
αabs/des

LCL
fV exp

[︁
20000
R

(︁
1

303 − 1
T

)︁]︁

where αabs/des =

{︄
4.59 · 10−5 cm/s, λ < λeq,

41.31 · 10−5 cm/s, λ > λeq

Refs. [157, 490], this workb

Portion of ORR water produced in the electrolyte phase ξ = 0.03 This workc

Charge transport

Volumetric double-layer capacitance, F/cm3 54 Measured (cyclic voltammetry)

Thermal transfer

Effective volumetric heat capacity, J/(cm3 ·K)
∑︁

i=C,Pt, i

εiρiCp,i Computeda

Specific heat capacity of the carbon support, J/(g ·K) Cp,C = 0.875 Ref. [564]

Specific heat capacity of platinum, J/(g ·K) Cp,Pt = 0.13 Ref. [565]

Volumetric heat capacity of the electrolyte, kJ/(m3 ·K) ρiCp,i = 1800d Refs. [152, 157, 238]

ICCP sub-model inputs

ICCP film thickness, nm 6.4 Computeda

ICCP oxygen-dissolution rate constant, m/s kO2
= 7.4 · 10−4 This worke

ICCP hydrogen-dissolution rate constant, m/s kH2 = 0.158 Ref. [328], this workf

a Computed from catalyst and ionomer loading as discussed in Section 2.1.3.1.
b Adopted from the cited literature and modified for the simulated dynamic HFR response to match the in-house experimental data. See the details
in the text.

c Estimated based on the simulated and experimental HFR dynamics. See the details in the text.
d Assumed constant value withing the range used in the modeling studies [152, 157, 238].
e Estimated based on the simulated and experimental limiting current density with 1% oxygen. See the details in the text.
f Originally reported as kH2

= 0.1 m/s [328] and corrected in this work for the ionomer-film thickness in equation (2.9).
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Table 4.5: Model inputs for the Nafion® NR-211 membrane.

Property Value/expression Details

Thickness, µm 25 Manufacturer

Density, g/cm3 2 Refs. [65, 262, 263]

Equivalent weight, g/molSO−

3
1100 Refs. [65, 262, 263]

Back-diffusion coefficient for absorbed water, cm2/s Dλ = 3.2 ·

⎧
⎪⎪⎨
⎪⎪⎩

3.10 · 10−3λ (exp(0.28λ)− 1) exp

[︃
−2436

T

]︃
, 0 < λ ≤ 3

4.17 · 10−4λ (161 exp(−λ) + 1) exp

[︃
−2436

T

]︃
, λ > 3

Ref. [491], this worka

Volumetric heat capacity, kJ/(m3 ·K) 1800b Refs. [152, 157, 238]

a Adopted from the cited literature and modified for the simulated dynamic HFR response to match the in-house experimental data. See the details
in the text.

b Assumed constant value withing the range used in other modeling studies [152, 157, 238].

Table 4.6: Model inputs for the gas-diffusion layers (SGL 29BC).

Property Value/expression Details

Thickness, µm 192 (uncompressed), 109 (compressed)a Manufacturer [87], ref. [443], this work

PTFE loading, wt% 5 Manufacturer [87]

Porosity 0.89 (uncompressed), 0.81 (compressed)a Manufacturer [87], ref. [443], this work

Effective gas diffusivity (in-plane)b Deff =

⎧
⎨
⎩
D

(︂
εp−0.12

0.88

)︂2

, εp ≥ 0.12

0, 0 < εp < 0.12
Refs. [79, 131]
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Table 4.6: (Continued) Model inputs for the gas-diffusion layers (SGL 29BC).

Property Value/expression Details

Effective gas diffusivity (through-plane)b Deff =

⎧
⎨
⎩
D

(︂
εp−0.12

0.88

)︂4.9

, εp ≥ 0.12

0, 0 < εp < 0.12
Refs. [79, 131]

Effective electron conductivity (in-plane), S/cm 180c Manufacturer [87]

Effective electron conductivity (through-plane), S/cm 3.75c Manufacturer [87]

Effective volumetric heat capacity, J/(cm3 ·K)
∑︁

i=C,PTFE

εiρiCp,i Computedd

Specific heat capacity of carbon, J/(g ·K) Cp,C = 0.875 Ref. [564]

Specific heat capacity of PTFE, J/(g ·K) Cp,PTFE = 1.3 Ref. [566]

a Computed compressed values based on the SGL 29AA GDL data from the manufacturer [87] using the approach discussed in Section 2.1.3.1.
b Taken to match the in-plane diffusibility Deff/D of SGL 29BA GDL measured by Xu [79] and to account for the fact that the through-plane
diffusibility of GDLs is typically half of that in the in-plane direction [131, 567].

c At 1 MPa of compression [87].
d Computed from the PTFE content as discussed in Section 2.1.3.1.

Table 4.7: Model inputs for the microporous layers (SGL 29BC).

Property Value/expression Details

Thickness, µm 37 Ref. [443]

PTFE loading, wt% 23 Manufacturer [87]

Porosity 0.58 Measured (MIP)a

Knudsen pore radius, nm 56 Measured (MIP)a
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Table 4.7: (Continued) Model inputs for the microporous layers (SGL 29BC).

Property Value/expression Details

Effective gas diffusivity Deff =

⎧
⎨
⎩
D

(︂
εp−0.05

0.95

)︂1.9

, εp ≥ 0.05

0, 0 < εp < 0.05
Refs. [130, 131]b

Effective electron conductivity (in-plane), S/cm 121c Manufacturer [87], this work

Effective electron conductivity (through-plane), S/cm 0.95c Manufacturer [87], this work

Effective volumetric heat capacity, J/(cm3 ·K)
∑︁

i=C,PTFE

εiρiCp,i Computedd

Specific heat capacity of carbon, J/(g ·K) Cp,C = 0.875 Ref. [564]

Specific heat capacity of PTFE, J/(g ·K) Cp,PTFE = 1.3 Ref. [566]

a Based on the raw mercury-intrusion porosimetry (MIP) data from another publication from our laboratory [443]. Pore-size distribution (PSD) of
the MPL was found by subtracting the PSD of SGL 29BA GDL samples from SGL 29BC GDL-MPL samples.

b Assumed same expression as in the stochastically reconstructed catalyst layers [130, 131] due to similar microstructure.
c Computed compressed values based on the SGL 29AA GDL and SGL 29BC GDL-MPL data from the manufacturer [87]. See the approach in
Section 2.1.3.7. The artificial anisotropy of the MPL may be attributed to the composite sub-layer that exists at the GDL-MPL interface [92,
496], which is affected by the alignment of the GDL fibers in that region.

d Computed from the PTFE content as discussed in Section 2.1.3.1.
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a comparison of the back-diffusion coefficients used in the membrane and the CL

ionomer in this Chapter and those in the literature [490, 491, 562].

4.1.3.2 Kinetics of Water Absorption and Desorption by the Electrolyte

The absorption/desorption rates for the electrolyte water were calculated using equa-

tion (2.1.3.3). The baseline values of the absorption and desorption prefactors, αabs

and αdes, were taken as 1.14 ·10−5 cm/s and 4.59 ·10−5 cm/s as reported by Goshtasbi

et al. [157] with a reference to the experimental work of Ge et al. [490]. The values of

αabs and αdes estimated in this Chapter from the experimental resistance data were

4.59 · 10−5 cm/s (about 4 times higher than in reference [157]) and 41.31 · 10−5 cm/s

(9 times higher), respectively.

The units of the absorption and desorption prefactors were not explicitly stated

by Ge et al. [490]. A more thorough look at the equations used by Ge et al. [490]

revealed later during the course of this thesis that the units of αabs and αdes worked

out to be meters per second, i.e., their values were 100 times higher than reported

by Goshtasbi et al. [157]. As a result, the absorption and desorption rates used in

this Chapter were about 25 and 11 times lower than measured by Ge et al. [490].

However, Ge et al. [490] assumed infinitely thin catalyst layers in their analysis, and

thus the values they reported may not have been accurate. A parametric study on

the ionomer-water-exchange rates is shown later in this Chapter.

4.1.3.3 Amount of Water Produced Electrochemically Directly in the
Ionomer Phase

Since the catalyst surface is at least partially covered by the ionomer in the catalyst

layers [21, 117, 140], it is reasonable to assume that some water may be produced at

the catalyst surface under the ionomer film, into which it is then directly absorbed.

The amount of water that may directly enter the ionomer has not been measured

experimentally. The simulations exhibited high sensitivity, especially in the predicted

ohmic resistance, to the amount of water set to be produced in the ionomer phase.
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In this work, a good agreement with the experimental resistance data was achieved

when 3% of water was assumed to be produced in the ionomer phase.

4.1.3.4 Local Oxygen-Transport Resistance in Catalyst Layers

The experimental value for the oxygen-dissolution rate constant kO2 used in the ICCP

model (Chapter 2) can be estimated by fitting the oxygen-transport resistance and

limiting current density [125, 328]. Previously, Secanell et al. [328] found kO2 to be

10−3 m/s using a steady-state PEMFC model similar to what is described in this

Chapter. In this work, the value of this rate coefficient was estimated by comparing

the experimental and numerical limiting current density with 1% oxygen supply. The

resulting value of kO2 was 7.4 · 10−4 m/s.

4.1.4 Solution Approach

The model presented in this work was implemented in the in-house, open-source

software for fuel cell modeling, OpenFCST [374, 375]. For the temporal discretization,

implicit Euler method (BDF1) was used with a constant time step of 0.25 or 1 s in

the polarization-curve simulations and with an automatic time-stepping based on

Richardson extrapolation (Section 2.2.1.3) with a relative solution-error tolerance of

10−3 in the EIS simulations. Spatial discretization was performed using the finite-

element method with second-order Lagrange shape functions and 16,350 degrees of

freedom (2,725 computational nodes). The computational grid is shown in Figure 4.3.

The nonlinear problem was linearized with Newton’s method and a relative solution-

error tolerance of 10−4 was used. Time-step-size and mesh-independence studies were

performed to ensure the numerical accuracy of the solution.

Polarization-curve simulations were performed by applying 2 to 3 voltage sweeps

at 0.44 mV/s (equivalent to the experimental voltage steps of 20 mV each 45 s).

A computationally efficient EIS approach discussed in Section 2.3.1.2 was used to

simulate impedance spectroscopy using a 1-mV voltage ramp over 10−9 s followed

164





4.2 Experiment

4.2.1 Fuel-Cell Fabrication

The membrane-electrode assemblies were manufactured by inkjet-printing follow-

ing the protocol described in references [124, 125, 149]. A mixture of 37.5 mg of

40 wt% Pt/C catalyst (HySa-K40 on Ketjenblack® EC300J, HyPlat), 37.3 ml of

Nafion® ionomer solution (Liquion 5 wt% LQ-1105, Ion Power), 1.9 ml of 2-propanol

(99.5%, Fisher Scientific), and 1.6 ml of propylene glycol (99.5%, Sigma-Aldrich) was

prepared to obtain a catalyst ink with a 30 wt% Nafion® loading. The 5-cm2 catalyst

layers were directly deposited on a 25.4-µm thick Nafion® membrane (NR-211, Ion-

Power) with a commercial piezoelectric inkjet printer (Fujifilm Dimatix DPM-2800).

Catalyst loading was controlled by means of the number of the printed layers on the

membrane. For the cathode side, a loading of 0.15 mgPt/cm
2
CL was used. Once the

CCL was printed, it was left to dry overnight before printing the ACL. The anode

side had a catalyst loading of 0.10 mgPt/cm
2
CL. Each printed layer was inspected

in an optical microscope to ensure there were no major cracks. Scanning-electron

microscopy was also used to verify the uniformity of the catalyst-layer structure.

Catalyst-layer thickness was measured from the cross-sectional SEM images. The

average thickness was 4.50 ± 0.19 µm for the cathode side and 2.81 ± 0.11 µm for

the anode side. The catalyst-coated membrane (CCM) was sandwiched between two

5-cm2 Sigracet® SGL 29BC carbon-paper layers (GDL and MPL) and two graphite

bipolar plates with a parallel-channel configuration. Rigid, 150 µm-thick PTFE gas-

kets were used to control the diffusion-media thickness and to seal the cell to avoid

gas leakage.

4.2.2 Electrochemical Characterization

A Scribner 850e test station and a Bio-Logic SP-300 potentiostat were used to carry

out the electrochemical characterization of the cell. First, the cells were conditioned
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at 80 ◦C with hydrogen and air at 80% RH for 16 one-hour-long steps from 0.1 to 5 A

with 30-second OCV intervals between each step. Before each test, a preconditioning

was performed at the given operating conditions by holding the cell voltage at 0.6 V

for 30 min.

Electrochemical surface area (ECSA) was calculated by the means of cyclic voltam-

metry (CV) at 30 and 80 ◦C using fully humidified hydrogen and nitrogen as the anode

and cathode gas supply, respectively. The hydrogen-adsorption and desorption peaks

(between 0.05 and 0.4 V) resulted in an ECSA of 58.1 ± 9.5 m2
Pt/gPt based on the

measurements of three cells. The double-layer capacitance baselines were computed

from the non-faradaic process region of the CV (between 0.3 and 0.6 V) following the

methodology in reference [568]. The measured double-layer capacitance value was

24.1± 1.2 mF/cm2.

Polarization curves were obtained at 80 ◦C using hydrogen in the anode and 1,

10, 21, and 100% oxygen-in-nitrogen mixture in the cathode, with both streams

humidified to 50 and 70% RH. The gas-flow rates were fixed at 0.2 and 1.0 slpm

for hydrogen and oxygen, respectively, resulting in stoichiometry of 4.5–4.8 (H2) and

0.4–48 (O2) at 1 A/cm2. In all tests, a backpressure of 50 kPa was applied and

controlled by an automatic backpressure regulator (Scribner 850BP). The scans were

performed with the Scribner test station in the potentiodynamic mode from OCV to

0.05–0.2 V in 20-mV steps every 45 s and verified with 0.44 mV/s scans with the

Bio-Logic potentiostat. Current-interrupt-based resistance was measured during the

experiments performed with the Scribner station.

The EIS tests were performed in the galvanodynamic mode by applying a sinu-

soidal perturbation with an amplitude of 3–4% of the current for a frequency range

of 100 kHz–0.1 Hz with two measurements per frequency and the resolution of 10

points per decade. Each spectrum was measured thrice to ensure the data were

self-consistent. The spectra were measured at 0.1, 0.4, 0.7, 1.0, and 1.4 A/cm2 hold-

ing the desired current for 3–5 min before each test to let the cell stabilize and to
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minimize voltage drift. After the data were gathered with increasing current be-

tween the tests, the experiments were repeated in the reversed order to ensure no

significant polarization-hysteresis effect on the impedance spectra. The resulting six

spectra per current density were averaged, and uncertainty analysis was performed.

The impedance-spectrum and polarization-curve data were verified for consistency by

comparing the measured voltage-current relationships.

Even though the lower-frequency limit of 0.1 Hz was not sufficient to observe the

full inductive loop in the measured spectra, it was found to be reasonable in light of

the increase in the measurement uncertainty with a decrease in the applied frequency.

Extension to 10 and 1 mHz would increase the time required to obtain each averaged

spectrum from about 9 minutes to about 1 and 11 hours, respectively, magnifying the

voltage-drift effect over such long periods of time. This, in turn, would decrease the

quality of the EIS measurements.

Linearity of the measured spectra was checked with the Kramers-Kronig test, which

is also used as a test for stability and causality of the analyzed system [56, 569].

The Kramers-Kronig relations can reconstruct the real part of impedance from its

imaginary part and vice versa [56, 569]:

Re(Ẑ(ω)) = lim
ω̂→∞

Re(Z(ω̂)) +
2

π

∞∫︂

0

ω̂ Im(Z(ω̂))

ω2 − ω̂2 dω̂, (4.7)

Im(Ẑ(ω)) = − 2

π

∞∫︂

0

ωRe(Z(ω̂))

ω2 − ω̂2 dω̂. (4.8)

Residuals between the original and the reconstructed impedance were defined as [569]

δRe(ω) =
|Re(Ẑ(ω))− Re(Z(ω))|

|Ẑ(ω)|
, (4.9)

δIm(ω) =
|Im(Ẑ(ω))− Im(Z(ω))|

|Ẑ(ω)|
. (4.10)

Note that the Kramers-Kronig relations (4.7) and (4.8) require integration over fre-

quencies ranging from 0 to ∞. The maximum relative difference between the original
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and the reconstructed spectra was under 9%, which was considered sufficient given

the constrained frequency range used in the experiments.

All measured spectra exhibited a high-frequency inductive behavior due to ca-

bles and were inductance-corrected. The high-frequency portion of each spectrum

with positive imaginary impedance values was first fitted with an impedance of an

inductor-resistor circuit using the Bio-Logic EC-Lab® software. Then, impedance of

an inductor with the fitted inductance of 11.6± 0.3 nH was computed for the whole

frequency range and subtracted from the original data.

4.2.3 Effect of Oxygen Concentration and Stoichiometry on
Fuel-Cell Impedance Spectra

Bipolar plates with a parallel-channel configuration were chosen so as to limit the

number of the modeled dimensions to two by considering a cross-section of the cell

instead of its full three-dimensional geometry [6]. Depending on the goals of the study,

either along-the-channel or through-the-channel models can be used [6]. Along-the-

channel models [159, 253–258] account for the reactant depletion and water accu-

mulation along the parallel channels of the flow field, but are unable to predict the

channel-land interaction, which may be significant in fuel cells [259]. A number of

through-the-channel models [33–35, 268, 274, 275], including the model in this work,

have been developed in the past relying on the concept of a “differential cell” [19]. It is

believed that under the “differential” conditions, i.e., high flow rates with stoichiom-

etry above 10, the variation in the reactant concentration and water accumulation

along the parallel channels of the cell are eliminated [19]. These conditions make it

possible to analyze the performance of the MEA independently of the flow field and

thus are ideal for through-the-channel models as those do not take the along-the-

channel dimension of the cell into account.

In this work, the experimental cell was initially operated with a humidified hydro-

gen flow in the anode channel at 0.2 slpm (stoichiometry of 4.8 at 1 A/cm2) and a
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humidified air flow in the cathode channel at 0.4 slpm (oxygen stoichiometry of 4.1

at 1 A/cm2). Under such conditions, a spectrum with two arcs, at 10–20 Hz and at

50-100 Hz, was observed in the impedance measurements, which the model failed to

predict with any given set of input parameters: no variation in the mass, heat, or

charge-transfer parameters induced that shape of the spectrum. The appearance of

an additional capacitive arc at lower frequencies in the fuel-cell impedance spectra has

been attributed to along-the-channel mass transport in the modeling literature [159,

253, 257], and so the experiments were repeated with higher cathodic flow rates. The

lower-frequency arc of the measured spectra shown in Figure 4.4 decreased with an

increase in the cathode flow rate, confirming the relation of the arc to the along-

the-channel transport. The arc, however, did not disappear even when oxygen-in-air

stoichiometry was increased to 41 at 1 A/cm2. The inability to eliminate the chan-

nel effects is in agreement with the results of a numerical study by Balen [300] that

showed oxygen depletion and water vapor accumulation along the fuel-cell channel in

a parallel-channel configuration even at stoichiometry as high as 10.

An appropriate choice of the operating conditions had to be made in order to obtain

experimental data with which the model could be validated, and thus all impedance

spectra in the validation section of this work have been measured with a pure oxygen

supply in the cathode. Passing pure oxygen through the cathode channel at 1 slpm

resulted in a stoichiometry of about 48 at 1 A/cm2. The along-the-channel arc was

minimized in the obtained spectra, as illustrated in Figure 4.4 at 1 A/cm2, where the

simulated spectrum is also shown for comparison.

The observations made above indicate that achieving operation close to the “differ-

ential” mode might require a stoichiometry significantly exceeding the recommended

minimum value of 10 (see reference [19]). Since the “differential” mode was not pos-

sible to achieve in our laboratory with the air flow, pure oxygen was used to ensure

the experimental EIS data were gathered under the conditions suitable for validating

the model in use.
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4.3 Results and Discussion

4.3.1 Model Validation

4.3.1.1 Validation of the Rapid-EIS Approach

The implemented rapid-EIS approach [249] and the non-equidistant Fourier trans-

form [549] were validated by comparing the resulting impedance spectra to those

found with the conventional sine-wave approach. Figure 4.5 shows a comparison be-

tween the two approaches. Three different time-scale resolutions were considered in

the rapid-EIS simulations by limiting the maximum ratio of the current to the pre-

vious time-step size τn+1/τn to 1.01, 1.001, and 1.0001 (1, 0.1, and 0.01% increase

between the time layers, respectively). All spectra exhibited excellent agreement in

the capacitive domain, but deviated from each other in the low-frequency inductive

loop.

The rapid-EIS spectrum with the highest time-scale resolution was the most accu-

rate; however, it required about 27 days of computation. The significant computa-

tional time may be a shortcoming of the first-order-accurate implicit Euler (BDF1)

method used in this work and the Richardson extrapolation algorithm that increases

the temporal accuracy at the cost of solving the problem thrice to compute each time

layer. The lowest-resolution case required 7 hours of computation, but had the highest

uncertainty in approximating the characteristic frequency and the size of the inductive

loop. Since the primary interest of this work was in the effect of the different physical

phenomena on the relative change in the inductive loop rather than on accurately

predicting its size, the case with the medium time-scale resolution (τn+1/τn ≤ 1.001),

which took about 65 hours of the computational time, was considered optimal and

was used in all EIS studies shown in this work. The frequency range of the main

inductive behavior, 0.1–200 mHz, was resolved correctly in this case, as seen in Fig-

ure 4.5b. The minor inductive loop at 0.2–5 Hz was time-step-size-independent among

the considered cases, and thus was computed accurately.
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The local impedance oscillations at 0.02–1 Hz observed in the two coarser time-

discretization cases in Figure 4.5 were not present in the finer case, which indicates

that they were a numerical artifact.

Sine-wave simulations were performed by generating 13 periods of a sinusoidal wave

in voltage at the given single frequency. Impedance was then computed as discussed

in Section 2.3.1.1. Convergence studies were performed on the resulting phase angle

and frequency of the current-density signal, as well as the imaginary and real parts

of the impedance. It was found that using 256 equidistant nodal points per period

of the wave was optimal in terms of the achieved accuracy of the results and the

computational time. Since each sine-wave simulation took between 1.5 and 2.5 hours

per frequency, the overall computational time may reach and exceed that for the

rapid-EIS approach depending on the desired frequency resolution of the spectrum.

This is because the frequencies are analyzed after a rapid-EIS simulation is complete,

and thus any number of frequencies can be extracted from a single simulation (to a

certain extent where aliasing may start to occur).

4.3.1.2 Experimental Validation

Experimental and simulated polarization and ohmic-resistance curves at varying oxy-

gen concentration are shown in Figure 4.6. The ohmic resistance was measured using

the current-interrupt and EIS techniques, and thus only contained the high-frequency

portion of the resistance. Ohmic resistance was computed in the model through ohmic

heating as discussed in Section 2.3. Only the membrane, gas-diffusion layers, and mi-

croporous layers were included in the resistance calculation, as the resistance of only

those layers is believed to comprise the HFR [174, 177, 570]. The electronic resistance

of the catalyst layers was also included in the resistance calculation, but was negligi-

ble compared to the ohmic resistance of other components. Contact resistances were

not directly considered in the model as the overall agreement with the experimental

resistance (shown later) negated the necessity of modifying the conductivity values
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of the cell components. The experimentally measured contact resistance between the

MEA components was about 1.3 mΩ·cm2 with the additional resistance of the bipolar

plates and the current collectors of approximately 8.7 mΩ · cm2.

The experimental current-interrupt-based resistance is known to overestimate the

EIS-based HFR [570]. Therefore, the model’s ability to predict the ohmic resistance

of the cell was validated with the experimental HFR values. Agreement within about

3% was achieved between the experimental EIS-based HFR and the simulated ohmic-

heating-based equivalent. The latter will also be referred to as HFR in this work.

Oxygen content in the cathode channel prior to humidification was varied between

1% and 100%. As mentioned earlier, the 1% oxygen case was used to estimate the

local oxygen transport resistance in the catalyst layers (i.e., the kO2 rate constant

in equation (2.10)), and the 100% oxygen case was used to estimate the hydration-

related properties (absorption/desorption rates, absorbed-water-diffusivity prefactor,

and the amount of water produced in the ionomer phase). The current density was

limited to about 1.8 A/cm2 in the latter case to avoid flooding of the cell with product

water.

Good agreement was achieved in both limiting current density at 1% oxygen and

the HFR at 100% oxygen. The drop in the resistance due to electrolyte hydration was

similar between the model and the experiments. It can be seen as well in Figure 4.6b

that the predicted HFR remained the same at the same current density when the

oxygen content in the cathode channel was varied unless mass-transport limitations

were observed. This is as expected since the rate of water production, and thus

the rate of the electrolyte hydration, should be approximately the same at the same

current density. The observed agreement with the experimental data validates the

model’s capability to predict single-phase mass transport losses and hydration of the

electrolyte.

Even though only the first full sweep is shown in both the simulated and the

experimental data, two to three subsequent sweeps have been performed in all cases,
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both simulated and measured, to ensure no drift in the performance or the resistance

between the sweeps. This was important in the experiments to make sure the cell

was correctly conditioned prior to the experiment and no transient history, such as

hydration, affected the measurements. In the simulations, no drift between the sweeps

meant that the time scales of the major cell responses were correct and the stable

performance was achieved within one sweep, as seen in the experiments.

The predicted polarization-curve hysteresis was significantly lower than that ob-

served in the experimental data; its largest magnitude was 10–40 mA/cm2 at 0.7 V in

the simulations, but varied between 130 and 200 mA/cm2 in the experimental data.

The simulated resistance hysteresis, however, was similar to the experiments, e.g.,

depending on the oxygen concentration, hysteresis magnitude was 1–4 mΩ · cm2 at

0.75 A/cm2 in the model and 1–3 mΩ · cm2 in the experimental data. Therefore,

the larger polarization hysteresis in the experimental data in Figure 4.6a was not

associated with the HFR hysteresis and was possibly due to platinum-oxide dynam-

ics at the catalyst surface [154, 155], which was not considered in the model. The

model also overpredicted the cell performance at the intermediate oxygen contents

(10% and 21%). The discrepancies in the predicted performance and polarization

hysteresis at these oxygen contents may be because it was not possible to achieve

a high enough flow rate in the experiments to avoid the additional mass transport

losses due to the oxygen depletion and liquid water accumulation along the paral-

lel channels. Liquid-water formation in the MEA may have also been the reason

for the observed performance discrepancy [298]. Furthermore, the double-trap ORR

model [311] used in this Chapter predicts the reaction order (with respect to oxygen)

of about 0.3–0.5, which is significantly lower than the experimentally measured order

of about 0.8–1 [125, 310, 571] and affects the dependency of the simulated current on

oxygen concentration [311]b.

bThe double-trap ORR model was recently refitted by Moore et al. [312] to the experimental data
by Parthasarathy et al. [310]. The updated model with the reaction order of about 0.85 is used in
Chapter 6 of this thesis.
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Figure 4.6: Comparison of the simulated and experimental polarization (a) and
HFR (b) curves with varied oxygen content in the cathode channel (prior to hu-
midification). Only the first sweep is shown. Error bars in the experimental data
represent standard deviation estimated from three tested cells. The cell was operated
at 80 ◦C, 50% RH, and 1.5 atm.
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Next, the model’s ability to predict the changes in the ohmic resistance with RH

was verified by comparing the simulated polarization and HFR curves to the experi-

mental data obtained at 50% and 70% RH with 21% oxygen. The comparison with

the experimental data is shown in Figure 4.7. The resistance drop with increased

RH in Figure 4.7b was similar to that in the experiments. The predicted resistance

hysteresis also remained similar to that in the experimental data. Apart from the

along-the-channel and liquid-water effects that the model could not capture at the

current density approximately above 0.75 A/cm2, it can be seen from Figure 4.7a that

the performance predictions are in reasonable agreement with the experimental data.

Mass-transport losses were larger in the 70%-RH simulation compared to the 50%

RH case due to the lower oxygen content in the cathode after the humidification. In-

terestingly, this trend was opposite in the experiment. The limiting current density at

both conditions is dominated by the local transport resistance at the catalyst-ionomer

interface. It is hypothesized that the reason for the discrepancy is the value of the

oxygen-dissolution rate constant used. In the proposed model, the oxygen-dissolution

rate constant, kO2 , was calibrated using data at 50% RH and maintained constant;

however, experimental data suggest that the interfacial oxygen-transport resistance

decreases with increase in relative humidity [125, 325]. The latter would result in an

increasing limiting current with increasing RH. The oxygen-dissolution rate constant

is varied with operating conditions in Chapter 6.

Finally, predicted and measured impedance spectra were compared in the pure-

oxygen case at varying current density. This validation was conducted with the

same, single set of model inputs that was used in the simulations shown in Figures 4.6

and 4.7, making it the second independent validation of the model with a different

type of transient analysis.

The rapid EIS approach discussed earlier was used to compute the impedance spec-

tra. Since the model was operated in the potentiodynamic mode, the cell voltages

producing the current densities from the EIS experiments were found in the model,
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Figure 4.7: Comparison of the simulated and experimental polarization (a) and
HFR (b) curves with varied RH. Only the first sweep is shown. Error bars in the ex-
perimental data represent standard deviation estimated from three tested cells. The
cell was operated at 80 ◦C, 50% RH, 1.5 atm, and 21% oxygen in the cathode flow
(prior to humidification).
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and the spectroscopy was simulated at those potentials. The magnitude of the per-

turbation was chosen sufficiently small in both the experiments and the model so as

not to deviate significantly from the operating point and to ensure the linearity of the

dynamic response, and, at the same time, not too small to avoid large noise-to-signal

ratio. Thus, the approaches taken in the measurements and the simulations were as-

sumed equivalent, even though obtained through different modes (galvano- and poten-

tiodynamic). Linearity of the simulated spectra was verified with the Kramers-Kronig

relations (4.7) and (4.8). Relative residuals defined in equations (4.9) and (4.10) were

below 1% for the simulated and the reconstructed spectra.

The simulated and the experimental spectra are shown in Figures 4.8 and 4.9

along with the respective polarization and HFR curves in Figure 4.6. A good overall

agreement was achieved in the impedance spectra in the current-density range be-

tween 0.1 and 1.4 A/cm2. A significant deviation was, however, observed between the

simulated and the measured spectra in the high-frequency portion, where the spec-

trum is known to be associated with the double-layer and electrolyte-conductivity

dynamics [164, 176, 177, 181, 183, 253]. Parametric studies on the hydration-related

properties discussed later in this work show that water management has a significant

effect on the impedance spectrum at high frequencies. At the same time, varying

the double-layer capacitance in the model resulted in no change in the Nyquist plot

(Figures 4.8a and 4.9a), but the halved capacitance shifted the capacitive peak in the

frequency-content plot (Figure 4.8b and 4.9b) closer to the experimental frequencies.

This may indicate that the double-layer capacitance measured in a cyclic-voltammetry

experiment at 100% RH may be an overestimation due to the RH-dependent catalyst-

ionomer interfacial area [1, 391].

The simulated spectra shown in Figures 4.8 and 4.9 deviated from the experimental

data at high frequencies (of order 100 Hz and higher), and the magnitude of the

deviation increased with current density. As it will be shown later in this work, the

high-frequency portion of the fuel-cell impedance spectrum is highly dependent on
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Figure 4.10: Comparison of the simulated and experimental polarization (a) and HFR
(b) curves that correspond to the spectra shown in Figures 4.8 and 4.9. Only the
first sweep is shown. Error bars in the experimental polarization curve represent the
standard deviation estimated from three tested cells. The cell was operated at 80 ◦C,
50% RH, 1.5 atm, and 100% oxygen in the cathode flow (prior to humidification).
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the catalyst-layer ionomer hydration and conductivity.

The capacitive behavior of the cell was accompanied by an inductive loop at about

0.1 mHz–6 Hz at moderate to high current densities. The nature of this low-frequency

inductive behavior in the fuel-cell impedance spectra is discussed further in this work.

A distinctive feature of the spectra simulated at moderate to high current densities

was the presence of impedance spirals between 0.02 and 1 Hz. These local impedance

oscillations were equidistant in the frequency-content plot with about 50 mHz be-

tween the local extrema, indicating a resonance between the simulated hydration and

conductivity dynamics of the membrane and the ionomer phase of the catalyst layers

(the effect of these phenomena on the impedance spectrum is discussed in this work).

Even though the regions of the simulated spectra with local oscillations have all passed

the Kramers-Kronig test and similar oscillations have been reported in both experi-

mental [179] and modeling [406, 572, 573] studies (although at higher frequencies of

1-100 Hz [179, 573] and attributed to the resonance between the oxygen transport

along the channel and in the MEA [573]), the time-step-size analysis shown earlier

revealed that the observed resonance was, at least in this thesis, a numerical artifact

(the inductive behavior was, however, resolved with a sufficient degree of accuracy).

This highlights the importance of verifying the unexpected impedance behavior by

using a smaller time-step size in the simulations or a higher sampling frequency in

the EIS experiments.

Another point of validation was the HFR extracted from the impedance spectra as

HFR = lim
ω→∞

Re(Z(ω)).

As seen in Figures 4.8a and 4.9a, a good HFR agreement was achieved in all cases

with both the EIS experiments (within about 3%) and the ohmic-heating-based values

in Figure 4.6b (within about 1%). This validates the model’s ability to predict the

high-frequency resistance in the EIS and serves as another validation of the earlier

computed ohmic resistance.
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The DC resistance was found in the EIS simulations as

RDC = lim
ω→0

Re(Z(ω)).

However, the lowest frequency used in the experiments (0.1 Hz) was not sufficient to

observe the DC resistance. Instead, it was computed as the local negative slope of

the polarization curve:

RDC =
∂η

∂i
= −∂V

∂i
.

A steady-state-polarization-curve simulation was considered as a true stationary ref-

erence for computing the DC resistance with the formula above. The deviation of

the EIS-based DC resistance from that computed from the polarization curve was be-

tween 0.8% and 3% depending on the current density. Therefore, the EIS simulations

were consistent with the polarization curves.

4.3.2 Ohmic-Resistance Breakdown

Before discussing the hydration-related parametric studies, an ohmic resistance break-

down is carried out for the pure-oxygen case from Figures 4.10a and 4.10b in order to

verify that the HFR does not include the ionic resistance of the platinum-on-carbon

catalyst layers [174, 177, 570]. The ohmic-resistance breakdown is shown in Fig-

ure 4.11a. It is clear that the HFR does not include the protonic resistance of the

catalyst layers: the experimental HFR is in close agreement (within 3%) with the

sum of the protonic resistance of the membrane and the electronic resistance of the

other MEA components. The highly electronically conductive carbon-support phase

of the catalyst layers forms a path of the least resistance for the current, and thus

the significantly less conductive ionic phase does not appear in the HFR. The HFR

composition is further confirmed by even closer, within 1%, agreement between the

simulated HFR and the ohmic-heating-based resistance of the aforementioned layers.

This study also validates the ohmic-heating approach for computing the individual

ohmic resistances of the MEA components.
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A comparison between the ohmic and DC resistance is illustrated in Figure 4.11b.

As current density increases, the DC resistance approaches the total ohmic resistance

from Figure 4.11a in this case, where mass-transport losses are not dominant. The

region of the graph with the blue stroke corresponds to the difference between the DC

and the total ohmic resistance and corresponds to other losses, such as mass-transfer

and charge-transfer resistance.

4.3.3 Water-Management Analysis

The transient terms in the reaction-kinetics sub-models were neglected in the model,

and thus the dynamics of the ORR intermediates and platinum oxide could not be the

cause of the inductive behavior in the simulated spectra. Carbon monoxide poisoning

was also not modeled. The presence and the strength of the inductive behavior in the

simulated spectra highly depended on the hydration-related properties of the model.

A number of parametric studies were performed in order to understand the effect

of water management on the appearance of the low-frequency inductive loops in the

impedance spectra. Current density of 1 A/cm2 was chosen for these studies as the

inductive behavior was sufficiently strong, as seen in Figure 4.9.

4.3.3.1 Effect of Relative Humidity

A study similar to the experimental RH imbalance analysis by Schiefer et al. [203] was

carried out first to find if the model can correctly predict the trends in the inductive-

loop-size dependency on RH. The spectra simulated at 1 A/cm2 (as in reference [203])

with varied relative humidity in anode and cathode are shown in Figure 4.12b, where

the 50%/50% case is the reference taken from Figure 4.9. Similarly to reference [203],

the lower RH of 30% in both compartments resulted in the largest inductive loop

followed by the case with a higher cathode RH of 70% and the case with 50% RH

in both sides (Figure 4.12b). The inductive loop was the smallest in the case of

the highest RH of 70% in both anode and cathode. These observations validate the
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Figure 4.11: Breakdown of the simulated ohmic resistance (a) and cell resistance (b).
Electronic and protonic resistances were marked Re and Rp, respectively. The ex-
perimental EIS HFR data were taken from Figure 4.6b and averaged (the error bars
represent the standard deviation). The cell was operated at 80 ◦C, 50% RH, 1.5 atm,
and 100% oxygen in the cathode flow (prior to humidification).
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model predictions of the RH effect on the inductive loop and hint that the inductive

behavior may be affected by the rate and direction of the water transport across the

CCM. The additional case with 70% anode RH, 30% cathode RH, not considered in

the reference study [203], resulted in the second-smallest inductive loop.

Steady-state water-content distribution in the CCM at 1 A/cm2 is illustrated in

Figure 4.13. Interestingly, water content was higher in the 30%/70% anode/cathode

RH case than in the 70%/30% RH case due to the insufficient back-diffusion of product

water compared to electroosmosis in the latter case. Water content in the CCM had a

direct effect on the imaginary impedance at frequencies above 100 Hz, which increased

by up to 54% between the symmetrical 70% RH and symmetrical 30% RH cases. At

the same time, it had no direct correlation with the size of the inductive loop as

evident from the imbalanced-RH cases. Thus, the low-frequency inductive behavior

of fuel cells has a more complex nature rather than water distribution in the membrane

and catalyst layers.

4.3.3.2 Effect of Water Absorption/Desorption Kinetics

A parametric study was performed on the rates of water absorption and desorption by

the ionomer in the catalyst layers to further investigate the nature of the low-frequency

inductive loop of the fuel-cell-impedance spectra. The inductive loop was not present

in the spectrum at 1 A/cm2 with absorption/desorption rates reduced by a factor

of 104 (compared to the reference case from Figure 4.9) as seen in Figure 4.14. The

inductive loop became evident at about 0.1–20 mHz with the absorption/desorption

kinetics from Goshtasbi et al. [157] (4 times slower absorption and 9 times slower

desorption than in Figure 4.9) and reached its maximum in the reference case. As the

water-exchange rates were further increased, the inductive loop gradually decreased in

size and shifted to higher frequencies until reaching 10 mHz–6 Hz as seen in Figure 4.14

for the rates scaled up by 104 times. When vapor diffusivity in the porous layers was

also increased by four orders of magnitude to quickly remove the product water, the
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inductive loop disappeared. This study indicates that the hydration-related inductive

behavior of fuel cells depends on the dynamics of water absorption and desorption by

the ionomer.

Absorption/desorption kinetics of water also had a distinctive effect on the spec-

trum at frequencies between 100 Hz and 1 MHz. A direct relationship can be estab-

lished between the strength of the capacitive behavior of fuel cells in that frequency

range and the ionomer-water exchange rates based on Figure 4.14b. In alignment with

the RH-imbalance study, a lower water content in the CCM observed with higher ab-

sorption/desorption rates (Figure 4.16) led to a stronger capacitive behavior of the

cell as seen in Figure 4.14b.

Figures 4.15a and 4.15b show that the water-exchange rates affected the polariza-

tion and HFR hystereses and magnitude. The larger the absorption/desorption rates

and vapor diffusivity, the larger HFR and the lower performance were predicted as

water produced directly in the ionomer phase of the catalyst layers was allowed to

desorb from the ionomer and leave the MEA faster. The largest hysteresis, up to

about 40 mΩ · cm2, was observed with the rates from Goshtasbi et al. [157], in which

case the quasi-stationary state was not achieved in one sweep, and, unlike the refer-

ence case and the experimental data in Figure 4.6, the cell exhibited an incomplete

loop.

4.3.3.3 Effect of Back-Diffusion of Water in the Electrolyte

The nature of the two separate inductive loops in the fuel-cell impedance spectra

was investigated further by modifying the water back-diffusion coefficient in the elec-

trolyte. In this study, Dλ was scaled down by a factor of 3.2 first in the membrane,

then in the catalyst layers, and finally in the whole CCM. Note that 3.2 was the scal-

ing factor for the back-diffusion coefficient from Motupally et al. [491] as discussed

Section 4.1.3.1.

The results of this parametric study at 1 A/cm2 are shown in Figures 4.17 and 4.18.
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A lower back-diffusion coefficient led to a weaker inductive behavior at 0.1–200 mHz,

especially in the catalyst layers. This aligns well with the earlier observation that

this inductive loop is sensitive to anode and cathode RH (see Figure 4.12b). When

the rate of back-diffusion was reduced in the whole CCM, the inductive process at

0.1–200 mHz was transformed into a capacitive process due to the increased role of

electroosmosis (a parametric study on the thermal osmosis of water in the PEM was

also performed, but no significant change in the impedance spectrum was found at the

considered operating conditions). In this case, the direction of the water-transport

across the CCM was reversed to anode-to-cathode, and a significant anode dry-out

took place (Figure 4.19), which resulted in the increase of the HFR at current den-

sities approximately above 0.5–0.6 A/cm2 with a reversed direction of the resistance

hysteresis at higher current densities (Figure 4.18b) and a lowered performance (Fig-

ure 4.18a). These observations indicate that the inductive process at 0.1–200 mHz

is affected by the individual mechanisms of water transport in the electrolyte. The

reduced flux of the product water from cathode to anode leads to a decrease of the

phase-lead of voltage, which weakens the inductive behavior. If the direction of water

transport across the CCM is reversed, for example, due to stronger electroosmosis,

then the electrolyte cannot be sufficiently hydrated by the product water, as seen in

Figure 4.19, to support the voltage-phase-lead, and the dynamic behavior becomes

capacitive.

In addition to the main inductive loop at 0.1–200 mHz, a second inductive loop at

0.2–5 Hz became apparent with the lower back-diffusion of water in CLs or the whole

CCM as seen in Figures 4.17a and 4.17b. Due to the lower rate of back-diffusion,

more water was accumulated in the CCL while the ACL dried further (Figure 4.19),

thus inducing more absorption and desorption of water. Note that this inductive

process took place at frequencies similar to the “fast absorption/desorption” case in

Figure 4.14b. Therefore, this second process at 0.2–5 Hz is likely associated with the

ionomer-hydration dynamics in the catalyst layers rather than membrane hydration,
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Figure 4.18: Effect of the back-diffusion coefficient of water in the electrolyte on
the predicted polarization curve (a) and HFR (b). The cell was operated at 80 ◦C,
1.5 atm, and 100% oxygen in the cathode flow (prior to humidification).
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processes in the fuel-cell-impedance spectra that are related to the electrolyte hydra-

tion, one at 0.1–200 mHz and another at 0.2–5 Hz. Parametric studies performed in

this work help deduce the nature of these inductive processes.

The first process occurring at 0.1–200 mHz strongly depends on the electrolyte-

conductivity dynamics in the CCM. This inductive behavior only appears when non-

zero rates of exchange of water between the ionomer and the pores are used in the

model. The size of the respective inductive loop directly depends on the magnitude

of these rates and the ratio of the diffusive to osmotic fluxes of the absorbed water. If

back-diffusion of water is weak, this inductive process is transformed into a capacitive

process. An inductive loop in this frequency range had been previously reported in

experimental [196, 203] and numerical [159, 196] studies, and it can also be seen, in

part, in the experimental data reported in this work.

The second process at 0.2–5 Hz induces a minor inductive loop of negligible size,

which becomes larger when a weaker back-diffusion of water (stronger osmotic drag)

is used in CLs. The water-diffusion analysis shows that this loop is associated with

the hydration and ionomer-conductivity dynamics in the catalyst layers.

Water management was also shown to affect the high-frequency portion of the

spectrum. Impedance at 100 Hz–1 MHz appeared to be highly sensitive to the inter-

facial water-exchange kinetics in the ionomer of the catalyst layers, with a stronger

capacitive behavior indicating faster interfacial transport of water and a lower water

content in the ionomer.

The ohmic-heating-based approach proposed by Secanell et al. [328] and Zhou et

al. [35, 276] for calculating ohmic resistance of the individual fuel-cell components

was validated in this work. The ohmic-resistance breakdown performed with the

model showed that the high-frequency resistance contains membrane resistance and

electronic resistance of other components, but does not include protonic resistance of

the platinum-on-carbon catalyst layers and thus is not equivalent to the total ohmic

resistance of the cell.
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Chapter 5

Estimating Charge-Transport
Properties of Fuel-Cell and
Electrolyzer Catalyst Layers via
Electrochemical Impedance
Spectroscopy1

Electrochemical impedance spectroscopy is the most common experimental technique

for measuring the charge-transport properties of catalyst layers [45, 120, 122, 124–127,

173–177, 184, 185, 188–190, 196, 413, 416–428]. Such a measurement relies on fitting

the impedance spectrum with analytical impedance expressions. To date, a study

that examines the suitability of the analytical models from references [177, 182, 183]

for such an analysis does not exist. In this Chapter, a numerical one-dimensional

catalyst-layer model is used to assess the appropriateness of the analytical models

for estimating catalyst-layer charge-transport properties. An ohmic-heating-based

approach to computing ohmic resistance is used to examine the relationship between

conductivity, resistance, and impedance of various uniform and nonuniform catalyst

layers representative of those used in proton-exchange-membrane fuel cells and water

1Parts of this chapter are reproduced from the following publication:

1. A. Kosakian and M. Secanell, “Estimating charge-transport properties of fuel-cell and elec-
trolyzer catalyst layers via electrochemical impedance spectroscopy,” Electrochimica Acta,
vol. 367, p. 137 521, 2021.
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electrolyzers. The two-dimensional fuel-cell model from Chapter 4 is used to show

that the anode catalyst layer may cause a distortion of the impedance spectrum at

frequencies above 5 Hz that obstructs the charge-transport characterization of the

cathode catalyst layer with analytical models.

5.1 Numerical Model

5.1.1 Catalyst-Layer Model

5.1.1.1 Assumptions

The transient two-dimensional PEMFC model from Chapter 4 was reduced to a one-

dimensional model of a catalyst layer. The simplifying assumptions, additional to

those listed in Chapter 4, are given below:

1. the ionomer phase of the catalyst layer was assumed to have a constant and

uniform conductivity;

2. transport of water in the layer was not considered;

3. the model is isothermal; temperature was assumed constant and uniform;

4. a macrohomogeneous catalyst-layer model was assumed [262] (the ICCP model

from Chapter 2 was not used).

Assumptions 1–3 were used in order to analyze the catalyst-layer impedance in isola-

tion from other cell components and dynamic processes, such as polymer-electrolyte

hydration and heat generation. The assumptions listed above allow for a direct com-

parison of the numerical model to the analytical expressions, which rely on similar

simplifications.
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5.1.1.2 Governing Equations

The model describes transport of oxygen, protons, and electrons in a cathode catalyst

layer (CCL) of a PEMFC via the following set of governing equations:

εpctot
∂xO2

∂t
−∇ ·

(︁
ctotD

eff
O2
∇xO2

)︁
= − j

4F
, (5.1)

−Cdl
∂ (ϕe− − ϕH+)

∂t
−∇ ·

(︁
σeff
H+∇ϕH+

)︁
= −j, (5.2)

Cdl
∂ (ϕe− − ϕH+)

∂t
−∇ ·

(︁
σeff
e−∇ϕe−

)︁
= j. (5.3)

The equations above are given in a multidimensional form since the model consid-

ered in this Chapter is a derivative of the earlier developed 2D PEMFC model from

Chapter 4 and is inherently multi-dimensional. The single spatial dimensionality

was achieved by reducing the in-plane domain size to 0.1 µm. When reduced to

equations (5.2) and (5.3), the model also represents a PEMWE anode catalyst layer

operating under H2/N2 conditions (i.e., fed with nitrogen).

To retain consistency with analytical models [177, 182, 183], the volumetric faradaic

current density in equations (5.1)–(5.3) was computed using Tafel kinetics (equa-

tion (2.52)). The developed numerical model also supports computation of the

faradaic current density from the double-trap kinetic model for oxygen-reduction-

reaction (ORR) on platinum (equation (2.51)). The two kinetic models are shown

in this Chapter to produce the same catalyst-layer impedance at high frequencies,

confirming that it is independent of the charge-transfer resistance.

5.1.1.3 Initial and Boundary Conditions

The initial solution for the transient problem given in equations (5.1)–(5.3) was ob-

tained by first solving the governing equations at steady state and then importing

the resulting solution into the transient simulation at t = 0. Boundary conditions

listed in Table 5.1 reflect the fact that the anode, the proton-exchange membrane, the

porous transport layer, and contact resistance are not considered in the CL model.

The bulk oxygen molar fraction x0
O2

was computed with the ideal gas law for the
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Table 5.1: Boundary conditions in the CL model (Γ denotes a domain boundary).

Solution variable CL-PEM CL-PTL Symmetry

xO2 no flux xO2(t, Γ) = x0
O2

no flux

φH+ φH+(t, Γ) = 0 no flux no flux

φe− no flux φe−(t, Γ) = V (t) no flux

given operating conditions as discussed in reference [262]. The EIS simulations were

performed by applying a time-dependent voltage V (t) at the CL-PTL interface.

5.1.1.4 Model Inputs

Model inputs and operating conditions are listed in Table 5.2. The majority of the

material properties and other inputs were taken from Chapter 4, except for the ki-

netic parameters for the Tafel equation (2.52). The selected kinetic parameters for

the Tafel model were obtained by fitting the high operating current density in a Tafel

plot, where a doubled Tafel slope was observed [309, 310]. When the double-trap

model (2.51) was used, the kinetic parameters were taken to be the same as in Chap-

ter 4. The layer properties given in Table 5.2 correspond to an inkjet-printed catalyst

layer with platinum loading of about 0.15 mg/cm2 and Nafion® loading of 30 wt% and

were either measured experimentally or computed for the given operating conditions

as discussed in Chapters 2 and 4.

Protonic- and electronic-conductivity values were varied in order to investigate the

effect of charge transport in both conductive phases of uniform fuel-cell and elec-

trolyzer CLs on the impedance spectrum. Case I in Table 5.3 corresponds to the

effective charge-transport properties computed for a Pt/C PEMFC CL in Chapter 4.

The reference protonic conductivity in case I corresponds to the average absorbed-

water content of 4 molH2O/molSO−

3
in a vapor-equilibrated CL at 50% RH. Since

ionomer-hydration effects were neglected, the same protonic conductivity was used at

all current densities considered in this work, thus allowing for an unambiguous attri-

bution of the impedance-spectrum changes to the varied current distribution in the
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layer rather than to the complex hydration effects. Twice lower protonic conductivity

(corresponding to 3 molH2O/molSO−

3
, 30% RH) was used in case II to highlight its ef-

fect on the length of the linear high-frequency feature in the catalyst-layer impedance

spectrum. Cases III and IV were designed to illustrate the shape of the spectrum

when the conductivity of both conductive phases is either high or low, respectively.

The protonic conductivity used in case III was made higher than the conductivity of

a liquid-equilibrated Nafion® membrane [116] to eliminate protonic-resistance con-

tribution to impedance. The electronic conductivity in case IV reflects the lower σeff
e−

reported for iridium-based catalyst layers for PEMWE anodes [408]. Protonic- and

electronic-conductivity values were swapped in case V, mirroring case I. As it will

be shown in this Chapter, swapping conductivities does not affect the catalyst-layer

impedance spectrum (in line with the analytical models from references [182, 574]).

Therefore, analysis of the spectra simulated with the model inputs from Table 5.3

reflects the conductivity relationships of not only PEMFC CLs and PEMWE CCLs

(σeff
e− > σeff

H+), but also PEMWE ACLs (σeff
e− ⪅ σeff

H+ , swapped cases I–IV).

The effect of macroscopic catalyst-layer nonuniformity on the impedance spectrum

was analyzed by varying the ionomer distribution along the CL thickness. Contin-

uous conductivity distributions have been commonly considered in the impedance-

modeling literature, such as exponential [404, 405, 438, 576] and linear [173] distribu-

tions and a distribution with an inflection point [577]. At the same time, multilayered

(graded) CLs have been a focus in a number of experimental investigations [417, 435,

446–448]. Analytical modeling of such layers (with sharp changes in the composition)

is difficult, and simulation of their impedance is best performed numerically.

A graded catalyst layer was considered in this work with five through-plane zones,

each 0.9-µm-thick and containing a different amount of ionomer (the average ionomer

content was the same in all cases). Local nonuniformities that may appear between the

sublayers during the fabrication of a graded CL were not considered in this work. The

ionomer-loading distributions and the corresponding effective protonic conductivities
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Table 5.2: Model inputs for the CL model.

Property/parameter Value/expression Details

Operating temperature, T , K 353.15 Chapter 4

Operating pressure, atm 1.5 Chapter 4

Relative humidity 0.5 Chapter 4

Bulk molar fraction of oxygen prior
to humidification

0.21 (H2/O2EIS), 10
−10 (H2/N2 EIS) Assumed

Catalyst-layer thickness, µm 4.5 Chapter 4

Catalyst-layer porosity, εp 0.53 Chapter 4

Effective oxygen diffusivity, Deff
O2

,
cm2/s

0.0185a Chapter 4

Effective proton conductivity, σeff
H+ ,

S/cm
Table 5.3 Varied

Effective electron conductivity, σeff
e− ,

S/cm
Table 5.3 Varied

Volumetric double-layer capaci-
tance, Cdl, F/cm

3
54 Chapter 4

Henry’s law constant for oxygen in
Nafion®, HO2,N, Pa cm

3/mol
3.1664 · 1010 Ref. [575]

Reference oxygen concentration,
crefO2

, mol/cm3
5 · 101325/HO2,N Ref. [309]

Exchange current density, i0,
A/cm2

cat

3.08 · 10−6 exp
(︁
− 28920.95

R

(︁
1
T
− 1

323.15

)︁)︁
Ref. [36]b

Active area, Av, cm
2
cat/cm

3 212,000 Chapter 4

Oxygen reaction order, γ 1 Ref. [36, 310]

Charge-transfer coefficient, α 0.5 Ref. [36]

a Includes Knudsen effects as discussed in Chapter 4.
b The exchange-current-density equation was fitted by Moore et al. [36] to the experimental
data from Parthasarathy et al. [309] with different values of the reference temperature and
the pre-exponential factor. Those experimental data, however, do not match those in another
publication by Parthasarathy et al. [310]. The equation for i0 shown here produces the
exchange current density between the experimental values found in references [309, 310].
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Table 5.3: The uniform-CCL properties varied between the considered cases.

Case σeff
H+σeff
H+σeff
H+ , mS/cm σeff

e−
σeff
e−σeff
e− , mS/cm

I 2.00 3788

II 1.00 3788

III 2000 3788

IV 2.00 37.9

V 3788 2.00

are given in Figure 5.1, where the uniform distribution corresponds to case I. The

transport properties of the layer were computed with the relations from Chapters 2

and 4 to automatically account for structural variations. The electronic conductivity

remained the same as in case I (the volume fraction of the electronically conductive

phase was about 0.30 in all cases). Porosity varied between 0.37 and 0.63, which

translated into an effective diffusivity that was about 2 times lower and 1.4 times

higher than in the reference case.

The effect of catalyst distribution was analyzed in isolation from ionomer content

by considering a graded catalyst layer with nonuniform active area. In each of the

five CL zones, Av was scaled by the same factors as ionomer loading in Figure 5.1a.

Because double-layer capacitance is related to active area, it was also scaled by the

same factors. The active-area and capacitance distributions used in the simulations

are shown in Figure 5.2. All other catalyst-layer properties were taken from the

uniform case I.

5.1.1.5 Solution Approach and Post-Processing

The transient catalyst-layer model was implemented in the open-source, in-house

fuel-cell modeling software OpenFCST [374, 375] based on the finite-element library

deal.II [380–382]. The implicit Euler (BDF1) method was used for the temporal

discretization, and the time-step size was automatically adjusted by Richardson ex-

trapolation (Section 2.2.1.3) with the relative solution-error tolerance of 10−3. The
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computed as the ratio of non-equispaced Fourier transforms [549] of the voltage and

current-density signals for 2,000 logarithmically spaced frequencies between 10−6 and

107 Hz. The numerical error in the simulated impedance spectra was the highest at

the highest frequencies (10 kHz to 10 MHz) but was found insignificant compared to

the size of the spectra and their linear high-frequency portions in particular.

To simulate the H2/N2 spectra, the oxygen molar fraction at the boundary with the

gas-diffusion layer was reduced to 10−10 and the steady-state voltage was set to 0.9 V.

The resulting faradaic current density was of the order of 10−12 A/cm2 in both steady-

state and transient simulations and was considered sufficiently small to approximate

the oxygen-free operation. Numerical simulations with zero faradaic current density

were not possible due to the coupling of the governing equations (5.1)–(5.3) via elec-

trochemical kinetics. The capacitive current density was of the order of 10−5–1 A/cm2

during the entire sinusoidal transients, depending on the applied voltage frequency.

Therefore, the overall current was capacitive, as expected for H2/N2 conditions. The

rapid-EIS approach was found inefficient in the H2/N2 simulations, as the time-step

size was severely restricted by the Richardson-extrapolation algorithm. Instead, the

H2/N2 spectra were computed by simulating sinusoidal voltage waves at 134 fre-

quencies between 1 and 107 Hz with the peak-to-peak amplitude of 1 mV. At each

frequency, 5 wave periods were generated and resolved with 1024 points per period

for numerical accuracy. The current-density response, scaled with the Welch window

function [534] to minimize aliasing, was processed with the Fast Fourier Transform

(FFT) from SciPy [486]. The frequency content of current density had a clear peak

at the frequency of the voltage input. Spectral leakage due to numerical error was

filtered out by taking the current-density frequency to be the frequency at which the

FFT magnitude reached maximum. Impedance was then computed as the ratio of the

known voltage phasor to the reconstructed current-density phasor. Depending on the

input frequency, the chosen model parameters resulted in a frequency match between

the current output and the voltage input within 0.01–0.1% in the whole range of the
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considered frequencies (1 Hz to 10 MHz). As in the H2/O2 case, the numerical error

in the simulated H2/N2 impedance spectra was found to be insignificant.

Ohmic resistance was computed in the numerical model through ohmic heating as

discussed in Section 2.3. Note that equations (2.156) and (2.157) are prone to numer-

ical error at close-to-zero current. At current density of the order of 10−12 A/cm2 that

was used to approximate H2/N2 operation, the potential gradients were also small,

and, due to the limited-precision arithmetic, this resulted in numerically inaccu-

rate ohmic-heating-based resistances. Nevertheless, the computed H2/N2 impedance

agreed with the analytical predictions as will be shown later.

All simulations were performed using a single thread of an Intel® Xeon® E5-2690

v2 CPU at 3.00 GHz. The simulation time varied between 1 and 21 h depending on

the chosen EIS approach and the model inputs. Each steady-state polarization curve

took approximately 20–25 s of computational time.

5.1.2 Fuel-Cell Model

The two-dimensional PEMFC model from Chapter 4 was used with no changes except

for the following two simplifications:

1. microporous layers were not included in the model;

2. catalyst layers were assumed to be macrohomogeneous [262].

The listed assumptions were made to reduce the computational time and had no

effect on the generality of the impedance analysis presented in this work. All model

inputs were taken the same as in Chapter 4 (353.15 K, 1.5 atm, 50% RH, pure-

oxygen supply in the cathode). Spatial discretization with the finite-element method

and the second-order Lagrange shape functions resulted in a problem with 54,390

degrees of freedom. Since high accuracy of the impedance spectrum was required,

a higher mesh-refinement level was used as compared to that in Chapter 4. The

computational grid is shown in Figure 5.4. Impedance spectra were simulated using
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EIS experiments, resistance of the membrane, the porous transport layers, the bipo-

lar plates, and contact resistance are a part of the measured real impedance at all

frequencies. If those resistances are known, they should be subtracted from the real

impedance to obtain a spectrum that is representative of a catalyst layer. Such a

correction is only valid under H2/N2 and low-current H2/O2 conditions (when the

effects of other cell components, such as membrane hydration and gas transport in

PTLs, are minimized) and when the reference-electrode effects are negligible (PEMFC

anode and PEMWE cathode usually serve as a reference/counter electrode). Ohmic

resistance of cell components can be measured independently (see references [578–

582]), though contact resistance is difficult to estimate, as it may vary between cell

assemblies. The analysis performed in this Section is for the catalyst-layer impedance

in isolation from the effects of other cell components. Later in this Chapter, a numer-

ical study analyzing the effect of the reference/counter electrode is performed with a

PEMFC model.

5.2.1 H2/O2 Spectroscopy

5.2.1.1 Estimation of Proton-Transport Properties

The first equation describing impedance of an electrode pore is attributed to de Levie [583].

It was obtained from a transmission-line representation of a pore and is given (in Ω)

by [583]

Zpore =
√︁
ZintRpore coth

(︄
Lpore

√︃
Rpore

Zint

)︄
, (5.4)

where Zint is the interfacial impedance in Ω ·cm, R is the ohmic resistance of the pore

in Ω/cm, and L is the pore length in cm.

Eikerling and Kornyshev [183] considered a transmission-line representation of a

cathode catalyst layer shown in Figure 5.5 and derived expressions of the form similar

to equation (5.4) for various operating regimes of a fuel cell. For the H2/O2 opera-

tion at small current and under the assumptions of the catalyst-layer uniformity and

the negligible electronic resistance (the latter is a fair simplification for the carbon-
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This analytical model has been used in the literature to estimate the catalyst-layer

protonic resistance of low-temperature PEMFCs [174, 177] and high-temperature

PEMFCs [424].

Ratio L/Le gives the number of the links considered in the transmission-line rep-

resentation of the catalyst layer. Because it was assumed in reference [183] that

the elementary protonic resistance is related to the macroscopic protonic conductiv-

ity through RH+,i = Le/σ
eff
H+ , equation (5.9) suggests that the macroscopic protonic

resistance is [177]

REKM
H+ =

L

σeff
H+

. (5.10)

At high frequencies, equation (5.7) is transformed into [183]

ZEKM = ω−1/2

√︄
REKM

H+

C*EKM
dl

√
2

2
(1− i). (5.11)

Unlike equation (5.7), equation (5.11) is not restricted to small current [183]. Because

the real and the negative imaginary parts of equation (5.11) are equal, it predicts a

linear 45◦ branch in the spectrum. It is convenient to rewrite equation (5.11) as

⃓⃓
ZEKM

⃓⃓
= ω−1/2

√︄
REKM

H+

C*EKM
dl

. (5.12)

When the double-layer capacitance is known (for instance, from an independent mea-

surement, such as cyclic voltammetry), equation (5.12) provides a simple way to ex-

tract REKM
H+ from the slope of the experimental impedance magnitude plotted against

ω−1/2. Equation (5.12) has been used to measure the catalyst-layer proton-transport

properties of PEMFCs [122, 176] and direct-methanol fuel cells (DMFCs) [425, 426].

Eikerling and Kornyshev [183] provided some alternative forms of equation (5.7)

that account for oxygen transport but are limited to either fast proton transport or

negligible spatial gradients in the potential and oxygen distributions in the catalyst

layer. Cruz-Manzo and Chen [403] generalized the impedance equation (5.7) by using

constant-phase elements (ZCPE =
(︁
Q(iω)β

)︁−1
, β ∈ [0, 1]) instead of capacitors (ZC =

(iωC)−1) to account for nonuniform charge distribution in the catalyst layer due to
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an electrochemical reaction. They also considered oxygen transport in their model;

however, it does not directly affect the high-frequency spectrum (an indirect effect

could occur through the ionomer hydration, which was not modeled).

5.2.1.2 Simultaneous Estimation of Proton- and Electron-Transport Prop-
erties

Kulikovsky [182] derived a more general expression (compared to equation (5.7)) for

a 1D catalyst-layer impedance that accounts for the transport of protons, electrons,

and oxygen (in Ω · cm2):

ZK = ZK
ct+pe + ZK

ox, (5.13)

where

ZK
ct+pe =

L

σeff
H+

iq sin(p) + (1 + i) (2kσ + (1 + k2
σ) cos(p))

kσ (iq − (1 + i)p) sin(p)
, (5.14)

ZK
ox =

b(1−W )

i
(︂
W − ω2

ωctω0
+ iω

(︂
1
ωct

+ 1
ω0

)︂)︂(︂
1 + iω

ωct

)︂ ,

p =

√︄
−
(︂
î+ iΩ̂

)︂(︃
1 +

1

kσ

)︃
,

q =

√︃
2kσ (1 + kσ)

(︂
iî− Ω̂

)︂
,

kσ =
σeff
e−

σeff
H+

, î =
iL

σeff
H+b

, Ω̂ =
ωCdlL

2

σeff
H+

,

W =
tanh

(︂√︁
(i+ i4Fc0Lω) /iox

)︂

√︁
(i+ i4Fc0Lω) /iox

,

ω0 =
i

4Fc0L
, ωct =

i

CdlbL
, iox =

4FDeff
O2
c0

L
,

i is the operating current density (A/cm2), b = RT/(αF ) is the Tafel slope (V), and c0

is the oxygen concentration at the CL-PTL interface (mol/cm3; corresponds to x0
O2

in

Table 5.1). Here, ZK
ct+pe (denoted with the “K” superscript for Kulikovsky [182]) is the

impedance due to charge-transfer and charge-transport processes taking place in the

catalyst layer and ZK
ox is the impedance due to oxygen transport. Equation (5.13) can
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be used to simultaneously fit electronic and protonic conductivity of the catalyst layer

(after the measured impedance is corrected for other cell components, as discussed

before). However, it has not been applied in the literature to analyze experimental

impedance spectra.

When oxygen transport is fast or the applied frequency is sufficiently high, Zox

vanishes from equation (5.13) and the total impedance of the catalyst layer is given

by equation (5.14). The latter, in contrast to equation (5.7), contains the high-

frequency resistance of the catalyst layer, RCL
HF, that can be found by taking the limit

of ZK
ct+pe at ω → ∞ [182]:

RK
HF =

L

σeff
H+ + σeff

e−
. (5.15)

Note that RCL
HF depends on both protonic and electronic conductivity. The reason

for this is best illustrated with the transmission-line representation of the catalyst

layer. When ω is large, capacitors in the transmission line shown in Figure 5.5 act as

shorts. If electronic resistance is negligible, current flows through the electronically

conductive network (the bottom line) and the observed RCL
HF is zero, as predicted by

equation (5.11). In contrast, if the resistance of neither of the two conductive phases

can be neglected, current flows through portions of each ohmic-resistance network. In

this case, the observed RCL
HF is non-zero and is composed of a portion of the electronic

resistance and a portion of the protonic resistance of the CL, as seen in equation (5.15).

If one of the conductivities is known, the other one can be estimated from RCL
HF using

equation (5.15).

The low-frequency limit of equation (5.13) gives the DC resistance of the catalyst

layer [182]:

RK
DC = Re(ZK(ω → 0)) =

b

i
+

L

3σeff
H+

+
L

3σeff
e−

+
bL

12FDeff
O2
c0
. (5.16)

The four terms in the equation above describe the charge-transfer resistance, effec-

tive ohmic resistance due to proton and electron transport, and oxygen-transport
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resistance. Note that the ohmic-resistance terms

RK
H+ =

L

3σeff
H+

, RK
e− =

L

3σeff
e−

(5.17)

were derived directly from the governing equations and differ from equation (5.10) by

a factor of 3.

The applicability of equation (5.13) is limited to small current densities that sat-

isfy [182]

i ≪ min

{︃
i∗H+ =

σeff
H+b

L
, i∗e− =

σeff
e−b

L
, iox

}︃
. (5.18)

The characteristic current density for electron transport, i∗e− , was not included in

condition (5.18) in the original work [182], but must naturally appear in it in the

general case when electronic resistance cannot be neglected. For the model inputs

listed in Tables 5.2 and 5.3, condition (5.18) becomes i ≪ 0.1 A/cm2.

5.2.2 H2/N2 Spectroscopy

5.2.2.1 Estimation of Proton-Transport Properties

During the H2/N2 EIS measurements, no faradaic reaction occurs in the nitrogen-

fed catalyst layer. In this case, impedance is obtained by assuming infinitely large

charge-transfer resistance in equation (5.7) [177, 183]:

ZEKM =

√︄
REKM

H+

iωC*EKM
dl

coth
√︂

iωREKM
H+ C*EKM

dl . (5.19)

This analytical model has been actively used in the literature to extract the catalyst-

layer protonic-transport properties from the impedance spectra of PEMFCs [120,

173–175, 177, 189, 190, 196, 416–418], DMFCs [427], and PEMWEs [429]2.

At high frequencies, equation (5.19) is equivalent to equation (5.7), and thus

equation (5.12) holds for H2/N2 EIS as well. As the frequency approaches infin-

ity, impedance given by equation (5.19) approaches zero due to the assumption of

2A generalized form of equation (5.19) with constant-phase elements was used in references [189,
196, 416, 417, 427].
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high electronic conductivity of the catalyst layer. The Taylor-series expansion of

equation (5.19) around zero frequency yields [177]

ZEKM =
REKM

H+

3
+

1

iωC*EKM
dl

. (5.20)

As frequency tends to zero, impedance computed from equation (5.20) tends to the

negative imaginary infinity. This results in a vertical line in the Nyquist plot located

at REKM
H+ /3, which suggests that the protonic resistance of the CL is obtained by mul-

tiplying the length of the projection of the linear high-frequency impedance branch

onto the real axis by 3 (this result can also be found in earlier works by Lefebvre et

al. [438, 584]). Equation (5.20) has been used to estimate protonic resistance and con-

ductivity of fuel-cell [122, 124–127, 184, 185, 188, 413, 419–422] and electrolyzer [414,

429] catalyst layers.

5.2.2.2 Simultaneous Estimation of proton- and Electron-Transport Prop-
erties

Because H2/N2 spectroscopy is a particular case of H2/O2 spectroscopy performed at

zero oxygen concentration and at zero current, taking the limit of equation (5.13) at

i → 0 and c0 → 0 results in the following impedance for H2/N2 EIS [182]:

ZK =
L

σeff
H+

iq0 sin(p0) + (1 + i) (2kσ + (1 + k2
σ) cos(p0))

kσ (iq0 − (1 + i)p0) sin(p0)
, (5.21)

where

p0 =

√︄
−iΩ̂

(︃
1 +

1

kσ

)︃
,

q0 =

√︂
−2kσ (1 + kσ) Ω̂.

This model was recently used to estimate electronic and protonic conductivity of

Fe-N-C catalyst layers for PEMFCs [585].

Impedance computed with equation (5.21) is equivalent to that found from equa-

tion (5.13) at high frequencies and results in the same RCL
HF given in equation (5.15).
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Expansion of equation (5.21) around Ω̂ = 0 (ω = 0) was not given in reference [182],

but it is provided here (taking only the leading terms proportional to Ω̂
−1

and Ω̂
0
):

ZK =
L

3σeff
H+

+
L

3σeff
e−

+
1

iωCdlL
, (5.22)

where the first two terms are the DC resistance of the catalyst layer:

RK
DC = Re(ZK(ω → 0)) =

L

3σeff
H+

+
L

3σeff
e−
. (5.23)

When the catalyst layer is highly electronically conductive, equation (5.22) is equiv-

alent to equation (5.20) (with C*EKM
dl = CdlL). However, there is an important dif-

ference between these two impedance relations; it is illustrated in Figure 5.6. When

electronic conductivity is not significantly higher than protonic conductivity (or the

other way around), the catalyst layer will exhibit a perceptible high-frequency resis-

tance (denoted as RCL
HF). Equation (5.15) suggests that, for RCL

HF of a catalyst layer

with a typical thickness of 1, 10, and 100 µm to be more than 1 mΩ·cm2, protonic and

electronic conductivities of the layer must be below 0.1, 1, and 10 S/cm. Correction

of the spectrum with the measured high-frequency resistance of the cell, Rcell
HF, will

result in a loss of information regarding RCL
HF and RCL

DC. That is why it is important to

obtain independent measurements of the ohmic resistance of other cell components

(which will be equal to Rcell
HF−RCL

HF) for the extraction of the catalyst-layer impedance

from the overall spectrum. The appropriate correction of the spectrum will result

in its shift to the left along the real axis by Rcell
HF − RCL

HF, revealing the true RCL
HF

and RCL
DC. Analysis of the corrected spectrum with equations (5.19) and (5.20) will

provide ohmic resistance equal to RCL
DC − RCL

HF and will interpret it as a third of the

effective protonic resistance of the catalyst layer (Figure 5.6a). If equations (5.21)

and (5.23) are used, both RCL
HF and RCL

DC will be correctly identified and the latter will

be composed of the effective protonic and electronic resistances (Figure 5.6b).

Equations (5.15) and (5.22) provide a more accurate (compared to equation (5.20))

graphical approach to estimating the proton-transport properties of the catalyst layers
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ities exhibit the same high-frequency spectrum. The numerical and analytical results

of this work show that this is true, in fact, for the whole spectrum and holds in the

frequency domain and at high current density as well. This is expected from equa-

tions (5.2) and (5.3), which are the same in ϕH+ for the protonic current and ϕe− for

the electronic current as long as Eth is constant and uniform in the layer (i.e., under

the isobaric, isothermal condition). Note that the expression under the square root

in equations (5.24) and (5.25) is non-negative (due to non-negative conductivities)

and becomes zero when σeff
H+ = σeff

e− .

5.2.3 Fitting Approach

The impedance spectra computed through a direct numerical simulation of equa-

tions (5.1)–(5.3) were analyzed with the analytical relations given in equations (5.12),

(5.14), (5.19), (5.20), (5.21), (5.24) and (5.25) in order to assess the ability of the lat-

ter to provide the correct charge-transport properties of the catalyst layers. Since

only the ohmic properties were of interest, the analytical-model fitting was limited

to the linear high-frequency portion of each impedance spectrum with the apparent

45◦ slope. This portion was identified as a part of the high-frequency spectrum where

the RCL
HF-corrected real part and the imaginary part were within 2% from each other.

This helped reduce the effect of the error in the numerical high-frequency spectra

on the quality of the analytical fits. Note that the small difference between the real

and imaginary parts of the computed impedance in the high-frequency region was in

line with the analytical predictions of the 45◦ branch that were discussed earlier. In

experiments, fitting only high-frequency spectra might also be preferable due to the

current or voltage drift, the effect of which on the measured spectrum becomes more

severe as frequency is decreased. In order to ensure the intermediate region between

the linear branch and the charge-transport arc was not included in the fitting, the

latter was limited to data points with the real part below a certain threshold. That

threshold, found through visual inspection of the spectra, was 120 mΩ ·cm2 in case IV
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and 60 mΩ · cm2 in other cases (except case III that was not fitted as discussed later).

Only ohmic-resistance and conductivity values were treated as fitting parameters, and

the rest of the model inputs were taken form Table 5.2.

Equation (5.12) was fitted to both H2/O2 and H2/N2 spectra using the linear least-

squares regression algorithm available in SciPy [486]. The sequential least-squares

programming method from SciPy [486] was used to fit the H2/N2 spectra with equa-

tion (5.19). The residual of the fitting was defined as

Residual =

⌜⃓
⃓⃓
⎷

N∑︁
n=1

δ2Re(ωn) + δ2Im(ωn)

N
, (5.26)

where

δRe(ω) =
|Re(Znum(ω))− Re(Zan(ω))|

|Zan(ω)|
, (5.27)

δIm(ω) =
|Im(Znum(ω))− Im(Zan(ω))|

|Zan(ω)|
, (5.28)

and N is the number of points in the portion of the spectrum to be fitted. Equa-

tions (5.14) and (5.21) were fitted to the H2/O2 and H2/N2 spectra, respectively,

by minimizing the residual defined in equation (5.26). In this case, residuals were

computed on a two-dimensional grid of 38–69 protonic and electronic conductivities

spanning around the expected values. Then, the minimum point was found and

refined by subsequently applying the Nelder-Mead (downhill simplex) minimization

from SciPy [486]. The graphical approaches shown in Figure 5.6 were used to ex-

tract the protonic-transport properties from the H2/N2 spectra without any fitting

as suggested by equations (5.20), (5.24), and (5.25). The position of the vertical low-

frequency branch was determined from a linear fit of the 5 data points at the lowest

frequencies of about 1–1.6 Hz.

Protonic-resistance estimates obtained with equations (5.12), (5.19), and (5.20)

were converted into conductivity values using equation (5.10) in accordance with ref-

erence [183]. Protonic and electronic conductivities estimated with equations (5.14)
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and (5.21) were converted into resistances using equation (5.23) as discussed in ref-

erence [182] and in this Chapter. The quality of the conductivity estimates was

assessed by comparing the fitted values to the exact effective conductivities listed in

Table 5.3. The fitted ohmic resistances were compared to the numerical predictions

obtained through ohmic heating as shown in equations (2.156) and (2.157). The dual-

ity in the fitted conductivity and resistance values (that follows from equations (5.24)

and (5.25)) was resolved by the appropriate choice of the initial guess or the search

region in the fitting algorithms. In experiments, information on which phase of the

catalyst layer is more conductive may not be available, and the aforementioned dual-

ity can only be resolved through additional independent measurements (for instance,

by estimating the protonic conductivity with the hydrogen-pump technique [121, 415,

430–434] or the electronic conductivity with the four-probe method [120, 412, 415]).

The developed Python script for estimating catalyst-layer charge-transport proper-

ties with equations (5.14) and (5.21) and with the graphical method from Figure 5.6b

has been made available at https://github.com/OpenFCST/EIS/archive/main.zip.

Because catalyst-layer impedance is frequency-dependent, it is required that experi-

mental data contain frequency of each impedance point. Thus, the fitting cannot be

performed for those spectra in the literature that are reported only as Nyquist plots.

5.3 Results and Discussion

5.3.1 Validation of the Numerical Model

The numerical catalyst-layer model was first validated using the experimental impedance

data measured by Makharia et al. [177] Two catalyst layers were considered, one with

an ionomer-to-carbon weight ratio of 0.8 and another with a ratio of 0.4, both 13-µm-

thick [177]. The respective effective protonic conductivities were obtained from the

reported protonic resistance values using equation (5.10) (assumed by Makharia et al.

in their resistance estimation) and were approximately 13.0 mS/cm and 5.53 mS/cm.
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The volumetric double-layer capacitance was 16.2 F/cm3 [177]. The operating con-

ditions were 80 ◦C, 270 kPa, and 100% RH [177]. The rest of the model inputs were

unchanged. All experimental spectra were corrected by Makharia et al. [177] for the

external inductance and Rcell
HF. Since the catalyst layers were carbon-based, their elec-

tronic conductivity was relatively high, and the correction performed with the whole

measured Rcell
HF did not significantly affect the catalyst-layer impedance.

The simulated and the experimental spectra are compared in Figure 5.7. Only

high-frequency data from reference [177] were considered, as impedance at low fre-

quencies may have been affected by physical phenomena taking place in the cell

components that are not accounted for in the model (for example, mass transport in

gas-diffusion layers). A reasonable agreement was achieved under both H2/O2 and

H2/N2 conditions. Frequency of only a handful of data points was reported in ref-

erence [177]; those points are shown in Figure 5.7 as filled markers (circles, squares,

and diamonds) and are labeled. The points in the simulated spectra that correspond

to the reported frequencies are marked with triangles and stars and are labeled.

The simulated impedance points at 0.1, 1, and 10 kHz were in close proximity of

their experimental counterparts. The discrepancy between the simulated and the ex-

perimental H2/N2 spectra at frequencies around and below 100 Hz may be due to

hydrogen cross-over in the tested cell [173, 174, 586]. As expected, the simulated

H2/N2 spectrum coincided with the H2/O2 spectrum at 5 mA/cm2 in the shown

frequency range.

An additional validation of the numerical model was performed by comparing

the impedance spectra simulated for uniform catalyst layers to the spectra pre-

dicted by equations (5.13) and (5.21) with varied conductivities from Table 5.3. The

H2/O2 spectra computed at 0.01 and 0.1 A/cm2 are shown in Figures 5.8 and 5.9.

In this Chapter, most spectra are reported in four plots for completeness and clarity.

The Nyquist plots are provided in Figures 5.8a and 5.9a; they show the characteris-

tic resistances, such as RCL
HF and RCL

DC. The frequency-content plots in Figures 5.8b
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some minor deviations at frequencies below 10 Hz at 0.1 A/cm2, in alignment with

the limiting condition (5.18). Values of δZ(ω) were below about 2% for frequencies

up to 8 kHz in case V and up to at least 350 kHz in other cases. Discrepancy between

the models increased as frequency approached 10 MHz. This was because of the

diminishing impedance magnitude in cases I–III and V and the larger numerical error

at high frequencies. In case IV, RCL
HF was about 11–12 mΩ · cm2, and δZ(ω) did not

exceed 4%. The relative residual δZ(ω) was lower for case I than for case V that

had swapped electronic and protonic conductivities (Figures 5.8e, 5.9e, and 5.10d).

This was likely due to the different boundary conditions used for the protonic and

electronic potentials (Table 5.1), which affected the numerical error differently in

those two cases.

The agreement between the numerically simulated H2/N2 spectra and those com-

puted with equation (5.21) was good (Figure 5.10). As expected, the high-frequency

H2/N2 spectra in Figure 5.10b resembled those in the H2/O2 spectra at 0.01 A/cm2 in

Figure 5.8c. As in the H2/O2 spectra, the relative residual δZ(ω) in the H2/N2 spec-

tra generally increased as the frequency approached 10 MHz due to the decreasing

impedance magnitude. The value of δZ(ω) was below about 3% at all frequencies in

cases III and IV. It did not exceed 3% for frequencies up to 1 MHz in case I, 550 kHz

in case II, and 5 kHz in case V.

In all of the considered cases, the numerical model was also able to correctly pre-

dict the shape of the high-frequency portion of the spectrum. In agreement with

equation (5.17) and Figure 5.6b, the length of the linear 45◦ branch increased as the

protonic conductivity decreased between cases I and II. When both conductivities

were high (case III), the real-axis projection of the linear branch became negligible

at less than 0.04 mΩ · cm2. For the catalyst layer with poor electron conductivity

(case IV), RCL
HF was about 11.9 mΩ · cm2 and was significant compared to the overall

length of the linear branch. This value was reasonably close to the theoretical result

of 11.3 mΩ · cm2 found from equation (5.15). Due to the sensitivity of RCL
HF to the nu-
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merical error, it is not reported for other parametric cases, where this resistance was

about 0.1 mΩ · cm2 or less. The impedance spectra for cases I and V were visually in-

distinguishable, as these cases reflected two catalyst layers with swapped protonic and

electronic conductivities. This was expected from the discussion of equations (5.24)

and (5.25).

5.3.1.1 Effect of High Current Density

Applicability of the analytical model (5.13) is limited by condition (5.18). As expected

from that condition, discrepancy between the numerical and the analytical predictions

increased as the current density exceeded the validity range of equation (5.13), as

demonstrated in Figures 5.11 and 5.12.

5.3.2 Effect of Multi-Step Kinetics

Depending on the catalyst-layer properties and on the operating conditions, faradaic

processes may take place at frequencies similar to those at which the linear 45◦ branch

is observed, making it difficult to separate faradaic and charge-transport phenom-

ena [436]. The frequency and the current density at which the linear impedance

branch becomes independent of the faradaic processes (and thus of the reaction

mechanism) was estimated analytically and numerically for PEMFCs operating under

H2/O2 conditions.

The analytical estimation given next was inspired by the discussion in reference [436].

The characteristic angular frequency of a charge-transport process can be approxi-

mated as a reciprocal of the characteristic time constant τ = RC [55, 56] of a parallel

RC circuit consisting of a double-layer capacitor and an ohmic resistor with resistance

equal to the sum of the protonic and electronic resistances in equation (5.17):

ωΩ =
3σeff

H+σeff
e−(︁

σeff
H+ + σeff

e−

)︁
CdlL2

. (5.30)

Note that this frequency represents the lower bound of the charge-transport-frequency

estimate (that is of interest in this analysis), as it is lower than the characteristic
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frequency of parallel RC circuits with purely protonic resistance of a CL, purely elec-

tronic resistance of a CL, or resistance equal to RCL
DC−RCL

HF. Similarly, the characteris-

tic frequency of a faradaic process can be estimated using charge-transfer resistance.

As shown in Appendix C, the latter is given by Rct = b/ (i0AvL) when η ≈ 0 and

by Rct = b/i in the Tafel regime (the latter appears in equation (5.16)). The two

respective estimates are

ωct =
i0Av

bCdl

(5.31)

and

ωct =
i

bCdlL
. (5.32)

For the 45◦ branch to be free of the faradaic effects, ωΩ must be sufficiently larger

than ωct and impedance must be measured at a frequencies that satisfy the following:

ω > ωΩ ≫ ωct. (5.33)

This results in an upper limit of the recommended operating current density:

i ≪ iHF = ωΩbCdlL. (5.34)

For the catalyst-layer properties given in Table 5.2 and electrical and protonic conduc-

tivities of 3.79 S/cm and 2 mS/cm, respectively (case I from Table 5.3), fΩ = ωΩ/(2π)

is 87.3 Hz and iHF is 0.811 A/cm2. Similar or less strict estimates were obtained for

other cases considered in this Chapter except for case III, where protonic conductivity

was significantly higher than that in Nafion®-based CLs; in that case, fΩ was 57.2 kHz

and iHF was 531 A/cm2. Therefore, in general, charge-transport characterization of

Nafion®-based PEMFC and PEMWE catalyst layers via EIS should be performed

either under H2/O2 conditions at or below 10 mA/cm2 or under H2/N2 conditions;

the applied frequency range should exceed 1 kHz.

Spectra simulated for case I from Table 5.3 using Tafel kinetics (equation (2.52))

and double-trap kinetics (equation (2.51)) were compared (Figure 5.13). The fre-

quency at which impedance became independent of the faradaic effects was esti-

mated as the frequency at which the spectra computed with the two kinetic models
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5.3.3 Assessment of the Analytical Models for Uniform Cat-
alyst Layers

Analytical models for estimating catalyst-layer charge-transport properties were dis-

cussed in detail in Section 5.2. The corresponding impedance expressions are mathe-

matically valid under the simplifying assumptions used in their derivation: low current

for all models [177, 182, 183] and high effective electronic conductivity for the models

by Eikerling and Kornyshev [183] and Makharia et al. [177]. In this Section, the dis-

crepancy in the relationships between the ohmic resistance and effective conductivity

of a catalyst layer (equations (5.10) and (5.17)) is addressed with the help of the

ohmic-heating-based CL resistance computed in the numerical model. Additionally,

the impact of using the analytical models beyond their applicability limitations on

the fitted charge-transport properties is illustrated.

5.3.3.1 H2/O2 Spectroscopy

The numerical H2/O2 spectra simulated at 0.01, 0.1, 0.5, and 1 A/cm2 (Figures 5.8,

5.9, 5.11, and 5.12) were analyzed with equations (5.12) and (5.14) using the method-

ology discussed earlier (equation (5.13) was reduced to equation (5.14) due to no

oxygen-transport limitations). In case of equation (5.14), conductivities were fitted

and then converted into resistances using equation (5.17). The fitted protonic and

electronic resistances are given in Table 5.4 along with those resistances computed

in the numerical model via ohmic heating (equations (2.156) and (2.157)). The R2

of the fitting was at least 0.999. No resistance is reported in case III as it was not

possible to achieve a reliable fit due to the significant effect of the numerical error (up

to 1 mΩ · cm2 by the order of magnitude) on the small high-frequency branch (less

than 0.04 mΩ · cm2 in the real component). Plots of the fitted spectra can be found

in Figures 5.14 and 5.15.

Table 5.4 shows that the protonic resistance fitted with equation (5.14) closely

matched the numerical estimate (which has the meaning of the resistance necessary
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Table 5.4: Catalyst-layer protonic and electronic resistances fitted to the H2/O2 spec-
tra using equations (5.12) and (5.14) along with those resistances estimated via ohmic
heating with equations (2.156) and (2.157). In case of equation (5.14), conductivities
were fitted and then converted into resistances using equation (5.17). Two resistance
pairs given in case V for equation (5.14) resulted in similar, within 10−12, residuals
(resistance corresponding to the smaller residual is given first).

Case
REKM

H+REKM
H+REKM
H+ , mΩ · cm2

(Fit,
Eq. (5.12))

RK
H+RK
H+RK
H+ , mΩ · cm2

(Fit,
Eq. (5.14))

RK
e−

RK
e−RK
e− , mΩ · cm2

(Fit,
Eq. (5.14))

Reff
H+Reff
H+Reff
H+ , mΩ · cm2

(Est.,
Eq. (2.156))

Reff
e−

Reff
e−Reff
e− , mΩ · cm2

(Est.,
Eq. (2.157))

0.01 A/cm2

I 226 75.0 0.0414 74.6 0.0398

II 452 150 0.0437 149 0.0399

IV 182 75.0 3.96 74.6 3.98

V 231 75.3, 0.139 0.139, 75.3 0.0398 74.6

0.1 A/cm2

I 225 75.0 0.0423 71.4 0.0413

II 449 150 0.0440 136 0.0430

IV 187 74.9 3.99 71.6 4.12

V 228 0.148, 75.2 75.2, 0.148 0.0413 71.4

0.5 A/cm2

I 224 74.8 0.0483 59.4 0.0476

II 448 150 0.0474 97.2 0.0542

IV 192 74.1 4.05 60.2 4.70

V 222 0.194, 74.4 74.4, 0.194 0.0476 59.4

1 A/cm2

I 224 74.5 0.0551 48.6 0.0542

II 447 149 0.0515 70.6 0.0640

IV 189 73.1 4.10 49.9 5.30

V 220 0.226, 73.4 73.4, 0.226 0.0543 48.5
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poor electronic-resistance fits will be discussed shortly.

The two resistance values obtained in case V correspond to the two search regions

used in the fitting: the first region corresponded to the exact conductivities used in

the simulations and the second region covered the swapped conductivities (i.e., those

from case I). The fitting residuals at the two optimum points were nearly the same

(within 10−12), as expected from the discussion of equations (5.24) and (5.25). This

means that the assignment of the fitted charge-transport properties to one of the two

conductive phases of a CL is not possible without knowing which of the phases is

more conductive.

Deviation between the analytical fits and the numerical resistance increased with

current density. The numerical model showed a gradual decrease in the protonic

resistance and a gradual increase in the electronic resistance (in cases I, II, and

IV; vice versa in case V) as more and more current was produced at the catalyst-

layer/membrane interface (or at the CL-PTL interface in case V; Figure 5.16), af-

fecting the travel distance of protons and electrons. This was not captured with

the analytical equations (5.12) and (5.14), which are limited to low current (see Sec-

tion 5.2).

The conductivity values corresponding to the resistances from Table 5.4 are listed

in Table 5.5. In case of equation (5.12), the fitted resistance was converted into con-

ductivity using equation (5.10). Both analytical models (5.12) and (5.14) produced

reasonably good conductivity estimates for the less conductive phase at all current

densities. Therefore, these models can be used to estimate effective CL conductiv-

ity even beyond their low-current applicability limitations (note this is not the case

for ohmic resistance). However, the analytical models discussed here should only be

applied to experimental data measured at relatively low current due to the nonunifor-

mities that develop in the CL operating at high current, such as nonuniform current

density and ionomer hydration (and thus nonuniform protonic conductivity). Anal-

ysis of the impedance spectra of nonuniform CLs is performed later in this Chapter
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and can also be found in references [173, 404, 405, 438, 576, 577].

The conductivity results in Table 5.5 indicate that equation (5.12) can be used to

extract the lower of the two conductivities from the impedance spectrum, despite the

resistance overestimation, as long as equation (5.10) is used for the conversion. It

is worth noting that conductivity estimated using EIS is reported less often in the

literature than resistance (some examples are references [120, 122, 174, 184, 185, 190,

196, 421, 423, 426]).

Contour plots of the fitting residuals obtained with equation (5.14) are shown in

Figure 5.17. The fitted and the exact conductivities are marked with the solid red

and the hollow black markers, respectively, and their labels indicate the corresponding

residuals. The residual computed with the exact conductivities was higher due to the

numerical error in the simulations. In cases I and II, the simulated catalyst layer was

highly electronically conductive, and the residual plots contain a range of electronic

conductivities with relatively low residual values. Both protonic and electronic con-

ductivities were low in case IV, and each residual graph has a unique optimum point.

Two search regions are shown for case V, with region 1 neighboring the conductivities

used in the EIS simulation and region 2 neighboring the mirrored conductivities. As

expected, the residual plots of the mirrored case V were qualitatively similar to those

in case I. These results indicate the low sensitivity of catalyst-layer impedance to the

highest-conductivity phase. As a result, the quality of the fits obtained with equa-

tion (5.14) for the more conductive phase was relatively poor in Tables 5.4 and 5.5.

5.3.3.2 H2/N2 Spectroscopy

The catalyst-layer charge-transport properties were extracted from the simulated

H2/N2 spectra shown in Figure 5.10 using the two graphical approaches illustrated in

Figure 5.6 and by fitting equations (5.12), (5.19), and (5.21). The R2 of the fits was

at least 0.999. Plots of the fitted spectra are provided in Figures 5.18 and 5.19.

In this case, the ohmic-heating-based approach to estimating the ohmic resistance
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Table 5.5: Catalyst-layer protonic and electronic conductivities fitted to the
H2/O2 spectra using equations (5.12) and (5.14) along with the exact conductivities
from Table 5.3. In case of equation (5.12), resistance was fitted and then converted
into conductivity using equation (5.10). Two conductivity pairs given in case V for
equation (5.14) resulted in similar, within 10−12, residuals (conductivity correspond-
ing to the smaller residual is given first).

Case
σEKM
H+σEKM
H+σEKM
H+ , mS/cm

(Fit, Eq. (5.12))
σK
H+σK
H+σK
H+ , mS/cm

(Fit, Eq. (5.14))
σK

e−
σK

e−
σK

e−
, mS/cm

(Fit, Eq. (5.14))

σeff
H+σeff
H+σeff
H+ , mS/cm

(Model input,
Table 5.3)

σeff
e−

σeff
e−σeff
e− , mS/cm

Model input,
(Table 5.3)

0.01 A/cm2

I 1.99 2.00 3622 2.00 3788

II 0.996 1.00 3431 1.00 3788

IV 2.47 2.00 37.9 2.00 37.9

V 1.95 1.99, 1076 1076, 1.99 3788 2.00

0.1 A/cm2

I 2.00 2.00 3544 2.00 3788

II 1.00 1.00 3411 1.00 3788

IV 2.41 2.00 37.6 2.00 37.9

V 1.98 1011, 1.99 1.99, 1011 3788 2.00

0.5 A/cm2

I 2.01 2.01 3109 2.00 3788

II 1.00 1.00 3167 1.00 3788

IV 2.34 2.02 37.0 2.00 37.9

V 2.02 771, 2.01 2.01, 771 3788 2.00

1 A/cm2

I 2.01 2.01 2720 2.00 3788

II 1.01 1.00 2913 1.00 3788

IV 2.38 2.05 36.6 2.00 37.9

V 2.04 664, 2.04 2.04, 664 3788 2.00
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Table 5.6: Catalyst-layer protonic and electronic resistances and conductivities fitted to the H2/N2 spectra using
the two graphical approaches illustrated in Figure 5.6 and equations (5.12), (5.19), and (5.21), along with the
reference resistances computed with equation (5.17) and the exact conductivities (model input). In case of
equations (5.12) and (5.19), resistance was fitted and then converted into conductivity using equation (5.10).
In case of equation (5.21), conductivities were fitted and then converted into resistances using equation (5.17).
The modified graphical approach from Figure 5.6b resulted in two equally valid pairs of protonic and electronic
resistances/conductivities. Two resistance/conductivities pairs given in case V for equation (5.21) resulted in
similar, within 10−12, residuals (resistance/conductivity corresponding to the smaller residual is given first).

Case

REKM
H+REKM
H+REKM
H+ ,

mΩ · cm2

(Fit,
Fig. 5.6a)

RK
H+RK
H+RK
H+ ,

mΩ · cm2

(Fit,
Fig. 5.6b)

RK
e−

RK
e−RK
e− ,

mΩ · cm2

(Fit,
Fig. 5.6b)

REKM
H+REKM
H+REKM
H+ ,

mΩ · cm2

(Fit,
Eq. (5.12))

REKM
H+REKM
H+REKM
H+ ,

mΩ · cm2

(Fit,
Eq. (5.19))

RK
H+RK
H+RK
H+ ,

mΩ · cm2

(Fit,
Eq. (5.21))

RK

e−
RK

e−
RK

e−
,

mΩ · cm2

(Fit,
Eq. (5.21))

RK
H+RK
H+RK
H+ ,

mΩ · cm2

(Est,
Eq. (5.17))

RK
e−

RK
e−RK
e− ,

mΩ · cm2

(Est,
Eq. (5.17))

I 226 75.5, 0.0271 0.0271, 75.5 218 216 72.6 0.0533 75 0.0396

II 453 151, 0.0224 0.0224, 151 437 434 145 0.0497 150 0.0396

IV 227 75.6, 3.89 3.89, 75.6 162 180 71.8 3.97 75 3.96

V 231 75.3, 0.490 0.490, 75.3 207 212 72.5, 0.319 0.319, 72.5 0.0396 75

Case

σEKM
H+σEKM
H+σEKM
H+ ,

mS/cm
(Fit,

Fig. 5.6a)

σK
H+σK
H+σK
H+ ,

mS/cm
(Fit,

Fig. 5.6b)

σK
e−

σK
e−σK
e− ,

mS/cm
(Fit,

Fig. 5.6b)

σEKM
H+σEKM
H+σEKM
H+ ,

mS/cm
(Fit,

Eq. (5.12))

σEKM
H+σEKM
H+σEKM
H+ ,

mS/cm
(Fit,

Eq. (5.19))

σK
H+σK
H+σK
H+ ,

mS/cm
(Fit,

Eq. (5.21))

σK
e−

σK
e−σK
e− ,

mS/cm
(Fit,

Eq. (5.21))

σeff
H+σeff
H+σeff
H+ ,

mS/cm
(Model input,
Table 5.3)

σeff
e−

σeff
e−σeff
e− ,

mS/cm
(Model input,
Table 5.3)

I 1.99 1.99, 5526 5526, 1.99 2.06 2.08 2.07 2812 2.00 3788

II 0.993 0.993, 6707 6707, 0.993 1.03 1.04 1.03 3020 1.00 3788

IV 1.98 1.98, 38.6 38.6, 1.98 2.77 2.50 2.09 37.8 2.00 37.9

V 1.95 1.99, 306 306, 1.99 2.18 2.13 2.07, 470 470, 2.07 3788 2.00
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conductivity estimates obtained with equation (5.21) and the corresponding graphical

method were not as accurate for the more conductive phase (to which catalyst-layer

impedance is less sensitive). Contour plots of the fitting residuals obtained with equa-

tion (5.21) are shown in Figure 5.21. As it was the case for H2/O2 spectra, sensitivity

of H2/N2 spectra to the highest-conductivity phase was low.

5.3.4 Effect of Nonuniform Ionomer Loading

5.3.4.1 Polarization and Ohmic-Resistance Curves

Before the impedance spectra of nonuniform catalyst layers were analyzed, some

insight on the resistance-conductivity relationship was gathered by performing DC

polarization-curve simulations. The voltage-current relationships of the catalyst lay-

ers described in Figure 5.1 are shown in Figure 5.20a. The catalyst-layer performance

simulated in this work was relatively low and close to the performance of a whole cell

(cf. references [298, 328]) due to the chosen kinetic parameters. This, however, had

no effect on the generality of the results and conclusions of this Chapter that was

focused on charge transport. The performance of a graded catalyst layer was higher

when the zone located closer to the membrane was more conductive than all or most

of the other zones (the “Decreasing” and the “Local minimum” cases). Gerteisen [404]

reported a similar effect of the conductivity distribution in a CL.

Additional information can be obtained from the ohmic-heating analysis. The com-

puted effective ohmic resistances are plotted in Figures 5.20b and 5.20c. In all cases,

similar protonic resistances were observed at current densities above 10 A/cm2, while

the electronic resistances converged as current densities decreased below 0.1 A/cm2.

This was due to the changing current-density distribution within the catalyst layer

(Figures 5.22a–d) that affected the travel distances of protons and electrons.

Interestingly, the protonic resistance converged to different values in each case as

current density tended to zero (Figure 5.20b). Those limiting values are provided

in Table 5.7 and are accompanied with the analytical estimates obtained from equa-
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Table 5.7: Comparison of the ohmic-heating based protonic resistance computed
at 0.1 mA/cm2 using equation (2.156) to the analytical estimates obtained from
equation (5.17) via the three methods explained in the text.

Distribution
Reff

H+Reff
H+Reff
H+ , mΩ · cm2

(Eq. (2.156))

RK
H+RK
H+RK
H+ , mΩ · cm2 (Eq. (5.17))

Method a) Method b) Method c)

Uniform 75.3 75.0 75.0 75.0

Decreasing 47.9 59.7 120 598

Increasing 208 59.7 120 598

Local maximum 100 64.0 91.6 458

Local minimum 95.7 66.4 110 550

tion (5.17) with the following three methods: a) averaging the protonic conductivity

in the catalyst layer and then applying equation (5.17); b) averaging the resistances

calculated for each zone; and c) summing the resistances of all zones due to the series

connection. The ohmic-heating-based resistance was in agreement with the analytical

estimate found from equation (5.17) only in the case of the uniform ionomer distri-

bution. When the protonic conductivity varied in the catalyst layer, the effective

protonic resistance significantly differed from the analytical estimates. This means

that equation (5.17) cannot be used for nonuniform CLs, even if the layer consists of

multiple uniform sublayers.

To explain why the resistance-conductivity relationship (5.17) does not hold, the

protonic-potential distributions were analyzed (Figures 5.22e–h). If the catalyst layer

had only one conductive phase, its potential distribution would have been linear.

Because it has two conductive phases, each of which terminates at one of the bound-

aries, the potential distribution is nonlinear even in the uniform case. It turns out

that the shape of this distribution is such that equation (2.156) gives L/
(︁
3σeff

H+

)︁

only for uniform catalyst layers and at low current. As current density increased,

the shape of the potential distribution started to change (Figure 5.23). Since equa-

tions (2.156) and (2.157) do not capture this effect, their estimates deviated from the
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was always shorter than the total ohmic resistance. Moreover, the junction point that

indicates the total ohmic resistance may be located on a capacitive arc, as observed in

the “increasing” and the “local-maximum” ionomer-distribution cases in Figures 5.26a

and 5.27a. At 1 A/cm2, all catalyst layers exhibit seemingly similar high-frequency

impedance, while their ohmic resistances vary significantly (Figure 5.20b). Therefore,

no conclusions on the catalyst-layer charge-transport properties should be made from

the qualitative comparison of the high-frequency spectra alone.

5.3.4.3 H2/N2 Spectroscopy

The H2/N2 spectra that correspond to the catalyst layers considered in the previous

Section are shown in Figure 5.28. Unlike the H2/O2 spectroscopy, H2/N2 EIS allows

to unambiguously determine the total ohmic resistance of the catalyst layer from the

position of the linear low-frequency impedance branch (at frequencies below 1–10 Hz),

as seen in Figures 5.28a and 5.28b. However, the protonic and electronic conductiv-

ities of a nonuniform catalyst layer cannot be determined from the impedance spec-

trum, as equation (5.17) does not hold even at the zero-current limit (Figure 5.20 and

Table 5.7). The impedance spectra simulated for a catalyst layer with nonuniform

ionomer loading and low electronic conductivity (for case IV from Table 5.3; shown

in Figure 5.29) were qualitatively similar to those obtained with higher electronic

conductivity. It must be noted that, when RCL
HF is significant (as in this case), the

reported phase angle, computed based on the RCL
HF-corrected spectra and having the

meaning of the slope of the linear branch at high frequencies, is different from the

phase angle of the impedance (i.e., the voltage-current phase shift).

5.3.5 Effect of Nonuniform Active Area and Double-Layer

Capacitance

The effect of catalyst distribution was analyzed by considering a graded catalyst layer

with nonuniform active area and double-layer capacitance illustrated in Figure 5.2.

All other catalyst-layer properties were taken from the uniform case I. The simu-
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of the ACL and the CCL. The spectra were corrected for the ohmic resistance of the

membrane and the gas-diffusion layers (computed through ohmic heating) prior to

the fitting. Residual of both fits (equation (5.26)) was below 0.01, and R2 was at least

0.9999. The fitted protonic conductivity was 2.23 mS/cm for the case with high ACL

protonic conductivity and 2.22 mS/cm for the case with high ACL active area. Both

fitted conductivities were close to the exact average effective protonic conductivity of

the CCL, 2.27 mS/cm. Effective electronic conductivity was fitted to be 1.54 S/cm

in the case with a highly conductive ACL and 0.91 S/cm in the case with a high-

active-area ACL. These values were significantly different from the exact one, about

3.79 S/cm, due to the low sensitivity of the CL impedance to the relatively high

effective electronic conductivity. This illustrates the applicability of equation (5.14)

to estimating CCL proton-transport properties when a PEMFC spectrum is free of

anodic effects. Electron-transport properties can also be extracted, as shown earlier,

if electronic conductivity is not significantly higher than protonic conductivity.

5.4 Conclusions

A one-dimensional transient numerical model was used to generate impedance spec-

tra of PEMFC catalyst layers (under H2/O2 and H2/N2 conditions) and PEMWE

catalyst layers (under H2/N2 conditions) with known electronic and protonic conduc-

tivity. The simulated spectra and the estimated ohmic-heating-based resistance were

used to assess the validity of the analytical expressions proposed in the literature

for estimating effective catalyst-layer charge-transport properties under a variety of

conditions, such as multi-step kinetics, nonuniform ionomer and active-area distribu-

tions, and strong anodic effects (a two-dimensional PEMFC model was used in the

latter study).

Based on this Chapter, the following recommendations can be given for the estima-

tion of the catalyst-layer charge-transport properties via EIS. Under the H2/O2 oper-

ating conditions, equation (5.14) should be chosen over equation (5.12) for fitting as
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the former allows to simultaneously estimate the proton- and electron-transport prop-

erties and does not overestimate the ohmic resistance. Ohmic resistance and effective

conductivity are related with equation (5.17). While the conductivity estimation is

reasonably accurate at any current density (Table 5.5), a reliable ohmic-resistance

measurement is only possible at low current densities confined by equation (5.18). If

one of the catalyst-layer conductivities is known (for example, from a four-probe mea-

surement [120, 412, 415]), the other one can be found from RCL
HF using equation (5.15)

(after a correction of Rcell
HF for other cell components). Additionally, the ORR kinetic

study performed in this work indicates that the catalyst-layer charge-transport char-

acterization should only be performed at low current density and at sufficiently high

frequencies to avoid the propagation of the faradaic effects to the frequencies of inter-

est. If the order of magnitude of the catalyst-layer conductivities can be estimated,

the required minimum frequency and the maximum applicable current density can be

found from equations (5.33) and equation (5.34), respectively.

The H2/N2 spectroscopy is more commonly used in the literature for the charge-

transport characterization as it allows for better control of the local relative humidity

and temperature due to the absence of faradaic reactions in the working electrode.

Equations (5.12) and (5.19) can be used to analyze the H2/N2 spectra, but equa-

tion (5.21) should be preferred as it has the same advantages as equation (5.14) in

the H2/O2 case, e.g., the ability to estimate both electronic- and protonic-transport

properties, which is important in case of PEMWE ACLs that may exhibit low elec-

tronic conductivity. If the vertical low-frequency branch is present in the measured

H2/N2 spectrum, a simple graphical approach can be used to extract the protonic

and electronic conductivities (Figure 5.6b and equations (5.24) and (5.25)). The

respective ohmic resistances can then be accurately calculated with equation (5.17).

As discussed in Section 5.3.3, catalyst-layer impedance is less sensitive to the more

conductive phase. If one of the conductivities is significantly higher than the other,

the obtained charge-transport properties may not be as accurate as those for the less
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conductive phase (Tables 5.4 and 5.5). Moreover, two pairs of conductivities (and thus

two pairs of ohmic resistances) satisfy the same impedance spectrum (equations (5.24)

and (5.25)). Assignment of the extracted property to a given phase is not possible

without knowing which phase is more conductive.

If the spectrum deviates from the ideal 45◦ line at high frequencies after the induc-

tance correction (performed via either equivalent-circuit fitting [2, 177] or short-circuit

measurements [587]), the observed impedance may signify catalyst-layer nonunifor-

mity [173, 175, 178, 404, 405, 414, 422, 438, 576, 577]. This nonuniformity may be

caused either by the structural properties of the layer, such as the ionomer and active-

area distributions, or by the nonuniform hydration and degradation. Other hypoth-

esized reasons include complex pore structure [178, 186, 414, 422, 574], nonuniform

pore- and particle-size distribution [574], nonuniform CL thickness [175, 178], and

additional double-layer capacitance of the ionomer-carbon and ionomer-water inter-

faces [436]. Even though analytical [405, 436, 576] and equivalent-circuit [175] models

exist that account for some of the aforementioned factors, they either were designed

for a specific type of nonuniformity [175, 405, 576] and are not general, or represent a

catalyst layer as a single pore [436], which is not accurate. Therefore, catalyst-layer

conductivity cannot be reliably extracted from the spectrum with a distortion at fre-

quencies between 10 Hz–10 kHz. However, total ohmic resistance can be estimated

from H2/N2 measurements as long as the vertical impedance branch is observed at

frequencies below 1–10 Hz (Figures 5.28 and 5.29).

Catalyst-layer nonuniformity has been hypothesized [174, 184, 188, 414, 420, 438,

577, 586] to also induce a deviation from the low-frequency 90◦ slope in the H2/N2 spec-

tra [120, 124, 126, 174, 175, 184, 185, 188, 189, 196, 413, 414, 417–422, 429, 438, 586,

588]. However, it has been shown in this work and in references [173, 175] that

the 90◦ branch is observed even in catalyst layers with nonuniform distributions of

conductivity, active area, and double-layer capacitance. Therefore, the commonly

observed distortion of the H2/N2 impedance spectra at frequencies below 1–10 Hz
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is likely due to other phenomena, such as hydrogen crossover [173, 174, 586, 588],

oxygen traces in the cathode stream [422, 586], and specific adsorption of sulfonate

groups (from the ionomer) on platinum [586]. The resulting faradaic processes can-

not be described with equations (5.19) and (5.21) or with the respective graphical

methods, and equations (5.12) and (5.14) should be used instead.

It has been shown in this work that uniformity of the catalyst layer in the working

electrode is necessary but not sufficient for the spectrum to contain the 45◦ branch.

Significant faradaic and ohmic effects of the reference electrode (e.g., ACL in PEM-

FCs) may also distort the spectrum and obstruct its analysis with analytical models.

Nonuniformity in ionomer loading, nonuniformity in active area, and strong effects

of the reference electrode all lead to similar changes in the shape of the spectrum at

frequencies above 5 Hz, and no conclusions on the working-electrode structure can

be made. This highlights the importance of advanced mathematical modeling in the

interpretation of experimental PEMFC and PEMWE impedance spectra.
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Chapter 6

A Transient,
Pore-Size-Distribution-Based
Model for the Analysis of the
Two-Phase Water Transport in
Fuel Cells1

Water management is crucial for achieving high performance of PEMFCs. On the one

hand, the electrolyte (Nafion®) needs to be kept well hydrated to support its protonic

conductivity [116, 117]. On the other hand, liquid water that is either produced in

the ORR or condensed in the cell needs to be removed in order to avoid reactant

starvation and performance loss. A number of pore-size-distribution-based fuel-cell

models have been proposed in the literature to account for the microstructure of the

porous MEA components when computing their liquid-transport properties [26–28,

34, 35, 39, 276, 282, 305, 342]. However, stationary operation was assumed in those

models while, as discussed in Chapter 1, accumulation and removal of liquid water

is, most likely, a dynamic process [50, 112, 157, 221, 274, 289, 459–462]. Transient

PSD-based models were developed by Balliet and Newman [266–268] and Goshtasbi

1Parts of this chapter are based on the following upcoming publication:

1. A. Kosakian, F. Wei, S. Jung, J. Zhou, A. Punia, J. Liu, and M. Secanell, “A transient,
pore-size-distribution-based model for the analysis of the two-phase water transport in fuel
cells,” (in preparation).

Author contributions are detailed in the Preface of this thesis and in the text of this Chapter.
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et al. [157], but the effect of the pore-size distributions on the cell performance was

not analyzed.

A transient two-phase PSD-based PEMFC model was developed in Chapter 2 to

study how the microstructure of the MEA components translates into their trans-

port properties and into the cell performance in the presence of liquid water. In this

Chapter, the model predictions are compared with experimental data, and parametric

studies are performed to understand the impact of the liquid-water breakthrough at

the GDL-channel interface, the evaporation rate, the wettability of the MEA compo-

nents, and the CCL catalyst loading on the dynamic two-phase fuel-cell performance.

6.1 Mathematical Model

The transient two-phase PEMFC model used in this Chapter is the one described in

Chapter 2. The governing equations of the model were summarized in Section 2.1.2.7

and are not repeated here. The computational domain represented a through-the-

channel cross-section of a fuel cell and was similar to the one used in Chapter 4

(Figure 4.1).

6.1.1 Initial and Boundary Conditions

Before each transient simulation, equations (2.54)–(2.60) were solved at steady state

at the voltage that corresponded to the starting point of the experimental measure-

ments, 0.8–0.9 V. The obtained solution was then used as an initial condition in the

transient model with which the polarization-curve simulations were performed.

The boundary conditions are provided in Table 6.1, where the quantities with a zero

superscript were computed based on the operating conditions as discussed in refer-

ence [262]. At the GDL-channel interface of each electrode, a boundary condition was

imposed that described the experimentally observed [112, 459–461] dynamic liquid-

water accumulation and drainage from the cell. At the beginning of each transient

simulation, a no-flux condition was used at the whole interface. When the capillary

269



Table 6.1: Boundary conditions in the two-phase PEMFC model.

Solution
variable

AGDL-channel AGDL-land CGDL-channel CGDL-land Symmetry

xO2
no flux no flux xO2

= x0
O2

no flux no flux

xwv xwv = x0
wv,a no flux xwv = x0

wv,c no flux no flux

φH+ no flux no flux no flux no flux no flux

φe− no flux φe− = 0 no flux φe− = Vcell(t) no flux

λ no flux no flux no flux no flux no flux

T κeff∇T ·nnn = 0 T = T 0 κeff∇T ·nnn = 0 T = T 0 no flux

pc no-flux or (6.1) no flux no-flux or (6.1) no flux no flux

pressure reached the breakthrough value, pc, bt, at some interface locations, liquid

water was allowed to leave the cell by imposing the following boundary condition at

those locations:

vvvlw · nnn = −ρlwκlw

µlw

∇pc · nnn = kl, out
pc − pc, eq

p0
, (6.1)

where kl, out is a rate constant in g/ (cm2 · s), p0 = 1 Pa [34, 276] is an arbitrary

constant, and pc, eq is the equilibrium capillary pressure at the GDL-channel interface

when kl, out → ∞. At the boundary locations where the capillary pressure decreased

to the given minimum value, pc,min, a no-flux condition was imposed again, and water

was allowed to accumulate until the next breakthrough took place.

Condition (6.1) was applied in both electrodes only in the transient simulations. It

was only applied in the cathode in the steady-state simulations, and a Dirichlet condi-

tion was used on the anode side to numerically pin the solution so that the capillary-

pressure distribution that satisfies the given boundary conditions was unique. A

steady-state solution could not be reached with the boundary condition (6.1) imposed

in both anode and cathode. Since the steady-state simulations were only performed

at low current density, a constant capillary pressure of −50 MPa, corresponding to

zero saturation, was set at the AGDL-channel interface.
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6.1.2 Model Inputs

6.1.2.1 Cell Properties

The physical cell simulated in this Chapter was similar to the one described in Chap-

ter 4, and most of the model inputs were identical to those provided in Section 4.1.3.

However, some of the model inputs were modified to reflect the changes in the cell

design. Bipolar plates with a single straight channel were used to minimize the chan-

nel blockage with liquid-water droplets, and a smaller MEA was designed for the new

flow-field geometry. The dimensions of the new cell2 and the operating conditions

are provided in Table 6.2. The operating temperature and RH were set to 60 ◦C,

90% RH so as to elucidate the effects of liquid-water accumulation. Additionally,

some model inputs were changed to account for liquid water and to achieve a better

agreement with the experimental polarization curves and HFR measurements. Those

parameters are given in Table 6.3 and are explained next. As it will be discussed later,

a number of parameters governing liquid-water transport in fuel cells are unknown;

their calibration with the in-house fuel-cell measurements is currently in progress.

The effective diffusion coefficient for the CLs and the MPLs was computed with

equation (2.70). To compute the effective diffusivity in the GDLs, equation (2.71)

was used, where parameters µ = 2.76 and µ = 1.22 were chosen that result, respec-

tively, in the through-plane and in-plane dry diffusibility (the ratio of the effective

diffusivity to its bulk value when s = 0) of 39BA GDLs (similar in structure to 29BA

GDLs) that was recently measured in-house [215]: 0.414 ± 0.040 and 0.602 ± 0.005,

respectively. Constants γ = 2.77 and γ = 1.58 of equation (2.71) were found by

fitting, respectively, the through-plane and in-plane diffusivity ratios of the partially

saturated and dry SGL 39BA GDLs reported by Jung [212] with the least-squares

2Symmetry (no-flux) conditions are imposed in the model a the center of the channel and the
center of the land. Since the physical cell had only one channel, twice the land width was used in the
model to impose the no-flux (symmetry) conditions at the computational-domain boundaries that
corresponded to the edges of the physical MEA. The dimensions of the physical cell are discussed
later in this Chapter.
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Table 6.2: Operating conditions and geometrical properties.

Property Value Details

Operating conditions

Temperature, K 333.15 Controlled

Pressure, kPa 140 (anode), 145 (cathode) Controlled

RH 0.9 Controlled

Cell geometry

Land width, µm 2180 Measured (optical microscope)

Channel width, µm 820 Measured (optical microscope)

MEA area, cm2 0.9 Controlled (inkjet printing)

Table 6.3: Model inputs for the catalyst layers.

Property Value/expression Details

Thickness, µm 2.8 Table 4.4

Active area,
cm2

Pt/cm
3
CL

143,000 Measured
(cyclic voltam-
metry)

Volumetric
double-
layer capaci-
tance, F/cm3

43 Measured
(cyclic voltam-
metry)

Effective gas
diffusivitya

Deff =

⎧
⎨
⎩
D

(︂
εp(1−s)−0.05

0.95

)︂1.9

, εp(1− s) ≥ 0.05

0, 0 < εp(1− s) < 0.05
[130, 131]

Portion of the
ORR water
produced in the
ionomer phase

ξ = 0.4 This workb

ICCP oxygen-
dissolution rate
constant, m/s

kO2 = 1.3 · 10−3 This workc

a Equivalent to the diffusivity used in Chapter 4 at s = 0.
b Estimated based on the simulated and experimental HFR data.
c Estimated based on the simulated and experimental limiting current density with 1% oxygen.

algorithm from SciPy [486] (R2 of the fit was at least 0.9998, the root-mean-square
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residual was less than 7.3 · 10−3).

The rates of water condensation and evaporation in the source/sink term (2.23) are

generally unknown. Zenyuk et al. [209] reported the rate of liquid-water evaporation

in the SGL 10BA and 24BA GDLs reconstructed with the X-ray computed tomogra-

phy to be 10−6–10−4 mol/(cm2 · s) by the order of magnitude. The evaporation rate

was shown to increase with temperature and to decrease with an increase in RH [209].

Based on these results and on the additional parametric studies performed with their

steady-state two-phase PEMFC model, Zhou et al. [34] estimated the evaporation

rate, assumed the same in all the porous MEA layers, to be 2 · 10−4 mol/(cm2 · s) at

60 ◦C, 90% RH. The condensation rate was found to be 2 ·10−2 mol/(cm2 ·s) [34]. The

same condensation rate was assumed in the transient two-phase PEMFC model used

in this Chapter. However, the evaporation rate reported by Zhou et al. [34] resulted in

negligible liquid-water accumulation, and a ten times lower rate, 2 ·10−5 mol/(cm2 ·s),

was assumed in this thesis. Parametric studies on the effect of the liquid-water phase-

change rates were performed and will be discussed later in this Chapter.

As it was discussed in Chapter 2, liquid-water uptake by the polymer electrolyte

was approximated in this work by assuming that a portion of the ORR product wa-

ter was directly absorbed by the ionomer phase of the CCL. Typically, more liquid

water is produced at lower temperature and at higher relative humidity. Therefore,

the fraction of the ORR produced in the ionomer, ξ, was set to 0.4 at the considered

operating conditions of 60 ◦C, 90% RH. These parameters were chosen so that the

simulated HFR (the ohmic resistance of the membrane and of the electronically con-

ductive components computed with equations (2.156) and (2.157)) would be closer

to the experimental data.

The dissolution-rate constant in the ICCP sub-model, kO2 (equation (2.8)), was also

modified. It was assumed in Chapter 4 to be independent of the operating conditions.

However, the experimental data by Shukla et al. [125] and Kudo et al. [325] suggest

that the local oxygen-transport resistance in the catalyst layers decreases with an
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increase in temperature and RH. Therefore, kO2 should increase with temperature

and RH. As in Chapter 4, the updated value of the oxygen-dissolution rate constant

was obtained by performing a parametric study on kO2 and comparing the model

predictions with the polarization curves measured with 1% oxygen in the cathode

stream. The resulting dissolution rate was 1.3 · 10−3 m/s.

The effective volumetric heat capacity of all porous layers was computed as dis-

cussed in Chapters 2 and 4. An additional term, εpsρlwCp,lw, was used in equa-

tion (2.40) to account for the heat capacity of liquid water. The specific heat capacity

of liquid water, Cp,lw, was set to 4.2 J/(g ·K) [589].

The parameters of the PSD sub-model were calibrated with the experimental data

and with the results of the pore-level simulations from the literature. Those param-

eters are discussed later in this Chapter.

6.1.2.2 Liquid-Water Breakthrough Properties

The equilibrium capillary pressure, pc, eq, was set to zero in equation (6.1) under the

assumption that liquid water remained in the hydrophilic pores during the drainage.

The breakthrough capillary pressure, pc, bt, and the minimum capillary pressure,

pc,min, in equation (6.1) depend on the type of the GDL. The experimental data

used in this Chapter were measured with a cell that had SGL 29BA GDLs, and thus

a literature survey was conducted to find the breakthrough data for such materi-

als. Ziegler [461] recently reported the experimentally measured saturation variations

between 0.08 and 0.14 during the liquid-water accumulation and drainage cycles in

SGL 39BA GDLs, the internal structure of which is similar to SGL 29BA. Similar

saturation was obtained for SGL 29BA GDLs with the PSD model in this work at

the capillary pressure of 0.65 kPa and 0.77 kPa, and those values were used as pc,min

and pc, bt, respectively, in the boundary condition (6.1) of the two-phase PEMFC

model. However, the corresponding pressure values measured by Ziegler [461] were

higher than computed with the PSD model for the indicated saturation, 1.3 kPa and
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1.6 kPa. The saturation-pressure curves computed with the PSD model and a para-

metric study that illustrates the effect of pc, bt and pc,min on the transient two-phase

performance of PEMFCs are shown later in this Chapter.

The liquid-water eruption rate in equation (6.1), kl, out, is not known. Zhou et

al. [34] performed parametric studies on that rate constant and found that kl, out =

10−6 g/ (cm2 · s) worked well for their steady-state model. In the transient model

developed in this thesis that utilizes an updated PSD sub-model compared with ref-

erence [34], a baseline value of 2 ·10−7 g/ (cm2 · s) was chosen based on the simulated

and experimental polarization curves.

6.1.3 Solution Approach

The numerical model was implemented in the in-house open-source fuel-cell simulation

software, OpenFCST [374, 375]. The computational domain was discretized with

the finite-element method using second-order Lagrange shape functions and 11,319

degrees of freedom (1,617 computational nodes). The computational grid is shown

in Figure 4.3. Newton’s method was used to linearize the problem. The residual

tolerance was set to 10−8, and the absolute and relative solution-error tolerances were

0.1 and 10−3. The implicit Euler method (BDF1) with the time-step size of either 0.5 s

or 1 s was used for the temporal discretization. As discussed in Chapter 2, successive

step-size halving was performed when the Newton solver reported no convergence,

followed with the step-doubling recovery to the baseline time-step size. The chosen

simulation parameters were found sufficient for the preliminary simulations shown in

this Chapter, with no significant change in the predicted current density and HFR

at a higher refinement level or with a smaller time-step size. The simulations were

performed in parallel using 2 threads of Intel® Core™ i7-2600 CPU at 3.40 GHz. The

simulation time varied between 4 and 28 hours depending on the model inputs.
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6.2 Experiment

6.2.1 Fuel-Cell Fabrication and Testing

The experimental measurements described in this Chapter were performed by F. Wei,

a Ph.D. student at ESDL. The catalyst-ink preparation, catalyst-layer fabrication,

and cell assembly were performed the same way as discussed in Chapter 4 except for

the changes described next.

Compared with the previous cell, a lower platinum loading of 0.1 mgPt/cm
2 was

used to fabricate the cathode catalyst layer of the new cell. The same loading was used

in the anode catalyst layer. The membrane area printed with the catalyst layers was

3-cm long and 3-mm wide. The resulting active area of 0.9 cm2 was smaller compared

with 5 cm2 in Chapter 4, since different bipolar plates with a single straight 0.82-mm-

wide and 1-mm-deep channel were used this time. The channel was located in the

middle of the active area and extended by 1.75 cm beyond the catalyst-layer edges

to reduce the inlet and outlet effects.

Since the bipolar-plate geometry has changed compared with Chapter 4, new gas-

flow rates had to be found that would eliminate the along-the-channel effects to

make the measurements more suitable for the validation of the through-the-channel

numerical model. The flow rates of hydrogen and air were chosen by comparing the

polarization curves at 4.8 mV/s and the potentiodynamic impedance spectra between

100 kHz and 0.1 Hz at 80 ◦C, 90% RH measured with increasing gas-supply rates in

the 0.1–4 slpm range. The flow rates at which the changes in the measurements were

minimal compared with the two neighboring values were chosen as optimal. They

were 0.5 slpm and 3 slpm for hydrogen and oxygen, respectively. When polarization

curves were measured with 1% oxygen in the cathode stream, the same flow rate of

3 slpm was used.

Polarization-curve and HFR measurements were performed simultaneously us-

ing the Bio-Logic SP-300 potentiostat. The polarization sweeps were performed at
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0.44 mV/s and at 4.8 mV/s between the OCV (0.8–0.9 V, depending on the operat-

ing conditions) and about 0.2 V. The HFR was determined from 50-kHz impedance

probed every 50 mV of the voltage scan.

6.2.2 Ex-Situ Characterization

Ex-situ characterization of the MEA components was performed to obtain data for the

calibration of the mass-transport properties computed with the PSD model. Through-

plane permeability of the SGL 29BA GDLs (with no MPL coating), of the SGL 29BC

MPLs, and of the catalyst layers were measured in-house as discussed in references [78,

79, 215, 567, 590–592]. The permeabilities were found to be 4.14± 0.06 · 10−11 m2 for

the GDLs, 6.56±0.34 ·10−14 m2 for the MPLs, and 3.16±0.11 ·10−16 m2 for the CLs.

These values are used later in this Chapter to find the pore-interconnectivity factor,

λPSD, for the calculation of the global saturated (or dry) permeability in the model

(equation (2.103)), which was assumed the same in the through-plane and in-plane

directions. The CLs used in the permeability measurements had the same weight

loading of platinum (40%) and Nafion® (30%) as the catalyst layers considered in

this Chapter, but a higher areal catalyst loading of 0.15 mgPt/cm
2
CL. In the absence

of data for the CLs with 0.1 mgPt/cm
2
CL, the reported permeability was assumed

representative.

Pore-size distributions of the gas-diffusion layers and microporous layers were found

from the mercury-intrusion-porosimetry (MIP) data measured in-house as discussed

in reference [443]. The catalyst-layer PSD obtained with this method was not repeat-

able and was taken from the literature instead as discussed later. A Python code

for processing the raw experimental MIP data was developed by A. Punia, a Ph.D.

student at ESDL, and by the author. The procedure is illustrated in Figure 6.2. The

intruded-volume data were interpolated on a log-uniform pressure grid with cubic

splines and then smoothed with the Savitzki-Golay filter [593] from SciPy [486] (Fig-

ure 6.2a). A quadratic polynomial was used in the filter to fit the data windows with
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the size equal to 5% of the raw input data. Pressure values were then converted into

the pore radii using equation (2.87) (Figure 6.2b). The mercury-air contact angle

was taken to be θ = 140◦ [215]. The smoothed intruded volume was then differen-

tiated with respect to the pore radius using the finite-difference formulae for uneven

grids [594]. The resulting experimental PSD ∆X/∆r (Figure 6.2c, black line) was

noisy due to the differentiation and required additional smoothing. The PSD was

interpolated on a log-uniform radius grid with cubic splines, and the Savitzki-Golay

filter was applied with the same parameters as before. The obtained smoothed PSD

(Figure 6.2c, red line) was integrated with the trapezoidal rule and normalized by the

result to ensure that the final PSD integrated to unity.

The computed PSD, dX/dr, was fitted to the experimental PSD, ∆X/∆r, by

minimizing the root-mean-square deviation:

Residual =

⌜⃓
⎷⃓

(︄
N∑︂

i=1

∆Xi

∆ri
− dX(ri)

dr

)︄2

/N. (6.2)

The minimization was performed with respect to the quantities fi,k, ri,k, and si,k of

the PSD equation (2.88). The volume fractions fi,k were constrained to sum up to 1.

The GDL PSD was fitted by J. Liu, a Ph.D. student at ESDL, using the COLINY

pattern search from the open-source optimization package Dakota [595] using the

Python interface developed by A. Punia. A Python code was developed by the author

for fitting the MPL and CL PSDs using the SLSQP algorithm from SciPy [486]. The

MPL PSD was obtained by subtracting the 29BA GDL PSD from the PSD of the

29BC GDL-MPL combination.

6.3 Results and Discussion

6.3.1 Fitting and Validation of the PSD Model

6.3.1.1 Pore-Size Distribution

Gas-Diffusion Layers The PSD parameters of the SGL 29BA GDLs fitted to the

experimental data are given in Table 6.4, where they are marked as “SGL 29BC-
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GDL-A.” Here and later in this Chapter, the term “29BC GDL” is used to emphasize

that the GDL in question is the substrate of the 29BC GDL-MPL combination. The

experimental and the fitted pore-size distributions of the SGL 29BC GDL are shown

in black circle markers and the solid red line in Figure 6.3a. A good fit with the

residual of 0.01 was obtained with six PSD modes.

The distribution in Figure 6.3a has two clear peaks, one at 0.5–0.6 µm and another

at 40–50 µm. The former falls into the binder-pore range of 0.1–2 µm reported by

Xu [79], and the latter corresponds to the inter-fiber pores of the GDL. The binder-

free peak at 40–50 µm was isolated into a separate case in Table 6.4 marked “SGL

29BC-GDL-B.”

Wettability of the individual PSD modes is unknown, and three parametric cases

were considered. In the baseline case (“SGL 29BC-GDL-A”), the binder modes with

the radii of 0.673 and 3.53 µm were assumed hydrophilic. This resulted in a volume

fraction of the hydrophilic pores of 0.097, which was in line with FHI ∈ [0.04, 0.13]

reported for various GDLs by Gostick et al. [596] The hydrophilic and hydrophobic

contact angles were assumed to be the same for all modes and to match those used

by Zhou et al. [35] for modeling SGL 24BA GDLs that have the same PTFE loading

(5%) and similar porosity (0.74) as the 29BA GDLs: θHI = 70◦ and θHO = 122◦. Pore-

interconnectivity factor λPSD = 0.121 was used to match the experimentally measured

dry gas permeability of SGL 29BA GDLs, 4.14 · 10−11 m2. Two more cases were

considered, one with 90% hydrophobic binder pores (“29BC-GDL-C”) and one with

the binder being 50% hydrophilic (“29BC-GDL-D”). The respective PSD parameters

are provided in Table 6.4. Because pore interconnectivity is a structural property

independent of wettability, the same λPSD = 0.121 was used in cases 29BC-GDL-

A/C/D. It was assumed the same in case 29BC-GDL-B as well.

The experimental and fitted GDL PSDs are compared in Figure 6.3a with the

pore-size distribution reported for an SGL 39BA GDL by Jung [212] based on a µCT

reconstruction. Since the resolution of the reconstruction was 1.79 µm, the binder
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Table 6.4: Pore-size-distribution-model parameters used in this work for SGL 29BC gas-diffusion layers.

Parameter Value/expression Details

Contact angle θHI = 70◦, θHO = 122◦ [34]

Pore-interconnectivity factor λPSD = 0.121 This worka

Pore-shape factor MPSD = 0.0642 This workb

SGL 29BC-GDL-A

Hydrophilic and hydrophobic volume fractions FHI = 0.097, FHO = 0.903 This work

Characteristic pore fractions
(fHI) = (0.6580, 0.3420),

(fHO) = (0.0798, 0.1599, 0.6156, 0.1447)
This workc

Characteristic pore radii, µm
(rHI) = (0.673, 3.53),

(rHO) = (12.8, 43.9, 47.0, 91.8)
This workc

Characteristic standard deviations
(sHI) = (0.431, 0.525),

(sHO) = (0.462, 0.150, 0.400, 0.338)
This workc

SGL 29BC-GDL-B

Hydrophilic and hydrophobic volume fractions FHI = 0, FHO = 1 This work

Characteristic pore fractions
(fHI) = (0, 0),

(fHO) = (0.0798, 0.1599, 0.6156, 0.1447)
This work

Characteristic pore radii, µm
(rHI) = (0.673, 3.53),

(rHO) = (12.8, 43.9, 47.0, 91.8)
This work

Characteristic standard deviations
(sHI) = (0.431, 0.525),

(sHO) = (0.462, 0.150, 0.400, 0.338)
This work

SGL 29BC-GDL-C

Hydrophilic and hydrophobic volume fractions FHI = 0.0097, FHO = 0.9903 This work

Characteristic pore fractions
(fHI) = (0.6580, 0.3420),

(fHO) = (0.0579, 0.0301, 0.0728, 0.1458, 0.5614, 0.1320)
This work

Characteristic pore radii, µm
(rHI) = (0.673, 3.53),

(rHO) = (0.673, 3.53, 12.8, 43.9, 47.0, 91.8)
This work
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Table 6.4: (Continued) Pore-size-distribution-model parameters used in this work for SGL 29BC gas-diffusion layers.

Parameter Value/expression Details

Characteristic standard deviations
(sHI) = (0.431, 0.525),

(sHO) = (0.431, 0.525, 0.462, 0.150, 0.400, 0.338)
This work

SGL 29BC-GDL-D

Hydrophilic and hydrophobic volume fractions FHI = 0.048, FHO = 0.952 This work

Characteristic pore fractions
(fHI) = (0.6580, 0.3420),

(fHO) = (0.0335, 0.0174, 0.0757, 0.1517, 0.5843, 0.1374)
This work

Characteristic pore radii, µm
(rHI) = (0.673, 3.53),

(rHO) = (0.673, 3.53, 12.8, 43.9, 47.0, 91.8)
This work

Characteristic standard deviations
(sHI) = (0.431, 0.525),

(sHO) = (0.431, 0.525, 0.462, 0.150, 0.400, 0.338)
This work

a Fitted in this work to the experimental through-plane gas permeability of Sigracet® 29BA GDLs.
b Fitted in this work to the liquid-gas interfacial area of Sigracet® 39BA GDLs.
c Fitted in this work to the experimental pore-size distribution of Sigracet® 29BA GDLs.
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pores seen in the experimental PSD were not present in the reconstructed distribution.

This also led to a larger PSD peak at about 40–50 µm. The rdX/dr curve computed

with the PSD model for the binder-free SGL 29BC-GDL-B case is shown in the dashed

green line in Figure 6.3a (the PSD was normalized to integrate to unity). The size of

the analytical PSD peak was smaller than that in the reconstructed PSD likely due

to the noise in the latter (no smoothing was used). Overall, a reasonable agreement

was achieved between the prediction of the PSD model and the reconstructed PSD.

Microporous Layers The fitted PSD parameters for the SGL 29BC MPLs are

provided in Table 6.5 (“29BC-MPL-A”), for which the fitting residual was 0.002.

The fitted PSD is shown in Figure 6.3b. Due to the wide pore-size distribution, nine

modes were used to obtain a good fit of the experimental PSD data.

Three distinct regions of the MPL PSD can be seen in Figure 6.3b: the MPL

pores at 40–50 nm, the cracks at 8–9 µm (see Figure 1.4), and a wide distribution of

the intermediate GDL-MPL pores in between. The pores of the intermediate layer

were assumed a part of the MPL in the two-phase PEMFC model. The MPL was

assumed mostly hydrophobic with 1% of all pores being hydrophilic [35]. The contact

angles were taken the same as those used by Zhou et al. [35] to model SGL 24BC

MPLs: θHI = 84◦ and θHO = 110◦. To match the experimental gas permeability of

6.56 · 10−14 m2, λPSD = 0.0185 was used.

The MPL PSD was compared with the numerically reconstructed pore-size distri-

bution obtained by S. Jung, an M.Sc. graduate and a research assistant at ESDL.

Two MPL structures were generated by randomly placing spherical particles with

60-nm radius into a 1.5×1.5×1.5-µm3 domain until the target porosity of 60% (Ta-

ble 4.7) was reached. The details of this stochastic-reconstruction algorithm can be

found in the works of Sabharwal et al. [130, 131]. The analytical MPL PSD from

which the GDL-MPL pores and cracks were removed (“SGL-29BC-MPL-B”) was in

good agreement with the reconstruction data, as seen in Figure 6.3b.
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Table 6.5: Pore-size-distribution-model parameters used in this work for SGL 29BC microporous layers.

Parameter Value/expression Details

Contact angle θHI = 84◦, θHO = 110◦ [34]

Pore-interconnectivity factor λPSD = 0.0185 This worka

Pore-shape factor MPSD = 0.00956 This workb

SGL 29BC-MPL-A

Hydrophilic and hydrophobic volume fractions FHI = 0.01, FHO = 0.99 [34]

Characteristic pore fractions (fHI) = (fHO) = (0.0941, 0.0852, 0.4329, 0.1114, 0.0381, 0.0071, 0.2074, 0.0143, 0.0095) This workc

Characteristic pore radii, µm (rHI) = (rHO) = (0.0363, 0.0484, 0.110, 0.715, 2.34, 8.37, 9.22, 24.0, 30.7) This workc

Characteristic standard deviations (sHI) = (sHO) = (0.338, 0.177, 0.959, 0.541, 0.448, 0.125, 0.520, 0.121, 0.111) This workc

SGL 29BC-MPL-B

Hydrophilic and hydrophobic volume fractions FHI = 0.01, FHO = 0.99 [34]

Characteristic pore fractions (fHI) = (fHO) = (0.525, 0.475) This work

Characteristic pore radii, µm (rHI) = (rHO) = (0.0363, 0.0484) This work

Characteristic standard deviations (sHI) = (sHO) = (0.338, 0.177) This work

a Fitted in this work to the experimental through-plane gas permeability of Sigracet® 29BC MPLs.
b Fitted in this work to the reconstructed liquid-gas interfacial area of Sigracet® 29BC MPLs.
c Fitted in this work to the difference in the experimental pore-size distributions of Sigracet® 29BC GDL-MPL pairs and 29BA
GDLs.
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Table 6.6: Pore-size-distribution-model parameters used in this work for catalyst layers.

Parameter Value/expression Details

Contact angle θHI = 79◦, θHO = 91◦ [35]

Pore-interconnectivity factor λPSD = 4.09 This worka

Pore-shape factor MPSD = 2.56 This workb

Hydrophilic and hydrophobic volume fractions FHI = 0.0249, FHO = 0.9751 This workb

Characteristic pore fractions (fHI) = (1), (fHO) = (0.0907, 0.3387, 0.5706) This workc

Characteristic pore radii, nm (rHI) = (8.79), (rHO) = (8.79, 22.2, 38.4) This workc

Characteristic standard deviations (sHI) = (0.725), (sHO) = (0.725, 0.446, 0.348) This workc

a Fitted in this work to the experimental through-plane gas permeability of inkjet-printed CLs.
b Fitted in this work to the liquid-gas interfacial area of the stochastically reconstructed inkjet-printed CLs from [130, 131].
c Fitted in this work to the pore-size distribution of the stochastically reconstructed inkjet-printed CLs from [130, 131].
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Catalyst Layers The PSD of the inkjet-printed catalyst layers with 50% porosity

(also fabricated at ESDL and similar to the CLs used in this work) reconstructed from

FIB-SEM (focused-ion-beam SEM) images by Sabharwal et al. [130, 131] was fitted as

discussed earlier. The residual of the fit shown in Figure 6.3c was 0.03, and the fitted

PSD parameters are given in Table 6.6. The experimentally measured gas permeabil-

ity of 3.16 · 10−16 m2 was matched with λPSD = 4.09. A pore-interconnectivity factor

of more than 1 was obtained likely because the reconstructed PSD did not contain

cracks present in the experimental sample as observed with an optical microscope

(not shown).

6.3.1.2 Intrusion Curves

The PSD model was validated next by comparing the predicted GDL saturation dur-

ing the mercury-intrusion experiment with the literature data [215, 596]. All six

modes of SGL 29BC GDL from Table 6.4 were used to compute the MIP curve. The

comparison of the MIP curves is shown in Figure 6.4, where only the imbibition mea-

surements are shown. It is known that, for the fuel-cell materials, the dependency of

saturation on capillary pressure exhibits hysteresis, i.e., the injection and withdrawal

curves do not match [596–598]. The saturation hysteresis is hypothesized to be due

to the complex shape of the pores that affects the sequence of the liquid-gas interfa-

cial configurations during imbibition and draining [596, 598, 599]. Variations in the

internal morphology may also lead to hysteresis in the observed contact angles [305].

In the PSD model developed in this thesis, however, it is assumed that all pores are

cylindrical and have a constant contact angle. Zhou et al. [34, 276] argued that it is

sufficient to consider only the imbibition curve when modeling liquid-water transport

in PEMFCs, as the removal of water (saturation reduction) occurs mostly through

evaporation.

As shown in Figure 6.4, the mercury-intrusion curve computed with the PSD

model was in good agreement with the experimental data for SGL 39BA GDL, as
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expected from the structural similarity of the latter with 29BA. The agreement with

the numerical-reconstruction data by Jung et al. [215], obtained with either a full-

morphology model or a pore-network model, was good up to the saturation of about

0.8. Jung et al. argued that the discrepancy at higher saturation was due to the

insufficient voxel resolution (1.79 µm). Indeed, according to the PSD model, the

binder pores that account for 9.7% of the total pore volume (Table 6.4) are intruded

when the capillary pressure exceeds about 0.1 MPa, which is close to where the dis-

crepancy starts. The intrusion curve of another SGL sample, 10BA, can be seen to

be different from that of the 29BA and 39BA GDLs. The SEM images by Wong et

al. [600] show that SGL 10AA does not appear to have a resin binder that is found

in 39AA GDLs (SGL AA-series GDLs are zero-PTFE versions of their BA-series

counterparts). Moreover, the carbon fibers of 10AA GDLs are curved, in contrast

to the straight fibers in the 39AA GDLs. The intrusion data for Toray 090 samples

are shown for comparison: the absence of the porous binder in those materials and

their different morphology compared with SGL GDLs result in the different intrusion

curves in Figure 6.4.

Water-intrusion curves at 60 ◦C for the GDL, MPL, and CL PSDs from Tables 6.4–

6.6 were compared next. They are presented in Figure 6.5. As expected, all pores

were empty when the capillary pressure was negative and large by magnitude. At zero

capillary pressure, all hydrophilic pores were filled (all curves crossed the saturation

axis at FHI), and liquid water entered the hydrophobic pores as the pressure increased

further.

As the binder pores in the GDL were made more hydrophobic (29BC-GDL-A to

29BC-GDL-C to 29BC-GDL-D), the fraction of the pores filled at negative capillary

pressure decreased, and the higher pressure was required to completely fill the GDL

with liquid water. The binder-free SGL 29BC-GDL-B sample remained dry until

about 200 Pa and followed the 29BC-GDL-A curve afterward, as the remaining pores

of the two samples were the same.
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The intrusion curves of the two MPL samples illustrate the effect of the cracks

and of the intermediate GDL-MPL region, the PSD of which are only present in the

SGL 29BC-MPL-A case. When these larger pores were included in the PSD, the

hydrophobic portions of the layer started to fill with liquid water significantly earlier,

at about 1 kPa, compared with about 0.3 MPa for SGL 29BC-MPL-B.

6.3.1.3 Liquid-Gas Interfacial Area

Gas-Diffusion Layers The pore-shape factor, MPSD (see Table 2.2), was found by

comparing the volumetric liquid-gas interfacial area computed with the PSD model

(equation (2.107)) with two sets of reconstruction data. The first set, shown in black

circle markers in Figure 6.6a, was calculated by S. Jung for the partially saturated

reconstructed SGL 39BA GDLs from reference [212]. The second data set (magenta

squares) was taken from the work of Zenyuk et al. [209], where the reconstructed

SGL 10BA and 24BA GDLs were analyzed (in this case, the volumetric liquid-gas

area was computed from the reported porosity, saturation, liquid-water area and

volume). Since neither of the reconstructions resolved the binder pores, the 29BC-

GDL-B properties were used to compute the liquid-gas area with the PSD model

and to estimate the pore-shape factor (which linearly scales the curve according to

equations (2.93) and (2.107)). The asymmetry of the reconstructed liquid-gas area

was captured well with the PSD model, thus validating the ability of the latter to

account for the structure of the porous material. The estimated value MPSD = 0.0642

was assumed for all other considered GDL cases, although a larger area was predicted

when the binder pores were included in the PSD (Figure 6.6a). The location of the

maximum in the curve depended on the wettability assumptions made in each case: a

hydrophilic binder (SGL 29BC-GDL-A) shifted the maximum to low saturation, and

a mostly hydrophobic binder (SGL 29BC-GDL-C) resulted in a maximum liquid-

gas area at high saturation values. When the binder was assumed 50% hydrophilic

(SGL 29BC-GDL-D), the interfacial liquid-gas area was relatively constant for all
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saturation values but close to the end points where either the liquid phase or the gas

phase vanished.

Microporous Layers The 29BC-MPL-B PSD was used to estimate the pore-shape

factor of the MPL by comparing the liquid-gas interfacial area predicted with the PSD

model with that found from the reconstruction data provided by S. Jung (Figure 6.6b).

A reasonable agreement was achieved with MPSD = 0.00956. Liquid-gas interfacial

area computed with the same MPSD for 29BC-MPL-A was lower than that of 29BC-

MPL-B due to the presence of larger pores in the PSD of the former. This trend was

opposite to that observed with 29BC-GDL-A/B (Figure 6.6a), since the inclusion of

small pores in the PSD increases the interfacial area.

Catalyst Layers Wettability of catalyst layers depends on their composition and

is generally unknown. Sabharwal et al. [130, 131] considered the smallest CL pores

as hydrophilic liquid-water nucleation sites. The same assumption was made in this

work. The smallest-radius PSD mode (r = 8.79 nm) was assumed partially hy-

drophilic, and its hydrophilic fraction was adjusted alongside the pore-shape factor,

MPSD, to achieve the agreement with the reconstructed liquid-gas interfacial area

from references [130, 131] shown in Figure 6.6c. This resulted in the smallest-radius

mode being 22% hydrophilic, which translated into FHI = 0.0249 that was reasonably

close to the volume fraction of the water-nucleation sites in reference [131], 3.9–4.6%.

The obtained pore-shape factor was MPSD = 2.29.

6.3.1.4 Permeability

Gas-Diffusion Layers The GDL wettability assumptions affect the relative liquid

and gas permeability computed with equations (2.105) and (2.106). This is illustrated

in Figure 6.7, where the predicted permeability of 29BC-GDL-A/B/C/D is compared

with the experimental [601–603] and reconstruction [82, 205, 215, 217] data for various

GDLs from the literature. Good agreement in both relative liquid and gas perme-
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ability was achieved only for the GDL with no binder pores (SGL 29BC-GDL-B, the

dashed red line). Including the small binder pores of any wettability (SGL 29BC-

GDL-A/C/D) caused deviation of the predicted permeability from the shape of its

dependency on saturation that is expected from the literature. However, most of the

gas-diffusion layers for which the permeability-saturation dependence was reported

in the literature did not contain the binder pores (such as the Toray samples). The

reconstructed SGL data sets shown in Figure 6.7 were obtained from the samples

with the resolution of 1.5 µm [82] and 1.79 µm [215], which was likely not sufficient

to resolve the binder pores that, at least for the SGL 29BC GDL, have the equivalent

pore radii of less than 2 µm (Figure 6.3a). The only experimental gas permeability

of an SGL GDL in Figure 6.7 is that of a 10BA sample that, as discussed earlier,

does not contain a porous binder and has curved fibers. Therefore, to the best of the

author’s knowledge, the effect of the binder pores on the permeability of SGL GDLs

has not been studied experimentally in the literature. This served as an additional

motivation for considering the SGL 29BC-GDL-A/B/C/D cases in the parametric

studies in this work.

Figure 6.7 shows that the relative gas and liquid permeabilities found in the ex-

perimental and reconstruction literature do not always follow the (1 − s)3 and s3

curves commonly used in the fuel-cell modeling literature3 [25, 29, 30, 38, 40, 42–44,

49, 52, 152, 235, 236, 238, 242, 247, 248, 250, 274, 288, 304, 334, 341]. The cubic

dependency is observed only for the reconstructed 39BA liquid-permeability curve

by Jung et al. [215] and for one of the reconstructed 34BA gas-permeability curves

by Bosomoiu et al. [82] (but not for the other). Therefore, it is important to use

a microscale-transport model that accounts for the structure of the porous medium,

such as the PSD model proposed in this thesis. However, more experimental and

reconstruction data are required for the further calibration of the PSD model.

3Effective saturation, se = (s− sr)/(1− sr), was considered in some of the cited publications [25,
44, 52, 341], where sr ∈ (0, 1) is the residual (immobile) saturation. The relative gas and liquid
permeabilities were then given by (1− se)

3 and s3e , respectively.
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Microporous Layers To the best of the author’s knowledge, the dependency of the

MPL permeability on saturation has not been reported in the literature. The relative

liquid and gas permeabilities computed with equations (2.105) and (2.106) for the

two MPL cases are shown in Figure 6.8. The nearly unimodal PSD of 29BC-MPL-B

produced permeability-saturation relationships that were close to cubic. Inclusion of

larger, mostly hydrophobic pores in the MPL PSD (SGL 29BC-MPL-A) resulted in

lower gas and liquid permeabilities.

Catalyst Layers Permeability of partially saturated catalyst layers is not known.

The relative gas and liquid permeabilities of the CL shown in Figure 6.8 were close

to those of 29BC-GDL-B. It was found that the permeability curves computed with

the PSD model did not follow a simple power law (1 − s)α for the gas phase and sα

for the liquid phase, even when unimodal distributions were used (not shown). This,

along with the experimental and reconstruction data in Figure 6.7, may indicate that

the porous structure of the fuel-cell materials leads to more complex permeability-

saturation curves than the power law.

6.3.1.5 Comparison with the Previous Implementation of the PSD Model

The differences between the PSD model developed in this thesis and its previous

implementation [34, 276, 342] were highlighted in Table 2.2 of Chapter 2. Those

differences are illustrated next for the catalyst-layer PSD from Table 6.6. The same

values of the pore-interconnectivity factor, λPSD, and of the pore-shape factor, MPSD,

were used in both versions of the PSD model.

The probabilities of the liquid-liquid, liquid-gas, and gas-gas interfaces are com-

pared in Figure 6.9. Because the same statistical considerations were made in the

derivation of all probabilities in this work, their sum, Ptot, was independent of satu-

ration and was equal to λPSD, as expected from Table 2.2 (Ptot = 1 when the pores

are ideally interconnected, i.e., when λPSD = 1). On the other hand, the total prob-
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that controlled liquid-water accumulation were adjusted as discussed in Section 6.1.2.

6.3.2.1 Voltage Sweeps at 0.44 mV/s with 1% Oxygen

First, two voltage sweeps were performed between the measured OCV and about

0.2 V at 0.44 mV/s for a cell operated with 1% oxygen content in the cathode channel

prior to humidification. The polarization and HFR curves and the respective current-

density and resistance transients are shown in Figure 6.14. Two experimental data

sets, measured with two different cells, are labeled “cell 1” and “cell 2”. The rate

of oxygen dissolution in the ionomer film of the catalyst layers, kO2 , was calibrated

with the presented experimental data. Thus, good agreement was achieved in the

polarization curve. A current density of 2 mA/cm2 was predicted at the voltage that

corresponded to the experimentally measured OCV (0.84 V). This was because the

OCV in the simulations was higher, 1.20 V, as reactant crossover was not considered

in the model. Hydrogen crossover has been recently implemented in OpenFCST

by Moore et al. [312], and its inclusion in the model may improve the simulation

results at low current density. Further, accounting for the transient platinum-oxide

formation [154, 155] in the future may induce the polarization-curve hysteresis seen

in the experimental data.

The simulated HFR plotted in Figures 6.14b and 6.14d revealed that the state of

the polymer-electrolyte hydration in the simulations differed from that in the physical

cell. Unlike the measured resistance, the computed HFR exhibited hysteresis: the

resistance computed at the end of the first sweep was lower than at the start. This

HFR behavior was discussed in Chapter 4 and was shown to be related to membrane

hydration. For example, the average water content at the start of the simulation

was 4.4 molH2O/molSO−

3
(with the corresponding protonic conductivity of 30 mS/cm),

and it was 6.7 molH2O/molSO−

3
(conductivity 57 mS/cm) at the end of the first sweep.

Because the physical cell was conditioned by holding it at 0.6 V for 15 minutes before

each test, it is possible that the membrane was already well hydrated with liquid
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water when the polarization-curve measurements started. Including the conditioning

step in the transient simulations might improve the predicted HFR dynamics. This

hypothesis is supported by the fact that the measured HFR remained nearly constant

during the sweeps.

Interestingly, the simulated HFR increased as the current density approached its

limiting value by the end of the forward sweep. A similar curvature in the HFR

was attributed to the membrane dry-out in Chapter 4. However, in this case, the

water content in the membrane was higher (7.9 molH2O/molSO−

3
, 71 mS/cm) at the

limiting current than at the start of the simulation (4.4 molH2O/molSO−

3
, 30 mS/cm).

According to equation (2.156), the ohmic resistance of the membrane depends not

only on its conductivity but also on the potential distribution within the layer. The

distributions of the protonic potential in the CCM at the start of the simulation (0 s,

2 mA/cm2) and at the limiting current density (1420.5 s, 74 mA/cm2) are shown

in Figure 6.15. These results indicate that, as the current density increased, the

potential gradient shifted from across the thickness of the membrane to the diagonal

direction, forcing protons to travel a longer distance within the membrane. This, in

turn, led to an increase in the HFR. The nonuniform distribution of the protonic

potential in the CCL seen in Figure 6.15 was due to the oxygen starvation under the

land and the concentration of the ORR in the catalyst-layer area under the channel

(and order-of-magnitude difference was observed in both oxygen content and the ORR

current density between the channel and land areas).

6.3.2.2 Voltage Sweeps at 0.44 mV/s with Air

Voltage-sweep simulations were repeated with air in the cathode, and the results

are compared in Figure 6.16 with the experimental data. As seen in the figure, the

simulated performance was overpredicted. Because the single-phase version of the

model was validated in Chapter 4 under dry operating conditions, it is likely that

the difference between the simulated and experimental polarization curves observed
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to be generated in the vapor form, which increased RH and the water uptake by the

polymer electrolyte.

Although the decrease in the performance simulated with the two-phase model was

significant, it was not sufficient compared with the experimental data. However, the

degree of confidence in the measured data was limited, and more tests are required to

verify the correct cell assembly and data repeatability. The experimental data were

collected from two cells with single-channel bipolar plates that were designed in-house

to minimize the effect of the channel blockage with liquid water, a shortcoming of the

parallel-channel configuration used in Chapter 4. Flow rates of 0.5 slpm and 3 slpm for

hydrogen and oxygen were used to minimize along-the-channel effects. The obtained

experimental data did not follow the trends expected from the literature. Particularly,

the flooding-induced polarization-curve hysteresis, where the performance during the

backward scan (from low voltage to high voltage) is lower than during the forward

scan [46, 49–52, 54], was not observed. However, significantly lower flow rates were

used in the literature [46, 49–52, 54] (typically up to 0.5 slpm in the cathode compared

with 3 slpm in this work), and thus more experiments are required to find out whether

the absence of the two-phase hysteresis in the presented measurements was due to

the large gas flow rates. Because of the new hardware and the manual assembly of

the fuel cells with small (less than 1 cm2) MEAs, significant performance variation

was observed with some physical cells as a result of the misalignment of the cell

components (not shown). Due to the global pandemic, limited repeatability validation

was performed, and the measurements from only two cells are presented later in this

Chapter. In the future, more repeatability tests will be conducted. In order to obtain

more information on water transport within the fuel cell, the in-house water-balance

setup developed by Kracher [604] will be used. The setup enables the measurement of

the transient vapor flux across the cell and of the amount of liquid water ejected from

it. This will allow for the more direct validation of the water-management description

in the developed model compared with the transients of current density and the HFR
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alone. Further, a larger MEA area can be used to reduce the edge effects, such as the

misalignment of the MEA and the channel. Additionally, more operating conditions

will be considered to validate the two-phase model during both dry and wet operation.

Matching both polarization-curve and HFR data at two oxygen contents and in

transient is a challenging task complicated by the large number of the unknown

parameters (such as the phase-change rates of water, the rate of liquid-water removal

from the GDL-channel boundaries, and wettability of the porous MEA components,

to name but a few). Parametric studies presented later in this Chapter show that it is

possible to achieve a more significant electrode flooding and a lower cell performance

in the simulations by modifying some of the unknown parameters.

A small polarization-curve hysteresis was observed in Figure 6.16a, where the cell

performance during the backward scan was lower than during the forward scan. As

discussed in Chapter 1 and as it will be demonstrated later, this orientation of the

hysteresis is indicative of liquid-water accumulation.

The simulated HFR was in better agreement with the experimental data in Fig-

ure 6.16 than when the cell was operated with 1% oxygen (Figure 6.14). As current

density increased during the first forward sweep, the simulated HFR decreased from

98 mΩ · cm2 to 39 mΩ · cm2 due to the better hydration of the membrane with the

product water. A less significant resistance reduction, from about 42 mΩ · cm2 to

39 mΩ · cm2, was observed in the experiments. As discussed before, this might have

been due to the presence of liquid water in the cell at the start of the polarization-

curve measurements.

A hypothesis was formulated earlier that including the conditioning step in the

transient simulation would improve the agreement with the experimental HFR at the

start of the voltage sweeps. In order to check the hypothesis, an additional two-phase

simulation was performed, this time holding the cell at 0.6 V for 15 minutes prior to

the voltage sweeps in accordance with the testing protocol. As shown in Figures 6.16b

and 6.16d, simulating the experimental conditioning step reduced the initial HFR
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value from 98 mΩ · cm2 to about 37 mΩ · cm2, which was closer to the experimental

resistance of 42 mΩ · cm2. Therefore, accounting for the cell conditioning in the

transient simulations may be necessary for the correct prediction of the initial HFR.

However, the simulated HFR rapidly increased and, by about 300 s (59 mA/cm2),

became indistinguishable from the resistance computed in the simulation without the

conditioning step. The fact that such an increase was not observed experimentally

may indicate the presence of liquid water in the physical cell at the start of the voltage

sweep, as hypothesized earlier. Because the conditioning step had no effect on the

simulated current density, as seen in Figures 6.16a and 6.16c, and because that step

took approximately 6.5 hours to compute, the rest of the simulations shown in this

Chapter were performed without the cell conditioning.

To analyze the dynamic liquid-water accumulation in the cell, the transients of

the average saturation in the CCL, CMPL, CGDL and the average capillary pressure

in the CGDL are shown in Figure 6.17 (saturation in the anode was negligible in

all cases). The maximum catalyst-layer saturation matched the fraction of the hy-

drophilic pores in the CCL, approximately 2.5%. Similarly, the hydrophilic pores of

the CMPL (1%) were flooded for extended periods of time during both sweeps (Fig-

ure 6.17b). To understand the reason why the CCL and CMPL saturation remained

low during the simulation, Figure 6.5 needs to be analyzed. It is clear from that

figure that, for liquid water to intrude the hydrophobic pores of the CMPL and the

CCL, capillary pressure must exceed 1 kPa and 20 kPa, respectively. Those values

are higher than the breakthrough pressure at the CGDL-channel boundary used in

this Chapter, 0.77 kPa. Moreover, the CGDL will be completely flooded at 20 kPa.

Even at 3 kPa, which is significantly higher than the breakthrough capillary pressure

measured for SGL GDLs [112, 461], the MPL saturation computed with the PSD

model is about 0.07, and only the hydrophilic pores of the CL are filled (s = 0.0249).

Therefore, liquid water escapes through the cathode channel before enough capillary

pressure could build up in the cathode for any significant portion of the CCL and
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the CMPL to be flooded. A parametric study on the catalyst-layer wettability will

be presented later in this Chapter.

The average CGDL saturation and capillary pressure exhibited oscillations in Fig-

ures 6.17c and 6.17d due to the liquid-water accumulation and drainage cycles. Those

oscillations occurred between the breakthrough and minimum pressures in the bound-

ary condition (6.1), 0.77 kPa and 0.65 kPa, except for the times when the current

density was the highest and liquid water was continuously leaving the cell through

the CGDL-channel interface (the breakthrough pressure was exceeded in those time

intervals, 1,300–2,100 s and 4,600–5,400 s). The cyclic CGDL flooding induced the

local fluctuations in the simulated current density and HFR seen in Figures 6.16a

and 6.16c. However, such oscillations were not observed in the experimental data.

Therefore, liquid water might have been leaving the physical cell continuously.

More information on the dynamic two-phase water management can be obtained

with the developed model using the computed fluxes of water transport and phase

change. For example, the cathodic fluxes of evaporation, condensation, and water

leaving the MEA as liquid and vapor are plotted in Figure 6.18. They are presented

in the dimensionless form

β = NH2O
2F

iORR

,

where NH2O is the water flux in mol/(cm2 · s) and iORR is the ORR current density

in A/cm2. For the phase change, flux NH2O was computed by integrating the source

term (2.23) over each porous layer and dividing the result by the sum of the channel

and land widths in the computational domain. The sign of the resulting quantity was

negative for evaporation (βc
evap) and positive for condensation (βc

cond). In that case,

NH2O bore the meaning of the total rate of evaporation or condensation per MEA

area rather than a flux. The fluxes of liquid water and vapor, βc
liq, ch and βc

vap, ch, were

positive when water was leaving the cell and negative otherwise.

During each sweep (about 3273 s), a significant amount of water was evaporated

and condensed in the cathode, as evident from the large peaks in βc
evap and βc

cond.
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5,297 s. Just before the breakthrough took place, however, βc
liq, ch assumed a negative

value of about -0.057, which indicated an artificial flux of liquid water entering the

cathode from the channel. This flux was not physical and was a result of the nu-

merical instability associated with the boundary condition (6.1) that could open and

close the CGDL-channel interface for the liquid-water transport between the Newton

iterations. Using a smaller time-step size may reduce this artificial flux.

6.3.2.3 Voltage Sweeps at 4.8 mV/s with Air

Voltage sweeps were performed next at a faster scan rate of 4.8 mV/s, and the results

are shown in Figure 6.19. The magnitude of the polarization-curve hysteresis in Fig-

ure 6.19a increased in the simulations compared with the previous results obtained

at a slower scan rate of 0.44 mV/s. A threshold point was observed in the simulated

polarization curve at 0.648 A/cm2 but not in the experiments (Figure 6.19a). The ex-

perimental data still did not exhibit hysteresis, in contrast to both the literature [46,

49–52, 54] and the simulation results in this work. The type of hysteresis seen in the

simulated polarization curve in Figure 6.19a was discussed in detail in Chapter 1:

the counterclockwise hysteresis to the left of the threshold point is indicative of the

polymer-electrolyte hydration, and the clockwise hysteresis to the right of the thresh-

old point represents flooding. The HFR hysteresis in Figure 6.19b was also larger

than in Figure 6.16b due to the dynamic polymer-electrolyte hydration.

Further analysis of the observed two-phase hysteresis was performed at the three

points marked in the polarization curve in Figure 6.19a: point A, where the perfor-

mance started to rapidly decrease; point B, where the maximum current density was

achieved; and point C, to which the current density decreased by the end of the first

forward scan. It can be seen in Figure 6.19d that the HFR increased from points A

and B to point C. This created a small counterclockwise hysteresis at high current

density seen in Figure 6.19b and a threshold point in the HFR curve at 1.15 A/cm2.

It was concluded earlier that, in the simulations presented so far in this Chapter, an
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increase in the HFR with current density was related to the oxygen starvation in the

cathode. The analysis of points A–C in Figure 6.20 reveals that it was the case for

the voltage sweep in Figure 6.19 as well. While the average CCL saturation was the

same at those three points (Figure 6.20a) and the CMPL saturation was not signifi-

cant (Figure 6.20b), rapid flooding took place in the CGDL, as seen in Figure 6.20c.

Since liquid water occupied about 20% of the CGDL pore volume, oxygen-transport

resistance increased, leading to a lower oxygen content under the land, redistribution

of the ORR, and an increase in the HFR. Coincidentally, the breakthrough pressure

was reached approximately at the same time as the forward scan ended at point C.

As shown in Figure 6.20c, the capillary pressure in the CGDL continued to increase

for about 53 s after that as more liquid water accumulated in the layer, even though

the current density started to decrease in the backward scan. After that, the pressure

dropped to the minimum value prescribed in the boundary condition (6.1) as liquid

water escaped to the channel. Once the CGDL-channel boundary closed again, liq-

uid water continued accumulating for a short duration of time, but then the CGDL

quickly dried through evaporation.

6.3.3 Analysis of the Transient Two-Phase PEMFC Behavior

In order to understand how the model inputs affect the simulated cell performance

under the two-phase operating conditions, a number of parametric studies were per-

formed.

6.3.3.1 Effect of the Breakthrough and Minimum Capillary Pressures at
the CGDL-Channel Interface

First, the influence of the boundary condition (6.1) was analyzed. Voltage sweeps were

simulated with the scan rate of 0.44 mV/s using two different sets of the breakthrough

capillary pressure, pc, bt, and the minimum capillary pressure, pc,min. In the first set,

pc,min was kept at 0.65 kPa but the breakthrough pressure was increased from 0.77 kPa

to 1.6 kPa, the value measured by Ziegler [461]. The higher breakthrough pressure lets

317



more liquid water accumulate in the cell before it escapes through the channels. In

the second set, pc, bt remained high but the minimum capillary pressure was raised to

1.1 kPa. The higher minimum pressure lets less liquid water escape before the GDL-

channel boundaries close until the next breakthrough. The boundary condition was

modified for both electrodes; however, as mentioned before, no significant saturation

was predicted with the model in the anode, and thus all the observations made were

related to the liquid-water accumulation in the cathode.

The results of these simulations are presented in Figures 6.21, 6.22, and 6.23, where

the reference case is the same as in Figure 6.16. The current density and the HFR

were less stable when the breakthrough pressure was increased. The two polarization

curves with the higher breakthrough pressure followed the reference forward scan

up to 0.94 A/cm2 (Figure 6.21a), but then the current density rapidly decreased

to 0.44 A/cm2. The limiting current density was fully recovered by the end of the

forward scan when the low minimum capillary pressure of 0.65 kPa at the CGDL-

channel interface was used. In that case, the cell performance in the backward scan

was higher at first than in the forward scan, then lower in the unstable region, and

was recovered in a rapid change after reaching 0.36 A/cm2. On the other hand, more

current-density fluctuations were observed in the case of the higher pc,min, with an

overall decrease in the predicted cell performance compared with the other two cases.

Such a performance instability due to liquid-water transport has been reported exper-

imentally by Ziegler and Gerteisen [475]. The HFR exhibited the complex behavior

shown in Figure 6.21b.

Figure 6.23 helps shed light on the cause of the cell-performance instability. While

the CCL saturation remained nearly the same in all three cases, the amount of liquid

water in the CMPL and, more notably, in the CGDL was changing rapidly during

the voltage sweeps. It is clear from Figure 6.23c that the first decline in the current

density and the first increase in the HFR during the forward scan were due to the rapid

accumulation of liquid water in the CGDL, with 61% of the layer flooded by t ≈ 1133 s
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when the breakthrough pressure was increased. After the liquid breakthrough took

place (Figure 6.23d), liquid water started to escape the cell from the cathode channel.

The amount of it that left the cell depended on pc,min and affected the severity of the

current-density and HFR oscillations. Similarly, the spikes in the current density and

HFR during the backward sweep were also related to the state of the CGDL flooding.

The two limiting current densities observed in Figures 6.21a and 6.22a when both

the breakthrough and minimum capillary pressures were increased corresponded to

the bounds of the CGDL saturation in Figure 6.23c. The developed transient model,

therefore, captures the dynamic transition between two different flooding states that,

when modeled at steady state, may result in sharp changes and discontinuities in the

polarization curve [342, 343].

As seen in Figures 6.21–6.23 and as discussed in Section 6.3.2.2, cell performance is

more stable when liquid water leaves the MEA in a continuous manner, i.e., when the

capillary pressure at the CGDL-channel interface is maintained in the open interval

(pc,min, pc, bt). The key to the stable performance reduction is, therefore, not allowing

the capillary pressure to decrease to pc,min after the breakthrough until the current

density becomes sufficiently low in the backward scan so that liquid water does not

continue to accumulate. Such a water-removal regime can be achieved, in addition

to modifying pc,min and pc, bt, by reducing the rate at which liquid water erupts from

the CGDL-channel interface. This is analyzed in the next parametric study.

6.3.3.2 Effect of the Liquid-Water Eruption Rate

When the breakthrough is reached in the boundary condition (6.1), liquid water erupts

from the GDL-channel boundaries with the rate kl, out. The slower this rate, the more

difficult it is to remove liquid water from the cell. Therefore, kl, out is expected to

have a significant impact on the results of the transient simulations.

Indeed, when the eruption rate was lowered by a factor of 100, the performance was

severely reduced but stable (without oscillations), as seen in Figures 6.24a and 6.25a.
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To analyze the HFR dynamics, distributions of the water content and of the pro-

tonic potential in the membrane were plotted in Figure 6.33 at points A–E marked

in Figures 6.30b and 6.31b. The distributions in Figure 6.33 indicate that, in this

case, the significant increase in the HFR was due to both membrane dry-out and the

change in the protonic-potential distribution from point A to point C. During the

backward scan, the water content was lower at point D than at point B (both at

about 0.6 A/cm2) but higher at point E than at point A (both at 2 mA/cm2). This

created the threshold HFR point in Figure 6.30b. For comparison, the average water

content in the membrane in the reference case was higher: for instance, it increased

from 4.4 molH2O/molSO−

3
to 16.6 molH2O/molSO−

3
during the first forward scan. As a

result, the corresponding HFR in Figures 6.30b and 6.31b was lower than in the case

ξ = 0.

6.3.3.5 Effect of the GDL Binder and Its Wettability

The effect of the GDL binder and its wettability was analyzed next. The four GDLs

from Table 6.4 were considered, with SGL 29BC-GDL-A being the reference case used

so far. Cases 29BC-GDL-A/C/D differed in the assumption of the GDL wettability.

The binder pores were assumed fully hydrophilic in case A, 90% hydrophobic in

case C, and 50% hydrophobic in case D, and they were completely removed from the

PSD in case B.

The simulation results in Figure 6.34 show that the GDL binder and its wettability

did not have a strong effect on the HFR but impacted the cell performance at the

current density above 1 A/cm2. The lowest performance was achieved with the 29BC-

GDL-B GDLs that did not contain the porous binder. In that case, the CGDL

saturation was the highest, about 0.28, as shown in Figure 6.35c. Without the small

binder pores, the liquid-gas interfacial area was lower for the 29BC-GDL-B GDLs

(Figure 6.6a), which reduced their ability to evaporate liquid water. This is illustrated

in Figure 6.36a, where the rate of water evaporation in the cathode is shown to be
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sweeps, but the range of the oscillations did not change. Using half the time-step size

(0.5 s) did not significantly improve the results in this case, and an even smaller step

size or adaptive time-stepping is needed to correctly resolve the rapid fluctuations in

the liquid-water content.

6.3.3.6 Effect of the CCL Wettability

So far, saturation of only 2.5% was observed in the CCL due to the assumed volume

fraction of the hydrophilic pores of 0.0249. In order to understand how the CCL

wettability affects the liquid-water accumulation in PEMFCs, two voltage-sweep sim-

ulations were performed, where the fraction of the hydrophilic pores of the catalyst

layers, FHI, was increased to 0.27 and to 0.73.

The results of this study are presented in Figures 6.37–6.39. No significant change

in the predicted current density and HFR was observed with FHI = 0.27. The resis-

tance did not change when FHI = 0.73 was used either, but a lower limiting current

density was obtained (Figure 6.37a) due to the significant flooding of the cathode cat-

alyst layer (the CCL saturation, shown in Figure 6.39a, reached FHI) that increased

the oxygen-transport resistance. Interestingly, the CGDL saturation was lower for

the more hydrophilic CCLs, as the latter could hold more liquid water during the

voltage sweeps. With the most hydrophilic CCL of the three, the CGDL saturation

oscillated more, and the continuous liquid-water removal, seen in the other two cases,

was not observed. This oscillation can be minimized by modifying the breakthrough

and minimum capillary pressure and the liquid-water eruption rate in the boundary

condition (6.1). As it was the case in the study of the GDL-binder wettability, the

time-step size needed to be reduced in order for the fluctuations in the CGDL satu-

ration and capillary pressure in the case FHI = 0.73 (Figure 6.39c and 6.39d) to be

consistent between the two voltage sweeps. Using a twice lower time-step size (0.5 s),

however, did not significantly improve the results, and an even lower time-step size

is required in this case.

335







The experimental data from Section 6.3.2.2 are shown in Figure 6.37 for compar-

ison. Since the simulated polarization curve obtained with a 73% hydrophilic CCL

was closer to the experimental measurements, it is possible that the CCL in the

physical cell was saturated to a larger extent than predicted by the model with the

baseline set of inputs. Because, as discussed in Section 6.3.2.2, the capillary pressure

required to fill the baseline CCL with liquid water is significantly higher than the

GDL breakthrough pressure, the catalyst layers fabricated in-house might have had

a large portion of hydrophilic pores where liquid water would have been stored.

6.3.3.7 Effect of the Areal Platinum Loading in the CCL

Since decreasing the platinum loading is essential for the reduction of the PEMFC

cost [16], it is important to understand how it affects the liquid-water accumulation

in the cell. The numerical simulations by Kongkanand and Sinha [289] demonstrated

that thin catalyst layers (with low areal catalyst loading) are prone to flooding. How-

ever, their computational domain only included the CCM (membrane and catalyst

layers) and not GDLs and MPLs. Similar observations were made by Zenyuk et

al. [274], who also showed that thicker catalyst layers can accommodate more liquid

water, thereby reducing GDL flooding. In contrast, the simulations by Goshtasbi et

al. [157] demonstrated that thinner CCLs are beneficial for water vaporization, as

they result in an increased volumetric heat production in the ORR.

In the parametric study shown in Figures 6.40–6.42, four platinum loadings of the

CCL were considered, where the catalyst-layer thickness was assumed to scale linearly

with the catalyst loading [157, 274]. The platinum loading was 0.1 mgPt/cm
2
CL (layer

thickness 2.8 µm) in the reference case and 0.046 mgPt/cm
2
CL (1.3 µm), 0.2 mgPt/cm

2
CL

(5.6 µm), and 0.36 mgPt/cm
2
CL (10 µm) in the parametric cases. The rest of the

properties, including the volumetric catalyst loading and active area, were the same

as before.

As seen in Figure 6.40, the lowest performance and limiting current were achieved
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with the lowest catalyst loading. Because saturation was relatively low in that case

(Figure 6.42) and because the oxygen content in the pore space of the CCL at the

limiting current was nearly twice as high as in the reference case (the average molar

fraction of 0.095 compared with 0.058), the observed performance reduction was due

to the lower overall amount of platinum in the thinner catalyst layer and thus more

significant local oxygen-transport limitations in the CCL. This conclusion is supported

by the reduced cell performance in the kinetic region of the polarization curve (0.7–

0.9 V) at 0.046 mgPt/cm
2
CL. The HFR, on the other hand, was the lowest in that

case due to the higher water content in the membrane, 16.6 molH2O/molSO−

3
at about

0.95 A/cm2 compared with 15.7 molH2O/molSO−

3
in the reference case.

When the platinum loading was increased, the kinetic performance became better

than in the reference case, but the limiting current was lower. This was because of the

more severe CGDL flooding (Figure 6.42c). Because the CGDL saturation reached

and exceeded 40% in those cases, the HFR in Figures 6.40b and 6.42b increased during

the voltage sweeps due to the oxygen depletion. Therefore, an optimum areal plat-

inum loading of the CCL exists that results in a sufficiently high kinetic performance

and low electrode flooding.

6.3.3.8 Effect of the MPL Wettability

A parametric study on the MPL wettability was performed, where MPLs with 15%

and 30% fraction of the hydrophilic pores were considered. Negligible changes in

the simulation results were observed: the current density variations were within

20 mA/cm2, there was no change in the HFR, and the CGDL saturation varied

by less than 0.03. The CMPL saturation reached the expected maximum of 0.15 and

0.30 in the two parametric cases.
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6.4 Conclusion

This Chapter was focused on the validation of the statistically consistent PSD sub-

model derived in this thesis and on the analysis of the dynamic two-phase PEMFC be-

havior. The PSD model was compared with its previous implementation at ESDL [34,

276, 342]. It was demonstrated that the saturation-based approach to the statistical

representation of the pore interconnectivity [26, 27, 34, 157, 276, 305, 342] cannot be

applied to the computation of the liquid-gas interfacial area, as the microstructure

of the material does not appear to be captured in that case. The liquid-water per-

meability of SGL GDLs was shown to be more sensitive in the new formulation to

the appearance of the binder pores. Finally, a more gradual reduction in the average

Knudsen radius was obtained with the new PSD model compared with the previous

implementation.

The liquid- and gas-transport properties of the porous MEA components com-

puted with the updated PSD model were compared with the experimental measure-

ments and the results of numerical reconstructions taken from the available literature

and with the in-house data. Good agreement was achieved in the mercury-intrusion

curves, liquid-gas interfacial areas, and liquid and gas permeabilities computed with

the PSDs that best reflected the experimental and reconstructed samples. The binder

pores in the SGL GDLs and the large pores in the MPLs (cracks or the intermediate

GDL-MPL pores) were shown to have a strong effect on the transport properties cal-

culated from the PSD, and more data is needed to verify the model predictions when

those pores are included in the pore-size distributions.

The developed PSD model, calibrated with the experimental and reconstruction

data, was incorporated into the transient two-phase PEMFC model. A large number

of the input parameters of the PEMFC model were unknown and had to be estimated.

Those parameters include wettability of the porous MEA components, the rates of

water evaporation and condensation, the amount of product water directly absorbed
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by the CCL ionomer, the rate of water eruption at the GDL-channel interfaces, and

the rate of oxygen dissolution into the catalyst-layer ionomer. With the model inputs

used in this Chapter, the limiting current was overpredicted compared with the in-

house experimental data measured with air in the cathode. As discussed before, the

model inputs might require further adjustment so that more liquid-water accumula-

tion and thus a lower performance are predicted in the simulations. On the other

hand, more experimental measurements are needed to verify the data repeatability

and consistency with the model, especially in the light of the lack of polarization-curve

hysteresis in the experimental results. A larger MEA needs to be used to reduce the

edge effects, and the water balance in the cell needs to be measured with the in-

house setup [604] to obtain experimental data for the more direct validation of water

management in the model.

Nevertheless, the developed transient fuel-cell model was capable of predicting the

performance reduction and the formation of the two-phase polarization-curve hys-

teresis, discussed in Chapter 1, under the operating conditions that favored liquid-

water accumulation. Oscillations in the GDL saturation and capillary pressure [112,

459–461] and the resulting fluctuations in the current density reported in the liter-

ature [462] were observed in the simulations. A number of parametric studies were

performed with the transient PEMFC model in order to demonstrate its two-phase

capabilities and to verify that the simulation results match the physical expectations.

The simulated cell performance and HFR were highly sensitive to the model inputs

that control the liquid-water eruption at the CGDL-channel interface. With the

higher liquid-water breakthrough pressure, the computed polarization curves were

unstable and exhibited oscillations due to the dynamic flooding and draining cycles

in the CGDL. Such a cyclic, unsteady behavior cannot be captured with steady-

state models, which highlights the importance of transient PEMFC simulations. A

significant performance reduction was observed when the minimum capillary-pressure

at the CGDL-channel interface was increased or when the rate of liquid-water removal
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was decreased due to the severe flooding of up to 85% of the CGDL pore volume.

The resulting increase in the oxygen-transport resistance led to the concentration

of the ORR in the under-the-channel area of the CCL and, in turn, a higher HFR

due to the increased travel distance of protons in the membrane. The level of the

cathode flooding and the HFR were shown to be dependent on a number of other

model inputs as well, such as the liquid-water evaporation rate, the amount of product

water directly absorbed by ionomer phase of the CCL, the presence and wettability

of the CGDL binder, as well as the catalyst loading and wettability of the CCL.

The presented parametric studies demonstrate that the developed model is capable

of capturing the expected physical phenomena.
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Chapter 7

Conclusions and Future Work

An open-source transient framework for the numerical modeling of proton-exchange-

membrane fuel cells was developed in this thesis. The flexible architecture of the

framework presented in Chapter 2 offers a variety of models for simulating dynamic

physical processes taking place in hydrogen fuel cells, including the single-species

transport model in Chapter 3, the single-electrode (catalyst-layer) model in Chap-

ter 5, and the full-MEA models in Chapters 4–6. The models allow for the simula-

tion of the transient fuel-cell behavior under both dry and wet operating conditions,

with the main focus made on addressing water management, a strategy designed

for preventing electrolyte dry-out and liquid-water flooding. To address liquid-water

accumulation, a pore-size-distribution-based sub-model is developed that relates the

microstructure of the porous cell components to their liquid- and gas-transport prop-

erties. The transient two-phase fuel-cell model presented in this thesis can be used

as the means for designing MEAs that can achieve and sustain high-current-density

operation without significant performance loss due to flooding. This, in turn, will

reduce the required amount of platinum in the catalyst layers and, ultimately, the

cost of hydrogen fuel cells, a major commercialization barrier.

For the first time in the literature, this thesis provides experimental researches

with a comprehensive open-source software solution capable of simulating multiple

transient characterization techniques: polarization curves, ohmic-resistance measure-
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ments, and electrochemical impedance spectroscopy. This expands the possibilities

for the model validation and enables the analysis of different types of experimental

data to achieve a deeper, more complete understanding of a given physical process or

a particular cell behavior.

The developed fuel-cell modeling framework was applied in this thesis to perform

four physical studies:

1. assessment of the impact of the finite sample thickness on the chronoampero-

metric measurements of the oxygen-transport properties of polymer-electrolyte

membranes [1];

2. investigation of the single-phase water-management signatures in the fuel-cell

impedance spectra [2];

3. analysis of the relationships between the effective conductivity, ohmic resistance,

and impedance of uniform and nonuniform catalyst layers [3];

4. study of the effect of the liquid-water accumulation on the dynamic performance

of fuel cells [4].

Reliable measurement of gas-transport properties of polymer-electrolyte materials

helps to synthesize membranes that prevent gas crossover between the electrodes and

to design thin electrolyte films for the improved reactant delivery to the catalyst sites

in the CLs. Both strategies are essential for enhancing fuel-cell performance. In

Chapter 3, oxygen transport in polymer-electrolyte membranes was characterized at

varying relative humidity by performing numerical simulations of the solid-state-cell

chronoamperometry. In agreement with the experimental literature, an increase in

diffusivity and a decrease in solubility of oxygen with an increase in RH were observed.

However, as the diffusivity increased, the diffusion front reached the membrane sur-

face opposite to the working electrode, and an inward oxygen flux took place. This

rendered the common analytical chronoamperometry models [394–400], derived under
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the assumption of semi-infinite diffusion, inapplicable. As a result, the discrepancy

between the numerical and analytical estimates of the oxygen-transport properties

was as high as 29% at 98% RH. This highlights the importance of using numeri-

cal models for analyzing the chronoamperometric measurements of the modern thin

membranes and polymer-electrolyte films.

Electrochemical impedance spectroscopy is an experimental technique that sepa-

rates the transient phenomena taking place at different time scales in the frequency

domain and allows for the analysis of their relative importance in the dynamic be-

havior of fuel cells. The low-frequency inductive loops in the fuel-cell impedance

spectra have been known in the literature to be related to the polymer-electrolyte

hydration [159, 164, 191–197], but a deeper understanding of how this impedance

feature is related to water management was not available. This was addressed in

Chapter 3, where a single-phase version of the transient two-dimensional PEMFC

model developed in Chapter 2 was first validated with the experimental polarization,

ohmic-resistance, and impedance data and then applied to investigate the electrolyte-

hydration nature of the fuel-cell inductance. A computationally efficient approach to

computing impedance spectra from simulations of a rapid voltage step was employed

and validated with the more conventional sine-wave method. It was shown in this

thesis that, when the water exchange between the ionomer and the pore phase is slow

and when both the exchange and the vapor transport are fast, fuel cells do not exhibit

the low-frequency inductive behavior. Therefore, the finite-rate interfacial transport

of water in the ionomer, a process commonly considered instantaneous in the model-

ing literature [49, 159, 227, 228, 238–240, 243, 253, 255, 257, 258, 261, 280, 289, 345],

is directly related to the formation, frequency, and the size of the inductive loops

in the fuel-cell impedance spectra. The performed parametric studies indicated that

the strong inductance at 0.1–200 mHz depends on the polymer-electrolyte hydration

in the membrane and in the catalyst layers; it becomes weaker when the ratio of

the back-diffusion of water in the polymer electrolyte to the electroosmotic drag is
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reduced. Diffusion and electroosmosis of water have an opposite effect on the minor

inductance at 0.2–5 Hz that is attributed to the hydration dynamics of the ionomer in

the catalyst layers. These observations can help experimentalists study single-phase

water management of fuel cells by monitoring changes in the fuel-cell impedance at

frequencies below 10 Hz.

The EIS capabilities of the developed model were used in Chapter 3 to validate the

approach proposed by Secanell et al. [328] and Zhou et al. [35, 276] for calculating the

ohmic resistance of the fuel-cell components from the ohmic heat generated by the

passing current. An ohmic-resistance breakdown was performed with the model, and

the HFR extracted from the simulated impedance spectra was shown to be in good

agreement with the computed resistance of the membrane and of the electronically

conductive components of the cell. This indicated that the high-frequency resistance

of fuel cells does not contain the protonic resistance of the carbon-based catalyst

layers and is, therefore, not equivalent to the total ohmic resistance.

The developed impedance-spectroscopy framework was utilized in Chapter 5 to

assess the common experimental approach to measuring the catalyst-layer charge-

transport properties via EIS. In this method, the impedance spectrum of a fuel cell is

first corrected for the ohmic resistance of all components but the CLs, and then the

linear 45◦ branch of the Nyquist plot is fitted with one of the analytical expressions

for the impedance of uniform catalyst layers derived in the literature. An overview of

those models from references [177, 182, 183] was provided, and a threefold discrepancy

in the ohmic resistance predicted with the analytical equations from references [177,

183] and from reference [182] was highlighted. A transient one-dimensional catalyst-

layer model was developed and used to generate impedance spectra for catalyst layers

with various effective conductivities that were then fitted with the analytical models.

The effective conductivity obtained with all of the analytical models under both

H2/O2 and H2/N2 conditions was relatively accurate and matched the input of the

numerical model relatively well. Using the ohmic-heating approach, the conductivity-
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resistance relationship from reference [182] was proven accurate for the low-current

H2/O2 EIS and for the H2/N2 EIS. Catalyst layers, however, are often nonuniform

due to either their structural properties, such as the ionomer-loading and active-area

distributions, or nonuniform ionomer hydration and layer degradation. With help

of the numerical model, such layers were demonstrated to have a distorted high-

frequency spectrum with no 45◦ branch. The previously developed transient PEMFC

model was used to show that the linear branch in the fuel-cell impedance spectra

can also be deformed when the contribution of the reference electrode (anode) is

strong. No general analytical model exists for those cases, and numerical models

should be employed instead to analyze the impedance spectra with such distortions.

The outcomes of Chapter 5 were summarized as a set of practical recommendations

for experimentalists so as to assist them in the charge-transport characterization of

catalyst layers when designing future high-performance fuel cells.

The pore-size-distribution-based transient two-phase PEMFC model developed in

Chapter 2 was used in Chapter 6 to analyze the impact of liquid-water accumula-

tion on the dynamic fuel-cell performance. The PSD sub-model was validated with

the mercury-intrusion curves, liquid-gas interfacial areas, and liquid and gas perme-

abilities obtained in-house and from the literature. Partial agreement was achieved

between the transient two-phase PEMFC simulations and the experimental data, with

the model predicting a higher limiting current density and HFR. Nevertheless, the

impact of the liquid-water accumulation on the simulated cell performance matched

the general physical expectations. The two-phase polarization-curve hysteresis was

predicted in the model, and the fluctuations in the current density and the HFR

due to the oscillating CGDL capillary pressure and saturation were captured. The

parametric studies performed in Chapter 6 demonstrated that the cell performance

is reduced and becomes less stable when, for instance, the breakthrough and the

minimum capillary pressure in the CGDL are increased and the rates of liquid-water

evaporation in the electrode and removal at the channel interface are reduced. The
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amount of product water directly absorbed by the CCL ionomer, the wettability of

the porous MEA components, and the CCL platinum loading were also shown to

affect the degree of electrode flooding during the transient voltage sweeps.

7.1 Contributions

All numerical models presented in this work were implemented in the open-source fuel-

cell simulation software OpenFCST [374, 375]. The code developed in the scope of

this thesis, parameter files for reproducing the simulation results, working examples,

and tutorials will be a part of the next public release of the software.

The contributions made in this work to the field of fuel-cell modeling include the

development of:

1. a novel open-source framework for the transient simulation of fuel cells (MEAs,

electrodes, single transport phenomena) capable of replicating the common ex-

perimental characterization techniques;

2. a framework for simulating and post-processing EIS with a computationally

efficient single voltage-step simulation and with a series of sine-wave simulations;

3. an open-source Python script for the analytical estimation of the catalyst-layer

charge-transport properties based on the results and conclusions of Chapter 5;

4. a pore-size-distribution-based sub-model for relating the microstructure of the

MEA components to their transport properties and to the fuel-cell performance.

The contributions of this dissertation to the advancement of the scientific knowl-

edge in the area of PEMFCs are:

1. highlighting the necessity of using numerical models for estimating gas-transport

properties of thin polymer-electrolyte membranes and films via chronoamper-

ometric experiments due to the shortcomings of the existing analytical models

(Chapter 3);
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2. demonstrating the strong influence of the bulk and finite-rate interfacial trans-

port of water in the polymer electrolyte on the low-frequency inductance in fuel-

cell impedance spectra, thus enabling experimental water-management charac-

terization of PEMFCs via EIS (Chapter 4);

3. numerically validating the relationship between the effective catalyst-layer con-

ductivity and ohmic resistance proposed by Kulikovsky [182] and providing

practical recommendations for the experimental charge-transport characteriza-

tion of uniform and nonuniform catalyst layers via EIS (Chapter 5);

4. illustrating the impact of the dynamic liquid-water accumulation and drainage

cycles in the cathode GDL on the fuel-cell performance stability and demon-

strating the role of the porous GDL binder in the two-phase water transport

(Chapter 6).

Three journal papers [1–3] and a book chapter [6] were published during this Ph.D.

Research findings were presented at a number of domestic and international confer-

ences [606–616]. Another journal paper [4] and a book chapter [5] are currently in

preparation.

7.2 Future Work

Development of the framework for solving time-dependent problems in OpenFCST

has opened up the prospects for numerous physical studies that would not have been

possible with a steady-state code. Transient material characterization, studies of

hysteretic polarization curves and ohmic resistance, impedance spectroscopy, simula-

tions of the dynamic single-phase and two-phase water management – these are only

a handful of applications demonstrated in this thesis. The variety of the prospective

studies can be extended in the future by building upon the implemented models and

the transient framework.
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The computational cost of the solid-state-cell model developed in Chapter 3 needs

to be reduced to make the process of fitting chronoamperometric data quicker and

more acceptable for the experimental characterization of the polymer-electrolyte ma-

terials. The works of Britz et al. [560, 561] might be a good starting point for this,

although the suggested approaches for the semi-infinite-domain simulations might

need modification for the finite-domain applications. Additionally, the finite-rate

oxygen dissolution into the membrane at the open surface of the sample needs to be

accounted for. This can be done with a Robin boundary condition similar to the one

used in the ICCP sub-model discussed in Chapter 2.

Based on the experimental validation of the EIS framework in Chapters 4 and 5,

the possible pathways for the improvement of the impedance-spectroscopy capabil-

ities of the developed models could be implementation of transient electrochemical

kinetics [571] and inclusion of a hydrogen-crossover sub-model [312]. Transient reac-

tion kinetics will affect the simulated high-frequency H2/O2 spectrum and will enable

cyclic-voltammetry studies [571]. Accounting for hydrogen crossover will improve the

agreement between the simulated and experimental H2/N2 spectra at low frequen-

cies [173, 174, 586, 588].

As demonstrated in Chapter 6, the transient two-phase PEMFC model developed

in this thesis is capable of simulating the effect of liquid-water accumulation on the

dynamic performance of fuel cells. Parameter calibration was performed with the

in-house experimental data, and the model was shown to produce reasonable results

and to be sensitive to the changes in the model inputs that controlled the two-phase

water management, such as the wettability of the CGDL binder and of the CCL, the

properties of the liquid-water breakthrough and removal through the GDL-channel

interface, and the evaporation rate of water. However, the measured cell performance

was overpredicted with the model in some cases. More experiments are required to

understand whether the low performance measured with the physical cells was due to

the misalignment of the cell components or the model inputs need to be adjusted to
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induce a more significant electrode flooding. Additional water-balance measurements

will also give the means for the direct validation of the simulated water transport in

the MEA. The future physical studies will focus on multiple aspects that affect liquid-

water accumulation in fuel cells that were discussed in Chapter 1, including: a) the

role of the MPL; b) the effect of the MPL cracks and of the intermediate MPL-GDL

layer; c) the influence of the CL PSD (including the structural changes with varying

volumetric catalyst and ionomer loading).

The two-phase capabilities of the developed transient PEMFC model can be im-

proved. The current model does not account for the liquid-water uptake by the

polymer electrolyte; this effect is approximated in this thesis by setting a portion

of water to be produced in the ionomer phase of the catalyst layers. In the future,

the liquid-water uptake should be incorporated in the model, for instance, by imple-

menting a dedicated sorption isotherm [29, 42, 157, 236, 242, 247, 274, 288, 293, 334,

339]. In addition to the uptake, the transport of liquid water through the polymer-

electrolyte membrane should also be accounted for [26, 27, 43, 44, 49, 273, 274, 489,

562].

The framework for solving time-dependent problems in OpenFCST developed in

this thesis will enable a variety of transient fuel-cell studies in the future, such as

simulations of fuel-cell start-up and shutdown, studies of fuel-cell degradation, sim-

ulations of cyclic voltammetry, and analysis of the transient electrochemical kinetics

with EIS. The developed framework is not limited to modeling fuel cells and can be

adopted in the future to simulate other technical systems, such as water electrolyzers

and lithium-ion batteries.
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[91] P. A. Garćıa-Salaberri, I. V. Zenyuk, A. D. Shum, G. Hwang, M. Vera, A. Z.
Weber, and J. T. Gostick, “Analysis of representative elementary volume and
through-plane regional characteristics of carbon-fiber papers: Diffusivity, per-
meability and electrical/thermal conductivity,” International Journal of Heat
and Mass Transfer, vol. 127, pp. 687–703, 2018.

[92] O. S. Burheim, G. A. Crymble, R. Bock, N. Hussain, S. Pasupathi, A. du
Plessis, S. le Roux, F. Seland, H. Su, and B. G. Pollet, “Thermal conductivity
in the three layered regions of micro porous layer coated porous transport
layers for the PEM fuel cell,” international journal of hydrogen energy, vol. 40,
no. 46, pp. 16 775–16 785, 2015.

[93] J. T. Gostick, M. A. Ioannidis, M. W. Fowler, and M. D. Pritzker, “On the
role of the microporous layer in PEMFC operation,” Electrochemistry Com-
munications, vol. 11, no. 3, pp. 576–579, 2009.

[94] K. T. Cho and M. M. Mench, “Effect of material properties on evaporative
water removal from polymer electrolyte fuel cell diffusion media,” Journal of
Power Sources, vol. 195, no. 19, pp. 6748–6757, 2010.

361



[95] M. G. George, J. Wang, R. Banerjee, and A. Bazylak, “Composition analysis
of a polymer electrolyte membrane fuel cell microporous layer using scanning
transmission X-ray microscopy and near edge X-ray absorption fine structure
analysis,” Journal of Power Sources, vol. 309, pp. 254–259, 2016.

[96] E. Wargo, A. Hanna, A Cecen, S. Kalidindi, and E. Kumbur, “Selection of
representative volume elements for pore-scale analysis of transport in fuel cell
materials,” Journal of power sources, vol. 197, pp. 168–179, 2012.

[97] M. Andisheh-Tadbir, F. P. Orfino, and E. Kjeang, “Three-dimensional phase
segregation of micro-porous layers for fuel cells by nano-scale X-ray computed
tomography,” Journal of Power Sources, vol. 310, pp. 61–69, 2016.
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[485] P. Krtil, A. Trojánek, and Z. Samec, “Kinetics of water sorption in Nafion thin
films: Quartz crystal microbalance study,” The Journal of Physical Chemistry
B, vol. 105, no. 33, pp. 7979–7983, 2001.

[486] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Cour-
napeau, E. Burovski, P. Peterson, W. Weckesser, J. Bright, et al., “SciPy 1.0:
Fundamental algorithms for scientific computing in Python,” Nature methods,
vol. 17, no. 3, pp. 261–272, 2020.

[487] K.-D. Kreuer, “The role of internal pressure for the hydration and trans-
port properties of ionomers and polyelectrolytes,” Solid State Ionics, vol. 252,
pp. 93–101, 2013.

[488] L. Xing, P. K. Das, X. Song, M. Mamlouk, and K. Scott, “Numerical analysis of
the optimum membrane/ionomer water content of PEMFCs: The interaction
of nafion® ionomer content and cathode relative humidity,” Applied Energy,
vol. 138, pp. 242–257, 2015.

[489] A. Z. Weber and J. Newman, “Transport in polymer-electrolyte membranes II.
Mathematical model,” Journal of The Electrochemical Society, vol. 151, no. 2,
A311–A325, 2004.

[490] S. Ge, X. Li, B. Yi, and I.-M. Hsing, “Absorption, desorption, and transport
of water in polymer electrolyte membranes for fuel cells,” Journal of the Elec-
trochemical Society, vol. 152, no. 6, A1149–A1157, 2005.

[491] S. Motupally, A. J. Becker, and J. W. Weidner, “Diffusion of water in Nafion
115 membranes,” Journal of The Electrochemical Society, vol. 147, no. 9,
pp. 3171–3177, 2000.

[492] X. Ye and C.-Y. Wang, “Measurement of water transport properties through
membrane-electrode assemblies: I. Membranes,” Journal of the Electrochemical
Society, vol. 154, no. 7, B676, 2007.

[493] S. Ge, B. Yi, and P. Ming, “Experimental determination of electro-osmotic
drag coefficient in nafion membrane for fuel cells,” Journal of The Electro-
chemical Society, vol. 153, no. 8, A1443–A1450, 2006.

[494] W. Braff and C. K. Mittelsteadt, “Electroosmotic drag coefficient of proton
exchange membrane as a function of relative humidity,” ECS Transactions,
vol. 16, no. 2, p. 309, 2008.

[495] F. Xu, S. Leclerc, D. Stemmelen, J.-C. Perrin, A. Retournard, and D. Canet,
“Study of electro-osmotic drag coefficients in Nafion membrane in acid, sodium
and potassium forms by electrophoresis NMR,” Journal of membrane science,
vol. 536, pp. 116–122, 2017.

394



[496] R. Bock, A. Shum, T. Khoza, F. Seland, N. Hussain, I. V. Zenyuk, and O. S.
Burheim, “Experimental study of thermal conductivity and compression mea-
surements of the gdl-mpl interfacial composite region,” ECS Transactions,
vol. 75, no. 14, pp. 189–199, 2016.

[497] P. Dobson, C. Lei, T. Navessin, and M. Secanell, “Characterization of the PEM
fuel cell catalyst layer microstructure by nonlinear least-squares parameter
estimation,” Journal of the Electrochemical Society, vol. 159, no. 5, B514–
B523, 2012.

[498] M. Khandelwal and M. Mench, “Direct measurement of through-plane thermal
conductivity and contact resistance in fuel cell materials,” Journal of Power
Sources, vol. 161, no. 2, pp. 1106–1115, 2006.

[499] O. Burheim, P. J. S. Vie, J. G. Pharoah, and S. Kjelstrup, “Ex situ measure-
ments of through-plane thermal conductivities in a polymer electrolyte fuel
cell,” Journal of Power Sources, vol. 195, no. 1, pp. 249–256, 2010.

[500] O. S. Burheim, H. Su, S. Pasupathi, J. G. Pharoah, and B. G. Pollet, “Thermal
conductivity and temperature profiles of the micro porous layers used for the
polymer electrolyte membrane fuel cell,” International Journal of Hydrogen
Energy, vol. 38, no. 20, pp. 8437–8447, 2013.

[501] J. Bear, Dynamics of fluids in porous media. Courier Corporation, 2013.

[502] S. Whitaker, The method of volume averaging, ser. Theory and applications of
transport in porous media: v. 13. Dordrecht; Boston: Kluwer Academic, 1999.

[503] K. Atkinson, W. Han, and D. E. Stewart, Numerical solution of ordinary dif-
ferential equations. John Wiley & Sons, 2009.

[504] E. Haier and G. Wanner, Solving Ordinary Differential Equations II: Stiff and
Differential-Algebraic Problems. Springer-Verlag Berlin Heidelberg, 1996, isbn:
978-3-642-05220-0.

[505] U. M. Ascher and L. R. Petzold, Computer methods for ordinary differential
equations and differential-algebraic equations. SIAM, 1998, vol. 61.

[506] E. Haier, S. Nørsett, and G. Wanner, Solving Ordinary Differential Equations
I: Nonstiff Problems. Springer-Verlag Berlin Heidelberg, 1993, isbn: 978-3-540-
78862-1.

[507] M. Sofroniou and R. Knapp, Advanced numerical differential equation solv-
ing in Mathematica, http ://www. johnboccio . com/MathematicaTutorials/
05 AdvancedNumericalDifferentialEquationSolvingInMathematica .pdf, 2008,
Accessed November 21, 2016.

[508] R. Ashino, M. Nagase, and R. Vaillancourt, “Behind and beyond the MAT-
LAB ODE suite,” Computers & Mathematics with Applications, vol. 40, no. 4,
pp. 491–512, 2000.

[509] E. Hairer and G. Wanner, “Stiff differential equations solved by Radau meth-
ods,” Journal of Computational and Applied Mathematics, vol. 111, no. 1,
pp. 93–111, 1999.

395

http://www.johnboccio.com/MathematicaTutorials/05_AdvancedNumericalDifferentialEquationSolvingInMathematica.pdf
http://www.johnboccio.com/MathematicaTutorials/05_AdvancedNumericalDifferentialEquationSolvingInMathematica.pdf


[510] L. Petzold, “A description of DASSL: A differential/algebraic system solver,”
in Proc. IMACS World Congress, 1982, pp. 430–432.

[511] L. Petzold, “Automatic selection of methods for solving stiff and nonstiff sys-
tems of ordinary differential equations,” SIAM journal on scientific and sta-
tistical computing, vol. 4, no. 1, pp. 136–148, 1983.

[512] K. Radhakrishnan and A. Hindmarsh, “Description and use of LSODE, the
Livermore solver for ordinary differential equations,” Lawrence Livermore Na-
tional Lab., CA (United States), Tech. Rep., 1993.

[513] A. Hindmarsh, “ODEPACK. A collection of ODE system solvers,” Lawrence
Livermore National Lab., CA (United States), Tech. Rep., 1992.

[514] P. Brown, G. Byrne, and A. Hindmarsh, “VODE: A variable-coefficient ODE
solver,” SIAM journal on scientific and statistical computing, vol. 10, no. 5,
pp. 1038–1051, 1989.

[515] A. C. Hindmarsh, P. N. Brown, K. E. Grant, S. L. Lee, R. Serban, D. E.
Shumaker, and C. S. Woodward, “SUNDIALS: Suite of nonlinear and differen-
tial/algebraic equation solvers,” ACM Transactions on Mathematical Software
(TOMS), vol. 31, no. 3, pp. 363–396, 2005.

[516] L. Shampine and M. Reichelt, “The MATLAB ODE suite,” SIAM journal on
scientific computing, vol. 18, no. 1, pp. 1–22, 1997.

[517] H. Langtangen and L. Wang, A tutorial for the odespy interface to ODE
solvers, http://hplgit.github.io/odespy/doc/pub/tutorial/odespy.pdf, 2015,
Accessed March 31, 2021.

[518] R. Grigorieff, “Stability of multistep-methods on variable grids,” Numerische
Mathematik, vol. 42, no. 3, pp. 359–377, 1983.

[519] M. Calvo, T. Grande, and R. Grigorieff, “On the zero stability of the variable
order variable stepsize BDF-formulas,” Numerische Mathematik, vol. 57, no. 1,
pp. 39–50, 1990.

[520] N. Guglielmi and M. Zennaro, “On the zero-stability of variable stepsize multi-
step methods: The spectral radius approach,” Numerische Mathematik, vol. 88,
no. 3, pp. 445–458, 2001.

[521] S. Eckert, H. Baaser, D. Gross, and O. Scherf, “A BDF2 integration method
with step size control for elasto-plasticity,” Computational Mechanics, vol. 34,
no. 5, pp. 377–386, 2004.

[522] D. Wang and S. Ruuth, “Variable step-size implicit-explicit linear multistep
methods for time-dependent partial differential equations,” Journal of Com-
putational Mathematics, pp. 838–855, 2008.

[523] L. Liu, F. Felgner, and G. Frey, “Comparison of 4 numerical solvers for stiff and
hybrid systems simulation,” in Emerging Technologies and Factory Automation
(ETFA), 2010 IEEE Conference on, IEEE, 2010, pp. 1–8.

396

http://hplgit.github.io/odespy/doc/pub/tutorial/odespy.pdf


[524] J. Kanney, C. Miller, and D. Barry, “Comparison of fully coupled approaches
for approximating nonlinear transport and reaction problems,” Advances in
Water Resources, vol. 26, no. 4, pp. 353–372, 2003.

[525] A. Sandu, J. Verwer, M. Van Loon, G. Carmichael, F. Potra, D. Dabdub,
and J. Seinfeld, “Benchmarking stiff ODE solvers for atmospheric chemistry
problems I: Implicit versus explicit,” CWI Report NM-R9603 and Report in
Computational Mathematics, no. 85, 1996.

[526] A. Hay, S. Etienne, D. Pelletier, and A. Garon, “Hp-Adaptive time integra-
tion based on the BDF for viscous flows,” Journal of Computational Physics,
vol. 291, pp. 151–176, 2015.

[527] L. F. Shampine, “Local error estimation by doubling,” Computing, vol. 34,
no. 2, pp. 179–190, 1985.

[528] B. Belfort, J. Carrayrou, and F. Lehmann, “Implementation of richardson
extrapolation in an efficient adaptive time stepping method: Applications to
reactive transport and unsaturated flow in porous media,” Transport in porous
media, vol. 69, no. 1, pp. 123–138, 2007.
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Appendix A: Relationship Between
Pore-Size Distribution and Volume
Averaging

The superficial and intrinsic averages [502] for the liquid phase are given by

⟨ϕ⟩ = 1

VREV

∫︂

Vlw

ϕ dV

and

⟨ϕ⟩lw =
1

Vlw
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Vlw

ϕ dV,

respectively, where VREV is a representative elementary volume of the medium and
ϕ is the averaged quantity. In this case, ⟨1⟩ = Vlw/VREV = εps and ⟨ϕ⟩ = εps⟨ϕ⟩lw.
Relation between volume averaging and pore-size distribution is straightforward:
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dr
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Similarly, for the gas phase,

⟨ϕ⟩ = − 1
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⟨ϕ⟩g = − 1
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Negative sign in the first two integrals in equations (A.3) and (A.4) is due to dV < 0
for the gas phase during liquid intrusion. The final results in equations (A.3) and (A.4)
are obtained through the transition to the liquid-phase dX from the gas-phase dXg =
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−dX. Integration there is performed over rg, which denotes radii of gas-filled (liquid-
free) pores.

Since the PSD model often involves integration of certain powers of r with some
constant weights, the following integration result is useful:
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dr
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Additionally, some derivations shown in this work involve averaging of a product
of two variables, ⟨ϕψ⟩. In order to transform the average of the product into the

product of the averages, one needs to use spatial decomposition [502]: ϕ = ⟨ϕ⟩lw + ϕ̃,

where ϕ̃ is a spatial deviation. Then, the following is true:

⟨ϕψ⟩ = ⟨(⟨ϕ⟩lw + ϕ̃)(⟨ψ⟩lw + ψ̃)⟩ = ⟨⟨ϕ⟩lw⟨ψ⟩lw +O(ϕ̃, ψ̃)⟩

≈ ⟨ϕ⟩lw⟨ψ⟩lw ⟨1⟩⏞⏟⏟⏞
εps

= ⟨ϕ⟩lw⟨ψ⟩ = ⟨ϕ⟩⟨ψ⟩lw =
1

εps
⟨ϕ⟩⟨ψ⟩. (A.6)
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Appendix B: Coupling Newton’s
Linearization and BDF Temporal
Discretization

An example of coupling Newton’s linearization and BDF temporal discretization is
shown here for the fuel-cell-cathode model in OpenFCST that is governed by the
following equations:

εpctot
∂xO2

∂t
−∇ ·

(︁
ctotD

eff
O2
∇xO2

)︁
= −j (xO2 , ϕH+ , ϕe−)

4F
, (B.1)
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Cdl
∂ϕe−

∂t
− Cdl

∂ϕH+

∂t
−∇ ·

(︁
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= j (xO2 , ϕH+ , ϕe−) , (B.3)

where εp is porosity; ctot is total gas concentration; xO2 is molar fraction of oxygen;
Deff

O2
is effective oxygen diffusivity; j is volumetric faradaic current density; Cdl is

volumetric double-layer capacitance; ϕe− and ϕH+ are potentials of the electronically
and protonically conductive phases, respectively; σeff

e− and σeff
H+ are effective conduc-

tivities of the said phases. Solver coupling is performed in a similar fashion in all
other models. Spatial discretization is not considered here.

Applying the general BDF method (2.113) to (B.1)-(B.3), one obtains

εp
ctot
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αix

(i)
O2

]︂
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O2

)︂
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4F
,
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(i)

H+ − ϕ
(i)
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)︂]︂
−∇ ·
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)︂
= −j(n+1),

Cdl
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i=n+1∑︂

i=n−k+1

[︂
αi

(︂
ϕ
(i)

e− − ϕ
(i)

H+
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)︂
= j(n+1).

where j(n+1) = j
(︂
x
(n+1)
O2

, ϕ
(n+1)

H+ , ϕ
(n+1)

e−

)︂
. These equations are nonlinear with respect

to the solution vector

uuu(n+1) =
(︂
x
(n+1)
O2

, ϕ
(n+1)

H+ , ϕ
(n+1)

e−

)︂T
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from the new time layer with index n + 1. In Newton’s method, it is approximated
as uuu(n+1,m+1) = uuu(n+1,m) + δuuu, uuu(n+1,0) = uuu(n), where δuuu is the solution update. As a
result, the diffusive terms are decomposed into two parts,

∇ ·
(︁
Aα∇u(n+1,m+1)

α

)︁
= ∇ ·

(︁
Aα∇u(n+1,m)

α

)︁
+∇ · (Aα∇δuα) , (B.4)

where subscript α indicates the solution-variable index and Aα is the effective diffusion
coefficient or the effective conductivity. The nonlinear expression for the volumetric
current density is linearized using the Taylor series as

fα
(︁
uuu(n+1,m+1)
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⃓⃓
⃓⃓
⃓
uuu=uuu(n+1,m)

δuβ. (B.5)

Rewriting now the system of equations with respect to the new solution variable
δuuu, one arrives at
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These equations represent two iterative processes: outer time-layer iterations with
index n and inner Newton iterations with index m.
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Appendix C: Derivation of
equation (5.7) from equation (5.2)

Consider a problem of one-dimensional proton transport in a cathode catalyst layer
with fast oxygen and electron transport. Under the assumption of Tafel kinetics
(equation (2.52)) and constant and uniform protonic conductivity and temperature,
equation (5.2) is transformed into

− Cdl
∂η

∂t
− σeff

H+

∂2ϕH+

∂x2
= −ξ exp

(︂
−η

b

)︂
, (C.1)

where we denote ξ = i0Av

(︂
c
cat|i
O2

/crefO2

)︂γ

for convenience. Based on the definition of

the overpotential (η = ϕe− − ϕH+ − Eth) and the assumption that the layer is highly
electronically conductive, ϕH+ can be replaced with −η under the spatial derivative
in equation (C.1) (the theoretical half-cell potential Eth is independent of t and x in
the considered case). When overpotential η is small, the exponent in equation (C.1)
can be linearized to give

− Cdl
∂η

∂t
+ σeff

H+

∂2η

∂x2
= −ξ

(︂
1− η

b

)︂
, (C.2)

where ξ = i0Av due to negligible mass-transport limitations.
Let us represent the applied harmonic perturbation in the overpotential as

η(t, x, ω) = η̄(x) + η̃(x, ω) exp(iωt). (C.3)

Substituting equation (C.3) into equation (C.2) and noting that η̄(x) is the steady-
state solution of the latter, one gets

∂2η̃

∂x2
exp(iωt) =

η̃

σeff
H+

(︃
ξ

b
+ iωCdl

)︃
exp(iωt). (C.4)

Equation (C.4) must hold for all t and ω, and thus the following ordinary differential
equation for the perturbation η̃(x, ω) is obtained:

∂2η̃

∂x2
=

η̃

σeff
H+

(︃
ξ

b
+ iωCdl

)︃
. (C.5)

Because only protonic transport is considered, perturbation η̃(x, ω) is driven through
the proton-exchange membrane of the cell. Thus, a boundary condition

η̃(0, ω) = η̃0(ω) (C.6)
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is imposed at the CL-PEM interface (x = 0). Since the gas-diffusion layer is not
protonically conductive, −σeff

H+∂ϕH+/∂x = 0 must be satisfied at the CL-PTL interface
(x = L). This is equivalent to setting

∂η̄

∂x
(L) +

∂η̃

∂x
(L, ω) exp(iωt) = 0. (C.7)

Protonic flux through the CL-PTL boundary must be zero at steady state as well,
and thus ∂η̄/∂x = 0 at x = L. Therefore, the second term of equation (C.7) must be
zero for all t and ω, from where it follows that

∂η̃

∂x
(L, ω) = 0. (C.8)

We will search for the solution to equation (C.5) in the form [56]

η̃(x, ω) = A(ω) exp
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, (C.9)

where

Z̃(ω) =
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1
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b
+ iωCdl
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. (C.10)

Substitution of equation (C.9) into the boundary conditions (C.6) and (C.8) gives

A(ω) = B(ω) =
η̃0(ω)

exp
(︂
LZ̃

)︂
+ exp

(︂
−LZ̃

)︂ , (C.11)

although having A(ω) = B(ω) is sufficient to derive the impedance.
The volumetric protonic current density (A/cm3) is defined as

jH+ = −σeff
H+

∂2ϕH+

∂x2
= σeff

H+

∂2η

∂x2
,

and thus

j̃H+(x, ω) = σeff
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∂2η̃

∂x2
(x, ω) = σeff

H+Z̃
2
(ω)η̃(x, ω). (C.12)

Integration of equation (C.12) from x = 0 to x = L results in the current-density
perturbation (A/cm2)

ĩH+(ω) = σeff
H+Z̃(ω)A(ω)

(︂
exp
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LZ̃

)︂
− exp

(︂
−LZ̃
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.

Impedance (Ω · cm2) is computed as

Z(ω) =
η̃(0, ω)

ĩH+(ω)
=

η̃0(ω)

ĩH+(ω)
=

1

σeff
H+Z̃(ω)

coth
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. (C.13)

Rearranging equation (C.13), we obtain

Z(ω) =
√︁
RH+Zint(ω) coth

(︄√︄
RH+

Zint(ω)

)︄
,
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where Zint(ω) and RH+ are defined in equations (5.8) and (5.10), respectively, and

Rct =
b

ξL
, C∗

dl = CdlL. (C.14)

As discussed in the main text, equation (5.10) cannot be used to obtain the effective
protonic resistance; it is used here to illustrate the similarity of equations (C.13)
and (5.7) only. Note that the charge-transfer resistance defined in equation (C.14)
was obtained with the assumption of small overpotential (small operating current).
It is equivalent to the charge-transfer resistance computed directly from the Tafel
kinetics (2.52),

RTafel
ct =

∂η

∂i
= −b

i
,

when η = 0. The negative sign in the equation above is due to i being the protonic
current density in this derivation.
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