


 

 

Infection with HSV-1 triggers several events specifically designed to manipulate cell 

signal transduction pathways. Two major signaling cascades targeted by the virus are 

the PI3K/Akt-pathway and the TCR-signaling pathway. Prior to the studies presented in 

this thesis, it was known that the tegument protein VP11/12 associates with cellular 

proteins that are directly involved in those pathways. Specially, it was suggested that 

VP11/12 associates with SFKs, p85, Grb2 and Shc through specific tyrosine-based 

binding motifs that are located within the C-terminal region of VP11/12.  

Here, we first generated point-mutated viruses with inactive binding motifs and assessed 

the ability of mutant VP11/12 to associate with the SFKs, p85, Grb2 and Shc. I found 

that inactivation of the predicted binding motifs for SFKs, Grb2 and Shc eliminated the 

protein-VP11/12 associations. In the case of p85, I was able to demonstrate that 

inactivation of the predicted p85-binding motif significantly reduced, but did not eliminate, 

the VP11/12-p85 interaction. From these results, it became evident that VP11/12 

requires the phosphorylation of specific tyrosine-based binding motifs within its C-

terminal region in order to associate with SFKs, p85, Grb2 and Shc.  

Next, I determined the downstream effects of eliminating these protein-protein 

associations. I provide data suggesting that VP11/12 requires the recruitment and 

activation of SFKs to further associate with Grb2, Shc and p85 as well as to induce global 

phosphorylation of VP11/12. Further, I was able to demonstrate that VP11/12 must 

associate with SFKs, Grb2 and p85 in order to activate Akt during infection. In addition, 

I provide data suggesting that VP11/12 needs to associate with SFKs in order to severely 

reduce TCR signaling events upon transfection. Taken together, this data fully supports 



 

 

the Wagner-Smiley model demonstrating that VP11/12 mimics an activated receptor in 

that VP11/12 associates with cellular proteins that are directly involved in the stimulation 

of the PI3K/Akt- as well as the TCR-signaling pathways.  
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In this thesis I define the role of the Herpes Simplex Virus 1 (HSV-1) tegument protein 

VP11/12 in hijacking the phosphatidylinositol-4,5-bisphosphate-3-kinase (PI3K)/Akt-

pathway and the T-cell receptor (TCR)-pathway by examining VP11/12’s interactions 

with the signaling proteins p85, Grb2, Shc and Src family kinases (SFKs). I first 

determine which tyrosine-based binding motif within VP11/12 is necessary for the 

binding of VP11/12 to each protein. I subsequently investigate how these interactions 

affect the TCR- and the PI3K/Akt-pathways.  

The aim of this introduction is to provide the background relevant to my thesis research. 

Section 1 provides a broad overview of the molecular virology of HSV-1 including 

taxonomy (section 1.1.1), morphology (section 1.1.2), the lytic replication cycle (section 

1.1.3) and latency (section 1.1.4). Section 1.2 outlines the manipulation of host functions 

by HSV-1 and what was known about VP11/12 as a mediator of signaling pathways 

before I started my thesis research. Section 1.3 outlines my thesis rationale.  

 

 

Herpesviruses share the same overall morphology but have a very broad host range 

including: fish, birds, mammals and reptiles [1]. Infections with herpes simplex viruses 

(HSVs) represent an enormous global health problem. For example, more than 67 % of 

the world’s population is infected with Herpes Simplex Virus 1 (HSV-1) and neonatal 

infection can cause mortality in 60 % of the infected infants if no treatment is provided 

[2].  



 

 

 

The Herpesviridae family includes over 200 members and the members are grouped 

into three subfamilies: Alphaherpesvirinae, Betaherpesvirinae and Gamma-

herpesvirinae (Fig. 1.1). This classification is based on tropism and growth, as well as 

the specific cell type in which the virus develops latency [1].  

The Alphaherpesvirinae subfamily contains three viruses that infect humans: HSV-1, 

herpes simplex virus 2 (HSV-2) and Varicella-Zoster-virus (VZV). While HSV-1 is the 

causative agent of cold sores, HSV-2 is known as the causative agent of genital sores 

[1]. In rare cases HSV-1 and HSV-2 can infect brain tissue cells and therefore cause 

potentially lethal encephalitis [3]. In addition, neonatal herpes infection can lead to 

lasting neurologic disability or death [4]. Primary infection with VZV occurs during early 

childhood or adolescence and causes chickenpox. If the virus reactivates out of latency, 

it results in herpes zoster (shingles), which is characterized by a painful dermatomal 

rash. The successful design of a vaccine against herpes zoster has led to a substantial 

decline of this infectious disease [5]. 

The Betaherpesvirinae subfamily contains four viruses that are known to infect humans. 

The human cytomegalovirus (hCMV) is the prototypical member of this subfamily. It is 

prevalent within the population, although it is only of significant concern for infants, the 

elderly and immunocompromised individuals [1]. Human herpesvirus 6A (HHV-6A), 6B 

(HHV-6B), and 7 (HHV-7) were first classified as highly related T-lymphotropic viruses. 

The more recent classification is based on new research evidence, suggesting that HHV-

6A and HHV-6B are distinct species due to their different epidemiology and biological 

characteristics [6].  



 

 

The Gammaherpesvirinae subfamily contains two human herpesviruses: Epstein-Barr 

virus (EBV) and Kaposi's sarcoma-associated herpesvirus (KSHV). Both viruses infect 

and establish latency in lymphoid cells. EBV is the causative agent of mononucleosis [7] 

and KSHV is the etiological agent of Kaposi’s sarcoma [8].  

Given that my thesis research is focused on HSV-1, the remaining part of this 

introduction mainly outlines the structure and life cycle of HSV-1.  

 

 

Fig. 1.1: Taxonomy of herpesviruses.  

 

 

As depicted in figure 1.2, herpesviruses contain a linear double-stranded DNA genome, 

which is encased within an icosahedral capsid. The capsid is surrounded by a 



 

 

proteinaceous layer, called the tegument, and an outer lipid bi-layer envelope containing 

glycoproteins. Depending on the virus, the genome size ranges from 124 to 295 kilobase 

pairs (kbp). The genomes of all herpesviruses contain a conserved region that codes for 

structural as well as non-structural genes and DNA replication proteins [1]. Each 

structural element is described below in more detail. 

 

Fig. 1.2: Morphology of HSV-1.  

 

 

The envelope of HSV-1 is a lipid bi-layer derived from cellular membranes. Viral 

glycoproteins embedded in the envelope facilitate the fusion of the viral envelope with 

the cellular plasma membrane. HSV-1 envelope proteins bind directly to cellular 

receptors to initiate the internalization of the viral particle into the host cell. More than 

ten HSV-1 glycoproteins have been identified [1], but only glycoprotein B (gB), 

glycoprotein D (gD), glycoprotein H (gH) and glycoprotein L (gL) are necessary and 

sufficient to induce cell fusion [9, 10]. A detailed description of the viral entry process is 

given in section 1.1.3.1 of this introduction. 



 

 

 

The tegument is the proteinaceous layer located between the capsid and the envelope 

and it contains at least 20 viral proteins and some cellular proteins [11, 12]. Tegument 

proteins can be released into the cytoplasm or can remain associated with the injected 

capsid after the virion fuses with the host cell membrane [13-15]. Tegument proteins 

have many different functions including recruitment of cellular molecular motors, 

targeting of virion components to the nuclei or the cellular plasma membrane (section 

1.1.3.2) as well as regulation of viral/host cell gene expression (section 1.1.3.3) [16]. The 

process of tegument assembly is described in section 1.1.3.5 of this introduction.  

Early experiments using non-ionic fractionation suggested that the tegument consists of 

two layers: the inner and the outer tegument.  Proteins of the inner tegument remain 

associated with the capsid, while proteins of the outer tegument like VP11/12 separate 

from the capsid during fractionation [17, 18].  

Cryo-electron tomography of the viral particle showed that the tegument is not evenly 

distributed around the capsid (Fig. 1.3). On the proximal pole, the capsid is close to the 

envelope and is only separated from the envelope by a thin tegument layer. On the distal 

pole, the capsid is separated from the envelope by a thick tegument layer which is called 

the cap [19]. This asymmetry also extends to the distribution of glycoproteins as most 

glycoproteins form a dense cluster predominantly located at the distal pole [19]. These 

observations indicate that the structure of the tegument is more complex than previously 

predicted.  

According to the spatial distribution of tegument proteins, Bohannon and colleagues 

suggested that tegument proteins can be subdivided into the following three classes 



 

 

(Fig. 1.3): (i) proteins that symmetrically surround the capsid are termed radial distributed 

proteins (Fig 1.3A), (ii) proteins that are located throughout the entire tegument space 

are termed space filling proteins (Fig. 1.3B) and (iii) proteins that form the thick tegument 

layer on one side of the capsid, such as VP11/12, are termed offset/gap proteins (Fig. 

1.3C) [20]. The architecture of the tegument is highly organized and can be described 

as a network of tegument proteins. Within this network, tegument proteins interact with 

each other in order to connect the capsid to the envelope [21]. A more detailed 

discussion of the tegument architecture and assembly is provided in section 1.1.3.5. 

 
 

 
Fig. 1.3: Tegument protein distribution.  

Shown is the tegument protein distribution (blue) as suggested by Bohannon and 
colleagues [20]. The capsid is placed asymmetrically within the tegument, as shown by 
Gruenewald et al. [19]. Tegument proteins can be subdivided into (A) radial 
symmetrically distributed proteins, (B) space filling proteins and (C) offset/gap 
asymmetrically distributed proteins. VP11/12, the tegument protein of interest to my 
thesis research, is described as an offset/gap tegument protein. Unlike the historical 
inner/outer tegument classification, this more recent model reflects the complex 
tegument protein distribution (figure is adapted from [20]). 

  

The exact mechanism behind the asymmetrical placement of the capsid in the envelope 

is unknown, but it is suggested that the DNA portal formed by UL6 might be involved in 

the placement of the capsid because it is the only unique feature of the capsid [14, 22]. 

Further, the asymmetrical placement of the capsid might enable the two poles to serve 

different functions. During cell entry, the proximal pole seems to form the fusion pore 



 

 

with the plasma membrane [14], whereas the distal pole is involved in the tegumentation 

process (section 1.1.3.5) [19]. 

Well characterized tegument proteins include the virion host shutoff protein vhs, a 

regulator of host and viral messenger RNA, VP16, a viral gene activator, and US3 and 

UL13, both viral protein kinases [16]. My thesis research is focused on the less well 

defined tegument protein VP11/12, which is encoded by the UL46 gene locus. VP11/12 

is present in 1,000-2,000 copies per virion, making it one of the most abundant tegument 

proteins of HSV-1 [11, 23].  

The icosahedral capsid consists of 162 individual capsomers and is approximately 

125 nm in diameter. Its function is to protect the genomic information and to assist in 

DNA packaging as well as release [1]. The mature capsid contains several copies of 

seven viral proteins. VP5 is the major capsid protein, and VP19C, VP23, VP26, UL17 

and UL25 are minor capsid proteins [24]. The capsid further contains one unique single 

portal at one of the twelve vertexes of the icosahedron. This portal is formed by the DNA 

portal protein UL6 [25] and is responsible for the packaging (section 1.1.3.4) and release 

(1.1.3.2) of the viral genome [25, 26].  

The 152 kbp HSV-1 genome [27-31] consists of one linear double-stranded DNA 

molecule [32] and contains two covalently linked components termed unique long (UL) 

and unique short (US) (Fig. 1.4) [33-35], which are flanked by inverted repeats. The 

sequence repeat at the end of UL (TRL) is designated ab, and the internal inverted repeat 

(IRL) is designated b’a’. The sequence repeats for Us are designated a’c’ (IRs) and ca 

(TRs) [28, 30]. The a sequence can be found in one or more copies (an) [36, 37] and it 



 

 

contains no open reading frame; however, the Smiley lab and others have demonstrated 

that it contains signals that are essential for DNA packaging (section 1.1.3.4) [38-40]. 

The b sequence contains four open reading frames, and the c sequence contains only 

one open reading frame. Both sequences are present in two copies per genome.  

The genome further contains three origins of replication, one is located within the UL 

region and the other two flank the Us region (Fig. 1.4) [41-44]. Most viral genes are only 

present in one copy per genome, with the UL region encoding ~65 proteins and the US 

region encoding ~14 proteins [1].  

 

Fig. 1.4: Genomic Structure of HSV-1. 

Shown is a simplified schematic structure of the linear double-stranded DNA genome of 
HSV-1. The UL region, as well as the US region, are flanked by a terminal repeat 
(TRL/TRS) and an inverted repeat (IR), whereas IRL contains the sequence b’a’ and IRS 
contains the sequence a’c’. Importantly, the a region can consist several sequence 
copies of itself (an). One origin of replication (ori) is located within the UL region (oriL) 
and two additional origin of replication are flanking the US region (oriS). The figure is 
drawn to scale.  

 

 

The transmission of HSV-1 depends on intimate and personal contact between a 

previously infected individual and a susceptible individual. In order to infect a susceptible 

individual the virus must come in direct contact with the mucosal surface and/or skin of 



 

 

this individual. In the case of a primary HSV-1 infection, the infection site is limited to 

epithelial cells and transmission is induced through salvia or respiratory droplets. Initial 

viral replication at the entry site is followed by the establishment of latency in neurons. 

Viral replication within latently infected neurons is strongly limited (section 1.1.4), but 

following viral reactivation and anterograde transport of the viral capsid into epithelial 

cells, cold sores are developed at the viral replication site [1].  

As outlined in figure 1.5, the HSV-1 replication cycle starts with the binding of viral 

glycoproteins to cellular membrane receptors (step 1). The binding initiates the fusion of 

the viral envelope with the cellular membrane and triggers the release of the tegument 

and capsid into the cytoplasm (step 2). Next, the capsid is transported towards the 

nucleus, and the genome is transcribed (steps 3-6). Viral capsid proteins are imported 

into the nucleus and the viral DNA is packed into the newly formed capsid (step 7). The 

capsid is then transported into the cytoplasm where it assembles its tegument and outer 

envelope before being released from the cell using an exocytosis based mechanism 

(step 8-11). In this subsection, I describe each step in more detail while highlighting the 

tegument assembly and tegument architecture (section 1.1.3.5). 

 



 

 

 

Fig. 1.5: HSV-1 lifecycle. 

Shown is a simplified outline of the HSV-1 lifecycle. (1) The virus binds to cellular 
receptors and membrane fusion leads (2) to the release of the capsid and tegument into 
the cytoplasm. Inner tegument proteins remain associated with the capsid while outer 
tegument proteins dissociate from the capsid. (3) The genome is injected into the host 
cell nucleus and viral as well as host cell factors initiate viral gene transcription. (4-6) 
HSV-1 genes are transcribed in three kinetic classes (immediate early, early and late).  
Late gene products encode capsid proteins and allow (7) the formation of a new capsid 
within the nucleus followed by DNA packaging. (8) The mature capsid is then transported 
out of the nucleus into the cytoplasm and (9-10) assembles its tegument and outer 
envelope by budding into TGN and/or endosomal derived vesicles. Some tegument 
proteins might be added to the capsid within the nucleus and/or the cytoplasm. (11) The 
newly formed viral particle is released from the infected cell through exocytosis.  

 

 

 



 

 

 

The entry of viral particles into a susceptible cell is mediated by the glycoproteins of the 

envelope (Fig. 1.5, step 1). The entry mechanism is highly complex and involves several 

temporal and spatial interactions between viral glycoproteins and cellular receptor 

proteins. The glycoproteins gC and gB interact with host cell receptors 

(glycosaminoglycans heparin sulfate, chondroitin sulfate, and dermatan sulfate) to 

trigger the tethering of HSV-1 virions to the cell’s surface [45-50]. Once the tethering 

process is successful, gD associates with one entry receptor, such as herpesvirus entry 

mediator (HVEM) [51, 52], nectin-1, nectin-2 [53-55], or 3-O-sulfated heparin sulfate [56, 

57]. The fusion machinery complex, which is  composed of gB and gH/gL, then facilitates 

the fusion of the envelope with the cell plasma membrane [58], and the capsid and 

tegument are released into the cytoplasm (Fig. 1.5, step 2).  

 

The viral capsid must be actively transported through the cytoplasm towards the nucleus 

(Fig. 1.5, step 3), as movement within the cell is limited by viscosity as well as cellular 

organelles that function as steric obstacles [59]. It was first shown that the capsid is 

transported by a microtubule (MT) dependent mechanism [60], and a follow up study 

then demonstrated that the capsid can bind the microtubule motors dynein and kinesin 

through the inner tegument proteins UL36 and UL37 [61]. Dynein and kinesin are 

specialized MT associated proteins that function as motors; dynein moves cargo along 

minus end-directed MT and kinesin moves cargo along plus end-directed MT [62].  



 

 

The initial destination of the viral capsid within the cell is the microtubule organization 

center (MTOC), which is reached by minus-end directed transport.  The exact mode of 

action behind the association of the capsid with MT motors is unknown, but a study 

carried out by Schipke et al provided some insight on how the inner tegument protein 

UL36 might be involved in the trafficking of the capsid. The study provided evidence 

suggesting that UL36 remains associated with the viral capsid throughout cellular 

trafficking. Viruses lacking UL36 fail to transport capsids towards the nucleus [63]. After 

reaching the MTOC, the capsid continues its way towards the nucleus by plus-end 

directed transport. This second step of cellular trafficking seems to require the nuclear 

localization signal (NLS) of UL36, as its absence leads to accumulation of capsids at the 

MTOC [64].  

At the nucleus, the capsid associates with the nuclear pore complex (NPC) [60, 65], 

which triggers the injection of the DNA into the nucleus (Fig. 1.5, step 3). This injection 

process involves the cellular proteins Ran-GTP and importin-beta [65], as well as the 

nucleoproteins Nup214 and Nup358 [66, 67]. The current data does not provide a full 

model for the DNA release step; however, the evidence suggests that the interaction 

between UL36 and Nup358 first brings the capsid and NPC closer together before the 

interaction between UL25 and Nup214 ultimately leads to the efficient, pressure-driven 

ejection of the DNA [68, 69]. After the DNA injection, the empty capsid is released into 

the cytosol [60] and the viral DNA adopts an end-less (most likely circular) configuration, 

[70-72] and cellular proteins initiate DNA chromatinization [73, 74].  

 

 



 

 

 

After the viral DNA is delivered into the nucleus, the viral genome can either be 

transcribed to induce the lytic replication cycle and produce viral particles, or it can enter 

the latent state, which is described in section 1.1.4.  

HSV-1 gene expression occurs in a sequential order (Fig. 1.5, steps 4-6). First, 

immediate early () genes are transcribed. The gene products of this class are required 

for the activation of other early genes. Second, early () genes are transcribed and gene 

products of this class are essential for viral DNA replication. Lastly, leaky late () and 

true late () genes are transcribed. Late genes encode viral proteins that are required 

for the assembly and release of the newly formed virions. Tegument proteins are typical 

examples of late gene products [1].  

Immediate early gene expression is initiated by the tegument protein VP16 through 

complex formation with the host cell factor-1 (HCF-1) and the cellular transcription factor 

Oct-1. This complex formation allows for the recruitment of the host RNA polymerase II 

to the HSV-1 genome [75-79]. The HSV-1 genome itself encodes six immediate early 

genes (ICP0, ICP4, ICP22, US1.5, ICP27, ICP47) and each of these genes includes a 

unique and crucial cis-regulatory motif (5’TAATGARAT) [80-82]. All immediate early 

gene products, except ICP47, are required for the activation of the early as well as late 

gene expression [1]. For example, ICP0 is an E3 ubiquitin ligase that antagonizes the 

restriction of viral gene expression by ND10 nuclear bodies and chromatin repression 

[83]. In addition, ICP0 targets cell signaling proteins like IFI-I6 in order to shut down 



 

 

cellular signaling processes that are involved in anti-viral defence mechanisms [84, 85] 

and it co-activates early gene expression [86].  

One of the first studies carried out to define the role of VP11/12 suggested that this 

tegument protein might enhance immediate early gene expression by collaborating with 

VP16 [87, 88]. This hypothesis was supported by evidence suggesting that VP11/12 and 

VP16 interact [87, 89]; however, mutant viruses lacking VP11/12 do not show any defect 

in immediate early gene expression [90]. Based on this observation, VP11/12 is most 

likely not involved in enhancing immediate early gene expression and/or its function is 

compensated for by another viral protein in its absence.  

Early gene expression is initiated by the immediate early proteins ICP0 and ICP4, as 

both proteins activate early gene promotors [86, 91-93]. The majority of early genes 

require the expression of immediate early genes; however, UL39 seems to be the 

exception [94]. Some, but not all, early gene products are necessary for viral DNA 

replication. For example, UL9 is an origin binding protein that can bind each of the three 

origins of replication (Fig. 1.4) to initiate DNA replication [95-97]. Once UL9 binds an 

origin of replication, it starts to unwind the DNA under the support of ICP8 [98, 99]. 

Subsequently, UL5, UL8, and UL52 form a helicase/primase complex that further 

separates the double-stranded DNA and ultimately creates an oligoribonucleotide primer 

for the synthesis of viral DNA [100, 101]. The mechanism used to initiate DNA replication 

is well defined, but the mechanism used to replicate the entire genome remains to be 

determined. As mentioned previously, some studies suggested that the viral DNA 

undergoes circularization, possibly indicating a rolling circle replication mechanism [70-

72]. This mode of replication would lead to the generation of long concatemeric DNA 

molecules, that were previously documented [102]. Nevertheless, other research studies 



 

 

suggested that the observed concatemeric DNA structures might be formed as a 

consequence of recombination [103]. To date, the exact fate of viral DNA upon delivery 

into the host cell nucleus remains unknown. 

The last gene group that becomes activated are genes of the leaky late () and true late 

() classes. By definition, leaky late genes do not require the synthesis of viral DNA 

prior to activation but true late genes do require DNA replication prior to activation [104]. 

The different expression pattern of these two late gene classes is most likely due to 

differences within the cis-acting regulatory unit of each promotor [105, 106]. The gene 

products of both late gene classes are either required for virion assembly, such as 

tegument, capsid and envelope proteins, and/or they serve as viral modulators of cellular 

processes that interfere with viral replication [1].  

 

The formation of new virions includes the following steps: importation of capsid proteins 

into the nucleus, capsid formation within the nucleus, packaging of viral DNA into the 

capsid, nuclear egress of the mature capsid and tegumentation as well as secondary 

envelopment in the cytoplasm. In this subsection I describe the capsid formation, DNA 

packaging and nuclear egress (Fig. 1.5, step 7 and 8) in more detail. The tegumentation 

and secondary envelopment is described in section 1.1.3.5.  

First, the procapsid is assembled from the imported capsid proteins and the scaffold 

proteins UL26.5 and UL26. The scaffold is essential for the formation of the precursor 

capsid prior to encapsidation of the genome, but is not present in the mature virion [107]. 

In a process termed maturational cleavage, the minor scaffold protein UL26 cleaves 

itself as well as the major scaffold protein UL26.5. Digestion of UL26.5 and UL26 disrupts 



 

 

the association with the major capsid protein VP5 [108-111], triggering the release of the 

scaffold and maturation of the procapsid into a mature capsid. During this process, the 

viral genome is packed into the capsid [112-115]. The capsid assembly itself most likely 

starts with the formation of the portal ring. The portal ring contains six copies of the UL6 

DNA-portal protein [116], and the UL6 molecules further interact with the scaffold [117]. 

The UL6-scaffold interaction is thought to ensure that only one DNA portal is 

incorporated while the capsid is assembled [116].  

The packaging of viral DNA into the capsid is mediated by the terminase complex that 

consist of three viral gene products (UL15, UL28, UL33) [107]. The generation of a linear 

unit-length genome from a concatemeric DNA molecule involves the detection of 

packaging sequences within the repeats that flank the UL/US segments (section 1.1.2.3; 

Fig. 1.4) [38-40] as well as energy in form of ATP [118]. It is thought that the viral 

terminase complex scans along the viral DNA looking for packaging signals while it 

actively injects the DNA into the capsid through the portal complex, producing the mature 

C-capsid. Several control mechanisms are engaged during capsid formation as well as 

DNA packaging. If, for example, the process fails to engage the packaging mechanism, 

the capsid seals the scaffold inside which leads to the generation of a dead-end product 

termed B-capsid [107].  

Once the genetic information is packed into the capsid, the capsid has to exit the nucleus 

and aquire its tegument and envelope before being released from the cell. This process 

involves an envelopment and de-envelopment step at the nucleus and is followed by a 

secondary envelopment step in the cytoplasm. The primary envelopment process is also 

termed nuclear budding, and it involves the following steps: disruption of the nuclear 

lamina, capsid recruitment to the inner nuclear membrane, primary envelopment of the 



 

 

capsid at the inner nuclear membrane and budding of the primary enveloped capsid into 

the perinuclear space. Each process is controlled by the nuclear egress complex (NEC), 

which is comprised of UL31 and UL34. Deletion of UL31 or UL34 results in a significant 

reduction of viral titers [119-122].  

To disrupt the nuclear lamina, the NEC triggers events that lead to the disruption of the 

dense fiber-like structure, which mainly consists of three types of lamins (A,B and C), in 

close proximity to the NEC [123-125]. The exact mechanism behind the disruption of the 

lamina is still unclear, but it has been suggested that UL34 recruites cellular kinases like 

PKC to induce phosphorylation of lamin B [126]. In addition, the viral kinase US3 is 

activated and leads to phosphorylation of lamin A/C [127]. It has also been proposed 

that the NEC interacts with lamina A/C in order to outcompete the lamin-lamin 

interactions that form the fiber-like structure [125, 128].  

Second, the NEC is involved in recruiting the mature capsids to the inner nuclear 

membrane. As mentioned previously, different capsids can be found in infected cells 

(dead-end products or mature C capsids) and only C-capsids are exported. It was first 

suggested that a capsid vertex-specific complex is expressed on mature C-capsids and 

that this complex is recognized by the NEC [129]; however, the suggested complex was 

later also identified on dead-end capsid products [130, 131]. The expression of the 

capsid vertex-specific complex is significantly lower on dead-end capsid products, but 

its detection still questioned the suggested model. At this point it is unclear how the NEC 

distinguishes between the different capsids, but one model suggests that 

posttranslational modifications of specific capsid proteins might enable UL31 to 

selectively bind C-capsids and not to the dead-end capsid products [132].  



 

 

The third step in nuclear egress involves the deformation of the inner nuclear membrane 

before the nascent bud can be pinched off and released into the perinuclear space. 

Bigalke and collegeous recently demonstrated that the NEC itself can deform the 

membrane as well mediate scission in the absence of any other components or chemical 

energy [133]. Nevertheless, the mechanisms used by the NEC are still to be determined.  

Lastly, the enveloped capsid travels towards the outer nuclear membrane where the de-

envelopment step occurs. The mechanism behind this step is poorly defined, but studies 

suggest that this step does not solely rely on the NEC [134] and may require US3 as an 

additional factor [135]. Once the de-enveloped capsid is released into the cytoplasm, 

tegumentation and secondary envelopment occur prior to the release of the viral particle. 

 

The most commonly accepted model of tegumentation and secondary envelopment 

suggests that the majority of the inner tegument layer is constructed while the capsid is 

in the cytoplasmic space [136]. It is further suggested that earlier minor tegumentation 

steps, involving inner tegument proteins like UL36 and UL37, might occur within the 

nucleus, but the data is not consistent [21, 137, 138]. Subsequently, the outer tegument 

and secondary envelopment occurs after the capsid buds into the trans-Golgi network 

(TGN) or endosome derived vesicles (Fig. 1.5, step 9). Both structures contain viral 

glycoproteins and outer tegument proteins [139-141]. It is suggested that the presence 

of specific TGN and endosomal sorting signals within viral glycoproteins facilitates the 

accumulation of viral proteins in the TGN and endosome derived vesicles [142-145].  

Tegument proteins play an important role during secondary envelopement as they 

interact with each other as well as with proteins of the capsid and envelope to build up 



 

 

a network that links the capsid to viral envelope. The radial/inner tegument protein UL36 

serves as foundation stone for this network and it interacts with the capsid protein 

VP5/ICP5 or the capsid vertex-specific component UL25 (Fig. 1.6) [63, 146-149]. Using 

optical super-resolution imaging, Laine and colleagues demonstrated that UL36 can also 

reach into the tegument occupied space where it interacts with UL37 or VP16 [150]. 

UL37 can bind to gK and therefore link the tegument to the envelope [151]. VP16 

associates with VP22 in order to be connected to the envelope proteins gE and gM [152]. 

Organizing gap proteins like VP11/12 might assist in the formation of the tegument, but 

their precise role during the tegumentation process is unknown [21]. Of note, the 

tegument-tegument protein interactions are not limited to the ones described.  

 

Fig. 1.6: The architecture of the tegument.  

Shown is the organization of the tegument based on protein-protein interactions that 
form a bridge from the capsid to the envelope. The radial/inner tegument protein UL36 
interacts with the capsid protein (ICP5/VP5) and/or the capsid vertex-specific component 
(UL25). Space filling as well as gap/outer tegument proteins then interact with UL36 or 
a UL36-binding partner to link the capsid to the envelope (gK, gE, gM). This figure is not 
drawn to scale.  



 

 

In summary, the budding process does not only enable the formation of the tegument 

and the viral envelope, but it also creates a doubly enveloped viral transport vesicle (Fig. 

1.5, step 10) that later enables the fusion of the vesicles with the plasma membrane, 

resulting in the release of the viral particle (Fig. 1.5, step 11) [21].  

 

In all herpesviruses, an acute lytic infection is followed by a latent phase that does not 

support the formation of new virus particles [1]. HSV-1 establishes latent infection in the 

nucleus of peripheral ganglia following the retrograde transport of capsids along MTs 

towards the nucleus [153]. Once the viral genome is injected into the nucleus it will be 

maintained within the nucleus as episomes. The gene expression during latency is 

strongly limited in that most lytic gene expression is silenced while latency-associated 

RNA transcripts (LATs) expression is stimulated [1]. Research has demonstrated that 

the gene activation/repression is controlled by posttranslational modifications of histones 

that are associated with the episomes [154]. The active LAT region is enriched in 

euchromatin, which is the lightly packed form of chromatin, whereas the inactive lytic 

gene region is enriched in heterochromatin, which is the tightly packed form of chromatin 

[154-157]. Early studies indicated that LATs are important for controlling reactivation of 

the virus because deletion of the LAT promotor region did not hinder the establishment 

of latency, but restricted reactivation [158, 159].  

In humans, reactivation can be induced by stress, like infection, fever, UV exposure or 

emotional stress [160].  The cellular immune system impacts the latent state, as studies 

have shown that T-cells play an important role in regulating the reactivation of latent 

viruses [161-164].  



 

 

The current data suggests that the lytic-to-latent switch in neurons is regulated by the 

surroundings of the neuron as well as the cell type. It has been proposed that the switch 

is controlled by the dynamic interplay between viral and host cell transcriptional 

activators (to induce lytic infection) and transcriptional repressors (to establish and/or 

maintain latency). For example, using a primary neuronal culture system for latency and 

reactivation it was demonstrated that the cellular nerve growth factor-dependent 

signaling pathway through the PI3K/Akt axis is essential for maintaining viral latency 

[165-167]. The viral factor(s) that contribute to the regulation of this signaling pathway 

remain unknown. Interestingly, similar results were described by Wilcox and colleagues 

22 years earlier [168-170], but the observations were highly criticized at the time 

because of the detection of low levels of lytic mRNA during latency. At that time, most 

researchers thought that only LATs are transcribed and accumulate within the nucleus 

of the latently infected neuron [171]. However, it is now well established that low levels 

of lytic mRNAs are detected in latently infected animal models, and that the lytic mRNAs 

are important to regulate the lytic-to-latent switch [172]. It has become evident that lytic 

mRNAs are targeted by viral and host micro-RNAs (miRNAs) in order to control the 

reactivation [173]. For example, the viral miRNA miR-H2 [174, 175] as well as the host 

miRNA miR-138 [176] were recently identified as ICP0 mRNA transcript repressors. 

These findings were not surprising since the LAT locus, which gives rise to the viral 

miRNAs, overlaps the ICP0 gene and it was suspected that LATs control the reactivation 

[172]. 

 

 



 

 

 

HSV-1, like many other viruses, has to encounter several aspects of the human immune 

system. During HSV-1 infection, viral proteins manipulate host proteins and exploit a 

variety of cellular signaling pathways for their own benefits. Viral proteins either shut 

down signaling pathways that lead to the detection and killing of infected cells, or they 

activate pathways that ensure cell survival and viral replication [1]. In this subsection I 

will first outline selected immune evasion strategies evolved by HSV-1 to escape host 

antiviral modulators. Subsequently, I will outline how our laboratory became interested 

in investigating the signaling properties of VP11/12 before I started my thesis project.  

 

In humans, the immune system consists of two arms: the non-specific innate arm and 

the more specific adaptive arm. During a primary infection, viral replication is first limited 

by the innate immune response and is finally resolved through the adaptive response 

[177]. HSV-1 has evolved several different strategies to escape both arms by interfering 

with detection and signaling molecules [178].  

In the case of the innate immune response, HSV-1 directly targets the type 1 interferon 

signaling pathway. This pathway is a crucial line of defense and once activated, it 

mediates a wide range of antiviral responses. Activation of the type 1 interferon signaling 

pathway involves the recognition of pathogen-associated molecular patterns (PAMPs) 

by specific pattern recognition receptors (PRRs). Binding of PAMPs to PRRs leads to 

the expression of type 1 interferons, and released type 1 interferon then binds its cognate 

receptor and induces the production of IFN-stimulated genes (ISGs) through the JAK-



 

 

STAT pathway. PRRs relevant to the IFN response include several members of the Toll-

like receptor (TLR) family as well as DNA and RNA sensors [179]. To avoid the activation 

of the type 1 interferon pathway, HSV-1 targets PRRs and factors that transduce the 

signal downstream of PRRs.   

DNA-sensors that are targeted by HSV-1 include cyclic GMP-AMP (cGAMP) synthase 

(cGas), stimulator of interferon genes (STING) and interferon-gamma inducible-16 (IFI-

16). Expression of the tegument protein vhs reduces the accumulation of cGAS [180], 

and expression of ICP0 and US3 affect the stability as well as function of STING [181]. 

In addition, ICP27 interacts with STING in order to inhibit its signaling capacity [182]. In 

a very recent report, Deschamps and Kalamvoki demonstrated that VP11/12 blocks the 

cGAS-STING sensing pathway by associating with STING. The data presented also 

suggested that expression of VP11/12 alone is capable of eliminating STING protein 

levels as well as reducing STING transcript levels [183]. IFI-16 is targeted by ICP0 to 

induce its proteasomal degradation; however, the data is not consistent and requires 

more studies in order to fully understand the interaction between ICP0 and IFI-16 [85, 

184, 185]. Of note, the same study that identified VP11/12 as modulator of STING also 

suggested that VP11/12 reduces IFI-16 transcript levels [183]. 

RNA-sensors that are targeted by HSV-1 include RIG-I, TLR-3 and protein kinase RNA 

(PKR). RIG-I was one of the first viral RNA sensors identified and it became evident that 

HSV-1 directly targets this sensor. It was proposed that US11 interacts with RIG-I and 

hinders its function by inhibiting its complex formation with the mitochondrial antiviral-

signaling protein (MAVS) [186]. Similar to RIG-I, TLR-3 is one of the best understood 

RNA sensors. It was demonstrated that US3 directly reduces TLR-3 expression and 

deletion of US3 results in a strong activation of the interferon pathway [187]. In the case 



 

 

of PKR, two different viral proteins seem to be involved in dampening PKR function 

and/or expression. Early reports identified US11 [188] as a viral factor that limits PKR 

function and our laboratory and others have recently identified vhs as a negative PKR 

modulator [189-191].  

As mentioned above, HSV-1 does not only target PRRs, but it also targets factors that 

are involved in signal transduction downstream of PRRs. For example, the interferon 

response factor 3 (IRF-3) is a crucial transcription factor that stimulates the expression 

of type 1 interferons in non-immune cells like fibroblasts or epithelial cells [179]. So far 

four viral proteins have been identified that inhibit signal transduction at the level of IRF-

3: (i) US3 hyperphosphorylates IRF-3 and inhibits its dimerization as well as its 

translocation towards the nucleus [192], (ii) VP16 blocks IRF-3 activation through 

interacting with IRF-3 [193], (iii) ICP0 inhibits IRF-3 controlled transcription [194] and (iv) 

UL36 inhibits the dimerization of IRF-3 [195].  

 

Unlike the innate antiviral immune response, the adaptive antiviral immune response is 

more specific and consists of the T-cell mediated cellular immune response and the B-

cell mediated humoral immune response [177].  

Research has indicated that the B-cell humoral immune response most likely does not 

serve a critical role in controlling HSV-1 infection [196]. Nevertheless, HSV-1 

glycoprotein gE can interfere and inactivate HSV-1 specific antibodies by directly binding 

to the antibody [197, 198]. In contrast to the B-cell mediated humoral response, the T-

cell mediated cellular response plays a critical role in controlling HSV-1 infection. Biopsy 

samples have revealed that CD8+T-cells infiltrate HSV lesions [199], and the infiltrating 



 

 

T-cells are capable of producing interferon gamma and therefore most likely represent 

a HSV antigen-specific T-cell population [200]. Additional research has demonstrated 

that CD4+ T-cells support the generation of fully functional CD8+ T-cells [201], and that 

the HSV specific T-cell population spikes during an acute infection and rapidly decreases 

after the lesion is healed. Nevertheless, the specific T-cell population can remain 

significantly elevated for several months [202]. Lastly, some research also demonstrated 

that the infiltration rate of CD8+ T-cells into the primary infection site strongly correlates 

with clearance of the virus [201].  

It is therefore of no surprise that HSV-1 directly targets different essential components 

of T-cell activation. For example, HSV-1 directly interferes with the presentation of viral 

antigens by blocking the transporter associated with antigen processing (TAP) protein 

[203, 204] through ICP47 [205] and US3 [206]. As a non-lymphotropic virus, HSV-1 more 

efficiently infects T-cells through direct cell-to-cell spread from infected fibroblast cells, 

rather than through cell-free virus [207]. Previous research mainly carried out by the 

Jerome group demonstrated that HSV-1 infects T-cells and remodels T-cell receptor 

(TCR) signaling pathway events in order to avoid the activation of the adaptive immune 

response [208, 209]. Before going into detail on what was known about the viral induced 

remodeling process and the possible involvement of VP11/12, I want to briefly outline 

how cytotoxic T-cells become activated.  

 

Cytotoxic CD8+ T-cells become activated once the TCR binds to a viral peptide that is 

presented by a major histocompatibility complex I (MHC I) (Fig. 1.7). In addition, the CD8 

co-receptor will bind the invariant region of the MHC I loaded complex [210]. This 



 

 

complex formation then leads to the binding of the SFK lymphocyte-specific cytoplasmic 

protein kinase (Lck) to the CD8 co-receptor and the non-covalent interaction of Lck with 

CD8 initiates the intracellular signaling cascade [211, 212]. Once Lck is activated, it 

phosphorylates and therefore activates the immunoreceptor tyrosine-based activation 

motifs (ITAMs) within the CD3 molecule. This activation allows for the recruitment and 

activation of Zeta-chain associated protein kinase-70 (ZAP-70) [213-215]. After the 

activation of ZAP-70, ZAP-70 phosphorylates and therefore activates LAT [216]. LAT is 

essential for the activation of: (i) calcium signaling through phospholipase C1 (PLC) 

[217], (ii) the Ras-mitogen-associated protein kinase (MAPK) pathway [217] through the 

Grb2/SOS complex or through RasGRP, and (iii) the PI3K/Akt pathway through p85 

[218]. Of note, RasGRP is a Ras activator that becomes activated after binding to the 

PLC product DAG [219]. Concerning the recruitment of Grb2/SOS, a previous report 

suggested that Shc recruits Grb2/SOS while it is bound to the  chain of the TCR 

signaling complex [220], but an additional study then suggested that the Shc- chain 

association is less likely due to the low affinity [221]. A newer model suggests that Lck 

couples Shc to the TCR signaling complex through a direct association with the PTB 

domain of Shc [222]. It is proposed that this association brings Shc in close proximity to 

ZAP-70 and phosphorylation of Shc by ZAP-70 then induces the downstream signaling 

events [222]. 

Because of its direct relevance to my project, I want to briefly outline how proteins 

interact with each other in order to stimulate signal transduction. One important 

biochemical principal in the activation of signaling pathways are direct protein-protein 

associations, such as the Grb2-LAT association displayed in figure 1.7. Proteins can 

interact with each other by recognizing tyrosine-based binding motifs. In case of the 



 

 

Grb2-LAT association it was demonstrated that Grb2 binds to the YxNx motif (where ‘x’ 

is any amino acid) of LAT using its Sh2 domain [223]. A Sh2 domain is a small protein 

module that mediates protein-protein interactions and it can be found in adapter proteins 

like Grb2 or enzymes like Lck. Sh2-dependent interactions require the phosphorylation 

of a tyrosine within a specific tyrosine-based binding motif. In addition to Sh2 domains, 

Sh3 or PTB domains can also serves as interaction interfaces. PTB domains are similar 

to Sh2 domains, with the difference that not all PTB domains require the phosphorylation 

of the relevant tyrosine residue. In contrast, SH3 domains on the other hand recognize 

proline rich sequences and not tyrosine residues (reviewed in [224]).  

 

Fig. 1.7: Activation of CD8+ T-cells. 

A T-cell becomes activated once the TCR binds to an antigen presented by an MHC I. 
In addition, the CD8 co-receptor will also associate with the MHC-I. These events will 
lead to the activation of Lck. Lck then triggers a cascade of events that involves the 
activation of ZAP-70. It is suggested that ZAP-70 phosphorylates Lck-bound Shc, which 
establishes a membrane recruitment site for Grb2/SOS in addition to the LAT Grb2/SOS 
recruitment site. LAT also becomes phosphorylated by ZAP-70 and functions as an 
adapter molecule and recruits several cellular proteins that then lead to stimulation of 
calcium flux and/or PI3K/Akt-signaling.  



 

 

 

As mentioned above, research carried out in Keith Jerome’s laboratory demonstrated 

that T-cells become inactivated upon HSV-1 infection based on remodeling of TCR 

signaling events [208, 209]. T-cell inactivation required the entry of HSV-1 into the T-

cell, but it did not require any de novo protein synthesis, suggesting that tegument 

proteins are involved in the inactivation. The TCR signaling cascade was suppressed at 

the LAT level, as phosphorylation of ZAP-70 by Lck occurred normally, but a significantly 

reduced level of LAT phosphorylation was observed. HSV-1 infected T-cells did not 

display calcium flux or MAPK signaling events [208]. In a follow up study, Sloan et al 

further demonstrated that only the production of the pro-inflammatory cytokine IFN, 

tumor necrosis factor  and IL-2 was inhibited. However, the production of the tolerance-

inducing cytokine IL-10, which suppresses cellular immunity, was not inhibited and 

occurred at levels similar to the one observed in mock infected cells [209]. It is worth 

mentioning that the interleukin expression pattern was based on the amount of 

interleukin detected in the supernatant of infected cells and was not based on intra-

molecular staining. An earlier report by the same research group also suggested that 

inactivated CD8+ cells are not apoptotic and viable, as the inactivation can be overcome 

by phorbol ester (PMA) stimulation. PMA is specific activator of the Protein Kinase C 

(PKC) and PKC is normally activated by PLC to trigger calcium release and mobilization. 

In addition, given that the inactivation can be overcome by PMA stimulation, it is 

suggested that the signaling block occurs after TCR ligation and before PKC activation. 

This report further indicated that three genes, including US3, might be essential to the 

inactivation of CD8+ cells, but no mechanism was described [225]. Of note, our 

laboratory and others found that US3 and VP11/12 collaborate in controlling the 



 

 

PI3K/Akt-pathway [226-229]; however, it remains controversial whether US3 and 

VP11/12 have a similar effects on the TCR-pathway (section 7.1.3.3). 

Addressing the possible role of VP11/12 in damping TCR signaling events, our 

laboratory found in collaboration with the Jerome laboratory that deletion of VP11/12 

does not restore Erk phosphorylation following TCR ligation during infection [230]; 

however, unpublished data by the Jerome group (personal conversation between James 

R. Smiley and Keith Jerome) suggest that VP11/12 is sufficient to block Erk1/2 

phosphorylation and calcium flux upon overexpression in Jurkat T-cells. It is important 

to mention that Jurkat T-cells express CD4 instead of CD8; however, Jurkat T-cells can 

be directly infected by cell free virus and the TCR signaling pathway is similar to one 

observed in CD8+ T-cells. Research described in chapter 6 of my thesis aimed to further 

investigate a possible role of VP11/12 in dampening TCR signaling events when 

VP11/12 is expressed in isolation upon transfection.  

 

The evasion strategies outlined above are used by HSV-1 to inhibit signal transduction 

pathways in order to avoid an antiviral response. However, HSV-1 also creates a 

beneficial growth environment by selectively activating signaling pathways such as (i) 

the stress-activated protein kinase (p38) pathway, (ii) the Jun N-terminal kinase (Jnk) 

pathway [209, 231-233], (iii) the IB kinase (IKK)/nuclear factor (NF)B pathway [234] 

and (iv) the PI3K/Akt-pathway [228, 235, 236].  

Both the p38- and Jnk-pathway are mitogen-activated protein kinase (MAPK) signaling 

transduction pathways and are known as stress-activated protein kinases (SAPKs) 

based on their role in controlling cellular stress responses [237]. It has been 



 

 

demonstrated that HSV-1 activates the p38 as well the Jnk pathway in T-cells and non 

T-cells [209, 231-233]. In case of T-cell infection, both p38 and Jnk are active but only 

activation of p38 is required for the generation of IL-10 [209], a cytokine that suppresses 

the cellular immunity and therefore favors HSV-1 replication [238]. In case of non 

lymphoid cells, activation of both pathways is important for virus replication efficiency 

[232, 239]. It is also suggested that activation of the Jnk-pathway leads to inhibition of 

apoptosis through activation of the NFB transcription factor [240, 241]. In addition, our 

laboratory demonstrated that activation of the p38 pathway leads to stabilization of virus 

induced IEX-1 mRNA, a protein known for pro- and antiapoptotic activity [242]. 

Importantly, activation of the p38- and Jnk-pathway can be observed as early as 3 h 

after infection and consistent with its kinetics, the immediate early protein ICP27 was 

identified as a viral modulator of these pathways [231, 242]. Nevertheless, studies 

carried out in Stephen Rice’s laboratory suggest that in case of p38 signaling one or 

more viral factors, in addition to ICP27, are necessary for a robust activation of this 

pathway [243]. 

The IKK/NFB pathway has an important role in the suppression of apoptosis by 

regulating the expression of many anti-apoptotic factors. NFB itself is a transcription 

factor that is retained in the cytoplasm of the cell through its interaction with its inhibitor 

protein IB. Activation of NFB is initiated by the signal-induced degradation of IκB 

proteins through IKK. Once activated, NFB translocates to the nucleus and interacts 

with the promotor regions in order to activate gene expression [244]. Early reports on 

the activation of NFB during HSV-1 infection demonstrated that the entry of the virus 

and de novo protein synthesis, including the expression of ICP27, are necessary for 

NFB activation [234, 240, 245, 246]. Additional reports then published that the 



 

 

glycoproteins gH/gL [247] and gB [248] as well as the tegument protein UL37 [249] 

trigger the activation of NFB through different mechanisms. Given the importance of 

IKK on the regulation of NFB activity, it is not surprising that efficient HSV-1 replication 

requires the activation of IKK [234]. It was further demonstrated that activated NFB is 

redirected towards the promotor of the immediate early key player gene ICP0 instead of 

being directed towards the promotor of IB [250], but the exact model on how the virus 

guarantees the redirection of NFB is not known.  

 

As mentioned in the preface of this introduction, my thesis research helped define the 

role of the HSV-1 tegument protein VP11/12 in hijacking the PI3K/Akt pathway. The 

PI3K/Akt signaling pathway modulates metabolism and promotes cell survival, growth 

and cap-dependent translation. Given the importance of this pathway to my thesis 

research, I will first outline the pathway before providing a detailed description on what 

was known about how HSV-1 stimulates this pathway when I started my thesis project. 

Under physiological conditions, stimulation of cell surface receptors leads to the 

activation of the PI3K/Akt signaling cascade. For simplification, I will outline the PI3K/Akt 

signaling pathway that occurs following stimulation of the platelet-derived growth factor 

receptor (PDGFR) (Fig. 1.8). Following PDGFR stimulation, several tyrosine-based 

motifs within the receptor’s cytoplasmic tail become auto-trans phosphorylated [251], 

leading to the recruitment of additional signaling proteins. For example, the specific 

binding motif YTHM will bind the Sh2 domain of the p85 subunit of PI3K following 

tyrosine phosphorylation. This interaction is essential for the activation of the PI3K/Akt 

pathway [252] and the binding of PI3K to the membrane-associated receptor brings it in 



 

 

close proximity to its substrate, phosphatidylinositol (4,5)-bisphosphate (PIP2), which is 

located in the inner leaflet of the plasma membrane [253]. Phosphorylation of PIP2 by 

PI3K creates phosphatidylinositol (3,4,5)-triphosphate (PIP3), which in turns binds the 

pleckstrin homology (PH) domains of Akt and of phosphoinositide-dependent kinase-1 

(PDK1). This interaction leads to the recruitment of both proteins to the plasma 

membrane. PDK1 then phosphorylates Akt within the activation loop at threonine 308 

(T308) [254], partially activating the enzyme. In addition, Akt has to become 

phosphorylated at serine 473 (S473), which is located within the hydrophilic domain. 

This phosphorylation is carried out by either the mammalian target of rapamycin (mTOR) 

complex 2 (mTORC2) [255] or by other PDK2 members. Only if both residues (T308 and 

S473) are phosphorylated Akt can gain its full enzymatic activity. Activated Akt then 

translocates throughout the cell in order to phosphorylate numerous downstream targets 

[256].  



 

 

 

Fig. 1.8: Activation of the PI3K/Akt pathway after PDGFR stimulation.  

Ligand binding () to the PDGFR induces the dimerization of the receptor and leads 
to auto-trans phosphorylation (P) of tyrosine-based binding motifs within its C-terminal 
tail. For example, the binding motif for the p85 subunit YTHM becomes activated and 
interacts with the PI3K subunit p85. This interaction leads to activation of PI3K, which 
then generates PIP3 out of PIP2. PIP3 binds and recruits Akt as well as PDK1 towards 
the plasma membrane. PDK1 then phosphorylates Akt at T308. To ensure full Akt 
activation, PDK2 will phosphorylate Akt at S473. Activated Akt can travel towards the 
cytoplasm and activate several different pathways overall stimulating metabolism, cell 
survival, growth and translation.  

 

Following its activation, Akt phosphorylates substrates such as the glycogen synthase 

kinase 3 beta (GSK3 and the Bcl-2 associated death (BAD) protein to ensure cell 

survival. Phosphorylation of GSK3 by Akt drives gene expression because 

phosphorylated GSK3is no longer capable of inhibiting the multifactor protein -

catenin, which can interact with transcription factors to stimulate gene expression to 

guarantee cell survival, metabolism and migration. Phosphorylation of BAD by Akt 

inhibits apoptosis because phosphorylated BAD can no longer trigger the release of 

cytochrome c to drive apoptosis [256].  



 

 

As mentioned above, the PI3K/Akt pathway is also known for promoting gene translation 

besides ensuring cell survival. The first step in promoting gene translation through this 

pathway involves the phosphorylation and inactivation of the tuberous sclerosis complex 

1/2 (TSC1/2) by Akt. Once TSC1/2 is inhibited, the Ras-related small G protein Rheb-

GTP functions as mTORC1 activator. mTORC1 then stimulates translation through 

phosphorylation of the small-molecular weight translational repressor proteins (4EBP’s) 

and the ribosomal s6 kinase (S6K). 4EBP’s interfere with the assembly of the translation 

initiation eIF4F complex, which becomes assembled right before cap-dependent 

translation. Once phosphorylated by mTORC1, 4EBP’s can no longer inhibit the complex 

formation, thus allowing gene translation. S6K on the other side directly phosphorylates 

the 40S ribosomal protein S6  and the eukaryotic initiation factor 4B (eIF4B) to drive 

gene translation (as reviewed in [257]). 

Given the importance of this pathway on cell survival and gene translation, it is not 

surprising that many viruses including Hepatitis C virus [258], Influenza A Virus [259] 

and Polyoma virus [260] directly target this pathway to benefit viral growth. Roizman and 

colleagues were the first to demonstrate that Akt is phosphorylated at S473 during HSV-

1 infection [235], indicating that HSV-1 activates the PI3K/Akt-pathway. Work in our 

laboratory, mainly carried out by Melany Wagner, subsequently showed that VP11/12 is 

essential for HSV-1-induced Akt activation [229]; however, others have demonstrated 

that Akt targets such as BAD are phosphorylated by the viral kinase US3 and not by Akt 

[226, 261, 262]. Research carried out by Dr. Heather Eaton and Kevin Quach in our 

laboratory further investigated the complex collaboration between VP11/12 and US3 in 



 

 

manipulating the PI3K/Akt-pathway. Results of their studies are discussed in reflection 

of my own thesis research (section 7.1.2.1). Below I outline Melany Wagner’s key 

findings on how VP11/12 stimulates the PI3K/Akt-pathway in combination with her 

VP11/12-dependent PI3K/Akt-pathway activation model, which was the starting point of 

my thesis research.   

 

Before Melany Wagner started to investigate the signaling capacity of VP11/12, previous 

studies aimed to identify the biological function of VP11/12 based on its location within 

an infected cell. These data suggested that VP11/12 localizes to the perinuclear 

cytoplasm near a site that is thought to be the location of virion assembly [87, 263, 264]. 

However, VP11/12 is also able to translocate throughout the entire cytoplasm [264] and 

is able to associate with cellular membranes [265]. The association with cellular 

membranes is reversible and takes place prior to virion assembly. Data also suggest 

that VP11/12 associates with cellular membranes shortly after being released into the 

cytoplasm upon infection [264].  

Our laboratory became interested in VP11/12 when it was demonstrated that HSV-1 

infection inhibits the TCR-pathway [208, 209, 225] while activating Akt [235]. In 

collaboration with the Jerome group, our laboratory found that VP11/12 is highly tyrosine 

phosphorylated in lymphocyte-like cells and that this phosphorylation requires the 

activation of the SFK Lck. The phosphorylation state was thought to indicate activation 

of VP11/12, and it was therefore investigated whether VP11/12 downregulates the 

activation of T-cells. It was found that deletion of VP11/12 did not block the inhibition of 

TCR signaling during infection [230]. These results led to the conclusion that VP11/12 is 



 

 

not essential for inhibiting the TCR pathway and/or that a possible role of VP11/12 is 

compensated for by another viral protein in the absence of VP11/12. Of note, a follow 

up study carried out by the Jerome group showed that VP11/12 is sufficient to block 

TCR-induced Erk1/2 activation as well as calcium flux upon overexpression in Jurkat T-

cells (personal conversation between James R. Smiley and Keith Jerome). As 

mentioned in section 1.2.2, data presented in chapter 6 of my thesis aimed to reproduce 

the unpublished data as well as to further elucidate the role of VP11/12 in dampening 

TCR signaling events.  

Melany Wagner continued to examine the signaling properties of VP11/12 during 

infection and she found that VP11/12 binds and activates Lck in T-cells. In addition, the 

recruitment and activation of Lck by VP11/12 led to further tyrosine phosphorylation of 

VP11/12 [266]. To determine if VP11/12 could possibly directly associate with SFKs, 

Melany decided to scan the protein sequence of VP11/12 for binding motifs using the 

scansite 2.0 algorithm. She was able to identify the tyrosine-based binding motifs YEEI 

and YETV, which were predicted to bind the Sh2 domain of SFKs. Melany then proposed 

that the binding of VP11/12 to SFKs predominantly occurs through the YEEI motif [266]. 

This hypothesis was based on a study describing that SFKs can become activated once 

a ligand binds the SFK Sh3 and/or Sh2 domain [267]. A ligand triggered SFK activation 

requires a strong affinity between the Sh2 and/or Sh3 domain of the SFK with its ligand. 

Proteins containing the consensus SFK Sh2 binding motif YEEI are known for their ability 

to successfully outcompete the inhibitory associations that keep the kinase inactive 

[268]. Her hypothesis was further supported by the observation that the hamster 

polyoma virus middle T antigen utilizes a Sh2-YEEI interaction mechanism to activate 

the SFK Fyn [269]. 



 

 

Given that SFKs are involved in many different signaling pathways, Melany suggested 

that VP11/12 might trigger the activation of other pathways. After determining a possible 

involvement of VP11/12 in different signaling cascades, she demonstrated that VP11/12 

leads to Akt activation during infection of human foreskin fibroblast (HFF) cells as well 

as Jurkat T-cells. She also discovered that Akt activation requires PI3K and that VP11/12 

associates with the regulatory subunit p85 of PI3K. Similar to the predicted tyrosine-

based binding motifs for SFKs, she identified the predicted tyrosine-based binding motif 

YTHM for p85 within VP11/12’s protein sequence. She further presented data 

suggesting that the VP11/12-p85 association and the VP11/12-dependent Akt activation 

requires SFK activity [229]. As depicted in figure 1.9, the VP11/12 protein consists of a 

N-terminal UL46 domain and a C-terminal region. Importantly, the predicted tyrosine-

based motifs for SFKs and p85 are located in the C-terminal tail of VP11/12.  

Taken together, Wagner and Smiley suggested that VP11/12 hijacks the PI3K/Akt-

pathway by first recruiting and activating SFKs by interacting with the SFK Sh2 domain 

predominantly through YEEI. The VP11/12 dependent SFK activation then leads to 

further tyrosine phosphorylation of VP11/12, including the YTHM motif. Next, VP11/12 

associates with the Sh2 domain of p85 though the activated YTYM motif to induce PI3K 

activation. Activated PI3K then leads to phosphorylation and activation of Akt, as 

described in subsection 1.2.3.1. In addition to the p85 and SFK tyrosine-based binding 

motifs identified by Melany Wagner, Jim Smiley found that VP11/12 also encodes 

tyrosine-based binding motifs for Grb2 and Shc within its C-terminal region (Fig. 1.9). 

Holly Saffran confirmed that VP11/12 associates with Grb2 and Shc, but it remained to 

be determined if VP11/12 interacts with Grb2 and/or Shc in addition to SFKs and p85 to 

activate the PI3K/Akt-signaling axis.  



 

 

 

Fig. 1.9: Schematic diagram of VP11/12.  

The VP11/12 protein consists of a highly conserved N-terminal UL46 domain of unknown 
function that can be found in all -herpesviruses. In addition it also consists of a less-
conserved C-terminal region that harbors putative tyrosine-based signaling motifs 
predicted by the scansite 2.0 algorithm to bind p85, SFKs, Grb2, and Shc. 

 

 

At the starting point of my thesis research, there was no mechanism detailing how 

VP11/12 interferes with the PI3K/Akt-pathway or the TCR-pathway. In case of the 

PI3K/Akt-signaling axis, Melany Wagner proposed a model in which VP11/12 triggers 

activation of this pathway by recruiting and associating with SFKs and p85. However, 

the role of the predicted tyrosine-based binding motifs for both proteins had not been 

tested. It was also unclear if Grb2 and/or Shc were also recruited by VP11/12 to control 

this pathway. In case of the TCR-signaling pathway, the mechanism used by VP11/12 

to hijack this pathway had not been studied yet. In summary, work mainly carried out in 

our laboratory raised two key questions: First, does VP11/12 interact with p85, SFKs, 

Grb2 and Shc through the predicted tyrosine-based binding motifs (Fig. 1.9)? Second, 

does VP11/12 associate with p85, SFKs, Grb2 and Shc in order to alter Akt activation 



 

 

and/or TCR-signaling events? To investigate these questions, I divided my research into 

the following three objectives: 

(1) To investigate if VP11/12 interacts with p85, SFKs, Grb2 and Shc through the 

predicted tyrosine-based binding motifs, as predicted by the scansite algorithm. 

(2) To investigate if VP11/12, as suggested by Melany Wagner, recruits and 

activates SFKs in order to induce further tyrosine-phosphorylation of itself, 

enabling additional protein interactions. In line with this objective I also aimed to 

investigate if VP11/12 especially recruits p85 in order to activate Akt. Further, I 

aimed to investigate the possible contributions of Grb2 and Shc on the ability of 

VP11/12 to activate Akt.  

(3) To investigate if VP11/12 is sufficient to block TCR signaling events in 

transfected T-cells as well as the role of the tyrosine-based binding motifs for 

SFKs, p85, Grb2 and Shc in inhibiting TCR signaling events.  

 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 



 

 

 

Buffer name Composition 

10x TBS 121 g Tris, 350.4 g NaCl, bring up to 4 L with H2O and pH to 8.0 

using concentrated HCl 

10x Western Blot transfer buffer 121.2 g Tris, 576 g Glycine, bring up to 4 L with H2O 

3x DNA loading buffer 100 mM Tris-HCl (pH 8.0), 10 mM EDTA, 50% Glycerol, 0.005 g 

bromophenol blue, 0.005 g xylene cyanol  

3x SDS loading dye 15 g sucrose, 4.5 g SDS, 18.8 mL 1M Tris-HCl (pH 6.8), 26.2 mL 

water, 0.005 g bromophenol blue, 10 % b-mercaptoethanol (added 

before usage) 

FLOW buffer 2% FBS, 1mM EDTA (in PBS) 

GST lysis buffer 1 % Trition X-100, 20 mM Tris pH8, 2 mM EDTA, 137 mM NaCl, 

10 % glycerol, protease inhibitor cocktail (Roche) 

LB-medium 1% (w/v) Bacto-tryptone, 0.5% (w/v) Yeast extract, 1% (w/v) NaCl 

LB-plate LB medium, 15 g/L agar, appropriate antibiotic: 50-100 μg/mL 

ampicillin / 30 μg/mL / 30 μg/mL kanamycin  

Lysis buffer 1 % Nonidet P-40, 0.25 % sodium deoxycholate, 150 mM sodium 

chloride, 1 mM EGTA, 1mM NaF, 1mM Na3VO4, 50 mM Tris-HCl, 

protease inhibitor cocktail (Roche) 

PBS 137 mM NaCl, 2.7 mM KCl, 8.3 mM Sodium phosphate dibasic 

(Na2HPO4), 1.7 mM Potassium phosphate monobasic, adjust to pH 

7.4 

SDS-PAGE running buffer 25 mM Tris, 192 mM Glycine, 0.1% (w/v) SDS, adjust to pH 8.3 

TAE buffer 40 mM Tris, 20 mM Sodium acetate trihydrate, 1 mM EDTA dihydrate  

TBST 400 mL TBS, 4 mL Tween20, bring up to 4 L with H2O 

Urea/SDS buffer 10 mM Tris-C1 (pH 7.8), 7 M Urea, 350 mM NaCl, 10 mM EDTA, 1% 

(w/v) SDS 

Western Blot transfer buffer 800 mL MeOH, 400 mL 10x western blot transfer buffer, 2.8 L H2O 

 



 

 

 

Jurkat E6-1 cells (TIB-162) and Vero cells were obtained from American Type Culture 

Collection (ATCC). Cre-Vero were a gift from David Leib (Dartmouth College). Cre-Vero 

cells constitutively express Cre recombinase. Telomerase-immortalized human foreskin 

fibroblasts (HFF-Tel12: HFF) were a gift from Wade Bresnahan (University of 

Minnesota) [270]. Jurkat E6-1 cells were grown in a complete growth medium consisting 

of RPMI 1640 medium (Gibco) supplemented with 10 % heat-inactivated fetal bovine 

serum (FBS, Sigma), 100 U/mL penicillin/streptomycin (Gibco) and 1 mM sodium 

pyruvate (Gibco). Vero and Cre-Vero cells were grown in Dulbecco’s modified Eagle’s 

medium (DMEM) (Gibco) supplemented with 5 % heat-inactivated FBS and 100 U/mL 

penicillin/streptomycin. Cre-Vero cells were additionally maintained in 400 g/ml 

Hygromycin B to select for Cre recombinase expression during every fifth cell split. HFF 

cells were grown in DMEM supplemented with 10 % heat-inactivated FBS and were 

serum starved (DMEM only) twenty-four hours prior to and during infection.  

 

Transient transfection of BACs was performed using Lipofectamine 2000 (Invitrogen) 

following the manufacturer’s guidelines. Cre-Vero cells were grown to confluency in a 6-

well plate dish. Briefly, the BAC as well as Lipofectamine 2000 were separately diluted 

in Opti-MEM reduced serum (Gibco) and incubated for 5 min at room temperature. Both 

dilutions were combined and incubated for 20 min at room temperature to allow complex 

formation. Next the transfection reagent was added to culture medium. Twelve hours 

post transfection, the transfection medium was removed and replaced with complete 

growth medium. The cells were harvested 48-72 hours post transfection and the 



 

 

suspension was frozen at -80 °C and thawed at 37 °C two times and the suspension 

was vortexed after each freeze/thaw cycle. The suspension was then sonicated three 

times for 20 sec in a Model 550 Sonic Dismembrator (Fisher). Cell debris was separated 

from the virus containing supernatant via centrifugation (2000 xg, 10 min, 4 °C). Finally, 

the supernatant was transferred into a cyrovial and stored at -80 °C. 

 

 

Over the course of this research project three different types of PCR were performed: (i) 

PCR in order to amply genes to provide proof of gene presence as well as sequence 

validation (standard PCR), (ii) PCR in order to perform en passant mutagenesis and (iii) 

PCR in order to perform site directed mutagenesis.  

 

All standard PCRs were performed using Platinum Pfx DNA Polymerase (Invitrogen) 

under the following conditions: 1x Pfx Amplification Buffer (Invitrogen), 0.3 mM of each 

dNTP, 0.25-2.5 mM MgCl2, 0.3 μM of each primer, 10-100 ng template DNA, 1 U Pfx 

polymerase, 3x enhancer solution (Invitrogen), dH2O adjusted to a final volume of 50 μL. 

Following an initial denaturation step at 94 °C for 5 minutes, three-step cycling (95 °C 

for 15 seconds (denaturation), lowest primer melting temperature (Tm) minus 5 °C for 

30 seconds (annealing), 68  °C - 73 °C for 1 minute per kbp of DNA (extension)) was 

performed for a total of 25-35 cycles followed by an incubation at 4 °C. In order to validate 

a sequence, the desired region was amplified using a standard PCR reaction and 

purified using the PCR purification kit (Qiagen). The Sanger-sequencing was carried out 

by the TAGC-Core (University of Alberta, tagc.med.ualberta.ca) using the indicated 



 

 

sequencing primers (table 2.4). Sequences were aligned to WT sequences using 

ClustalOmega.  

All en passant mutagenesis polymerase chain reactions (PCRs) were performed using  

Taq DNA Polymerase (Invitrogen) following the guidelines [271] (please see 2.4.2.1). 

Briefly, primers were used to generate a PCR amplicon that encodes for a selection 

marker cassette flanked by overlapping HSV-1 sequences containing the desired 

mutation. Importantly, en passant mutagenesis is described in detail in section 2.4 as 

well as in chapter 3.  

All site directed mutagenesis PCRs were performed following the manufacturers 

guidelines (Agilent Technology, 200522). The mutagenic primers were designed to 

contain the desired mutation and anneal to the same sequence on opposite strands of 

the plasmid. The PCR protocol can be found in the manual for QuikChange II XL Site-

Directed Mutagenesis Kit (Agilent Technology).  

 

 

Table 2.1 outlines the HSV viruses used during this research. All viruses have been 

grown and titered in Vero cells (please see chapter 2.2.1). 

Table 2.1: HSV viruses used in this study. 

Name Description Origin 

KOS-G Wildtype HSV-1 expressing free GFP James R Smiley [272] 

KOS37 Wildtype HSV-1 derived from bacterial 

artificial chromosome 

David Leib [273] 



 

 

KOS37-UL46 GFP KOS 37 HSV-1 derived c-terminally tagged 

VP11/12-EGFP fusion protein 

H. Saffran (2.4.2) 

KOS37-GFP UL46 KOS 37 HSV-1 derived N-terminally tagged 

VP11/12-EGFP fusion protein 

H. Saffran (2.4.2) 

KOS37-UL46 Y633F KOS 37 HSV-1 VP11/12 with inactive YENV 

motif 

U. Strunk (2.4.2) 

KOS37-UL46 Y633F GFP KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive YENV motif 

U. Strunk (2.4.2) 

KOS37- GFP UL46 Y633F KOS 37 HSV-1 N-terminally tagged VP11/12-

EGFP with inactive YENV motif 

U. Strunk (2.4.2) 

KOS37-UL46 Y657F KOS 37 HSV-1 VP11/12 with inactive NPLY 

motif 

U. Strunk (2.4.2) 

KOS37-UL46 Y657F GFP KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive NPLY motif 

U. Strunk (2.4.2) 

KOS37- GFP UL46 Y657F KOS 37 HSV-1 N-terminally tagged VP11/12-

EGFP with inactive NPLY motif 

U. Strunk (2.4.2) 

KOS37-UL46 Y519F KOS 37 HSV-1 VP11/12 with inactive YTHM 

motif 

U. Strunk (2.4.2) 

KOS37-UL46 Y519F GFP KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive NPLY motif 

U. Strunk (2.4.2) 

KOS37-UL46 AALA KOS 37 HSV-1 VP11/12 with an  inactive 

proline sequence (469-472)  

U. Strunk (2.4.2) 

KOS37-UL46 GFP AALA KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with an  inactive proline sequence 

(469-472) 

U. Strunk (2.4.2) 

KOS37-UL46 AAPPA KOS 37 HSV-1 VP11/12 with an inactive 

proline sequence (673-677) 

U. Strunk (2.4.2) 

KOS37-UL46 GFP AAPPA KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with an  inactive proline sequence 

(673-677) 

U. Strunk (2.4.2) 



 

 

KOS37-UL46 GFP AALA/Y519F KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive proline sequence (469-

472) and inactive YTHM motif 

U. Strunk (2.4.2) 

KOS37-UL46 GFP Y519/AAPPA KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive YTHM motif and inactive 

proline sequence (673-677) 

U. Strunk (2.4.2) 

KOS37-UL46 GFP 

 AALA/Y519F/AAPPA 

KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive proline sequence (469-

472), inactive YTHM motif and inactive 

proline sequence (673-677) 

U. Strunk (2.4.2) 

KOS37-UL46 Y519F/Y633F KOS 37 HSV-1 VP11/12 with inactive YTHM 

motif and inactive YENV 

D. Gomez Ramos 

(2.4.2) 

KOS37-UL46 GFP Y19F/Y633F KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive YTHM motif and inactive 

YENV 

D. Gomez Ramos 

(2.4.2) 

KOS37-UL46 Y624F KOS 37 HSV-1 VP11/12 with inactive YEEI 

motif 

H. Saffran (2.4.2) 

KOS37-UL46 GFP Y624F KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive YEEI motif 

H. Saffran (2.4.2) 

KOS37-UL46 Y613F KOS 37 HSV-1 VP11/12 with inactive YETV 

motif 

U. Strunk (2.4.2) 

KOS37-UL46 GFP Y613F KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive YETV motif 

U. Strunk (2.4.2) 

KOS37-UL46 Y613F/Y624F KOS 37 HSV-1 VP11/12 with inactive YETV 

motif and inactive YEEI motif 

U. Strunk (2.4.2) 

KOS37-UL46 GFP Y613F/Y624F KOS 37 HSV-1 C-terminally tagged VP11/12-

EGFP with inactive YETV motif and inactive 

YEEI motif 

U. Strunk (2.4.2) 

UL46 KOS37 derived VP11/12 null mutation James R Smiley [230] 

  



 

 

 

Vero cells were grown to confluency in a T150 flask. The medium was aspirated and the 

cells were infected with an MOI of 0.05 pfu/mL in 5 mL serum-free DMEM for 1 h at 37 

°C in a 5 % CO2 atmosphere incubator. The flask was rocked every 15 min during this 

absorption. Post incubation, the inoculum was aspirated and replaced with 20 mL 

complete DMEM growth medium. The cell attachment as well as cell shape was 

monitored every day after infection. Most cells showed cytopathic effects such as 

detachment from the growth surface as well as morphological changes three or four days 

post infection, at which the cells and medium were collected. The cells were pelleted via 

centrifugation (2000 xg, 10 min, 4 °C) and resuspended in 1 mL serum free DMEM per 

T150 flask. The suspension was frozen at -80 °C and thawed at 37 °C three times and 

the suspension was vortexed after each freeze/thaw cycle. Next, the suspension was 

sonicated three times for 20 sec in a Model 550 Sonic Dismembrator (Fisher). Cell debris 

was separated from the virus containing supernatant via centrifugation (2000 xg, 10 min, 

4 °C). Finally, the supernatant was aliquoted into cryovials and stored at -80 °C.  

Titration of virus stocks was carried out on Vero cells grown to confluency in a 6-well 

plate. The virus stocks were titered by plating ten-fold dilutions (10-3 to 10-7) in 0.5 mL 

serum-free DMEM. The growth medium was aspirated and the cells were infected with 

the appropriate dilution for 1 h at 37 °C in a 5 % CO2 cell-incubator. The inoculum was 

aspirated and replaced with 2 mL DMEM supplemented with 1 % human serum at 1 h 

post infection. The infection was incubated at 37 °C until plaques were visible by light 

microscopy (3-5 days). At this point, the medium was aspirated and the cells were fixed 

with methanol for 10 min at room temperature. The methanol was removed and the cells 



 

 

were stained with a 10% Geimsa stain for 1-2 hours at room temperature until plaques 

were visible. The Geimsa stain was removed and redundant stain was washed off with 

water before the plaques were counted for dilutions that produced 50-100 plaques per 

well. Lastly, the pfu/mL was calculated based on the plaque number and dilution.   

 

In order to facilitate our studies of the interactions between VP11/12 and cellular 

proteins, we generated KOS37 derivatives encoding N- and C-terminally tagged 

VP11/12-EGFP fusion proteins (KOS37-GFP UL46 and KOS37-UL46 GFP 

respectively), using en passant mutagenesis [271].  

En passant mutagenesis is a two-step markerless recombination system that uses the 

bacteriophage  Red recombineering system as well as inducible I-SceI digestion, which 

originates from yeast (Fig. 2.1) [271]. This system creates a marker-less mutation in 

E.coli via site-directed homologous recombination. All mutagenesis was carried out in 

E. coli GS1784 cells that expresses the necessary enzymes for the  Red recombination 

system as well as for I-SceI digestion.  

To introduce a specific mutation into the desired sequence, we first amplified a linear 

selection cassette that bears the selection marker kanamycin with an I-SceI recognition 

site at the 5’ prime end of the selection marker. The selection marker is further flanked 

by the target sequence regions (a, b, c and d region in figure 2.1, i) that are homologous 

to the target sequence. Transformation of the linear selection cassette into E. coli 

GS1784 cells will lead to incorporation of the selection cassette via the Red 



 

 

recombineering system. In detail, the Red system codes for three important proteins: 

Exo, Beta and Gam [265, 274]. The Gam protein directly inhibits the E.coli RecBCD 

helicase that would degrade any linear DNA within the cell; including the PCR selection 

cassette [275]. Next, a homotrimer of 5’-3’ exonuclease Exo protein produces a 3’ single 

strand extension [276, 277] and this extension is protected by the Beta protein [252]. 

Lastly, the Beta protein will further induce the annealing of the single strand end product 

(linear DNA) with the complementary sequence (PCR insert) [252], finally leading to the 

integration of the insert into replicating DNA (BAC). The insertion of the selection 

cassette creates a duplication of the target sequence including the desired mutation (Fig. 

2.1, ii).  

During the second round of Red-mediated recombination the selection cassette will be 

excised, creating a seamless mutation. In detail, the second site-directed mutagenesis 

is initiated by the cleaving of the I-SceI recognization site via the arabinose-inducible I-

SceI endonuclease (Fig 2.1, iii). Importantly, cleavage of the E.coli genome or the BAC 

sequence by I-SceI is not expected due to the fact that the yeast based I-SceI 

recognization site is very rarely present in bacterial or eukaryotic organisms [278]. The 

I-SceI cleaving will ultimately expose one DNA end and therefore enable the  Red 

recombineering system to induce a second recombineering step (Fig. 2.1, iv). Given that 

the inserted selection cassette codes for the duplicate target sequence, a second 

recombination will occur between the ‘b’ and ‘c’ region as described above (Fig. 2.1, v). 

Of note, the target sequence ‘a’ as well as the target sequence ‘d’ are used to direct the 

integration event to the desired region.   

 



 

 

 

 

 

Fig. 2.1: Generation of point mutations using en passant mutagenesis.  

The target region encoded in the BAC plasmid (i) is combined with the PCR product, 
which harbours the point mutation (black head) and the selection marker and the I-SceI 
recognition site / . The combination within the bacterial cell leads to the first Red 
recombination step (ii). The co-integration product is characterized by the presence of 
the selection marker flanked by mutated sequences (iii). The co-integrate serves as 
product for the in vivo SceI cleavage (iv), resulting in a new product that undergoes the 
second Red recombination (v). The final product has lost the selection marker and only 
harbours the mutated sequence at the desired region.  



 

 

In order to perform en passant mutagenesis the following steps were performed: First, 

PCR was performed in order to generate the insertion cassette. Primers are specific for 

each mutation and are listed in table 2 and table 3 (section 2.4.2.2).  

The PCR was carried out in a thermocycler with the following settings: initial denaturation 

step at 95°C for 2 minutes, 10 cycles of 30 sec at 95°C followed by 30 sec at 52°C and 

1 min at 72°C, 25 cycles of 30 sec at 95°C followed by 30 sec at 68°C and 1 min at 72°C, 

a final extension of 5 min at 72°C before a final incubation at 4 °C.  

Next, GS1784 E. coli bacteria with the respective BAC were prepared for recombination 

and electroporation. An overnight culture of the bacteria was grown at 32 °C in a bacterial 

shaker in the presence of 30 g/mL chloramphenicol. 7 mL of pre-warmed LB broth (30 

g/mL chloramphenicol) was inoculated at a 1:50 ratio with the overnight culture and 

grown until an OD600 of 0.5-0.7 at 32°C and 220 rpm. The culture was transferred into a 

water bath shaker and kept for 15 min at 42°C and 220 rpm to induce the expression of 

enzymes required for the Red recombination. The culture was then transferred into an 

ice-bath for 20 min before being spun down at 4,500 xg for 5 min at 4 °C. The cell pellet 

was resuspended in 1 mL 10% ice-cold glycerol and spun down at 4,500 xg for 1 min at 

4 °C. The glycerol washing and centrifugation step was performed three times before 

the bacteria were resuspended in 50 L of 10% ice-cold glycerol and kept on ice.  

For the transformation, approximately 100 ng of the PCR product (see above) was added 

to the cells. The cell suspension was then transferred into a pre-chilled 1 mm 

electroporation cuvette and the cells were electroporated immediately (1.5 kV, 25 F, 

200 ). The bacteria were removed from the cuvette and transferred into 1 mL pre-

warmed LB broth and kept for 1 - 2 h in a bacterial shaker (32 °C, 220 rpm). 100 L as 



 

 

well as 900 L of the cell suspension were plated on a LB-agar plate (30 g/mL 

chloramphenicol, 30 g/mL kanamycin). The bacteria were grown for 24 hours at 32°C.In 

order to identify co-integrates a colony PCR was carried out using the standard PCR 

protocol (2.3) and the indicated primers.  

In order to resolve the co-integrate and induce the second Red recombination, positive 

co-integrates were grown in 1 mL LB-broth (30 g/mL chloramphenicol) at 32 °C and 

220 rpm until the solution became cloudy. 1 mL of pre-warmed LB broth (30 g/mL 

chloramphenicol) containing 2 % L-arabinose was added to the solution and the solution 

was kept at 32 °C and 220 rpm for one hour in order to induce the I-SceI gene. The cell 

suspension was transferred into a shaking water-bath (32°C, 220 rpm) for 30 min before 

being incubated at 32°C and 220 rpm for 2-3 h. The OD600 was measured and 10 L of 

a 1:100 dilution in LB -broth (OD600 <0.5) or a 1:1,000 dilution in LB -broth (OD600 >0.5) 

was plated on a LB agar plate (30 g/mL chloramphenicol, 1 % L-arabinose). The 

bacteria were grown at 32°C for 1-2 days, depending on the size of the bacteria colonies. 

In order to identify positive mutants a colony PCR was carried out using the standard 

PCR protocol (2.3) and indicated primers (table 2.4). 

To evaluate the functions of several predicted binding motifs for cellular proteins within 

VP11/12, we generated mutant viruses with inactive predicted binding motifs via en 

passant mutagenesis of BAC-KOS37 clones. The mutations were generated in a WT 

UL46 gene as well as in the N-terminally or C-terminally EGFP-tagged UL46 genes.  



 

 

Holly Saffran first modified the GFP gene to enable generation of the UL46-GFP tagged 

BACs (BAC-KOS37-UL46GFP or BAC-KOS37-GFP UL46). I then used those BACs as 

a substrate for mutagenesis. 

To modify the GFP gene, Holly first engineered a silent unique AclI restriction site into 

EGFP coding sequences in pEGFP-C1 via Quikchange II-mediated site-directed 

mutagenesis (Stratagene) using oligonucleotides JRS 684 and 685 (table 2) according 

to the manufacturer's instructions. This mutagenesis yielded the pEGFP-C1-AclI 

plasmid. She then inserted the marker I-SceI-aphAI into this AclI site. Briefly, the I-SceI 

cassette was PCR amplified from pEPKanS using primers that included an AclI 

restriction site (JRS 704 and JRS 705, table 2). Following digestion with AclI, the 

amplimer was ligated into the AclI site of peGFP-C1-AclI to generate pEGFP-C1-AclI-

sm. Of note, the I-SceI was inserted due to the fact that it is necessary for the 

incorporation of the GFP into the Ul46 gene locus via en passant mutagenesis (as 

described in chapter 2.4.2.1).  

In order to generate the BAC harbouring N-terminally GFP-tagged UL46 (KOS37-GFP 

UL46), the EGFP cassette was PCR amplified from pEGFP-C1-AclI-sm using primers 

JRS 708 and JRS 709 (table 2.2) and incorporated into the KOS37 BAC via en passant 

mutagenesis (as described in chapter 2.4.2.1). The resulting BAC contains eGFP 

codons 1-232 fused to VP11/12 codon 2.  In order to generate the BAC harbouring the 

C-terminally tagged UL46 (KOS36-UL46 GFP), Holly first amplified the GFP region from 

pEGFP-C1-AclI-sm by PCR using primers JRS 787 and JRS 788 (table 2.2) and then 

incorporated the PCR amplicon via en passant mutagenesis. The resulting construct 

inserts eGFP codons 1-239 between UL46 codons 710 and 711, with an additional lysine 



 

 

codon (AAG) placed upstream of the insert, reconstructing the VP11/12-GFP fusion 

construct present in the HSV-1 KOS mutant GHSV-UL46 [264]. 

Table 2.2: Primers used to generate KOS37-UL46 GFP and KOS37-GFP UL46. 

Primer Sequence 

JRS 684 Ctacaacagccaccaacgttatatcatggccgacaag 

JRS 685 Cttgtcggccatgatataaacgttgtggctgttgtag 

JRS 704 Ggcggcaacgtttatatcatggccgacaagcagaagaacggcatcaaggtgaac

aacaagattagggataacagggtaatcgattt 

JRS 705 Ggcggcaacgttgccagtgttacaaccaattaacc 

KOS37-UL46 GFP JRS 787 

 

                              JRS 788 

AACGACGGCCCGACCAACGTCGCCGCCCTGAGCGCCCT

CCTGACCAAGCTTAAgatggtgagcaagggcgaggag 

CGACGGCAGCACGGGCGGAGGCGTTCACCGGCTCCGGC

GTCCTTCGCGTTTcttgtacagctcgtccatgcc 

KOS37-GFP UL46 JRS 708 

 

                               JRS 709 

gacgcggcataactccgaCCGGCGGGTCCCGACCGAACGGGCG

TCACCATGgtgagcaagggcgag 

CGTCAGGCACCGCGCCAGCCGCAGGGAGCTCGCGCCGC

GCGTCCGGCGCTGCttgtacagctcgtccatgc 

*HSV-1 sequences are capitalized, AcII sequences are in bold; EGFP coding sequences are lower case, ** 

Table is adapted from [279] 

 

Next, I generated mutations that inactivate the VP11/12 tyrosine-based motifs at Y509, 

Y613, Y624, Y633 and Y657 by en passant mutagenesis in the context of the KOS37, 

KOS37-UL46 GFP, KOS37-GFP UL46 BACs. In all cases, the motifs were inactivated 

by converting the relevant tyrosine (Y) codon (TAC) to a phenlyalanine (F) codon (TTC). 

The mutagenic primers used for amplification of the I-SceI-aphAI cassette from pEPkan-

S [271] are listed in Table 3. The KOS37-derived mutant KOS37-UL46 Y633F/Y519F 



 

 

was generated by introducing the Y633F mutation into a previously generated KOS37-

UL46 Y519F-BAC plasmid using the primers JRS 760/JRS 761 via en passant 

mutagenesis. Mutations that inactivate the proline rich region at positions 469-472 

(PPLP into AALP) and 673-677 (PPPPP into AAPPA) within VP11/12 were also 

generated via en passant mutagenesis in the context of the KOS37 and KOS37-GFP 

UL46 BACs. In both cases, relevant proline (P) codons (CCx) were converted to alanine 

(A) codons (GCx) using the primers listed in table 2.3. The KOS37-derived mutants 

KOS37-UL46 AALA/Y519F and KOS37-UL46 Y519F/AAPPA were generated by 

introducing the AALA or AAPPA mutation into the previously generated KOS37-UL46 

Y519F-BAC plasmid using the primers listed in table 2.3. The KOS37-derived mutant 

KOS37-UL46 AALA/Y519F/AAPPA was generated by introducing the AAPPA mutation 

into the previously generated KOS37-UL46 AALA/Y519F-BAC plasmid using the 

primers JRS 853/JRS 854, listed in table 2.3. Primers JRS 754, JRS 860 and JRS 1033 

(table 2.4) were used to sequence and confirm the mutation locus within the BAC-

plasmid. For reconstruction of a HSV-1 virus out of a BAC-plasmid see section 2.4.3 

below.  

Table 2.3: Primers used to generate point mutated KOS37-UL46 viruses. 

Primer Sequence 

Y519F-JRS 812  

 

            JRS 813 

CCGAGCCCCCGCTGCGGCCACACAGCCGGCCACGTATTTCACGCACA

TGGGGGAGGTGCtagggataacagggtaatcgattt 

ACGGGCCGGGAGGCGCGGGGGCACCTCCCCCATGTGCGTGAAATACG

TGGCCGGCTGTGTGgccagtgttacaaccaattaacc 

Y613F-JRS 846 

 

           JRS 847 

CGCGAACGGCACGCCCCCTACGAGGACGACGAGTCAATATTCGAGAC

GGTGAGCGAGGACGtagggataacagggtaatcgattt 



 

 

TTCCTCGTAGACACGCCCCCCGTCCTCGCTCACCGTCTCGAATATTGA

CTCGTCGTCCTCGgccagtgttacaaccaattaacc 

Y624F-JRS 687 

 

 

      JRS 688 

GTCAATATACGAGACGGTGAGCGAGGACGGGGGGCGTGTCTTCGAGG

AAATACCATGGATGCtagggataacagggtaatcgattt 

GCAGACGTTTTCGTAGACCCGCATCCATGGTATTTCCTCGAAGACACG

CCCCCCGTCCTCGgccagtgttacaaccaattaacc 

Y613F/Y624F-JRS 846 

 

                       JRS 848 

CGCGAACGGCACGCCCCCTACGAGGACGACGAGTCAATATTCGAGAC

GGTGAGCGAGGACGtagggataacagggtaatcgattt 

TTCCTCGAAGACACGCCCCCCGTCCTCGCTCACCGTCTCGAATATTGA

CTCGTCGTCCTCGgccagtgttacaaccaattaacc 

Y633F- JRS 760 

 

            JRS 761 

GGGGGGCGTGTCTACGAGGAAATACCATGGATGCGGGTCTTCGAAAAC

GTCTGCGTGAACAtagggataacagggtaatcgattt 

GGCCGGCGCTGCATTCGCCGTGTTCACGCAGACGTTTTCGAAGTCCCG

CATCCATGGTATTgccagtgttacaaccaattaacc 

Y657F-JRS 810 

 

            JRS 811 

GCGCCGGCCTCCCCGTACATTGAGGCGGAAAATCCCCTGTTCGACTGG

GGGGGATCCGCCCtagggataacagggtaatcgattt 

GCGGCCCGGGGGGGAAAATAGGGCGGATCCCCCCCAGTCGAACAGG

GGATTTTCCGCCTCAgccagtgttacaaccaattaacc 

AALA-JRS 851 

 

           JRS 852 

TCGGGAAAAGATTCAGCGGGCGCGGCGCGACAACGAGCCCGCGGCCC

TCGCCCGACCTCGCCTACACTCGACtagggataacagggtaatcgattt  

ACCTCCGGGTGGACGCGGGGGTCGAGTGTAGGCGAGGTCGGGCGAG

GGCCGCGGGCTCGTTGTCGCGCCGCGgccagtgttacaaccaattaacc 

AAPPA-JRS 853 

 

             JRS 854 

GGGGGGATCCGCCCTATTTTCCCCCCCGGGCCGCACCGGGGCCGCGC

CCCCGGCGTTGAGCCCCTCGCCCGTCCTtagggataacagggtaatcgattt 

CGTTGGCTCGATGGCGGGCGAGGACGGGCGAGGGGCTCAACGCCGG

GGGCGCGGCCCCGGTGCGGCCCGGGGGGGgccagtgttacaaccaattaacc 

*HSV-1 sequences are capitalized, point mutations are in bold, I-Sce sequence is in lower case; ** Table is 

adapted from [279] 



 

 

We first verified the mutated sequence (see section 2.4.2) and then isolated the BAC 

plasmid using a large construct preparation kit (Qiagen). Next, we transfected the BAC-

KOS37 constructs into Cre-Vero cells to excise the BAC and reconstruct an infectious 

HSV-1 clone as described in section 2.2.1. The BAC sequence is flanked by loxP sites 

which will be recognized by the Cre recombinase, leading to the extraction of the BAC 

background (Fig. 3.3). 

In order to isolate a single clone, virus stocks were used to infect Cre-Vero cells grown 

to confluency in a 6 well plate dish by plating ten-fold dilutions (10-2 to 10-8) in 0.5 mL 

serum-free DMEM per well. The growth medium was aspirated and the cells were 

infected with the virus dilution for 1 h at 37 °C in a 5 % CO2 cell-incubator. The inoculum 

was aspirated and replaced with 2 mL DMEM supplemented with 1 % human serum 1 h 

post infection. The infection was incubated at 37 °C for 24 hours. Next, the Cre-Vero 

cells were overlaid with a 1 % agarose solution (DMEM, 5 % FBS) and kept at 37 °C 

until plaques were visible by light microscopy (3-5 days). Once single plaques were 

visible, a single plaque was isolated using a glass Pasteur pipet (Fisher) and transferred 

into 500 L DMEM. The suspension was frozen at -80 °C and thawed at 37 °C three 

times. The suspension was vortexed after each freeze/thaw cycle and directly added to 

freshly cultured Cre-Vero cells (6 well plate). The procedure of infection, agarose overlay 

and plaque isolation was performed three times. After three rounds of plaque 

purification, a small scale infection was carried out in Cre-Vero cells. The cells were 

infected with the entire 500 L DMEM inoculum for one hour as described above (section 



 

 

2.4.1). The cells were monitored and harvested 2-3 days post infection as described in 

section 2.2.1. The virus stock was titered as outlined in section 2.4.1.  

In order to verify the reconstruction of the HSV-1 virus from a BAC plasmid, the Cre-

Vero virus stock was used to generate a virus stock grown in Vero cells. Cultivation of 

Vero cells as well as infection and harvesting was carried out as outlined above (section 

2.4.1). A small scale infection in Vero cells was carried out with an MOI of 10 for 24 

hours. The cells and media were harvested and spun down at 12,000 xg for 1 min at 4 

°C. The DNA was subsequently isolating using the following Phenol/Chloroform 

extraction method: The cells were lysed in 500 L Urea/SDS buffer for one minute on 

ice and applied to a Qiashredder (Qiagen) and spun for 13,000 xg for 2 min at 4 °C. 500 

L of a phenol/chloroform (50/50 ratio) solution was added to the aqueous suspension 

and the suspension was spun at 13,000 xg for 15 min at 4 °C. The upper phase layer 

was isolated and spun down as above after the addition of 500 L of a phenol/chloroform 

solution. The upper phase layer was isolated and 500 L chloroform was added prior a 

centrifugation at 13,000 xg for 5 min at 4 °C. The upper phase layer was isolated again 

and 1 mL isopropanol was added before the sample was kept at -80 °C for 20 min. The 

suspension was thawed at room temperature prior to centrifugation at 13,000 xg for 15 

min at 4 °C. The pellet was resuspended in 250 L 0.3 M Sodium Acetate, the DNA was 

precipitated in 750 L 95 % ethanol and kept at -80 °C for 20 min. Subsequently, the 

solution was spun down at 13,000 xg for 15 min at 4 °C. The pellet was washed with 

750 L 95 % ethanol and resuspended in 50 L EB buffer (Qiagen). The concentration 

and absorbance of DNA was measured using a NanoDrop2000 (Thermo Scientific). To 

confirm the presence of VP11/12 and GFP, a standard PCR (section 2.3) was performed 

on the DNA using either the primers  JRS 22.1/JRS 22 or  JRS 754/JRS 731. Figure 3.7 



 

 

indicates the primer annealing locations. To document the absence of the BAC-plasmid, 

a standard PCR (section 2.3) was performed using the primers JRS 475B/476B and JRS 

473B/649 (Fig. 3.9). To confirm that the sequence of interest had been mutated, DNA 

was sequenced using the primers JRS 754, JRS 860 and/or JRS 1033 (section 2.3). It 

is noted in the appendix what sequencing primer was used for each mutant.  

Table 2.4: Primers used to validate the sequence of viruses after reconstruction. 

Primer Sequence 

JRS 21.1 

JRS 22 

gtcgacaaacagggggaaag 

ctggacgcggcataactc 

JRS 475B 

JRS 476B 

cggcatcgcaaactgcacc 

cgtagcaaccaggcgtttaaggg 

JRS 473B 

JRS 649 

gcacaggtgttccagcagc 

gttgcgggtagcggattgg 

JRS 754 

JRS 731 

ggcggcttccggatgcg 

ggtgtttttggttatttttattaaatctcg 

JRS 754 Ggcggcttccggatgcg 

JRS 860 Ctccactacgagtccatcctgc 

JRS 1033 Gatggagttgagcatca 

Mammalian cells were infected in serum-free medium at the multiplicity of infection 

(MOI), indicated in the figure legend). Virus adsorption was allowed for one hour at 37 

°C. The infected plates or flasks were rocked every 15 min during the one hour 

incubation. In the case of adherent cells, the medium was aspirated after the one hour 

incubation and replaced with complete medium depending on the cell type (see section 



 

 

2.1). In the case of suspension cells, the cells were spun down for 5 min at 1,000 xg at 

5 °C, the medium was aspirated and the cells were resuspended in the appropriate 

complete medium (see section 2.2).  

Jurkat E6-1 cells were infected as indicated in serum-free RPMI-1640 supplemented 

with the SFK inhibitor PP2 or the inactive analogoue PP3 (10 μM; both from Calbiochem) 

for 1 h. Cells were then maintained in RPMI-1640 medium supplemented with 10 % 

heat-inactivated FBS and either PP2 or PP3 (10 μM).  

 

Agarose gel concentration depended on the size of the fragment of interest. To obtain 

the indicated agarose concentration, the appropriate amount of agarose was dissolved 

in 1x TAE buffer. In addition, 0.5 g/mL of ethidium bromide (Sigma, E-8751) was added 

to the agarose gel solution. The gels were submerged in 1x TAE buffer. 3x DNA loading 

buffer was added to the DNA samples before the loading procedure. In addition to the 

DNA samples, a GeneRuler 1kb DNA ladder (Fermentas, SM1333) was also loaded into  

one well. The gels were run between 80-120 V for 60-90 min. The voltage and run time 

were determined by the size of the gel as well as the expected DNA fragment sizes. 

DNA was visualized using an ImageQuant300 imager (GE Healthcare). If required, DNA 



 

 

fragments were cut out of the gel and purified using a Gel Extraction Kit (Qiagen) 

following the manufacturer’s guidelines.  

 

Construction of all pcDNA-UL46 constructs was carried out using QuikChange II XL Site-

Directed Mutagenesis Kit (Agilent Technology, 200522) following the manufacturer’s 

guidelines. The primers used for the site directed mutagenesis to inactivate the VP11/12 

tyrosine-based motifs at Y509, Y613, Y624, Y633 and Y657 are listed below in table 2.5. 

Similar to the generation of point mutated viruses (see section 2.4.2), the tyrosine based 

binding motif of interest was inactivated by converting the relevant tyrosine (Y) codon 

(TAC) to a phenlyalanine (F) codon (TTC). In order provide proof of the desired mutation, 

a standard PCR (section 2.3) was performed and the UL46 locus was sequenced. After 

their successful generation, the mutants were grown in 500 mL Luria-Bertani (LB) 

medium supplemented with the specific antibiotic (section 2.11) overnight and isolated 

using the EndoToxin Free Maxiprep Kit (Qiagen). All pcDNA-UL46 constructs were 

stored at -20 °C.  

Table 2.5: Primers used for the construction of pcDNA3.1-UL46 mutants. 

Primer Sequence 

Y519F-JRS 1012 

           JRS 1013 

GCCGGCCACGTATTTCACGCACATGGGGG 

CCCCCATGTGCGTGAAATACGTGGCCGGC 

Y613F/Y624F-JRS 990 

  

                       JRS 998 

GAGTCAATATTCGAGACGGTGAGCGAGGACGGGGGGCGTGTCTTCGA

GGAAATA 



 

 

TCTTTCCTCGAAGACACGCCCCCCGTCCTCGCTCACCGTCTCGAATATT

GACTC 

Y633F-JRS 1008 

           JRS 1009 

CATGGATGCGGGTCTTCGAAAACGTCTGCG 

CGCAGACGTTTTCGAAGACCCGCATCCATG 

Y657F-JRS 1010 

           JRS 1011 

CGGAAAATCCCCTGTTCGACTGGGGGGGATC 

GATCCCCCCCAGTCGAACAGGGGATTTTCCG 

*HSV-1 sequences are capitalized, point mutations are in bold 

 

 

Jurkat cells were cultivated in a T25 flask at a concentration of 1x106 cells/mL for the 

13 h post infection (pi) and then spun down at 2,000 xg at 4 °C prior to incubation in 

1 mL lysis buffer (1 % Nonidet P-40, 0.25 % sodium deoxycholate, 150 mM sodium 

chloride, 1 mM EGTA, 1mM NaF, 1mM Na3VO4, 50 mM Tris-HCl, protease inhibitor 

cocktail (Roche)) at 4 °C for 15 minutes (min). Post incubation, the lysates were spun 

down at 3,000 g for 15 min. Immunoprecipitation was carried out using 90 % of the whole 

cells lysate (WCL). Of note, the WCL can also be classified as a post-nucleus lysate but 

I will refer to it as WCL for the remaining part of this thesis. The remaining 10 % of the 

WCL was stored at -20 °C during the time of the immunoprecipitation. For the 

immunoprecipitation, antibodies were first incubated overnight with Protein G-Agarose 

(Roche) in phosphate buffered saline (PBS) at 4 °C, then lysates and Protein G-

Agarose-conjugated antibodies were incubated at 4 °C for 3.5 h, and precipitates were 

washed four times with lysis buffer.   

 



 

 

The following pGEX-4T-1-derived GST fusion protein expression plasmids were 

generous gifts from R. Ingham: GST-Grb2 Sh2 domain (human, originally from Tony 

Pawson), GST-Shc PTB domain (human, originally from Tony Pawson) and GST-Lck 

Sh2 domain (Mus musculus, originally from Andre Veillette). pGEX-4T-1 was from GE 

Health Care. All plasmids were maintained in E. coli BL21 cells (Stratagene). Following 

overnight incubation of the culture at 37 °C, the cultures were diluted in LB and grown 

at 37 °C to OD600=0.6. Expression of GST-fusion proteins was induced by adding 

1.0 mM isopropylthio-β-galactoside (IPTG; Sigma) prior to further incubation at 37 °C for 

3 h. Next, the cultures were centrifuged at 5,000 xg for 20 min at 4 °C and the pellets 

were lysed by incubation in GST lysis buffer (1 % Trition X-100, 20 mM Tris pH8, 2 mM 

EDTA, 137 mM NaCl, 10 % glycerol) supplemented with protease inhibitors (Roche) for 

10 min on ice. Lysates were sonicated in a Model 550 Sonic Dismembrator (Fisher) and 

centrifuged at 13,000 xg for 30 min at 4 °C. Clarified lysates were incubated with 3 mL 

glutathione-agarose beads (Sigma) at 4 °C overnight. Glutathione-agarose beads were 

washed three times in lysis buffer and the yield of purified GST fusion protein 

immobilized to glutathione-agarose was determined by sodium dodecyl sulphate 

polyacrylamide gel electrophoresis (SDS-PAGE) and subsequent staining with Ponceau 

S (Sigma).  



 

 

Jurkat E6-1 cells were infected as indicated in the figure legends. At 13 h pi cells were 

lysed in 200 μL lysis buffer (1 % Triton X-100, 20 mM Tris pH8, 2 mM EDTA, 137 mM 

NaCl) supplemented with protease inhibitors for 15 min at 4 °C. The lysates (2x10^6 

cells) were spun down at 3,000 g for 15 min at 4 °C and pre-cleared by incubation with 

75 μL glutathione-agarose for 2 h at 4 °C. Pre-cleared lysates were mixed with GST 

fusion proteins immobilized to glutathione-agarose beads (75 μL) at 4 °C overnight. The 

beads were then washed three times with 200 μL lysis buffer at 4 °C, resuspended in 

100 μL lysis buffer with 20 μL 3xSDS loading dye supplemented with 2-Mercaptoethanol 

(2-ME), and analyzed by SDS-PAGE followed by western blotting.  

 

In general, the proteins in cell lysates were separated by electrophoresis. In the case of 

the detection of tyrosine phosphorylation, samples were separated by electrophoresis 

through a 10 % SDS-polyacrylamide gel. All other samples were separated by 

electrophoresis through an 8 % SDS-polyacrylamide gel.  

Next, proteins were transferred to a nitrocellulose membrane (GE Healthcare) via a 

semi-dry or a wet western transfer. SDS-gels, nitrocellulose membranes as well as filter 

papers were incubated in transfer buffer for 2 min before the transfer. In the case of a 

semi-dry transfer, the transfer sandwich consisted of two filter papers, nitrocellulose 

membrane, SDS-gel and two filter papers. The transfer was carried out in a semi-dry 

transfer apparatus (Tyler) for 45 min at 450 mA. In the case of a wet-transfer, the 



 

 

sandwich consisted of a sponge, two filter papers, nitrocellulose membrane, SDS-gel, 

two filter papers and a sponge. The transfer was carried out in a Mini Trans-Blot Cell 

(Biorad) for 1 h at 100V.  

Following western blotting, the membrane was incubated with either 5 % BSA in TBST 

or 4 % skim milk in TBST for one hour at room temperature. Next, the membrane was 

incubated with primary antibody solution overnight at 4 °C on a rocking plate. The 

membrane was washed three times with TBST for 5 min at room temperature. 

Secondary antibody incubation was carried out at room temperature for one hour. The 

membrane was washed with TBST as described above. Finally, the signals were either 

visualized via enhanced chemiluminescence (ECL) (Thermo Scientific Pierce) or 

infrared imaging on an Odyssey infrared imager (Licor) as indicated in each figure 

legend.  

Primary antibodies used for detection by western blotting included goat anti-GFP 

(provided by L. Berthiaume), mouse anti-ICP27 (1:5,000; Virus Corporation), mouse 

anti-Lck (1:1,000; Santa Cruz), mouse anti-Shc (1:2,000; BD Transduction 

Laboratories), mouse anti-Tyrosine phosphorylation 4G10 (1:10,000; Millipore), mouse 

anti-VP16 (1:50; provided by Tony Minson), rabbit anti-actin (1:5,000; Sigma), rabbit 

anti-Akt (1:1,000; Cell Signaling), rabbit anti-pS473 Akt (1:1,000; Cell Signaling), rabbit 

anti-pT308 Akt (1:1,000; Cell Signaling), rabbit anti-active SFK Y614 (1:1,000; Cell 

Signaling), rabbit anti-Grb2 (1:2,000; Cell Signaling), rabbit anti-p85 (1:10,000; Upstate) 

and rabbit HSV-2 anti-UL46 (1:10,000; provided by Yukihiro Nishiyama). Secondary 

antibodies included anti-mouse horseradish peroxidase (HRP) true blot (1:1,000-



 

 

1:5,000; eBioscience), anti-rabbit HRP true blot (1:2,000-1:5,000; eBioscience), donkey 

anti-goat HRP (1:10,000; Jackson ImmunoResearch), donkey anti-mouse IR800 

(1:10,000; Rockland, Inc.), goat anti-mouse HRP (1:1,000-1:5,000; Promega), goat anti-

mouse Alexa Fluor 680 (1:10,000; Invitrogen), goat anti-rabbit Alexa Fluor 680 

(1:10,000; Invitrogen), goat anti-rabbit HRP (1:2,000-1:5,000; Promega) and goat anti-

rabbit IR800 (1:10,000; Rockland, Inc.). Immunoprecipitation was carried out using anti-

rabbit IgG (4 μg; Sigma), goat anti-GFP (1 μg; provided by L. Berthiaume), mouse anti-

Grb2 (2 μg; Santa Cruz), mouse anti-Lck (1 μg; Santa Cruz), rabbit anti-p85 (4 μL, 

serum; Millipore) and rabbit anti-Shc (2.5 μg; BD Transduction Laboratories).  

 

Transfection of Jurkat E6-1 cells was carried out via electroporation (BTX; Harvard 

Apparatus). Prior to the electroporation, Jurkat E6-1 cells were grown to a density of 

approximately 1x106 cells/mL. On the day of the transfection, 30 mL of complete RPMI 

medium per sample was pre-equilibrated at 37 °C, 5 % CO2 for 1 hour in a T75 flask. 

For the purpose of transfection, 1x107 cells per sample were spun down at 1,000 xg at 

room temperature for 5 min. The cells were resuspended in 500 L RPMI and incubated 

with the indicated amount of plasmid DNA for 5 min at room temperature in a 0.4 cm 

electroporation cuvettes (Fisher). The samples were electroporated at 225 V with a 8 ms 

time constant and three pulses (1 s between each pulse) in a BTW apparatus and 

incubated for another 5 min at room temperature post transfection. Finally, the cell 



 

 

suspension was transferred into the pre-equilibrated medium and kept at 37 °C, 5 % 

CO2 for 24 hours.  

For detecting intracellular levels of phospho-Erk1/2 24 hours post transfection, the cells 

were spun down at 1,000 xg at room temperature for 5 min and washed once with HBSS 

buffer (Gibco). First, cells were resuspended and stained with a live/dead stain 

(Molecular Probes, L34955) in a 15 mL Falcon tube. Second, one half of the sample was 

incubated with 5g anti-human CD3 (clone OKT3, eBioscience) for 10 minutes on ice 

to enable the binding of the anti-human CD3 antibody to the CD3 receptor. Next, the 

cells were transferred to a 37 °C water bath for the indicated time in order to activate the 

CD3 signaling. The remaining half of the sample was treated the same way, but no anti-

human CD3 antibody was added. At this point, the cells were spun down and washed 

once in HBSS as described above.  

Next, the cells were fixed with 4 % PFA in PBS for 20 min at room temperature in the 

dark. Ice-cold methanol was added drop-wise to the sample until the methanol 

concentration reached 90 %. The samples were kept on ice for 20 min before being spun 

down as described above and the cells were washed in FLOW buffer (2 % FBS and 

1mM EDTA in PBS) and spun down as described above.  

Next, the samples were resuspended in 300 L FLOW buffer and 100 L was transferred 

into each of three wells of a 96 well plate. The cells were either left unstained (no 

antibody added), stained with the indicated concentration of anti-human pErk1/2 

antibody (clone Milan8R, APC conjugate, eBioscience 17-9109) or with the indicated 

concentration of the isotype control (mouse IgG1 K-APC, eBioscience 17-4714) for 30 



 

 

min at room temperature. At this point, the 96 well plate was covered with tinfoil and 

placed on a Titramax 101 shaker (225 rpm) for 30 min. Lastly, the cells were spun down, 

washed once with Flow buffer as described above and kept in the dark at 4 °C until 

analysis. 

The detection was carried out using a Fortessa-SORP (BD) and samples were analysed 

via FlowJo (Windows Version 10.0.8). For gating purposes a FFS/SSC scattering plot 

was used to gate on the single cells. The live/dead staining was used to exclude dead 

cells within the single cell population. The negative control (pcDNA3.1) was used to set 

the GFP positive gate to 1 % for all samples. Lastly, the isotype control sample was used 

to set the APC positive gate to 1 % for each sample. The signal to noise graphs (S/N) 

are based on the median fluorescence intensity (MFI) of OKT3-stimulated cells stained 

with anti-human pErk1/2 antibody over non-stimulated cells stained with anti-human 

pErk1/2 antibody. The fold increase graphs are based on the S/N value of GFP 

expressing cells over non-GFP expressing cells within the same sample.  

For detecting intracellular calcium flux 24 hours post transfection, the cells were spun 

down at 1,000 xg at room temperature for 5 min and washed once with HBSS buffer 

(Gibco). First, cells were loaded with 4 M Indo1-AM (eBioscience) in HBSS buffer. For 

negative controls, cells were either not loaded with Indo1-Am or loaded with Indo1-AM 

in the presence of 2 mM EGTA in HBSS. The cells were kept in a shaking water bath at 

37 °C for 30 min, 110 rpm in the dark. The cells were spun down at 1,000 xg at room 

temperature for 5 min and washed with HBSS.  



 

 

Next, the cells were resuspended in 2 mL HBSS, or in the case of negative loaded 

control in HBSS supplement with 2 mM EGTA. The cells were kept at room temperature 

in the dark for 15 min. Directly before the FLOW analysis, the cells were warmed to 

37 °C in a water bath.  

During the analysis, the background was taken for 15 sec and the sample was removed 

and 5g anti-human CD3 (clone OKT3, eBioscience) was added to each sample. The 

cell suspension was vortexed and placed back into the Flow machine and the calcium 

flux was measured for a total of 3 min.  

The detection was carried out using a Fortessa-SORP (BD) and samples were analysed 

via FlowJo (Mac Version 9.7.6). For gating purposes, a FFS/SSC scattering blot was 

used to gate on single cells only. The negative control (pcDNA3.1) was used to set the 

GFP positive gate to 1 % for all samples. The ratio of Indo-1 violet over Indo-1 blue was 

determined by setting a derived parameter as follow: Indo-1 violet/Indo-1 blue on a linear 

scale with a maximum peak of 10. The parameter was named “Ratio Indo1”. The kinetic 

tool was used to plot the calcium flux for the derived parameter. Lastly, within the layout 

editor the calcium flux with and without EGTA was visualized for the GFP positive as 

well as GFP negative population within the same sample. 

FLOW analysis was carried out using anti-human CD3 (clone OKT3, eBioscience 14-

0037), pErk1/2 T202/Y204-APC (clone Milan8R, APC conjugate, eBioscience 17-9109) 

or Isotype-APC control (mouse IgG1 K-APC, eBioscience 17-4714). 

 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
Portions of this chapter have been published in: 
 
Strunk, U., et al., Role of herpes simplex virus VP11/12 tyrosine-based motifs in binding 
and activation of the Src family kinase Lck and recruitment of p85, Grb2, and Shc. J 
Virol, 2013. 87(20): p. 11276-8 
 
 
 
All experiments presented within this chapter were performed by U. Strunk with the 
following exceptions: the viruses KOS37-UL46 GFP, KOS37-GFP UL46, KOS37-UL46 
Y624F and KOS37-UL46 GFP Y624F were generated by Holly Saffran. The viruses 
KOS37-UL46 Y519F/Y633F and KOS37-UL46 GFP Y519F/Y633F were generated by 
Danny Gomez Ramos.   



 

 

 

Herpesviruses encode for a unique feature called the tegument. By definition, the 

tegument is a proteinaceous layer between the viral envelope and the DNA capsid. 

Tegument proteins are delivered into the cytoplasm upon infection and directly function 

without requiring viral protein expression [1]. Previous research carried out in the Smiley 

lab focused on the HSV-1 tegument protein VP11/12, which is encoded by the UL46 

locus. Melany Wagner’s PhD research led to the suggestion that VP11/12 might function 

as a growth receptor mimic: it is highly tyrosine phosphorylated in lymphocytes [230], it 

recruits and activates the SFK Lck in T-cells [229, 266], it recruits the p85 subunit of PI3-

kinase [229] and it is essential for the activation of Akt during HSV-1 infection [229]. 

Wagner pointed out that the C-terminal region of VP11/12 contains tyrosine-based 

motifs predicted to bind the Sh2 domains of SFKs (YETV and YEEI) as well as p85 

(YTHM). In addition, Holly Saffran identified one tyrosine-based motif predicted to bind 

the Sh2 domain of Grb2 (YENV) and one predicted to bind the PTB domain of Shc 

(NPLY) [279]. Of note, all sequences were identified using the scansite 2.0 algorithm 

[280]. Taken together, this research suggested that VP11/12 utilizes tyrosine-based 

binding motifs to interact with cellular proteins that are involved in signal transduction 

pathways.  

In order to investigate the role of the predicted VP11/12 tyrosine based binding motifs 

for SFK, p85, Grb2 and Shc we generated point-mutated HSV-1 viruses in the context 

of the HSV-1 KOS37 using en passant mutagenesis. We inactivated each predicted 

tyrosine-based binding motif by converting the relevant tyrosine (Y) codon (TTA) to a 



 

 

phenlyalanine (F) codon (TTC). The data presented in this chapter describes the 

generation of these point mutated HSV-1 viruses.  

 

Before I started my project it was evident that VP11/12 orthologues are found in all alpha-

herpesviruses, but not in beta or gamma herpes-viruses. While comparing divergent 

alpha-herpesviruses (HSV-1, VZV, PrV) Jim Smiley found that the N-terminal domain is 

conserved across all the alpha-herpesviruses; however, the C-terminal region of these 

diverged viruses showed no obvious sequence conservation. Importantly, every 

predicted tyrosine-based motifs identified by our laboratory is located in this non-

conserved C-terminal tail (Fig. 1.9).  

In order to support the assumption that VP11/12 might utilize the predicted tyrosine-

based binding motifs to recruit cell signaling proteins, I first determined if the predicted 

tyrosine-binding motifs (Fig. 1.9) are conserved among closely related Simplexviruses 

(Fig. 3.1). We assumed that sequence conservation would indicate that the viruses use 

a similar mode of action which, in turn, would indicate functional significance. The 

sequences of human Herpes Simplex Virus 1 and 2 were aligned to several closely 

related primate herpesviruses (Chimpanzee alpha-1 herpesvirus, Cercopithecine 

Herpesvirus 1 and 2, Macacine Herpesvirus 1 and Papiine herpesvirus 2) using 

MUSCLE (http://www.ebi.ac.uk/Tools/msa/muscle/) and then visualized using GeneDoc 

(http://www.nrbsc.org/gfx/genedoc/). Whereas black shading within the aligment 

indicates sequence conservation, the rectangles indicate the predicted tyrosine-based 



 

 

binding motifs. The consensus sequences for the predicted interaction partners are as 

followed: (i) the Sh2 domain of Grb2 specifically binds to the YxNx consensus sequence 

where ‘x’ is any amino acid [281, 282], (ii) the Sh2 domain of p85 specifically binds to 

the YxxM consensus sequence [283, 284], (iii) the PTB domain of Shc specifically binds 

to the NxxY consensus sequence [285] and (iii) the Sh2 domain of SFKs predominantly 

binds to the YEEI consensus sequence, but can also bind the YExx motif [268].  

I found that the YTHM motif (p85, Y519), the YEEI motif (SFK, Y624) and the NPLY 

motif (Shc, Y657) are highly conserved in related Simplexviruses. However, the YETV 

motif (SFK, Y613) as well as the YENV motif (Grb2, Y633) are less well conserved (Fig. 

3.1). The difference between highly conserved and less conserved is based on the 

amino acid that occupies the ‘x’ position in the motif. Overall the sequence alignment 

suggested that the tyrosine-based binding motifs might be used to interact with host 

signalling proteins.  

 



 

 

 
Fig. 3.1: Sequence conservation among Simplexviruses. 

The C-terminal region is conserved in HSV-1 and closely related simplexviruses. 
Sequences were aligned using MUSCLE (http://www.ebi.ac.uk/Tools/msa/muscle/) and 
visualized using GeneDoc (http://www.nrbsc.org/gfx/genedoc/). HSV1/2, Herpes 
Simplex Virus 1/2 (ACM62269.1; AEV91385.1); ChHV, Chimpanzee alpha-1 
herpesvirus (AFV26935.1); CeHV1/2, Cercopithecine Herpesvirus 1/2 (BAC58086.1; 
YP_164489.1); McHV1, Macacine Herpesvirus 1 (NP_851906.1); HVP2, Papiine 
herpesvirus 2 (YP_443893.1). Rectangles indicate the predicted tyrosine-based binding 
motifs and black shading indicates sequence conservation.  



 

 

3.1.2 

In order to investigate the role of the predicted VP11/12 tyrosine based binding motifs 

for SFK, p85, Grb2 and Shc we generated point-mutated HSV-1 viruses in the context 

of HSV-1 KOS37 using en passant mutagenesis. In all cases, the motifs were inactivated 

by converting the relevant tyrosine (Y) codon (TTA) into a phenlyalanine (F) codon 

(TTC). Tyrosine and phenylalanine are structurally similar, but phenylalanine lacks the 

free hydroxyl group phosphorylation site. We assumed that if the binding-motif is 

essential for a VP11/12-host protein interaction, only WT VP11/12 will be able to interact 

with the predicted binding partner but not the inactive mutated virus. Table 2.1 outlines 

the HSV viruses generated for the purpose of this research. The data presented in this 

chapter describes in detail the results for the generation of the KOS37-UL46 GFP Y633F 

virus. As mentioned in the preface, we assumed that VP11/12 will interact with the Sh2 

domain of Grb2 through its predicted tyrosine-based binding motif YENV at positon 633. 

For the remaining viruses, I only provide proof of the final sequence validation (appendix 

for chapter 3) after the reconstruction of the virus in Cre-Vero cells; similar to the one 

shown for KOS37-UL46 GFP Y633F in figure 3.11. Nevertheless, the generation of 

every virus was carried out in an identical manner.   

Before I describe the generation of point-mutated viruses using en passant mutagenesis 

I want to provide a brief overview of methods previously used within the Smiley lab to 

generate mutated HSV-1 viruses. Since the 1990s herpesvirologists were able to clone 

the entire genome into a bacterial artificial chromosome (BAC). The BAC approach 

combines the  phage based Red recombination system, which allows the addition of 



 

 

mutations using homologous recombination, with the P1 bacteriophage based Cre-loxP 

system, to reconstruct infectious HSV particles (reviewed in [286]).  

Over the past 15 years, several different E. coli strains have been used; all of them share 

the feature of an inducible  phage homologous recombination system. Once the BAC 

is successfully generated, it will be transfected into Cre-Vero cells that constitutively 

express Cre recombinase. The BAC sequence are flanked by loxP sites, which will be 

recognized by the Cre recombinase and therefore lead to the extraction of the BAC 

sequence. 

As mentioned above, several different BAC methods are available and they are 

distinguished by the specific E. coli strain used, as well as the marker used for the 

mutagenesis. Most BAC-based mutant HSV-1 viruses made in the Smiley lab prior to 

my work were generated using the E.coli SW102- galactokinase (galK) system [286] 

(Fig. 3.2). E.coli SW102 are derived from DY380 and express all necessary 

recombineering system proteins. The galactose operon within SW102 is fully functional 

with the exception of the galK enzyme. However, galK can be introduced in trans using 

a BAC plasmid, allowing bacterial growth when galactose is the only carbon source. 

Briefly, the galK cassette is amplified from a plasmid and incorporated into the desired 

target region using homologous recombination (Fig. 3.2A). Mutants are screened for the 

presence of galK (positive selection) before the second recombination step. During the 

second homologous recombination step the galK cassette is either removed, by 

introducing a short dsDNA PCR product to create a seamless deletion mutant, or the 

galK cassette is replaced, with a dsDNA PCR product to introduce a mutation within the 

desired target (Fig. 3.2B). Mutations were then selected based on the absence of the 

galK cassette (negative selection). The BAC plasmid encoding for the desired mutation 

will then be transfected into Cre-Vero cells, similar to the BACs generated using en 



 

 

passant mutagenesis. The SW102-galK method has three major limitations. First, the 

second negative selection step is of very low efficiency. Second, not all of the galK- 

mutants carry the desired mutation due to a background of spontaneous mutations galK- 

mutants able to grow on the negative selection plates. Third, the desired mutation-

sequence has to be PCR amplified from a pre-existing construct. 

In contrast, en passant mutagenesis enables the generation of point-mutations without 

a pre-existing construct that already contains the desired point-mutation. In addition, en 

passant mutagenesis showed a higher efficiency in our lab than the SW102-galK 

system. I was able to generate and fully validate single-point mutated viruses within 8 

weeks at an efficiency greater than 90%. The impressive increase in efficiency is most 

likely due to the intra-cellular SceI-arabinose based recombination (section 2.4.2.1). 



 

 

 

  

Fig. 3.2: Construction of mutant viruses using the SW102 galK system.  

(A) The galK cassette needs to be amplified from a plasmid and will incorporate into the 
gene of interest (GOI) based on homologous recombination. The primers used for the 
galK cassette amplification were designed to add the HSV-1 homologous regions. Next, 
mutants were screened for the presence of galK. (B) In the next step, the galK cassette 
can either be removed, in order to create a deletion mutant, or it can be replaced, in 
order to introduce a mutation. Shown is the second option, where the galK cassette is 
replaced with the PCR amplicon harbouring the desired mutation (red). The PCR 
amplicon will again incorporate into the desired region based on homologous 
recombination. Mutants are then screened for the absence of galK. The second 
recombination step occurs with low efficiency and spontaneous mutations lead to false-
positive mutants.  

 



 

 

 

In order to generate the KOS37-BAC without disrupting viral genes, the BAC segment 

was placed between the UL37 and UL38 genes [273]. The BAC region was additionally 

flanked with loxP sites to enable excison of the BAC sequences from the viral genome 

[273], as outlined below (chapter 3.1.2.2).  In the case of KOS37-UL46 GFP Y633F I 

introduced the point-mutation into BAC-KOS37 UL46 GFP (Fig. 3.3), which was 

generated by Holly Saffran.  

Initially I constructed a BAC-plasmid with the desired mutation at position Y633 using en 

passant mutagenesis [271]. Mutagenesis was carried out in E. coli GS1784cells. This 

specific strain expresses the necessary enzymes for the Red recombination system as 

well as I-SceI digestion, as outlined in the chapter 2.4.2.1.  

Briefly, a PCR cassette was generated that contains the viral sequence of interest 

flanking the kanamycin selection marker. The PCR amplicon will co-integrate into the 

desired sequence during the first of two recombination steps due to the sequence 

homology. This leads to a sequence duplication upstream as well as downstream of the 

selection marker (Fig. 3.4A). To ensure that the PCR amplicon was incorporated into the 

region of interest, a colony PCR using primers specific for the UL46 region (JRS 21.1 

and JRS 22; Fig. 3.4B) was carried out after the first recombination step. The PCR 

products were then run on an agarose gel, and only the clones with a single band at 4 

kbp were chosen for further recombination. Of note, we expected an increase of 1 kbp 

compared to the BAC-KOS37 UL46-GFP control sample if the PCR amplicon was 

inserted.  



 

 

Next, single clones after the second recombination step were analyzed for the absence 

of the marker cassette (Fig. 3.5). Briefly, the second recombination step is initiated by 

cleaving the inserted selection cassette with the I-SceI endonuclease. This cleavage 

event generates a double-stranded DNA break, which enables the  Red recombination 

system to recombine the duplicated homologous regions, excising the selection cassette 

(Fig. 3.5A). We expected a decrease of 1 kbp compared to the BAC-KOS37 UL46-GFP 

control sample (Fig. 3.5B). In the following step, candidate clones were analyzed through 

Sanger sequencing with the indicated primer to confirm the presence of the mutation 

(Fig. 3.6).  

 

Fig. 3.3: Structure of BAC-KOS37 UL46 GFP.  

The BAC region was inserted between the UL37 and UL38 gene region of HSV-1 
KOS37. This placement avoids disruption of BAC as well as of viral genes. The BAC 
regions were flanked by loxP sites to enable the excision of the BAC region in cells 
expressing Cre-recombinase. This figure is adopted from [273] and it is not to scale. 
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Fig 3.4: Co-Integration of the PCR product after the first Red recombination. 

Shown is the co-integration event of the 1kb PCR cassette into the desired region of 
UL46.The region of interest is magnified and the four important sequences are colour-
coded (a, brown; b, blue; c, green; d, yellow). The wildtype tyrosine sequence is shown 
as a white circle. The PCR integration cassette contains the selection marker that is 
flanked by homologous regions encoding for the desired mutation (red circle). This figure 
is not to scale. (B) After the first recombination step eleven single clones were screened 
for the co-integration of the PCR product. The integration is judged by the size of the 
UL46-PCR product. Water as well as the BAC-KOS37 UL46 GFP were used as controls. 
Only clones with a single PCR fragment of 4 kbp (arrow) were used for the second 
recombination step. Shown is only the portion of the agarose gel that represents PCR 
amplicons between 2 kbp and 4 kbp.  
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Fig. 3.5: Final en passant mutagenesis product. 

(A) The selection cassette as well as the sequence duplication will be eliminated during 
the second recombination step. This figure is not to scale. (B) After the second 
recombination step three single clones were analyzed for the absence of the marker 
cassette. The original clone after the first recombination step was used as a control 
(BAC-KOS 37-UL46 GFP Y633F co-integrate). Clones with a single PCR fragment of 3 
kbp were further analyzed via sequencing.  

 



 

 

 

Fig. 3.6: Sequence validation of the point mutation within BAC-KOS37 UL46-GFP 
Y633F. 

The PCR product of a single clone after the second recombination step was purified and 
sequenced via JRS 754. The sequence was aligned to WT HSV-1 KOS (accession 
number JQ673480; version JQ673480.1) in order to validate the point mutation (red). 
The C-terminal GFP-tag start codon is in green. Sequences were aligned using Clustal 
Omega.  

 

 

 

 



 

 

 

Next, BAC-KOS37-UL46 GFP Y633F was transfected into Cre-Vero cells. Cre 

recombinase recognizes the loxP sequences that flank the BAC sequence and leading 

to excision of the KOS37 genome. Passaging the virus in Cre-Vero cells and final growth 

of the virus in Vero cells yielded KOS37-UL46 GFP Y633F.  

To confirm the presence of the correct UL46 sequence and GFP-tag, PCRs were 

performed on DNA from KOS37-UL46 GFP Y633F infected cells (Fig. 3.8). PCRs were 

carried out using either the primers (Fig. 3.7) JRS21.1 and JRS 22, which amplify the 

UL46 region (Fig. 3.8A), or the primers JRS 754 and JRS 731, which amplify the GFP 

region (Fig. 3.8B). The PCR amplicons were then analyzed using an agarose gel. The 

observed PCR products verified that the reconstructed virus codes for UL46 as well as 

the GFP-tag.  

In addition, two PCRs were carried out to show that the BAC sequence had been excised 

from the viral genome (Fig. 3.9). One PCR was carried out using the primers JRS 475B 

and JRS 476B to amplify a region within the BAC sequence (BAC inside). The second 

PCR was carried out using the primers JRS 473B and JRS 649 to amplify the UL37 

HSV-1 region (BAC outside). As described in figure 3.3, the BAC is placed between the 

UL37 and UL38 genes within the KOS37 genome. Primer JRS 473B binds UL37 and 

extends towards the N-terminus, whereas primer JRS 649 binds the UL38 gene and 

extends back into UL37. As expected, no BAC-DNA was amplified using the BAC inside 

primers on KOS37-UL46 GFP Y633F (Fig. 3.10A). This data was supported by a PCR 

using BAC outside primers (Fig. 3.10B). In case of KOS37-UL46 GFP Y633F I detected 

a single band of 0.7 kbp, which represents the UL36-UL37 region after the BAC region 



 

 

was eliminated (Fig 3.10A). In case of the control sample BAC-KOS37 UL46 GFP Y633F 

I detected two PCR amplicons one of 3.0 kbb and of 1.0 kbp (Fig. 3.10B); however, the 

entire UL36-BAC-UL37 region is about 4.0 kbp. Given that the PCR settings were 

optimized to amplify the UL36-UL37 region and not the entire UL36-BAC-UL37 region, 

the observed products of 3.0 kbb and 1.0 kbp most likely represent PCR side products. 

Taken together, the data suggest that the BAC region was eliminated.  

In combination with the PCR results for UL46 and GFP, the data indicate that KOS37-

UL46 GFP Y633F was properly reconstituted from the BAC. To verify that the UL46 

region encodes the Y633F mutation, I sequenced the UL46-PCR product (JRS 21.1 / 

JRS 22) using the sequencing primer JRS 754 and aligned the sequencing results to the 

sequence of WT UL46 (Fig. 3.11).  

 

 

Fig. 3.7: Primer annealing sites. 

This figure illustrates the annealing sites of primers used to validate viruses. The red 
cross indicates the location of the tyrosine-based binding motifs.  

 



 

 

 

Fig. 3.8: Amplification of the UL46- and GFP-region within DNA obtained from Vero 
cells infected with KOS37-UL46 GFP Y633F. 

DNA from KOS37-UL46 GFP Y633F infected Vero cells was used to amplify the UL46-
region (A) as well as the GFP-region (B). The PCR samples were run on an agarose gel 
and the fragment size was compared to BAC-KOS37 UL46 GFP Y633F.  



 

 

 

Fig. 3.9: PCR primer design to evaluate the presence of BAC. 

The BAC region is flanked by loxP sites and is placed between the UL37 and UL38 
region of KOS37. One primer set was designed to anneal to the BAC sequences (BAC-
In PCR), whereas the second primer set was designed to anneal to the UL37 and UL38 
region (BAC-Out PCR). This figure is not to scale. 

 

 

 



 

 

 

Fig. 3.10: Amplification of the BAC-region of DNA obtained from Vero cells 
infected with KOS37-UL46 GFP Y633F. 

DNA from KOS37-UL46 GFP Y633F infected Vero cells was used to amplify a region 
within the BAC plasmid (A) as well as outside of the BAC region (B). The PCR samples 
were run on an agarose gel and the fragment size was compared to BAC-KOS37-UL46 
GFP Y633F. The observed fragments for the BAC-out region in BAC-KOS37 UL46 GFP 
Y633F appears to be a side product of the expected 4.0 kbb fragment. PCR amplification 
for the BAC-out PCR was optimized to amplify the 700 bp fragment in the generated 
virus (KOS37-UL46 GFP Y633F) and not the larger fragment containing the BAC insert.  

 

 



 

 

 

Fig. 3.11: Sequence validation of KOS37-UL46 GFP Y633F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 (accession number JQ673480; version JQ673480.1) in order to 
verify the point mutation (red). The start codon of the C-terminal GFP-tag is in green. 
Sequences were aligned using Clustal Omega. 



 

 

 

The results presented in this chapter describe the generation of viruses bearing point 

mutations that inactivate the tyrosine-based motifs predicted to bind SFKs, p85, Grb2 as 

well as Shc. Viruses were generated in order to investigate possible association of 

VP11/12 with cellular proteins. In addition, we aimed to investigate the effects of those 

possible protein-protein interactions on the ability of VP11/12 to interfere with two 

signaling pathways. All viruses were successfully generated using en passant 

mutagenesis in the context of a BAC that contains the entire HSV-1 KOS37 genome. 

Infectious viruses were then reconstructed by transfecting and passaging the virus in 

Cre-Vero cells to eliminate the BAC region.  To finally confirm the presence of the correct 

UL46 sequence, the UL46 region was amplified and subjected to Sanger sequencing. If 

applicable, we also confirmed the presence of the GFP-tag by using a PCR specific for 

the GFP sequence. Lastly, we performed two sets of PCRs to confirm that the BAC was 

successfully eliminated.  



 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
A version of this chapter has been published in: 
 
Strunk, U., et al., Role of herpes simplex virus VP11/12 tyrosine-based motifs in binding 
and activation of the Src family kinase Lck and recruitment of p85, Grb2, and Shc. J 
Virol, 2013. 87(20): p. 11276-8 
 
 
 
All experiments presented within this chapter were performed by U. Strunk. 



 

 

 

The HSV-1 tegument protein VP11/12 is directly delivered into the cytoplasm and 

associates with both cellular membranes as well as viral capsids [265]. VP11/12 is 

tyrosine phosphorylated in lymphocyte cells by Src family kinases (SFKs) [229, 230]; 

however, the phosphorylation is less obvious in human fibroblasts [230] and monkey 

kidney epithelial Vero cells [228].  

Melany Wagner has previously shown that the phosphorylation of VP11/12 is 

predominantly through the SFK Lck in lymphocyte-like Jurkat T-cells [266]. In addition, 

she provided evidence that VP11/12 interacts with Lck; therefore, she postulated that 

VP11/12 recruits and activates Lck in order to induce further tyrosine phosphorylation of 

itself [266]. In line with this data she further provided evidence that VP11/12 recruits p85 

for the activation of Akt. In addition, she provided evidence that SFK activity is necessary 

for tyrosine phosphorylation of VP11/12 as well as Akt activation [229].  

Based on these data, she proposed that VP11/12 recruits and activates SFKs through 

the consensus SFK Sh2 binding motif YEEI [266, 268] at position Y624 or the YETV 

potential SFK Sh2 binding motif at position Y613. Association with and activation of 

SFKs then leads to additional tyrosine phosphorylation of VP11/12, including the 

predicted p85 Sh2 binding motif YTHM at position Y519 [229]. Supported by the Wagner 

and Smiley model, we also hypothesized that the predicted binding motifs for the Sh2 

domain of Grb2 (YENV at position Y633) as well as for the PTB domain of Shc (NPLF 

at position Y657) enable VP11/12 to associate with these cellular proteins [279]. Data 

presented in this chapter support this hypothesis and demonstrate that VP11/12 utilizes 

tyrosine-based binding motifs to associate with Lck, p85, Grb2 and Shc [279].  



 

 

 

Before I started my project Jim Smiley found that the C-terminal region of VP11/12 

contains one predicted binding motif for the Sh2 domain of Grb2 (YENV, Y633) as well 

one predicted binding motif for the PTB domain of Shc (NPLY, Y657). Holly Saffran then 

observed that VP11/12 indeed interacts with Grb2 as well as Shc in co-

immunoprecipitation assays. In order to confirm these findings, I first performed co-

immunoprecipitation assays with KOS37-UL46 GFP as well as with KOS37-GFP UL46. 

Both of these viruses express WT VP11/12, but VP11/12 is either C-terminally (KOS37-

UL46 GFP) or N-terminally (KOS37-GFP UL46) fused with EGFP. We decided to fuse 

VP11/12 C-terminally or N-terminally to EGFP to determine if the position of the tag has 

an impact on the protein-protein interactions. In general fusion-tags can lead to structural 

changes that then can change the protein’s function.  

Lymphocyte-like Jurkat T-cells were either mock infected or were infected with KOS37-

UL46 GFP, KOS37-GFP UL46 or with KOS-G for 13 h. KOS-G is a KOS-derived WT 

virus that expresses free GFP [272]. The cell extracts were co-immunoprecipitated using 

an anti-GFP antibody overnight and the precipitates were analyzed by western blotting 

using antibodies against p85, Lck, Shc, Grb2, GFP, ICP27 and actin (Fig. 4.1). Detection 

of GFP in the whole cell lysate (WCL) fractions demonstrated that equal levels of the 

VP11/12-fusion protein were expressed by KOS37-UL46 GFP and KOS37-GFP UL46. 

I was able to demonstrate that, as expected, the C-terminally tagged VP11/12 protein 

(KOS37-UL46 GFP)  associates with Lck, p85, Grb2 and Shc. The N-terminally tagged 

VP11/12 (KOS37-GFP UL46) also associates with Lck, p85, Grb2 and Shc; however, it 



 

 

seemed to associate less efficiently with p85 as well as with Shc. This finding indicates 

that the position of the GFP tag influences the co-immunoprecipitation efficiency. 

Importantly, free GFP encoded by KOS-G did not co-precipitate any of the cellular 

proteins, strongly suggesting that the protein-protein interactions are mediated by the 

VP11/12 portion of the fusion protein and not the GFP portion. Western blot detections 

of GFP served as control for VP11/12 expression, whereas ICP27 served as an infection 

control and actin served as a total loading control. The heavy chain (HC) of the antibody 

used to immunoprecipitate VP11/12 was cross-detected on the western blot staining for 

GFP. Taken together, my data confirm Hally Saffran’s finding that VP11/12 interacts 

either indirectly or directly with Shc and Grb2 in addition to the previously described 

interactions with Lck [266] and p85 [229].  

Based on the greater co-immunoprecipitation efficiency of p85 and Shc by the C-

terminally tagged VP11/12 derivative, KOS-UL46 GFP was used in additional 

experiments investigating the role of the predicted tyrosine-based binding motifs in the 

VP11/12-host cell protein association(s). Of note, previous co-immunoprecipitation 

assays for Lck [266] and p85 [229] were carried out with the GHSV-UL46 virus. The 

GHSV-UL46 is identical to the KOS37-UL46 GFP virus, with the exception that it 

originates from the HSV-1 KOS strain instead of the HSV-1 KOS37 strain [264]. 



 

 

 

Fig. 4.1: VP11/12 associates with Grb2 and Shc in addition to Lck and p85. 

Jurkat E6-1 cells were mock infected, infected with a KOS37-derived virus expressing a 
C-terminally GFP tagged VP11/12 (KOS37-UL46 GFP), a KOS37-derived virus 
expressing a N-terminally tagged VP11/12 (KOS37-GFP UL46), or a KOS-derived virus 
expressing free GFP (KOS-G) for 13 h. Whole cell lysates (WCL) were co-
immunoprecipitated using an antibody against GFP (IP:GFP) and analyzed via Western 
blotting (WB) for p85, Lck, Shc, Grb2, GFP and ICP27; (HC, heavy chain). Shown is one 
representative experiment out of three.  

 

As summarized in the rationale for this chapter, I sought to address one of the key 

questions raised by Melany Wagner’s previous research on the ability of VP11/12 to 

associate with cellular proteins. She suggested that tyrosine-based binding motifs within 



 

 

the C-terminal region of VP11/12 are utilized to directly associate with the predicted 

cellular host cell protein [229, 266]. To follow up on this key question, Holly Saffran and 

I generated point-mutated viruses in which the predicted tyrosine-based binding motifs 

had been inactivated, in order to evaluate if these sequences are indeed used to enable 

VP11/12 to associate with the host cell proteins. I performed a series of co-

immunoprecipitation assays as well as GST-pulldown assays to investigate the role of 

the tyrosine-based binding motifs. 

 

Jim Smiley identified the predicted Grb2 tyrosine-binding motif YENV at position Y633 

using the scansite 2.0 algorithm. To determine if phosphorylation of the tyrosine within 

this putative Grb2 Sh2 binding motif is essential for the VP11/12-Grb2 association, I 

mutated the tyrosine codon (TTA) to a phenylalanine codon (TTC) in the context of the 

C-terminally tagged VP11/12 encoded by KOS37-UL46 GFP, generating KOS37-UL46 

GFP Y633F. The effect of this mutation on the VP11/12-Grb2 interaction was then 

documented using two co-immunoprecipitation assays (Fig. 4.2) as well as one GST 

pull-down assay (Fig. 4.3).  

For the co-immunoprecipitation assays, I mock infected Jurkat E6-1 cells or infected 

them with KOS37-UL46 GFP, KOS-G or KOS37-UL46 GFP Y633F for 13 h. Lysates 

were immunoprecipitated with an anti-GFP antibody as in figure 4.1 and then analyzed 

by western blotting for p85, Lck, Grb2, Shc, GFP, ICP27 and actin (Fig 4.2A).  



 

 

We found that the Y633F mutation abolished the interaction between VP11/12 and Grb2 

without affecting the interactions with p85, Lck, and Shc. The interaction between 

VP11/12 and Grb2 was also abolished in a reciprocal co-immunoprecipitation assay 

using an antibody against Grb2 for immunoprecipitation and western blotting for GFP to 

visualize the interaction (Fig. 4.2B). The reciprocal co-immunoprecipitation assay was 

carried out as described above, except that the lysates were immunoprecipitated using 

an anti-Grb2 antibody and then analyzed by western blotting for GFP, Grb2, ICP27 and 

actin.  

To determine if the interaction between Grb2 and VP11/12 is mediated by the Sh2 

domain of Grb2, Jurkat E6-1 cells were infected as above and cell extracts were 

incubated with glutathione-agarose beads bearing immobilized GST-Grb2 Sh2 fusion 

protein (Fig. 4.3).  

Bound VP11/12 was then detected by western blotting using an antibody to GFP. WT 

VP11/12 efficiently bound to beads bearing the GST-Grb2 Sh2 domain fusion protein, 

whereas no interaction was observed after inactivating the YENV motif (KOS37-UL46 

GFP Y633F). Importantly, WT VP11/12 did not associate with the GST portion itself and 

the free GFP protein encoded by KOS-G also did not bind the Sh2 domain of Grb2, or 

Lck or the PTB domain of Shc (Fig. 4.4). These data indicate that VP11/12 binds the 

Sh2 domain of Grb2 and as expected, the Y633F mutation abolished this interaction. 

Taken together, these data strongly suggest that VP11/12 interacts directly with the Grb2 

Sh2 domain through the YENV motif at Y633. Given that Sh2 domains bind 

phosphorylated tyrosine residues, this interaction almost certainly requires 

phosphorylation of Y633. 
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Fig. 4.2: VP11/12 requires the phosphorylation of Y633 within the YENV motif to 
associate with Grb2. 

Jurkat E6-1 cells were mock infected or infected with the indicated viruses for 13 h. 
Whole cell lysates (WCL) were immunoprecipitated using an antibody against  GFP 
(IP:GFP) and analyzed through western blotting (WB) for p85, Lck, Shc, Grb2, GFP, 
ICP27 and actin. Shown is one representative experiment out of four. (B) Jurkat E6-1 
cells were mock infected or infected with the indicated viruses for 13 h. Whole cell 
lysates (WCL) were immunoprecipitated using an antibody against  Grb2 (IP:Grb2) and 
analyzed via western blotting for GFP, Grb2, ICP27 and actin. shown is one 
representative experiment out of three. 



 

 

 

Fig. 4.3: The YENV motif at position Y633 is required for the interaction of VP11/12 
with the Sh2 domain of Grb2. 

Jurkat E6-1 cells were mock infected or infected with KOS37-UL46 GFP or KOS37-UL46 
GFP Y633F. Cell lysates were subjected to a GST pull-down assay with the indicated 
GST-fusion proteins. Protein bound to the beads was analyzed for GFP, ICP27 and actin 
by western blotting. Shown is one representative experiment out of three. 



 

 

 

Fig. 4.4: Free GFP encoded by KOS-G does not interact with the Sh2 domain of 
Grb2 or Lck, or the PTB domain of Shc.  

Jurkat E6-1 cells were infected with KOS-G. Cell lysates were subjected to a GFP pull-
down assay with the indicated GST-fusion proteins. Protein bound to the beads was 
analyzed for GFP, ICP27 and actin by western blotting. Shown is one representative 
experiment out of three. 

 

 

In addition to the Grb2 tyrosine-binding motif YENV at position Y633, Jim Smiley also 

identified the tyrosine-based binding motif NPLY at position Y657 using the scansite 2.0 

algorithm. The NPLY motif was predicted to lead to an interaction with the PTB domain 

of Shc and Holly Saffran confirmed that VP11/12 indeed co-immunoprecipitates with 

Shc. I followed the same approach as used for the Grb2-YENV motif to determine if the 

phosphorylation of the tyrosine within this putative Shc PTB binding motif is essential for 



 

 

the VP11/12-Shc association. I converted the tyrosine codon (TTA) to a phenylalanine 

codon (TTC) in the context of the C-terminally tagged VP11/12 encoded by KOS37-

UL46 GFP, generating KOS37-UL46 GFP Y657F. The effect of this mutation on the 

VP11/12-Shc interaction was then documented using two co-immunoprecipitation 

assays (Fig. 4.5) as well as one GST pull-down assay (Fig. 4.6). 

Using the co-immunoprecipitation approach as outlined for figure 4.2, I was able to 

document that the Y657F mutation abolished the interaction between VP11/12 and Shc. 

Inactivation of the NPLY motif also slightly reduced the VP11/12-p85 association, while 

not affecting the remaining interactions between VP11/12 with Lck or Grb2 (Fig. 4.5A). 

An interaction between VP11/12 and Shc was also detected in a reverse 

immunoprecipitation assay, using an anti-Shc antibody (Fig. 4.5B). In line with our 

prediction, this interaction was eliminated after inactivation of the tyrosine-based binding 

motif. Both co-immunoprecipitation approaches supported our assumption that VP11/12 

interacts with Shc through the NPLY motif at position Y657. However, it remained to be 

determined if VP11/12 associates with Shc in a PTB-dependent manner.  

To further assess whether the VP11/12-Shc interaction is dependent on the PTB domain 

of Shc, I performed a GST pull-down assay (Fig. 4.6). I was able to demonstrate that 

WT VP11/12 binds to beads bearing GST fused to the PTB domain of Shc, but does not 

bind to beads bearing GST. Importantly, the VP11/12-Shc interaction was abolished by 

the Y657F mutation. Moreover, the free GFP protein encoded by KOS-G did not bind 

the Shc PTB domain (Fig. 4.4).  

Taking the co-immunoprecipitation assays as well as the GST-pulldown assays into 

account, my data strongly supports a model of a direct PTB-mediated interaction 

between VP11/12 and Shc.  
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Fig. 4.5: The interaction between VP11/12 and Shc requires the NPLY motif. 

(A) Extracts of Jurkat E6-1 cells infected with the indicated viruses (WCL) were 
precipitated with an anti-GFP antibody (IP: GFP) and analyzed by western blot for p85, 
Lck, Shc, Grb2, GFP, ICP27 and actin. Shown is one representative experiment out of 
four. (B) Extracts of Jurkat E6-1 cells infected with the indicated viruses (WCL) were 
precipitated with an anti-Shc antibody (IP: Shc) and analyzed by western blot for GFP, 
Shc, ICP27 and actin. Shown is one representative experiment out of two.  



 

 

 

Fig. 4.6: VP11/12 associates with the PTB domain of Shc in an NPLY-dependent 
manner.

Extracts of Jurkat T-cells infected with KOS37-UL46 GFP or KOS37-UL46 GFP Y657F. 
Extracts were subjected to a GST-pulldown assay with the indicated GST-constructs 
and analyzed using western blotting for GFP, ICP27 and actin. Shown is one 
representative experiment out of three. 

 

 

As mentioned in the preface for this chapter, Wagner and Smiley hypothesized that 

VP11/12 associates with the Sh2 domain of the PI3K-regulatory subunit p85 via the 

YTHM motif [229]. I followed the same approach as for the predicted tyrosine-based 

binding motifs for Grb2 and Shc and generated a single-point mutated virus with an 

inactive YTHM binding motif (KOS37-UL46 GFP Y519F) and subjected the WCL to a 

series of co-immunoprecipitation assays.  

Jurkat T-cells were infected with the indicated viruses for 13 hours. Cell lysates were 

either co-immunprecipitated using an antibody against GFP (IP:GFP) or an antibody 

against p85 (IP:p85) and analyzed via western blotting for the indicated proteins (Fig. 



 

 

4.7). I found that inactivation of the YTHM motif greatly reduced, but did not eliminate, 

the interaction between p85 and VP11/12. Inactivation of the YTHM motif did not affect 

the interaction of VP11/12 with Shc (Fig. 4.7A), but the interaction of VP11/12 with Grb2 

or Lck was somewhat reduced in the KOS37-UL46 GFP Y519 mutant and studies 

described in chapter 5.1 investigate the significance of this observation. These protein-

protein interaction data confirm that the YTHM motif contributes to the interaction with 

p85, but also suggest that one or more additional interaction interfaces in VP11/12 may 

also play a role.  

A                                                            B 

       

Fig. 4.7: The YTHM motif contributes towards the VP11/12-p85 association.  

Extracts of Jurkat E6-1 cells infected with the indicated viruses and were precipitated 
with an (A) anti-GFP (IP: GFP) or an (B) anti-p85 (IP:p85). Proteins were detected using 
antibodies specific for the indicated proteins on a western blot. Of note, the abnormal 
pattern on the right in the anti ICP27 blot is the film number printed on the film by the x-
ray film manufacturer. Shown are one representative experiment out of three (A) or two 
(B). 



 

 

 

Given the observation that inactivation of the YTHM motif reduced but did not eliminate 

the VP11/12-p85 association, we asked if VP11/12 might contain one or more additional 

binding motifs that contribute to an association with p85. Melany Wagner pointed out 

that VP11/12 contains two proline-rich sequences that were predicted to interact with 

the SH3 domain of p85, at positions 469-472 (PPLP) and at positions 673-677 (PPPPP) 

[236]. Both motifs encode for the consensus sequence for SH3 domains, which is either 

RxxPPxP (class I motif; PPPPP motif) or PPxPxR (class II motif; PPLP) [287, 288]. As 

reviewed in the introduction, it has been previously shown that the influenza A virus 

protein NS1 associates with p85 in infected cells in an Sh2- as well as an Sh3-dependent 

manner [259]. Shin et al demonstrated that, similar to HSV-1 VP11/12 [229], the 

influenza A virus protein stimulates the PI3K/Akt-pathway [259]. Importantly, NS1 

contains one p85-Sh2-binding motif and two p85-Sh3-binding motifs and all three motifs 

contribute to the NS1-p85 association. However, the data presented suggest that the 

NS1-p85 interaction is predominantly Sh3-mediated [259]. Based on the influenza A 

NS1 research, I asked whether VP11/12 associates with p85 in an Sh2-Sh3 dependent 

manner.  

To address this question I first determined if the predicted proline motifs are conserved 

among closely related Simplexviruses, as described in section 3.1.1 for the tyrosine-

based binding motifs (Fig. 3.1). The sequences of several closely related primate 

herpesviruses were aligment as previolusly described, with the exception that the 

aligment as well as visualization was carried out using MUSCLE (Fig. 4.8A). Grey 



 

 

shading within the aligment indicates sequence conservation and the rectangles indicate 

the two predicted Sh3 binding motifs. I found that only the class II binding motif (core 

sequence PPLP in HSV-1) is conserved among some orthologues, but not in HSV-2 and 

ChHV. These two viruses do not encode for the entire consensus binding motif 

(PPxPxR) as that the second variant amino acid between the last proline and arginine is 

missing. In contrast, the PPPPP motif is not conserved among the orthologues.  

I then generated two double-mutated viruses in which the YTHM motif was inactivated 

along with one of the proline sequences (KOS37-UL46 GFP AALA/Y519F; KOS37-UL46 

GFP Y519F/AAPPA). In both cases, the motifs were inactivated by converting relevant 

proline (P) codon into an alanine (A) codon. Also I constructed one triple-mutated virus, 

containing an inactive YHTM motif as well as two inactive proline sequences (KOS37-

UL46 GFP AALA/Y519F/AAPPA). I infected Jurkat E6-1 cells with the indicated viruses 

and subjected the lysates to a co-immunoprecipitation assay using an antibody against 

GFP (Fig. 4.8B). Inactivation of either of the proline sequences individually to the YTHM 

motif did not alter VP11/12’s ability to interact with p85. Unexpectedly, inactivating all 

three motifs (KOS37-UL46 GFP AALA/Y519F/AAPPA) led to a virus that no longer 

produced a detectable amount of VP11/12. The VP11/12-Shc association was not 

affected by the double-point mutation. Given the lack of VP11/12 expression I was not 

able to determine if VP11/12 associates with p85 using a similar mechanism as the 

influenza A virus NS1 protein. Sequence validation (figure A3.23) did not indicate any 

further mutations within the sequenced region. It therefore remains to be determined 

why the triple-point mutated virus KOS37-UL46 GFP AALA/Y519F/AAPPA fails to 

produce detectable levels of VP11/12 protein. 
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Fig. 4.8: VP11/12 might associate with p85 in a Sh2/Sh3-dependent mechanism.  

(A) Sequences were aligned and visualized using MUSCLE. Rectangles indicate the 
predicted Sh3 binding motifs and grey shading indicates sequence conservation. (B) 
Jurkat E6-1 cells were infected with the indicated viruses. The WCL were precipitated 
with an anti-GFP antibody (IP: GFP) and proteins were detected using antibodies 
specific to the indicated proteins on a western blot. KOS37-UL46 GFP 
AALA/Y519F/AAPPA failed to produce detectable levels of VP11/12. Inactivating the 
YTHM motif alone had some minor effects on the ability of VP11/12 to associate with 
Grb2 and Lck, as pointed out for figure 4.7. Shown is one representative experiment out 
of two. 



 

 

 

Melany Wagner’s previous research demonstrated that VP11/12 interacts with Lck in 

Jurkat T-cells, and her model suggested that VP11/12 uses one or two tyrosine-based 

binding motifs to associate with the Sh2 domain of Lck [266]. Wagner and Smiley 

predicted that the interaction might be predominantly through the YEEI motif at position 

624. To test this assumption, Holly Saffran generated the single-point mutated virus 

KOS37-UL46 GFP Y624F.  

To determine if the interaction between VP11/12 and Lck depends only on the 

phosphorylation of Y624, I infected Jurkat T-cells in order to perform co-

immunoprecipitation assays as well as GST-pulldown assays. After performing a co-

immunoprecipitation assay, I was able to demonstrate that inactivation of the YEEI motif 

did not fully inhibit the association of VP11/12 with Lck (Fig. 4.9). Of note, we also used 

an antibody against active SFK because we wanted to determine if bound Lck is active 

or not. Previous work indicated that VP11/12 might recruit Lck in order to stimulate Lck 

activation [229, 266]. 

I then decided to test the possibility that the interaction of VP11/12 with Lck in T-cells 

either depends on the YETV motif (Y613) or both tyrosine-based binding motifs together. 

I generated the single point-mutated virus KOS37-UL46 GFP Y613F as well as double 

point-mutated virus KOS37-UL46 GFP Y613F/Y624F and performed co-

immunoprecipitation assays (Fig. 4.10) as well as GST-pulldown assay (Fig. 4.11) as 

described above.  

I found that inactivation of the YETV motif had relatively little effect on the ability of 

VP11/12 to co-imunoprecipitate Lck or active SFKs (Fig. 4.10A). We therefore aimed to 



 

 

determine if eliminating a possible association will also lead to elimination of Lck 

activation. Inactivation of both binding motifs severely reduced the VP11/12-Lck 

association. These findings were confirmed in the reciprocal co-immunoprecipitation 

experiment, where Lck was immunoprecipitated (IP:Lck) and VP11/12 was detected in 

the immunoprecipitates (Fig. 4.10B). My co-immunoprecipitation results indicate that 

VP11/12 requires either the YETV motif or the YEEI motif for an association with Lck.  

To further examine if VP11/12 associates with the Sh2 domain of Lck, I subjected the 

panel of point-mutated viruses to a GST-pulldown assay (Fig. 4.11). After infecting Jurkat 

T-cells with the indicated virus I observed the binding of VP11/12 to the GST-Sh2 of Lck 

fusion protein. Similar to the co-immunoprecipitation results I found that inactivating 

Y613 or Y644 reduced but did not eliminate the interaction with the Lck Sh2 domain in 

the GST pull-down assay. In contrast, inactivating both motifs eliminated the 

interactions.  

Taken together, my data suggest that the interaction between VP11/12 and Lck is 

mediated by the Sh2-domain of Lck and requires phosphorylation of the YEEI motif or 

the YETV motif.  



 

 

Fig. 4.9: The interaction of VP11/12 with Lck does not solely depend on the 
phosphorylation of the YEEI motif at position Y624.  

Jurkat E6-1 cells are infected with the indicated viruses and lysates were precipitated 
with an anti-GFP antibody (IP: GFP). Proteins were detected using antibodies specific 
towards the indicated proteins on a western blot. Shown is one representative 
experiment out of four. 
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Fig. 4.10: YEEI and YETV both contribute to the association of VP11/12 with Lck.  

Jurkat E6-1 cells were infected with the indicated viruses. (A) The WCL were precipitated 
with an anti-GFP antibody (IP: GFP) and proteins were detected using antibodies 
specific for the indicated proteins on a western blot. (B) The WCL were precipitated with 
an anti-Lck antibody (IP:Lck) and proteins were detected as indicated. Each figure 
represents one representative experiment out of three. 



 

 

 

Fig. 4.11: Phosphorylation of both YEEI and YETV are required for the 

association of VP11/12 with the Sh2 domain of Lck.  

Jurkat E6-1 cells were mock infected or infected with the indicated viruses. The cell 
lysates were subjected to a GST pull-down assay with the indicated GST-fusion proteins. 
Protein bound to the beads was analyzed for GFP, ICP27 and actin by western blot. 
Shown is one representative experiment out of three. 

 

 

The results presented in this chapter show that HSV-1 VP11/12 associates with Lck, 

p85, Grb2 and Shc through specific tyrosine-based binding motifs (Fig. 4.12). The 

associations of VP11/12 with Grb2 and Shc were previously unpublished and rely on 

phosphorylation of the predicted tyrosine residue; phosphorylation of Y633 within the 

YENV motif leads to an association with the Sh2 domain of Grb2 while phosphorylation 

of Y657 within the NPLY motif leads to an association with the PTB domain of Shc. 

Inactivation of either binding motif abolished the VP11/12-host cell protein interaction 

[279].  



 

 

In contrast, the association of VP11/12 with p85 and Lck was more complex than 

previously predicted [229]. In the case of p85 I found that inactivation of the YTHM motif 

at position Y519 significantly reduced, but did not eliminate, the association of VP11/12 

with p85. Further, I was not able to fully investigate if VP11/12 associates with the Sh3 

domain of p85 as well as its Sh2 domain due to a lack of VP11/12 expression in the 

mutated virus. In the case of Lck, I demonstrated that the VP11/12-Lck association 

requires the phosphorylation of the YEEI or the YETV binding motif. Simultaneous 

inactivation of both motifs created a mutant VP11/12 protein that no longer associates 

with the Sh2 domain of Lck. Taken together, my data supports the Wagner-Smiley model 

and further suggests that VP11/12 mimics an activated growth factor by directly 

interacting with cellular proteins that are involved in signal transduction pathways.  

 

Fig. 4.12: VP11/12 requires phosphorylation of the predicted tyrosine-based 
binding motifs to interact with Sh2 domains of SFKs, p85 and Grb2 as well as the 
PTB domain of Shc. 
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Virol, 2013. 87(20): p. 11276-8. 
 
Strunk, U., et al., Role of Herpes simplex virus 1 VP11/12 tyrosine-based binding 
motifs for Src family kinases, p85, Grb2 and Shc in activation of the phosphoinositide 
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All experiments presented within this chapter were performed by U. Strunk, with the 
following exception: the generation of the KOS37-UL46 GFP Y519F/Y633F mutant, the 
co-immunoprecipitation assay displayed in figure 5.7 as well as the Akt activation assay 
displayed in figure 5.8 were generated in collaboration with Daniel Gomez Ramos.  



 

 

 
 

After investigating Melany Wagner’s key question as to the role of tyrosine-based 

binding motifs within VP11/12 in the association with Lck, p85, Grb2 and Shc, I sought 

to address three remaining questions arising from her research. Specifically, does 

VP11/12 recruitment of Lck lead to Lck activation? If so, does the VP11/12 induced 

activation of Lck induce tyrosine phosphorylation within the binding motifs for Grb2, Shc 

and p85? Lastly, is the recruitment of SFKs and p85 essential for VP11/12 dependent 

activation of Akt?   

The Wagner-Smiley model suggested that VP11/12 mimics an activated growth factor 

receptor. It was predicted that VP11/12 recruits and activates SFKs [266] to induce 

further tyrosine phosphorylation within the YTHM motif in order to associate with p85, 

leading to Akt activation [229]. We therefore hypothesized that the KOS37-UL46 

Y613F/Y624F mutant (that no longer associates with SFKs) would also display a 

significantly decreased activation of Lck as well as no association with the remaining 

identified binding partners. We further hypothesized that the mutants that lack the ability 

to bind Lck and p85 would fail to activate Akt. We were unsure if inhibiting the association 

of VP11/12 with Grb2 or Shc would have an impact on VP11/12-dependent Akt activation 

or not.  

Data presented in this chapter supports the Wagner-Smiley model demonstrating that 

indeed VP11/12 mimics an activated growth factor receptor [289] in that VP11/12 

associates with cellular host proteins that are directly involved in the stimulation of the 

PI3K/Akt signal transduction pathway.  



 

 

 

As mentioned in the preface of this chapter Melany Wagner proposed that VP11/12 

activates Lck by binding its Sh2 domain [266]. To test this possibility, I examined the 

effects of inactivating the various tyrosine-based motifs present in VP11/12 on its ability 

induce the activation of Lck during Jurkat T-cell infection. Cell lysates harvested at 11 

hpi were analyzed by western blotting for total Lck and for SFKs phosphorylated on the 

activation loop tyrosine (Lck residue Y394). The results were quantified on an Odyssey 

infrared imager (Fig. 5.1).  

Given that the activation loop of SFKs is highly conserved, the antibody used to detect 

active SFK reacts with the active forms of all SFKs. However, Dr. Wagner’s previous 

results have shown that the signal observed with the active SFK antibody in HSV-

infected Jurkat cells arises predominantly, if not entirely, from Lck [266]. As shown 

previously, Lck is detected as two distinct species with a molecular masses of ca. 56 

and 60 kDa in both control as well as infected cells. In addition, both species react with 

the active SFK antibody suggesting that the mobility shift is not due to phosphorylation 

of the activation loop.  Although HSV infection does not alter the total Lck signal, it does 

increase the proportion of the higher molecular mass species (60 kDa) [266] (Fig. 5.1). 

Also in line with previously reported data, HSV-1 KOS37 induces a three to four fold 

increase in the total active SFK signal. That activation is eliminated by the VP11/12 null 

mutation in UL46.  



 

 

I found that inactivating either the YENV (Grb2, Y633) or the NPLY (Shc, Y657) binding 

motifs had little or no effect on Lck activation. Inactivating the YTHM motif (p85, Y519) 

induced a small but statistically significant increase. In contrast, inactivating the YEEI 

(SFK, Y634) motif significantly reduced but did not eliminate Lck activation, while 

mutating the YETV (SFK, Y613) motif had no significant effect. Inactivating both of the 

SFK Sh2 binding motifs, on the other hand, eliminated Lck activation. The observed 

phenotype was similar to that of the VP11/12 null mutant UL46. Nevertheless, the 

Y613F/Y624F mutant consistently displayed lower levels of the 60 kDa Lck species than 

did UL46. This observation perhaps indicates that this form of VP11/12 actively 

interferes with the function of other viral or cellular protein(s) that induce the mobility 

shift.  

Overall, my results indicate that the predicted Lck Sh2-domain binding motifs at positions 

Y613 and Y624 both contribute towards the activation of Lck, with the Y624 motif playing 

a more dominant role. This data stands in contrast to the VP11/12-Lck protein 

association data, where I was able to demonstrate that both binding motifs contribute 

equally to the association (chapter 4.1.2.4, figure 4.10 and figure 4.11). 
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Fig. 5.1: Both Sh2-Lck binding motifs YEEI and YETV contribute to Lck activation. 

Jurkat E6-1 cells were infected for 11 h with the indicated viruses. (A) Extracts were 
analyzed by western blot using antibodies directed against the indicated proteins and 
the results were visualized using an Odyssey infrared imager. Shown is one 
representative experiment out of four. (B) Quantification of the results obtained in four 
independent experiments are shown. The signal obtained with the active SFK antibody 
(56 kDA and 60 kDa species) was divided by the total Lck signal, and then normalized 
to the ratio obtained with KOS37, which was set to 1.0. The statistical significance of the 
differences between KOS37 and the other samples were evaluated using a two-tailed 
T-test (*p<0.05, ** p<0.01).  

 

 

Wagner and Smiley showed that pharmacological inhibition of SFK activity strongly 

blocked the interaction between VP11/12 and p85 in HEL fibroblast cells [229], leading 

to the hypothesis that VP11/12-induced SFK activation leads to phosphorylation of the 

p85-binding YTHM motif [229]. In order to determine if SFK activity is similarly required 

for the interactions between Grb2 and Shc, I analyzed the effects of the SFK inhibitor 

PP2 in a co-immunoprecipitation assay (Fig. 5.2). In line with the previous work 

performed by Dr. Wagner, I demonstrated that PP2 had no effect on the interaction 



 

 

between VP11/12 and Lck but strongly inhibited tyrosine phosphorylation of VP11/12 

and the association with p85. Importantly, the inactive PP2 analogue PP3 had no effect. 

PP2 also completely eliminated the interactions between VP11/12 and Grb2 and Shc, 

consistent with the hypothesis that SFK activity is required for the phosphorylation of the 

Grb2 and Shc tyrosine-based binding motifs.  

Taking Dr. Wagner’s and my research in combination, I next thought to address the 

hypothesis that VP11/12 induced SFK activity is essential for phosphorylation of the 

Grb2, Shc and p85 binding motifs. I therefore hypothesized that the KOS37-UL46 GFP 

Y613F/Y624F virus would fail to associate with Grb2, Shc and p85 due to the lack of 

YETV/YEEI-dependent SFK activation. To address this question, I subjected the double-

point mutated virus to a co-immunoprecipitation assay and investigated the ability of 

VP11/12 to associate with its identified cellular binding partners by western blotting (Fig. 

5.3). In support of my hypothesis, the Y613F/Y624F double substitution had the 

predicted effects on these protein-protein interactions: The mutant VP11/12 failed to 

associate with Grb2 or Shc, supporting my model that the association of VP11/12 with 

Grb2 or Shc solely depends on the identified tyrosine-based binding motifs. In addition, 

the association of VP11/12 and p85 was significantly reduced, but not eliminated. 

Interestingly, the VP11/12-p85 association was reduced to a similar amount as seen 

previously after inactivation of the p85 tyrosine binding motif YTHM (Y519) (chapter 

4.1.2.3, figure 4.7 and figure 4.8). This result might indicate that VP11/12 and p85 could 

interact using an additional tyrosine-independent association. It might also be possible 

that VP11/12 and p85 associate through an additional unidentified binding partner. 

Inactivating either the YEEI or the YETV motif only had a minor effect on VP11/12-Shc 



 

 

association, whereas no impact was observed on the remaining VP11/12 protein 

associations. 

Taken in combination, my data strongly indicates that the binding of p85, Grb2 and Shc 

by VP11/12 requires VP11/12-induced activation of SFKs. Further, my findings suggest 

that the activated SFK then leads to phosphorylation of the tyrosine-based motifs at 

Y519, Y633 and Y657; however, it remains unclear if the phosphorylation occurs directly 

or indirectly by the VP11/12-associated SFK. Briefly, it is possible that non-SFKs (Zap70 

and or Syk) contribute to the phosphorylation of VP11/12 despite the fact that our 

laboratory was not successful in detecting an association of VP11/12 and Zap70/Syk.  

 

Fig. 5.2: Chemical inhibition of SFK activation inhibits the association of VP11/12 
with Lck, p85, Grb2 and Shc. 

Jurkat E6-1 cells were infected with the indicated viruses in the presence and absence 
of PP2 (active SFK-inhibitor) or PP3 (inactive analog). Cell lysates were then precipitated 
with an anti-GFP antibody (IP: GFP) and analyzed by western blot for the indicated 
proteins. Shown is one representative experiment out of three. 



 

 

 

Fig. 5.3: The YEEI and YETV motifs are necessary for the association of VP11/12 
with p85, Grb2 and Shc. 

Jurkat E6-1 cells were infected with the indicated viruses for 13 h. Cell lysates were then 
precipitated with an anti-GFP antibody (IP: GFP) and analyzed by western blot for the 
indicated proteins. Shown is one representative experiment out of three. 

 

 

One of the first reports published on VP11/12 demonstrated that HSV infection of Jurkat 

cells triggers a dramatic increase in total phosphotyrosine levels [230]. The increase is 

VP11/12-dependent, and it appeared that VP11/12 is one of the major phosphotyrosine-

reactive species [230]. To investigate the hypothesis that the phosphotyrosine increase 

correlates directly to the VP11/12-induced activation of SFKs, I infected Jurkat E6-1 cells 



 

 

with viruses bearing mutations that inactivate each of the VP11/12 tyrosine-based motifs 

for SFKs, p85, Grb2 and Shc in the context of untagged VP11/12.  

I generated untagged point-mutated viruses in order to avoid a possible impact of the 

GFP-tag on VP11/12’s signaling capacity. Cells were harvested at 11 hpi and lysates 

were analyzed for total tyrosine phosphorylation by western blotting (Fig. 5.4). 

Consistent with previous data [230], cells infected with KOS37 displayed strikingly 

enhanced tyrosine phosphorylation of three prominent species relative to uninfected 

cells: a ca. 110 kDa band that corresponds to tyrosine phosphorylated VP11/12, a 

doublet migrating at ca. 56 and 60 kDa that most likely corresponds to Lck, as well as a 

ca. 40 kDa species that has yet to be identified. In contrast, the VP11/12 null mutant 

UL46 displayed a pattern similar to uninfected cells, with the exception that the ca. 

60 kDa Lck species increased in abundance while the ca. 56 kDa Lck species 

correspondingly declined. Inactivating the YENV motif (Grb2, Y633) or the NPLF motif 

(Shc, Y657) had little effect on the overall pattern of tyrosine phosphorylation. 

Inactivating the YTHM motif (p85, Y516), on the other hand, consistently led to enhanced 

tyrosine phosphorylation. In contrast, simultaneous inactivation of the YETV (SFK, 

Y613) and YEEI (SFK, Y624) motifs virtually eliminated enhanced tyrosine 

phosphorylation. Instead, the observed protein pattern of tyrosine phosphorylation was 

similar to that observed in uninfected cells. Each of the single mutants displayed an 

intermediate phenotype, whereas the Y624F mutant showed a greater decline than did 

the Y613 mutant. This observation is in line with my observation that the activation of 

Lck is predominantly YEEI driven (chapter 5.1.1, figure 5.1). Overall my data support the 

hypothesis that VP11/12-induced activation of SFKs is required for the tyrosine 

phosphorylation observed in infected Jukat T-cells.  



 

 

 

Fig. 5.4: VP11/12-dependent recruitment and activation of SFK through the 
YETV/YEEI motif is necessary for global tyrosine phosphorylation. 

Jurkat E6-1 cells were infected with the indicated viruses for 11 h. Cell lysates were then 
analyzed by western blot for global tyrosine phosphorylation (WB:pTyr) and VP11/12. 
Shown is one representative experiment out of four. 

 

As mentioned earlier, Melany Wagner presented data that VP11/12 is required for the 

activation of Akt during HSV-1 infection [229]. My research provided data that VP11/12 

interacts with SFKs, p85, Grb2 and Shc [229, 266, 279] by utilizing specific tyrosine-

based binding motifs within its C-terminal region [279]. Wagner and Smiley proposed 

that VP11/12 interacts with p85 in order to activate the PI3K/Akt-pathway.  



 

 

To test this remaining key question, I investigated whether Akt activation by VP11/12 

depends on its ability to bind some or all of the cellular signaling proteins (SFK, p85, 

Grb2, Shc). To address this question I examined Akt activation in human foreskin 

fibroblast (HFF) cells following infection with viral mutants bearing mutations that 

inactivate each of the VP11/12 tyrosine-based motifs (Fig. 5.5). Wagner and Smiley 

previously showed a VP11/12-dependent Akt activation in Jurkat T-cells as well as 

human fibroblast cells (HFF) [229].  In contrast, I decided to perform the Akt activation 

assay only in HFF cells based on the fact that Jurkat T-cells display a high basal level 

of active Akt due to the deficiency in the PI3K antagonist PTEN [290].  

I serum-starved HFF cells to eliminate growth factor signaling in order to lower active 

Akt levels, and then infected the cells with the indicated viruses (Fig. 5.5). Samples were 

harvested 15 h pi and then analyzed for Akt activation by western blotting using 

antibodies that detect total and phosphorylated Akt (S473 or T308). Actin served as a 

loading control, whereas VP11/12 and VP16 served as infection controls. In line with 

previously published data, infection of HFF cells with wild-type HSV-1 KOS37 led to 

activation of Akt (as judged by phosphorylation of Akt residues S473 and T308). In 

addition, VP11/12 was essential for this effect.  

As predicted [266, 279], mutations that reduced the VP11/12-p85 interaction (KOS37-

UL46 Y519F) or inhibited SFK binding (KOS37-UL46 Y613F, KOS37-UL46 Y624F, and 

KOS37-UL46 Y613F/Y624F) reduced Akt activation to levels similar to those observed 

in mock-infected samples. In addition, mutating the VP11/12-Grb2 interaction motif in 

KOS37-UL46 Y633F decreased Akt activation, suggesting that Grb2 also contributes to 

activation of the PI3K/Akt-pathway. In contrast, blocking the interaction between 



 

 

VP11/12 and Shc (KOS37-UL46 Y657F) did not reduce Akt activation; instead it 

stimulated Akt activation even further than that observed in KOS37 infected cells.  

Given that I consistently observed a marginal increase in Akt activation with this mutant, 

I decided to generate a second KOS37-UL46 Y657F mutant (KOS37-UL46 Y657F #2). 

I predicted that the odds of duplicating a spontaneous mutation in a second mutant would 

be low and it is therefore assumed that an independently derived mutant displays the 

same phenotype if the observed phenotype directly correlates to the Y657 mutation. I 

mock infected serum-starved HFF cells or infected with the indicated viruses. Samples 

were harvested 15 hpi and then analyzed for Akt activation by western blotting (Fig. 5.6) 

as described for figure 5.5. I observed the same phenotype for both Y657 mutated 

viruses. At this point we are unsure of the biological relevance of this observation.  

Overall, my results imply that SFKs, p85, and Grb2 are involved in the Akt activation 

triggered by VP11/12, which supports the previous suggestion that VP11/12 activates 

Akt by mimicking an activated growth factor receptor [266, 279].  
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Fig. 5.5: VP11/12 mimics an activated growth factor receptor. 

Serum starved HFF cells were mock infected or infected with the indicated viruses for 
15 h. (A) Cell lysates were harvested and analyzed by western blotting using antibodies 
against phosphorylated Akt (S473 and T308), total Akt (Akt), VP11/12, VP16 and actin. 
Shown is one representative experiment out of four. (B) Quantification of the results 
obtained in one experiment is shown. The signals obtained with the S473 or total Actin 
antibody were normalized to actin. The normalized value was then used to determine 
the relative phosphorylation of S473 and the value obtained for mock was set to 1.0.  
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Fig. 5.6: The VP11/12-Shc association boosts Akt activation. 

Serum starved HFF cells were mock infected or infected with the indicated viruses for 
15 h. (A) Cell lysates were harvested and analyzed by western blotting as described for 
figure 5.5. Shown is one representative experiment out of three. (B) Quantification of the 
results obtained in one experiment is shown. The quantification was carried out as 
described in figure 5.5. 

  

 

I previously found that inactivating the YTHM tyrosine-based binding motif for the Sh2 

domain of p85 (YTMH at Y519) reduced, but did not eliminate, the interaction between 

p85 and VP11/12. This data suggested that another protein-interaction domain in 

VP11/12 contributes to the p85-binding [279]. Also, I observed that inactivating the 

YTHM motif decreased the VP11/12-Grb2 association (Fig. 4.7 and Fig. 4.8B; displayed 

in chapter 4) as well as that inactivating the Grb2 binding motif decreased Akt activation 

(Fig. 5.5). Based on this cumulative data, I asked if the Grb2 motif contributes to the 

interaction between VP11/12 and p85.  



 

 

Daniel Gomez Ramos and I investigated this possibility by generating a VP11/12 mutant 

in which both the p85 and Grb2 motifs were simultaneously inactivated (Y519F/Y633F). 

The effects of this double mutation on the interactions between VP11/12 and its cellular 

partners were then assessed using a co-immunoprecipitation assay. We infected Jurkat 

E6 cells with HSV-1 recombinants expressing wild-type or mutant forms of VP11/12 C-

terminally tagged with EGFP, as described in chapter 4. We then used an anti-GFP 

antibody to precipitate VP11/12 and any associated cellular binding partners from cell 

extracts prepared 13 h post-infection. KOS-G expressing free GFP was used as a 

negative control. Co-immunoprecipitates were analyzed by western blotting using 

antibodies against p85, Lck, Shc, Grb2 and GFP (Figure 5.7). In line with my previous 

data, Danny Gomez Ramos found that mutating the Grb2 binding motif YENV (KOS37-

UL46 GFP Y633F) inhibited the interaction with Grb2 without greatly affecting binding of 

p85, Lck and Shc. Inactivating the p85 Sh2 domain binding motif YTHM (KOS37-UL46 

GFP Y519F) reduced but did not eliminate the interaction with p85 and reduced the 

VP11/12-Grb2 interaction. Using the double-point mutated virus KOS37-UL46 GFP 

Y519F/Y633F, Daniel Gomez Ramos showed that the association of VP11/12 with p85 

was further reduced without obviously affecting the interactions with Lck or Shc. His 

result suggests that Grb2 contributes to the interaction between VP11/12 and p85.  

 

We also assessed the ability of KOS37-UL46 Y519F/Y633F to activate Akt in the context 

of HFF infected cells. Based on the observation that single mutations at Y519 or Y633 

inhibited Akt activation (Fig. 5.5), I assumed that KOS37-UL46 Y519F/Y633F would 

display a similar phenotype. To test this possibility, I infected HFF cells as described 

earlier (Fig. 5.5 and Fig. 5.6) and observed the activation of Akt by western blot analysis 



 

 

(Fig. 5.8). As predicted, KOS37-UL46 Y519F/Y633F showed a similar phenotype as the 

single-point mutated viruses KOS37-UL46 Y519F and KOS37-UL46 Y633F. Overall, this 

data suggest that Grb2 contributes towards the VP11/12-p85 association.  

 

Fig. 5.7: The Grb2-binding motif YENV contributes to the VP11/12-p85 interaction. 

Jurkat E6-1 cells were mock infected or infected with the indicated viruses for 13 h. 
Whole cell lysates (WCL) were co-immunoprecipitated using an antibody against GFP 
(IP:GFP) and analyzed via Western blotting (WB) for p85, Lck, Shc, Grb2, GFP and 
ICP27. The virus KOS37-UL46 GFP Y633F/Y519F and this figure was generated by 
Daniel Gomez Ramos. Shown is one representative experiment out of three. 



 

 

 

Fig. 5.8: Effects of inactivating the p85 and Grb2 binding motifs on VP11/12-
dependent Akt activation. 

Serum starved HFF cells were mock infected or infected with the indicated viruses for 
15 h. (A) Cell lysates were harvested and analyzed by western blotting as described for 
figure 5.5. Shown is one representative experiment out of three. 

 

The results presented in this chapter are summarized in figure 5.9 and show that HSV-

1 VP11/12 recruits and activates the SFK member Lck in Jurkat T-cells to induce its 

activation (Fig. 5.1). Activated Lck will then, directly or indirectly, lead to further tyrosine-

phosphorylation of tyrosine residues within the Grb-binding motif YENV, the Shc binding 

motif NPLY, as well as the p85 binding motif YTHM (Fig. 5.3). These phosphorylation 

events are necessary for enabling VP11/12 to associate with its cellular binding partners.  

Data also presented in this chapter clearly demonstrates that, as predicted previously 

[229, 266], VP11/12 needs to associate with Lck as well as p85 to activate Akt in HFF 



 

 

cells (Fig. 5.5). I also found that the association of VP11/12 with Grb2 is critical for the 

activation of Akt. Based on this observation, Danny Gomez Ramos and I investigated 

whether the Grb2-binding motif YENV contributes to the VP11/12-p85 association. We 

were able to demonstrate that simultaneous inactivation of the Grb2 and p85 binding 

motifs within VP11/12 further reduced, but did not fully inhibit, the p85-VP11/12 

interaction (Fig. 5.7). Taken together, I was able to answer the key questions raised by 

Dr. Wagner about how VP11/12 recruits SFKs in order to enable further VP11/12- host 

cell protein associations and how protein-protein interactions enable VP11/12 to activate 

the PI3K/Akt-pathway.  

 

Fig. 5.9: VP11/12 recruits and activates SFKs before additional protein 
associations and triggers Akt activation through a SFK/p85/Grb2-dependent 
mechanism. 

 

  



 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
All experiments presented within this chapter were performed by U. Strunk, with the 
exception of the construction of the pcDNA-UL46 GFP Y613F/Y624F plasmid which was 
generated by Holly Saffran. 



 

 

While the role of VP11/12 in activating the PI3K/Akt-pathway is becoming more 

elucidated, the role of VP11/12 in regulating TCR signaling events remains mainly 

unknown. As briefly mentioned in the introduction (section 1.2.2), the T-cell mediated 

cellular immune response plays an important role in controlling HSV-1 acute infection 

and HSV-1 specific T-cells inactivation stems from inhibition of signaling events at the 

level of LAT [208].  

Our laboratory found in collaboration with the Jerome laboratory that deletion of VP11/12 

does not restore Erk1/2 activation following TCR ligation during infection [230]; however, 

unpublished data by the Jerome group (personal conversation between James R. 

Smiley and Keith Jerome) suggest that VP11/12 is sufficient to block Erk1/2 

phosphorylation and calcium flux upon overexpression in Jurkat T-cells. Based on the 

Jerome data I hypothesized that expression of VP11/12 as only viral protein in Jurkat T-

cells is sufficient to block TCR signaling events. I further hypothesized that inhibiting the 

ability of VP11/12 to interact with SFKs would restore TCR signaling events (as 

previously seen by K. Jerome). Lastly, I investigated if the associations of VP11/12 with 

Grb2, Shc and p85 are also involved in the VP11/12-dependent inhibition of TCR 

signaling.   

Data presented in this chapter supports the Jerome data demonstrating that indeed 

VP11/12 is capable of reducing TCR signaling events if it is expressed as only viral 

protein.  

 



 

 

As mentioned in the preface of this chapter, deletion of UL46 did not restore the 

phosphorylation of Erk1/2 in infected Jurkat cells [230]. Additional, unpublished studies 

in the Jerome lab, on the other hand suggested that overexpression of VP11/12 is 

sufficient to block the phosphorylation of Erk1/2 as well as calcium flux post TCR 

stimulation. Combining these previous studies, it is possible that VP11/12 is involved in 

dampening TCR signaling events; however, HSV-1 does not solely rely on VP11/12 to 

modify this pathway.  

To confirm the findings of the Jerome lab, we constructed pcDNA3.1-UL46 expression 

constructs to express VP11/12 in transfected Jurkat T-cells. I aimed to investigate if WT 

VP11/12 is able to block the phosphorylation of Erk1/2 as well as the calcium flux post 

TCR stimulation when expressed as the only viral protein in Jurkat cells. If VP11/12 is 

able to do so, I hypothesized that VP11/12 requires its active SFK binding motifs YETV 

and YEEI to block the signaling events. This hypothesis is based on the following 

previous observations: First, inactivation of the SFK binding motifs inhibits the 

association of VP11/12 with the cellular proteins as well as VP11/12 activation (SFKs, 

p85, Grb2, Shc; chapter 4 and chapter 5; [279]). Second, inactivation of the SFK binding 

motifs inhibits the ability of VP11/12 to activate Akt (chapter 5; [289]).  In addition, I aimed 

to investigate if VP11/12 must associate with p85, Grb2 and/or Shc to inhibit TCR 

signaling events.   

The VP11/12-pcDNA3.1 based expression constructs were generated by site-directed 

mutagenesis as described in chapter 2.7, and the presence of each mutation was 

verified by sequencing across the UL46 region. The sequence validations can be found 



 

 

in the appendix for this chapter (Fig. A6.1-A6.4). In more detail, the expression 

constructs are based on the same VP11/12 C-terminal GFP fusion proteins that I 

analyzed in viral mutants in the chapters 4 and 5. We inactivated the tyrosine-based-

binding motifs for SFKs, p85, Grb2 and Shc in the same fashion as described for the 

viruses (chapter 3). Briefly, we replaced the relevant tyrosine codon with a phenylalanine 

codon to prevent phosphorylation and therefore activation of the binding motif.  

I used three different control plasmids for my transfection studies. First, I used pcDNA3.1 

as a mock control as well as gating control for the GFP-positive population. Second, I 

used pcDNA3.1-GFP as a GFP-expression control to provide proof that expression of 

GFP itself does not alter TCR signaling. Lastly, I used pC1-Neo paxillin-GFP as an 

additional GFP-expression control that expresses a GFP-fusion protein of roughly the 

same size as VP11/12. Of note, Hanne Ostergaard (University of Alberta) provided the 

pC1-neo paxillin-GFP construct [291] and verified that the expression of paxillin had no 

impact on the tyrosine phosphorylation or degranulation of cytotoxic T-cells (personal 

conversation). In addition, paxillin was previously identified as a direct target of Erk [292], 

but Robertson and Ostergaard demonstrated and that mutating the Erk phosphorylation 

target sites within paxillin did not alter the cellular location of paxillin [291].  

To test our assumption that expression of VP11/12 in isolation is sufficient to block TCR 

signaling events, I transfected the constructs into Jurkat T-cells. Twenty-four hours after 

the transfection, I utilized flow-based assays to detect TCR signaling events post TCR 

stimulation with OKT3. OKT3 is a monoclonal antibody that reacts with an epitope on 

the human CD3 complex and is therefore leads to in vitro activation of T-cells. In more 

detail, the CD3 complex is crucial for transducing antigen-recognition signals into the 

cytoplasm of T-cells and in regulating the cell surface expression of the TCR complex. 



 

 

T-cell activation through the TCR involves the cytoplasmic tails of the CD3 subunits 

(section 1.2.1).  

 

To investigate the possible interference of VP11/12 with the phosphorylation of Erk1/2 

following TCR stimulation, I transfected Jurkat E-6.1 cells with the expression constructs 

for 24 hours and subsequently stimulated with OKT3. Unstimulated cells served as a 

negative control. Cells were then fixed/permeabilized and stained with an anti-phospho 

Erk1/2 (T202/Y204)-APC antibody (Fig. 6.3). As mentioned above, OKT3 binds CD3 and 

therefore triggers TCR signaling events. Erk1/2 phosphorylation was then assessed by 

flow cytometry. 

My gating strategy was as follows: First, I selected my T-cell population based on the 

forward and sideward scatter plot (Fig. 6.1A). Second, I excluded dead cells based on 

live-dead stain (Molecular Probes, L34955) (Fig. 6.1B). Third, I gated on GFP-positive 

as well as GFP-negative cells within the same sample based on pcDNA3.1 transfected 

cells (Fig. 6.1C). In order to set a GFP+ gate, I used cells transfected with pcDNA3.1 as 

negative control and set the GFP+ gate within this population to 1 % GFP-positive. 

Importantly, I required an at least 5 % GFP-positive transfection efficiency in cells 

transfected with GFP-fusion proteins/free GFP. Experiments where one or more 

samples displayed a transfection efficiency of less than 5 % GFP-positive cells were 

excluded. Lastly, I determined the amount phosphoErk1/2 relative to the isotype control 

in both populations (Fig. 6.1D).  



 

 

 

Fig. 6.1: Gating strategy for detecting intracellular pErk1/2 in T-cells.  

This figure explains the gating strategy used to determine intracellular pErk1/2 levels for 
the pcDNA3.1-GFP sample in figure 6.2. Jurkat E-6.1 cells were transfected with 
pcDNA3.1-GFP for 24h and stimulated with OKT3 for 5 min. Cells were then fixed and 
permeabilized before staining. Shown are the histograms of the frequency of parent, 
which is defined as the percentage of events in the gate out of the parent gate (one level 
up). (A) First, cells were gated based on the SSC and FSC. (B) Cells were further gated 
based on the live/dead stain to exclude dead cells. (C) Next, cells were gated on GFP 
positive as well as GFP negative population based on 1% GFP expression in cells 
transfected with pcDNA3.1. (D) Lastly, the detection of pErk1/2-APC was gated relative 
to the isotype control in both populations.  

 



 

 

I found that neither expression of free GFP by pcDNA3.1-EGFP or the expression of 

pC1-neo paxillin-GFP had any effect on the Erk1/2 phosphorylation level (Fig. 6.2A). In 

contrast, expression of WT VP11/12 by pcDNA3.1-UL46 GFP reduced, but did not fully 

eliminate the phosphorylation of Erk1/2 (Fig. 6.2A). Inactivation of the SFK binding motifs 

YETV/YEEI had the predicted effect, as it restored Erk1/2 phosphorylation (Fig. 6.2A).It 

further appeared that the inactivation of the Grb2 binding motif YENV, the Shc binding 

motif NPLY, or the p85 binding motif YTHM had only minor effects on the inhibition of 

Erk1/2 phosphorylation by VP11/12 (Fig. 6.2B). My data overall agrees with Keith 

Jerome’s unpublished work; however, I was not able to detect a full inhibition of the 

phosphorylation of Erk1/2 as it was detected by Keith Jerome and colleagues. Using a 

chemical inhibitor of Erk1/2 activation in follow-up experiments could help defining the 

basal phosphoErk1/2 expression and therefore help quantify the inhibition efficiency of 

VP11/12.  

 



 

 

 



 

 

 

Fig. 6.2: The SFK-binding motifs are essential for VP11/12-dependent inhibition of 
Erk phosphorylation in Jurkat T-cells.  

Jurkat E-6.1 cells were transfected with the indicated constructs for 24h and stimulated 
with OKT3 for 5 min or left unstimulated. Cells were fixed and permeabilized before 
staining with the indicated antibodies. Shown are the representative histograms of the 
frequency of parent (percentage of events in the gate out of the parent gate) relative to 
the isotype control (dotted/dashed gray line is isotype control stained, filled gray is 
unstimulated pErk stained, the green solid line is GFP-expressing cells OKT3 stimulated 
pErk stained, red solid line is non-GFP expressing cells OKT3 stimulated pErk stained). 
(A) WT VP11/12 strongly inhibits the activation of Erk1/2 and this effect was 
counteracted by the inactivation of the SFK binding motifs. In contrast, expression of 
free GFP or a control GFP-fusion protein had no impact on the activation of Erk1/2. (B) 
Mutation of the p85, Grb2 and Shc binding motif within VP11/12 had only a minor effect 
on Erk1/2 inhibition by VP11/12. Shown is one representative experiment out of three. 



 

 

In order to quantify the effects, I then calculated the signal to noise ratio (S/N) (Fig. 6.3A) 

based on the median fluorescence intensity (MFI) of OKT3-stimulated cells stained with 

anti-human pErk1/2 antibody over non-stimulated cells stained with anti-human pErk1/2 

antibody. Finally, these data were then used to calculate the ratio of the pErk1/2 signal 

in GFP expressing cells to that observed in GFP negative cells in the same sample 

providing a measure of degree to which the expressed protein interferes with the 

phosphorylation of Erk1/2 (Fig. 6.3B). Quantification of the results indicates that, as 

predicted, expression of VP11/12 as only viral protein strongly inhibited the activation of 

Erk1/2 and that inactivation of the SFK binding motifs restored the activation of Erk1/2. 

Further, mutating the Grb2, Shc or p85 binding motif increased the phosphorylation of 

Erk1/2 slightly; however, it did not restore the phosphorylation as seen with the SFK 

VP11/12 mutant (Fig. 6.3B). Overall these data suggest, that, most likely, only the SFK 

binding motifs play a major role in the ability of VP11/12 to reduce Erk1/2 

phosphorylation.  

The inhibition of Erk1/2 phosphorylation by WT VP11/12, as well as the restoration of 

Erk1/2 phosphorylation by pcDNA3.1-UL46 GFP Y613F/Y624F was observed in five 

independent experiments and the data was consistent. I only performed two informative 

experiments that included the p85, Grb2 and Shc mutants. My data support our 

hypothesis that the VP11/12-SFK association is essential for VP11/12 ability to interfere 

with TCR signaling events.  



 

 

A 
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Fig. 6.3: The association of VP11/12 with SFKs through the YETV/YEEI motifs is 
essential to the ability of VP11/12 to block Erk1/2 phosphorylation. 

(A) The signal to noise graph (S/N) is based on the median fluorescence intensity (MFI) 
of OKT3-stimulated cells stained with anti-human pErk1/2 antibody divided by non-
stimulated cells stained with anti-human pErk1/2 antibody. (B) The pErk1/2 ratio is based 
on the S/N value of GFP-expressing cells divided by non-GFP expressing cells within 
the same sample. If the expression of free GFP or a GFP-fusion protein had no impact 
on the phosphorylation of Erk1/2, a ratio of 1 is expected. If the phosphorylation of Erk1/2 
was limited in cells expressing free GFP or a GFP-fusion protein, a value smaller than 
one is expected. Shown is the data for the representative experiment in figure 6.2. In 
total three independent experiments were carried out and similar results were obtained.  



 

 

 

As reviewed in the introduction, T-cells show an increased amount of calcium influx post 

TCR stimulation. It was suggested that overexpression of VP11/12 is sufficient to block 

this calcium flux (unpublished data K. Jerome).  

To confirm this, I transfected T-cells with the plasmid constructs for 24 hours and loaded 

the cells with Indo1-AM before OKT3 stimulation. Indo1-AM is a calcium sensor dye that 

crosses the plasma-membrane. Within the cell, esterases cleave the AM group yielding 

a membrane-impermeable Indo-1 dye, which changes emission based on if it is bound 

to calcium or not. I measured this emission shift over time before and after the stimulation 

with OKT3 (Fig. 6.4 and Fig. 6.5; shown are the results of two calcium flux kinetic 

analysis). As a negative control, I loaded transfected cells with Indo1-AM in the presence 

of EGTA. EGTA is a chelating agent that will chelate calcium ions present in the sample 

buffer. Once the loaded cells were washed, I detected the baseline emission and then 

stimulated the cells with OKT3 before placing the sample back into the flow machine. 

The gating strategy was similar for the one described above (Fig. 6.1), with the exception 

that I did not gate on live cells using on a live-dead stain, due to technical limitations.  

In both independent assays, I demonstrated that neither expression of free GFP by 

pcDNA3.1-EGFP or the expression of paxillin-GFP by pC1-neo paxillin-GFP had any 

effect on calcium flux kinetics (Fig. 6.4 and Fig. 6.5). These data suggest that the effect 

observed by the VP11/12-GFP constructs occur independently of the GFP tag.  

T-cells expressing WT VP11/12 (pcDNA3.1-UL46 GFP) showed a strongly reduced, but 

not fully inhibited, calcium flux upon expression (Fig. 6.4 and Fig. 6.5). Interestingly, the 

reduced calcium flux in WT VP11/12 expressing cells is delayed relative to control cells 



 

 

and occurs in an irregular pattern. Inactivation of both SFK-binding motifs, YEEI and 

YETV (pcDNA3.1-UL46 GFP Y613F/Y624F) (Fig. 6.4 and Fig. 6.5), restored the calcium 

flux, as previously predicted. Inactivation of the Grb2 tyrosine-based binding motif YENV 

(pcDNA3.1-UL46 GFP Y633F) leads to an intermediate phenotype, whereas inactivation 

of the p85 tyrosine-based binding motif YTHM (pcDNA3.1-UL46 GFP Y519F) had no 

effect on VP11/12 ability to reduce the calcium flux in Jurkat T-cells upon transfection 

induced expression (Fig. 6.4 and Fig. 6.5). Unexpectedly, the calcium flux phenotype 

upon expression of pcDNA3.1-UL46 GFP Y657 was inconsistent. Inhibition of the 

VP11/12-Shc interaction had no effect on the calcium flux in one assay (Fig. 6.4), but 

expression of the same construct leads to an intermediate phenotype in a second 

independent assay (Fig. 6.5). 

Table 6.1 displays the transfection efficiencies for both experiments and provides 

evidence suggesting that the inconsistent results obtained with pcDNA3.1-UL46 GFP 

Y657F are most likely not due transfection inefficiency in one of the two experiments.  

The inhibition of calcium flux by WT VP11/12 as well as the restoration by pcDNA3.1-

UL46 GFP Y613F/Y624F was observed in five independent experiments and the data 

was consistent. I only performed two informative experiments that also included the 

additional mutants for p85, Grb2 and Shc.  

 



 

 

 

Fig. 6.4: VP11/12 inhibits the calcium flux post TCR stimulation. 

The calcium flux (Ratio Indo1) was measured over time (sec). All cells were transfected for 24h 
with the indicated plasmids and the Indo1 emission background was monitored for 30 sec before 
OKT3 was directly added to the sample (red solid line: GFP-negative population, green solid line: 
GFP-positive population, red dotted line: GFP-negative population in presence of EGTA, green 
solid line: GFP-positive population in presence of EGTA). (A) Expression of free GFP or Paxillin-
GFP had no impact on the calcium after TCR stimulation. WT VP11/12 delays and reduces the 
calcium flux and this impact is counteracted by inactivating both SFK-binding motifs. (B) 
Inactivating the VP11/12-Grb2 association (Y633F) leads to an intermediated phenotype and 
inactivating of either the VP11/12-Shc association (Y657) or the VP11/12-p85 association (Y519) 
displayed a calcium flux similar to WT-VP11/12. 



 

 

 

Fig. 6.5: VP11/12 inhibits the calcium flux post TCR stimulation. 

The calcium flux was measured over time as described in figure legend 6.4. (A) 
Expression of free GFP or Paxillin-GFP had no impact on the calcium after TCR 
stimulation. WT VP11/12 delays as well as reduces the calcium flux and this impact is 
counteracted by inactivating both SFK-binding motifs. (B) Inactivation of the VP11/12-
Grb2 association (Y633F) as well as of the VP11/12-Shc association (Y657F) lead to an 
intermediated phenotype. In contrast, inactivating the VP11/12-p85 association (Y519) 
displayed a similar calcium flux to WT-VP11/12. 

 

 



 

 

Tabell 6.1: Transfection efficiency of plasmid constructs in Jurkat T-cells. 

Construct Transfection efficiency 

 in % for Fig. 6.4 

Transfection efficiency  

in % for Fig. 6.5 

pcDNA3.1-GFP 33 36 

pC1-neo paxillin-GFP 39 45 

pcDNA3.1-UL46 GFP 10 14 

pcDNA3.1-UL46 GFP Y613F/Y624F 17 23 

pcDNA3.1-UL46 GFP Y633F 9 20 

pcDNA3.1-UL46 GFP Y519F 6 13 

pcDNA3.1-UL46 GFP Y657F 10 9 

 

The results presented in this chapter show that HSV-1 VP11/12 is capable of reducing 

two major signaling events that occur post TCR stimulation (Fig. 6.6).  

In the case of the phosphorylation of Erk1/2, I found that expression of WT VP11/12 

reduced, but did not fully eliminate, the phosphorylation of Erk1/2. Further supporting my 

model that the YEEI/YETV-based VP11/12-SFK association is essential to VP11/12’s 

signaling ability, inactivation of the YETV/YEEI motifs eliminated the negative impact of 

VP11/12 on the phosphorylation of Erk1/2. It further appeared that the inactivation of the 

Grb2 binding motif YENV, the Shc binding motif NPLY, or the p85 binding motif YTHM 

had a minor effect on the inhibition of Erk phosphorylation. 

In line with the phosphoErk1/2 data, I found that expression of WT VP11/12 reduced, 

but did not fully eliminate, the calcium flux post OKT3 stimulation. Further, inactivation 

of the YETV/YEEI motifs restored the calcium flux, supporting our model that VP11/12 

requires phosphorylation of both motifs to recruit and activate SFKs in order to be 



 

 

become activated. Whereas the VP11/12-p85 association is not essential for reducing 

the calcium flux, the VP11/12-Grb2 association might play an important for reducing the 

calcium flux. In addition, the role of the interaction between VP11/12 and Shc remains 

uncertain. More data are necessary to draw a conclusion addressing the involvement of 

the associations of VP11/12 with Grb2 as well as Shc. 

 

Fig. 6.6: Role of tyrosine-based binding motifs on reducing TCR signaling events.  

WT VP11/12 inhibits but does not fully block the phosphorylation of Erk1/2 as well as 
calcium mobility. Shown in this illustration are the effects of inactivating each tyrosine-
based binding motif on the ability of VP11/12 to inhibit the two signaling events. 

 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

In this thesis, I studied the role of tyrosine-based binding motifs of the HSV-1 tegument 

protein VP11/12 for the cellular proteins SFK, p85, Grb2 and Shc. Before I began this 

project, it was proposed that VP11/12 associates with SFKs as well as with p85 through 

specific tyrosine-based binding motifs that are located within the C-terminal region of 

VP11/12 [229, 266]. It was further proposed by Smiley and Saffran that VP11/12 also 

interacts with Grb2 as well as Shc using the same tyrosine-based binding approach 

[279].  

I started my project by generating mutant viruses with inactive binding motifs for SFKs, 

p85, Grb2 and Shc (Chapter 3). In chapter 4, I determined that inactivation of the 

predicted binding motifs for SFKs, Grb2 and Shc eliminated the protein-VP11/12 

associations. In the case of p85, I was able to demonstrate that inactivation of the 

predicted p85-binding motif significantly reduced, but did not eliminate, the VP11/12-p85 

interaction. From the experiments presented in chapter 4, it became evident that 

VP11/12 requires the phosphorylation of specific tyrosine-based binding motifs within its 

C-terminal region in order to associate with SFKs, p85, Grb2 and Shc.  

In chapter 5, I determined the downstream effects of eliminating these protein-protein 

associations. First, I was able to demonstrate that VP11/12 requires the recruitment and 

activation of SFKs to further associate with Grb2, Shc and p85, as well as to induce 

global phosphorylation of VP11/12. Secondly, I was able to demonstrate that mutant 

viruses that fail to associate with Lck, Grb2 or p85 also fail to activate Akt. It was 

previously reported by my lab and others that Akt becomes activated during infection, 

and that the activation occurs in a VP11/12-dependent fashion [235, 266]. My data fully 



 

 

supports the Wagner-Smiley model demonstrating that VP11/12 mimics an activated 

growth factor receptor in that VP11/12 associates with cellular proteins that are directly 

involved in the stimulation of the PI3K/Akt signaling pathway. Lastly, we were able to 

demonstrate that Grb2 contributes to the VP11/12-p85 association.  

In chapter 6, I sought to address the question of whether VP11/12 interferes with the T-

cell signaling pathway in addition to the PI3K/Akt signaling pathway. I also aimed to 

investigate the role of the protein-protein interactions between VP11/12 and the cellular 

proteins on the ability of VP11/12 to interfere with the TCR pathway. Before I started my 

project it was known that infiltration of HSV-1 into cytotoxic T-cells leads to an inhibition 

of TCR signaling events (e.g. inhibition of Erk1/2 phosphorylation) [208]. Deletion of 

VP11/12 did not restore Erk1/2 phosphorylation post TCR stimulation [230]; however, 

unpublished data by the Jerome group (personal conversation between James R. 

Smiley and Keith Jerome) suggests that VP11/12 is sufficient to block Erk1/2 

phosphorylation, as well as calcium flux, upon overexpression of VP11/12 in Jurkat T-

cells. I was able to demonstrate that transfection based expression of VP11/12 reduced, 

but not did eliminate, the phosphorylation of Erk1/2, as well as the calcium flux post-TCR 

stimulation. It further appeared that mutating the binding motifs for SFKs, p85, Grb2 and 

Shc had different effects on the inhibition of the phosphorylation of Erk1/2 or calcium 

flux.  

In this chapter, I will discuss my results in the light of defining the role of VP11/12 as a 

complex receptor mimic that can activate the PI3K/Akt-pathway but can also inactivate 

TCR-signaling. Finally, I will outline possible future directions that have arisen from my 

research.  

 



 

 

As reviewed in the introduction, our laboratory has previously proposed that VP11/12 

utilizes specific tyrosine-based motifs in its C-terminal region (Y624 or Y613) to recruit 

and activate SFKs including Lck [266]. Activation of SKFs in turn was thought to directly 

or indirectly lead to phosphorylation of the YTHM motif at Y519, and downstream 

activation of Akt [229]. Jim Smiley also noted that the C-terminal region of VP11/12 

contains tyrosine-based motifs predicted to bind the Sh2 domain of Grb2 and the PTB 

domain of Shc (Fig. 1.9). Holly Saffran then verified that VP11/12 indeed interacts with 

these proteins in co-immunoprecipitation assays. The major goal of the first part of my 

thesis research was to test the predicted roles of the tyrosine-based motifs in the 

interactions between VP11/12 and SFKs, p85, Grb2 and Shc. I conducted these studies 

in lymphocyte-like Jurkat E6.1 T-cells, which support substantially higher levels of 

VP11/12 tyrosine phosphorylation than do fibroblasts [230, 266]. Overall, my results 

confirm that specific binding motifs play key roles in the interaction of VP11/12 with Grb2 

(Fig. 4.2 and Fig. 4.3), Shc (Fig. 4.5 and Fig. 4.6), p85 (Fig. 4.7, Fig. 4.8B and Fig. 5.7) 

and Lck (Fig. 4.9-4.11).  

Wagner and Smiley previously predicted that the interaction between VP11/12 and Lck 

most likely depends on the phosphorylation of the YEEI motif at position 624 [229, 230, 

266]. This prediction was based on two observations. First, the phospho-YEEI appeared 

to be the optimal ligand for the Sh2-domain of Lck [268]. Second, the hamster polyoma 



 

 

virus middle T antigen utilizes a Sh2-YEEI interaction mechanism to activate the SFK 

Fyn [269]. In addition, it was previously demonstrated that other viruses are expressing 

proteins that directly target SFKs. For example, the Herpesvirus saimiri encodes for the 

tyrosine kinase interacting protein that can binds Lck through multiple sequence motifs 

to control Lck activity [293], and the Hepatitis C Virus encodes for the essential non-

structural protein 5A protein that interacts with several SFK members [294, 295]. 

In contrast to the previous prediction, my data indicated that the adjacent YETV motif at 

position Y613 also contributes to the VP11/12-Lck interaction. It appears that both motifs 

must be inactivated to severely impair the interaction with Lck (Fig. 4.10 and Fig. 4.11), 

as well as the activation of Lck (Fig. 5.1). Thus, the YETV and YEEI motifs appear to be 

largely redundant. The VP11/12-Lck interaction depends equally on both motifs, and the 

activation is mainly YEEI-driven.  

As briefly mentioned in the introduction, SFK activity is based on the conformation of the 

kinase (Fig. 7.1A) [296]. SFKs are kept in an autoinhibited state through an 

intramolecular interaction between the inhibitory tyrosine, which is located in the C-

terminal tail, and the Sh2 domain. Further, the SH3 domain also interacts with the linker 

region, which is located between the Sh2 domain and the catalytic domain [297, 298]. 

Activation can either occur due to dephosphorylation of the inhibitory tyrosine [299-301] 

or by ligand binding to the Sh3 and/or Sh2 domain [267]. Once the enzyme switches 

over to its open conformation, the regulatory tyrosine residue Y394 within the catalytic 

activation loop becomes exposed and undergoes auto-phosphorylation [297, 298, 301]. 

Phosphorylation of Y394 has a dominant role in full kinase activation [302] and this 

activating tyrosine residue is dephosphorylated by several phosphatases, including 



 

 

CD45. The negatively regulated phosphorylation of SFKs is carried out by the C-terminal 

SRC kinase (CSK) and dephosphorylated by CD45 [303-306].  

Data obtained in my studies [236, 279] strongly suggest that VP11/12 binds the Sh2 

domain of SFKs through either YEEI or YETV, disrupting the inhibitory intramolecular 

associations and therefore enforcing SFK activation (Fig. 7.1B). Of note, Melany Wagner 

previously investigated the phosphorylation status of the inhibitory tyrosine and she 

found that viral infection had no impact on the dephosphorylation of the inhibitory 

tyrosine residue [236, 266]. It is less likely that both tyrosine based binding motifs bind 

the Sh2 domain at the same time because the Sh2 domain only has one binding pocket, 

as shown in crystal structures for Src [307]. Nevertheless, it is biochemically possible 

that both motifs in close proximity provide a greater binding affinity. By increasing the 

binding energy, VP11/12 might have a greater likelihood of competing with the inhibitory 

intermolecular associations within Lck. The association of VP11/12 with Lck is mediated 

via YEEI or YETV (Fig. 4.10 and Fig. 4.11), whereas the activation of Lck seems to be 

mediated predominantly through YEEI (Fig. 5.1). 
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Fig. 7.1: Activation of SFKs through VP11/12.  

SFKs are kept in an autoinhibited state through intramolecular interactions between the 
inhibitory tyrosine (pY), located downstream of the catalytic domain (CD), and the Sh2 
domain as well as the Sh3 domain within the linker region. Activation can either occur 
by dephosphorylation of the inhibitory tyrosine or by ligand binding to the Sh3 and/or 
SH2 domain. (B) Our data suggest that VP11/12 interacts with the Sh2 domain of SFKs 
through YEEI or YETV, replacing the low-affinity intramolecular interactions and 
therefore lead to activation of SFKs.  

 

It was further predicted before I started this project that VP11/12 recruits and activates 

SFKs upstream of the recruitment of p85, Grb2 and Shc (Fig. 7.2). I provided evidence 

supporting this model by conducting co-immunoprecipitations assays while either 



 

 

chemically inhibiting the activation of SFKs (Fig. 5.2) or by infecting cells with the 

Y613F/Y624F double substitution mutant (Fig. 5.3). I demonstrated that the recruitment 

and activation of SFKs by VP11/12 is essential for the recruitment of the remaining 

cellular binding partners. In addition, the co-immunoprecipitation assays carried out with 

a chemical inhibitor to block the activation of SFKs (Fig. 5.2) indirectly suggested that 

the YEEI and YETV motifs are phosphorylated by a non-SFK, because inhibiting SFK 

activity did not eliminate the association between VP11/12 and Lck in T-cells. The 

identity of the kinase that leads to phosphorylation of the SFK binding motifs YEEI and 

YETV remains unknown. Mass spectrometry analysis of proteins that associate with 

VP11/12 could assist in identifying the responsible kinase. 

Although I have shown that active SFKs are required for the phosphorylation of 

additional tyrosine-based motifs on VP11/12 (Fig. 5.2 and Fig. 5.3), my results do not 

necessarily imply that the activated SFKs themselves directly phosphorylate the motifs 

required for the interactions with p85, Grb2 and Shc. In this context, it was brought to 

our attention by Deborah Burshtyn that the seven amino acid residue separation 

between the critical YETV and YEEI sequences is similar to the one found in 

immunoreceptor tyrosine-based activation motifs (ITAMs). ITAMs are normally located 

in the cytoplasmic tails of a variety of immune receptors and are used to link the receptor 

to downstream signaling cascades (reviewed in [308]). Briefly, ITAMs consist of two 

YXXL/I sequences separated by six to eight residues. Following phosphorylation of the 

tyrosine residues by SFKs, the motif recruits members of the tandem Sh2 domain 

containing Syk family of tyrosine kinases (reviewed in [308]). Following this interaction, 

additional signaling events are stimulated (reviewed in [308]). Although the YETV 

sequence does not fully match the YXXL/I consensus, it is possible that valine can 



 

 

functionally substitute for leucine or isoleucine, as all three share similar hydrophobic 

side chains. Although Holly Saffran was not previously able to detect an interaction 

between VP11/12 and Syk in co-immunoprecipitation assays, it is nevertheless possible 

that Syk contribute to phosphorylating the p85, Grb2 and Shc binding motifs. Interaction 

studies conducted in cells where Syk has been knocked down could assist in solving 

this question. Interestingly, the Epstein Barr virus (EBV) LMP2a protein contains an 

ITAM and it sequesters Syk through its ITAM sequence, which stimulates signaling 

through the B-cell receptor (BCR) [309].  

 

Fig. 7.2: Model of VP11/12 protein-protein associations.  

VP11/12 requires the recruitment and activation of SFKs in order to further associate 
with p85, Grb2 and Shc. VP11/12 recruits and activates SKFs through the YEEI or YETV 
motif. Activated SFKs then, directly or indirectly, induces additional tyrosine 
phosphorylation of VP11/12, enabling the direct association with Grb2 (YENV) and Shc 
(NPLY). The p85-tyrosine based binding motif (YTHM) also becomes phosphorylated; 
however, the VP11/12-p85 interaction does not solely depend on one interaction 
interface. The interaction of VP11/12 and p85 may also require proline-rich sequences 
to enable an additional interaction with the Sh3 domain of p85 (not shown).  



 

 

The interaction of VP11/12 with the Sh2 domain of Grb2 was predicted to be mediated 

by the cognate tyrosine-based motif YENV at position 633. I found that inactivation of 

the tyrosine-based motif fully abolished the VP11/12-Grb2 association without affecting 

the remaining protein associations (Fig. 4.2 and Fig. 4.3). My data strongly suggest that 

the VP11/12-Grb2 association depends on the phosphorylation of the tyrosine within the 

YENV motif.  

In the case of the VP11/12-Shc interaction, I was able to demonstrate that inactivation 

of the predicted tyrosine-based motif NPLY at position 657 fully inhibited the association 

(Fig. 4.5). In addition, I provided evidence suggesting that this interaction is mediated by 

the PTB domain of Shc (Fig. 4.6). Taken together, my thesis research addressing the 

interactions of VP11/12 with Grb2 and Shc indicate that the interactions are most likely 

direct. Of note, inactivation of the NPLY motif also slightly impacted the ability of VP11/12 

to associate with p85. At this point I am unsure of the biological relevance of this 

observation, but it is possible that inactivation of the NPLF motif induces an alteration of 

the global protein conformation that might affect the p85 binding motif. To test this, one 

could determine the crystal structure of WT VP11/12 and mutant VP11/12.  

In contrast to the VP11/12-Grb2 or VP11/12-Shc interactions, the interaction with p85 

appears to be more complex than predicted. Inactivation of the YTHM motif at Y519 

reduced, but did not fully eliminate, the interaction of VP11/12 with p85 (Fig. 4.7). My 

findings were supported by a chemical SFK inhibition assay, in that the chemical 



 

 

inhibition of SFKs had effects similar to inactivating the YTHM motif (Fig. 5.2). Taken 

together, these data indicated that the interaction between VP11/12 and p85 does not 

solely depend on binding of the p85 Sh2 domain to the YTHM motif. It also worth 

mentioning that inactivation of the YTHM motif also negatively impacted the association 

between VP11/12 and Lck. I am unsure of the mechanism behind this observation, but 

it is possible that inactivation of the YTHM motif induces an alteration of the global 

protein conformation that reduces the ability of VP11/12 to associate with Lck. As 

mentioned in section 7.1.1.2, one could determine the crystal structure to investigate this 

possibility.  

Melany Wagner previously published that VP11/12 contains two proline-rich potential 

Sh3 binding motifs for p85 [236]. We therefore thought that VP11/12 may require more 

than one interaction interface in order to associate with p85. Our hypothesis was 

supported by studies on the Influenza A virus NS1 protein. This protein contains one 

Sh2-binding motif and two SH3-binding motifs and all three motifs contribute to binding 

p85, although the interaction is mainly driven by the SH3-binding motifs [259]. 

Inactivation of all three motifs within NS1 produced a recombinant virus that is no longer 

able to interact with p85 or activate the Akt-pathway [259]. I performed an additional test 

to determine if VP11/12 uses a similar mechanism as NS1 does to interact with p85. 

Inactivation of one potential proline-rich SH3 binding motif in combination with 

inactivation of the Sh2 tyrosine-based binding motif did not further reduce the VP11/12-

p85 interactions (Fig. 4.8B). This observation indicates that if VP11/12 interacts with the 

SH3 domain of p85, both proline-rich sequences are required for the association. To test 

this assumption, I inactivated both potential proline-rich SH3 binding motifs in 

combination with inactivation of the Sh2 tyrosine-based binding motif. Unfortunately, this 



 

 

virus failed to produce any VP11/12 protein (Fig. 4.8B) and I was therefore not able to 

determine whether VP11/12 interacts with p85 in a proline-dependent manner. It 

remains unclear if the mutant virus fails to produce VP11/12 protein, or if the produced 

protein is unstable.   

I also decided to investigate a possible contribution of Grb2 on the VP11/12-p85 

association. This investigation originated from the observations that inactivation of the 

YTHM motif (p85, Y519) decreased the VP11/12-Grb2 interaction (Fig. 4.8B and 4.9), 

and that inactivation of the YENV motif (Grb2, Y633) reduced the ability of VP11/12 to 

induce Akt activation (Fig. 5.5). We therefore generated a point-mutated virus with 

inactive YENV as well as YTHM motifs to investigate if Grb2 contributes towards the 

p85-VP11/12 interactions. As shown as in figure 5.7, we were able to demonstrate that 

simultaneous inactivation of both binding motifs further reduced, but still did not fully 

eliminate, the VP11/12-p85 interactions. These data added to the observation that the 

association of VP11/12 with p85 appeared to be far more complex than previously 

predicted. To this date, I was not able to completely determine how VP11/12 interacts 

with p85. It is possible that unknown cellular or viral proteins stimulate a multi-protein 

complex in addition to the described interactions (please see next section for this 

possibility).  

As mentioned above, Wagner and Smiley predicted that VP11/12 interacts with p85 in 

order to stimulate Akt activation [229]. This assumption was supported by the 

observation that the varicella-zoster virus (VZV) VP11/12 orthologue ORF12 was later 

shown by Jeffrey Cohen's laboratory to display similar activity, as it interacts with p85 



 

 

[310]. However, we were unsure as to the biological consequences of the interactions 

between VP11/12 and Grb2 as well as Shc on the ability of VP11/12 to activate Akt. 

Grb2 and Shc are multifunctional signaling adaptors that play key roles in a variety of 

signaling pathways [311-313]. Both proteins are best characterized as positive effectors 

of the Ras/mitogen-activated protein kinase (MAPK)/Erk-pathway (Fig. 1.7). However, 

studies have also demonstrated the PI3K/Akt- and MAPK/Erk-pathway can cross-

interact. For example, Ras can associate with the p110 subunit of PI3K, leading to 

stimulation of the PI3K/Akt-pathway (reviewed in [314]), and Erk can, similar to Akt, 

phosphorylate TSC2 in order to stimulate mTORC1 signaling [315].  

Results presented in chapter 5 demonstrate that VP11/12-induced Akt activation 

requires the tyrosine-based binding motifs for the Sh2 domains of SFKs and p85 (Fig. 

7.2). These observations fully support the previous suggestion that VP11/12 activates 

the PI3K/Akt pathway by binding and activating SFKs, which then leads to 

phosphorylation of the p85 binding motif and recruitment of p85 [229, 279].  

This study unexpectedly revealed that the Grb2 binding motif YENV at residue Y633 is 

also required for Akt activation by VP11/12 (Fig. 5.5), and it contributes to p85 

recruitment (Fig. 5.7).  

As mentioned in the introduction (section 1.2.2.1), Grb2 is best characterized as a 

positive effector of the MAPK/Erk-pathway, and I therefore did not expect an effect on 

the ability of VP11/12 to activate Akt. While it is possible that inactivating the Grb2 

binding motif impairs Akt activation and recruitment of p85 by altering the global 

conformation of the VP11/12 C-terminal region, this seems unlikely as binding of Lck 

and Shc are not affected. We therefore concluded that the effect likely originates from 

eliminating Grb2 from the VP11/12 complex. It has been previously reported that Grb2 



 

 

and p85 can directly interact with each other via the Sh3 domain of Grb2 and the p85 

proline-rich sequences [316]. In addition, it is possible that Grb2 facilitates p85 

recruitment through an associated adaptor protein. It is well known in the literature that 

Grb2 binds members of the Grb2-associated binding (GAB) family of proteins through 

its SH3 domain (reviewed in [317-319]). GABs such as GAB1 and GAB2 bear tyrosine-

based binding motifs for the Sh2 domain of p85, and an N-terminal PH domain involved 

in membrane targeting. Thus, it is possible that one or more GABs bind VP11/12-

associated Grb2, providing an alternative binding site for p85 in the VP11/12 complex, 

and perhaps facilitating membrane targeting of VP11/12 (Fig. 7.3). Further studies are 

required to test this possibility. One approach to test a possible role of GABs is to knock 

down GAB-expression using siRNA prior to co-immunopreciptation assays. If GABs are 

involved in creating a secondary interaction between VP11/12 and p85, we would 

assume that a knockdown of the involved GAB(s) in cells infected with KOS37-UL46 

GFP Y519F (p85, YTHM motif) will lead to a VP11/12-p85 association phenotype similar 

to the one observed in the p85/Grb2 mutant KOS37-UL46 GFP Y519F/Y633F without 

the GAB(s) knockdown (Fig. 5.7).  

This study also unexpectedly revealed that the inactivation of the Shc binding motif 

increased the ability of VP11/12 to activate Akt. The marginal increase of Akt activation 

was observed in samples infected with independently derived mutants (Fig. 5.5). As 

described in chapter 3 of this thesis, I only sequenced the mutant virus along the UL46 

gene locus and not the entire genome. It is therefore possible that the KOS37-UL46 GFP 

Y657F mutant virus harboured an additional undetected spontaneous mutation outside 

the UL46 sequence. By generating the second independently derived mutant KOS37-

UL46 GFP Y657F #2, we minimized the possibility of the same spontaneous mutation.  



 

 

It is possible that inactivating the Shc binding motif altered the global conformation of 

the VP11/12 C-terminal region such that the mutant interacts with p85 and/or Grb2 with 

increased affinity; however, this was not observed in any interaction assay (Fig. 4.1, Fig, 

4.2 and Fig. 4.7). Perhaps VP11/12 associates through Shc with a negative regulator of 

the PI3K/Akt-pathway. Another possibility is that this particular mutation changes the 

interplay between VP11/12 and the viral kinase US3. The relationship between VP11/12 

and US3 is highly complex, as outlined in the section below (7.1.2.1). To date, it remains 

unclear how the inactivation of the Shc binding motif increased the ability of VP11/12 to 

activate Akt.  

 

Fig. 7.3: VP11/12 activates Akt through association with p85.  

Melany Wagner previously suggested that VP11/12 interacts with p85 in order to activate 
Akt. Here I presented data supporting her model. I was also able to demonstrate that 
Grb2 contributes indirectly to the VP11/12-p85 signaling axis. It is possible that Grb2 
associates with GAB proteins that then further associate with p85, leading to a 
secondary pathway that can activate Akt.  

 



 

 

Deciphering the role of VP11/12-dependent signaling in the HSV life cycle is challenging 

because VP11/12 and the viral US3 protein kinase appear to collaborate to provide 

redundant coverage of the PI3K/Akt pathway: VP11/12 activates Akt [229] while the 

serine/threonine-protein kinase US3 phosphorylates many Akt substrates and thus 

serves as an Akt mimic [226]. In addition, Akt activation is enhanced in cells infected 

with a US3-null mutant [228, 235].  

A study conducted by Matsuzaki et al provided the first evidence that US3 regulates 

VP11/12. Data presented in this publication showed that US3 is required for the stability 

as well as the packaging of VP11/12 during HSV-2 infection [320].  

In the case of HSV-1 infection, studies carried out in our lab showed in detail that US3 

collaborates with the protein kinase UL13 in order to modulate VP11/12 phosphorylation, 

virion packaging and Akt signaling activity [228]. This recently published work highlighted 

that VP11/12 is subjected to two different sets of phosphorylation events; whereas SFK-

dependent phosphorylation triggers Akt activation, UL13-dependent phosphorylation 

induces a mobility shift of VP11/12 and inhibits the packaging of VP11/12 into virions 

[228]. Of note, a distinct study also showed that the interplay between US3 and UL13 is 

critical to the efficient assembly as well as the release of infectious virions from HSV-1-

infected cells [321]. Importantly, US3 inhibits both types of phosphorylation events of 

VP11/12 and is therefore accountable for inhibiting VP11/12 induced PI3K/Akt-signaling 

as well packaging VP11/12 into virions [228]. In addition, the data presented in this paper 

showed that VP11/12 is essential for the activation of Akt when US3 is not present; as 

also, US3 negatively regulates VP11/12-induced Akt activation [228]. Specifically, our 



 

 

lab and others observed that US3 null mutants display a marginal increase in Akt 

activation [228]. Given that I observed a marginal increase in Akt activation in a mutant 

that is no longer able to interact with Shc (Fig. 5.5 and Fig. 5.6), it is possible that US3 

somehow utilizes the VP11/12-Shc association to inhibit VP11/12 dependent Akt 

activation.   

Overall, these data indicate that VP11/12 stimulates the PI3K/Akt-signaling pathway if 

US3 activity is limited. The detailed mechanism used by US3 or other viral or cellular 

proteins to coordinate US3 and VP11/12 remains to be determined. It also remains to 

be determined what sites on VP11/12 are phosphorylated by US3. Combining all the 

current data, it is thought that VP11/12 utilizes the tyrosine-based binding motifs for 

SFKs, p85 and Grb2 to stimulate the Akt pathway if US3 fails to inactivate VP11/12.  

Interestingly, the biological relevance of VP11/12 induced Akt activation remains 

unknown. Melany Wagner demonstrated that VP11/12 is required for the activation of 

Akt during infection; however, VP11/12 is not required for the activation of the 

downstream Akt targets such as S6K or GSK-3 [229, 236]. Additional work carried out 

in our lab investigated whether US3 blocks VP11/12-dependent Akt target 

phosphorylation, but it was observed that the phosphorylation of Akt targets depends 

only on US3 (unpublished data from Holly Saffran and Heather Eaton). Future studies 

investigating the biological relevance of VP11/12 induced Akt activation are outlined 

below (section 7.2). 

Every tyrosine-based motif that we have implicated in the signaling activity of VP11/12 

is located within the C-terminal region of VP11/12 (Fig. 1.9), which is conserved only in 



 

 

HSV-1, HSV-2, and closely related members of the Simplexvirus genus of the 

Alphaherpesvirinae (Fig. 1.9) [279]. It is therefore intriguing that the VP11/12 

orthologues of the Varicella Zoster viruses (VZV) and pseudorabies virus (PrV), which 

bear unrelated C-terminal regions with no homology to VP11/12, also activate cell 

signaling pathways. The VZV VP11/12 orthologue ORF12 activates the PI3K/Akt 

pathway [310] as well as the MAPK/Erk pathway [322] in non-lymphocytic cells. The PrV 

VP11/12 orthologue UL46 fails to activate Akt but activates the MAPK/Erk pathway [323] 

in non-lymphocytic cells. This observation stands in contrast to HSV-1, where Akt 

becomes activated [235] but MAPK/Erk signaling is downregulated. In more 

detail,VP11/12 fails to activate Erk1/2 in transient transfection assays [323] in fibroblast 

cells, and HSV-1 infection suppresses Erk1/2 activation during infection in fibroblast cells 

[227] and T-cells [209]. Overall, these data suggest that all alphaherpesvirus VP11/12 

orthologues display a distinct signaling profile.  

The mechanisms employed by VZV ORF12 and PrV UL46 to activate signaling 

pathways have not been defined in detail, although VZV ORF12 has been shown to bind 

p85 [310].  It will be interesting to determine if SFKs and the C-terminal regions and 

tyrosine-based motifs in VP11/12 play important roles in mediating the signaling activity 

of these proteins. It is important to mention that VZV ORF12 (accession number 

AAY57754, version AAY57754.1) codes for one predicted p85 binding motif (YGWM at 

Y249) as well as one predicted Grb2 binding motif (YENI at Y598). In contrast, PrV UL46 

(accession number AID18727, version AID18727.1) does not encode any highly 

predicted potential binding motifs for p85 and/or Grb2.  



 

 

When I started my project, little was known about the possible involvement of VP11/12 

in TCR signaling events. As reviewed in the introduction, early studies demonstrated 

that T-cells infected with HSV-1 displayed modified TCR-signaling events. Sloan et al 

demonstrated that de novo protein synthesis was not required for inhibiting cytotoxic T-

cells, and that the signaling cascade was suppressed downstream of LAT, as 

phosphorylation of ZAP-70 by Lck occurred normally but phosphorylation of LAT was 

decreased [208]. In addition, certain TCR signaling events such as the p38-dependent 

IL-10 synthesis, which further suppresses cellular immunity,  remained active [209]. 

Previous data indicated that deletion of VP11/12 did not restore Erk1/2 phosphorylation 

[230]; however, unpublished data by the Jerome group suggested that VP11/12 is 

sufficient to block Erk1/2 phosphorylation as well as calcium flux upon overexpression 

in Jurkat T-cells. We therefore sought to investigate if VP11/12 inhibits TCR signaling in 

isolation. I decided to investigate two downstream events in TCR signaling. First, I 

determined the phosphorylation of Erk1/2, and second I determined the calcium mobility. 

For both experiments, Jurkat T-cells were transfected with plasmids expressing WT-

VP11/12, mutant VP11/12 or control plasmids for 24 hours. 

I found that WT VP11/12 reduced, but did not fully inhibit, both signaling events (Fig. 

6.3- Fig. 6.6). Further, I was able to demonstrate that inactivating the SFK binding motifs 

YEEI and YETV restored the phosphorylation of Erk1/2 as well as calcium mobility. This 

observation supported our previous hypothesis, which stated that the SFK binding motifs 

are essential to the activation of VP11/12.  



 

 

Before discussing my results in more detail, it is important to mention that I determined 

VP11/12 function on TCR signaling events in a transfection model. Transfection studies 

do not necessarily mirror the mechanism used during viral infection.  

In line with our previous data, I observed that WT VP11/12 reduced the phosphorylation 

of Erk1/2 and inactivation of both SFK binding motifs restored the phosphorylation of 

Erk1/2. In the case of the phosphorylation of Erk1/2 I found that mutating the Grb2 

binding motif (YENV, Y633), Shc binding motif (NPLY, Y657), or the p85 binding motif 

(YTHM, Y519), had a minor effect on the ability of VP11/12 to block the phosphorylation 

of Erk1/2. This observation leads to three possible mechanisms. 

First, it is possible that VP11/12 binds and sequesters Lck away from TCR signaling 

complexes, in order to block all downstream signaling events to avoid signal 

transduction. To test this, one could determine if expression of VP11/12 as only viral 

protein in T-cells inhibits the phosphorylation of ZAP-70 and/or LAT. If this is indeed the 

case, then these results might indicate that VP11/12 sequesters Lck in order to control 

the phosphorylation of signaling proteins. Nevertheless, this possible mechanism does 

not account for the potential involvement of the VP11/12-Grb2-binding motif on calcium 

mobility, as described below. 

Second, it is possible that VP11/12 recruits two or more of the cellular proteins that we 

have identified in order to control the phosphorylation of Erk1/2. This would imply that 

VP11/12 might shut down redundant pathways that lead to the activation of Erk1/2. For 

example, that Erk1/2 can become activated through the SOS/Grb2-complex or through 

RasGRP, as mentioned in the preface of chapter 6. Nevertheless, this possibility seems 



 

 

less likely due to the observed phenotype as that none of the mutations fully restored 

the phosphorylation of Erk1/2 as shown with the YEEI/YETV-mutant. Every mutant only 

showed a slight restoration of pErk1/2 post TCR stimulation, indicating that protein-

protein interactions might only play minor roles in regulating the phosphorylation of 

Erk1/2 and/or that a secondary Grb2/Shc/p85-independent pathway induces Erk1/2 

phosphorylation. As mentioned in the preface of chapter 6 (Fig. 6.1), the phosphorylation 

of Erk1/2 can be induced through the Grb2/SOS-complex or through the PLC-DAG-

RasGRP axis. It would be interesting to determine if this secondary axis plays a role in 

the reduced phosphorylation of Erk1/2 during expression of VP11/12. For example, if 

RasGRP stimulates phosphorylation of Erk1/2, knock down of RasGRP or chemical 

inhibition of PLC should reduce the phosphorylation of Erk1/2. Nevertheless, it is further 

possible that multiple protein associations are necessary for the ability of VP11/12 to 

inhibit the phosphorylation of Erk1/2. It is therefore of interest to determine if, for 

example, a mutant with an inactive Grb2 binding motif as well as an inactive Shc binding 

motif shows a similar phenotype to the one observed after inactivating both SFK binding 

motifs.  

Third, it is also possible that VP11/12 recruits other, yet unknown, cellular proteins via 

the same or additional binding motifs to regulate the phosphorylation of Erk1/2. This 

possibility is based on the observation that only the YEEI/YETV-double mutation fully 

restored Erk1/2 phosphorylation. Overall, the data suggests that VP11/12 must be 

tyrosine phosphorylated in order to interfere with the TCR pathway; however, the 

protein(s) involved still need to be determined. Such unidentified proteins could be 

identified by mass spectrometry analysis of proteins that interact with VP11/12 in 

pulldown experiments.  



 

 

In the case of calcium mobility, I found that transfection based expression of VP11/12 

severely reduced as well as delayed the calcium flux after TCR stimulation. Interestingly, 

the reduced calcium flux in WT VP11/12 expressing cells occurs in an irregular pattern. 

It is important to mention that we cannot exclude the possibility that the irregular pattern 

is based on the lower cell count of VP11/12 expressing cells (Tab. 6.1) and/or the FlowJo 

programming (section 2.11.3). In general, comparing the kinetics of a small population 

to a larger population, FlowJo is programmed to represent the kinetics of the smaller 

population in a less smooth line because of the smaller amount of available data points.  

Nevertheless, my literature review has failed to identify a similar pattern, and the cause 

of this pattern remains unknown.  

The delay in calcium flux after VP11/12 expression might indicate that the depletion of 

intracellular ER calcium is limited. It is known that intracellular calcium stores have to be 

depleted in order to induce a massive calcium influx. In more detail, activation of the 

TCR leads to stimulation of PLC and PLC generates DAG and IP3. IP3 then binds to 

IP3-receptors (IP3Rs), which are located at the endoplasmic reticulum (ER) membrane. 

IP3R releases calcium from the ER and induce CRAC channel activation [324]. The link 

between store depletion and CRAC channel opening remained unknown for many years, 

but research over the past ten years demonstrated that the STIM1 protein is essential 

for the activation of CRAC channels [325, 326]. To test if the depletion of intracellular 

ER calcium is limited, one should first repeat the experiments while crosslinking OKT3, 

in order to strengthen the stimulation, and only adding EGTA immediately before the 

flow detection, in order to avoid possible EGTA-stimulated intracellular store depletion. 



 

 

Additionally, one could observe the activation of PLC by either directly measuring its 

activation using fluorogenic assay systems or by measuring IP3 production.  

The observed irregular pattern might additionally indicate that transfected cells fail to 

induce the secondary extracellular calcium influx through CRAC channels. Future 

studies should investigate if, for example, cells transfected with VP11/12 display a 

decreased amount of CRAC channels or abnormal location of STIM proteins. The CRAC 

channel itself consist(s) of a hexameric complex formed by plasma membrane proteins 

called ORAIs (ORAI1, ORAI2, ORAI3) [327]. The exact mechanism behind the insertion 

of ORAIs as well as relocation of STIMs within the ER membrane are not clear, but it is 

suggested that both mechanisms play an important role in the calcium influx [324, 328-

332]. Antibodies against ORAIs are available and could be used to determine the amount 

as well as location of CRAC channels. Similar to this, antibodies against STIM proteins 

could be used to determine the location of STIM proteins.  

  

In the case of the VP11/12-p85 association, I found that inactivation of the p85 binding 

motif (YTHM, Y519) had no impact on the calcium mobility. This observation is in line 

with our expectations, based on the general understanding that p85 does not stimulate 

calcium signaling in T-cells under physiological conditions (Fig. 6.1).  

 

As mentioned above, I found that inactivation of the Grb2 binding motif (YENV, Y519) 

almost restored the calcium mobility to levels similar to those detected in the SFK double 

mutant (YEEI/YETV, Y613 and Y624). This observation suggests that VP11/12 recruits 

Grb2 in order to control the calcium flux; however, VP11/12 may need to recruit an 

additional protein to gain full control over the calcium signaling axis. An interesting 



 

 

possibility is that VP11/12 might sequester Grb2 away from LAT in order to inhibit TCR 

signaling. This possibility originates from the observation that Grb2 showed a reduced 

binding to LAT during HSV-1 infection [208, 209] as well as that Grb2, in combination 

with SOS, induces LAT oligomerization [333]. A recent study also demonstrated that 

Grb2 is essential for the recruitment and formation of large signaling clusters that are 

critical for the induction of PLC1 and therefore calcium signaling in T-cells [334]. In more 

detail, Bilal and Houtman presented data suggesting that Grb2 regulates the formation 

of LAT microclusters. Those microclusters directly drive the activation and recruitment 

of PLC1 to LAT [334]. Overall, it is possible that VP11/12 sequesters Grb2 in order to 

block the formation of microclusters that then could stimulate calcium signaling. To test 

this hypothesis, one could observe the formation of LAT microclusters upon expression 

of VP11/12 as only viral protein through immunofluorescent total internal reflection 

fluorescence (TIRF) microscopy, as described and carried out by Bilal and Houtman 

[334]. 

 

Lastly, I found that the result of inactivating the Shc binding motif (NPLY, Y657) were 

inconsistent between experiments. In one experiment this mutation had no effect on the 

calcium flux (Fig. 6.5), whereas it showed the same phenotype as the Grb2-mutant in a 

second experiment (Fig. 6.6). Grb2 and Shc can interact with other (Fig. 1.7) and it is 

therefore possible that both proteins are recruited by VP11/12 to inhibit the calcium flux 

in order to silence TCR signaling. In future experiments, it will be of interest to further 

explore the possibility that the Shc-mutant is able to interfere with calcium signaling. In 

addition, future research should investigate if a simultaneous inactivation of the Grb2- 

and Shc-binding motifs fully restores calcium mobility. Figure 6.7 outlines the effects of 



 

 

point-mutations within the C-terminal region of VP11/12 on TCR signaling events. In 

summary, our data suggest that VP11/12 sequesters proteins away from the TCR in 

order to block TCR signaling events. 

While I was performing my TCR signaling experiments, Yang et al. published that US3, 

in transfection as well as infection assays, directly inhibits TCR signaling by inhibiting 

the activation of LAT [335]. This recently published work provided evidence that US3 

suppresses TCR signaling events such as the phosphorylation of LAT, Erk1/2 and 

PLC1, and calcium mobility. In their model, US3 interferes with the stability of LAT as 

well as TRAF6, resulting in a suboptimal activation of LAT. Of note, TRAF6 induces the 

ubiquitination of LAT and has been therefore suggested to coordinate T-cell activation 

[336].  

These studies stand in contrast to unpublished data from our lab, in that Holly Saffran 

did not observe that US3 inhibits Erk1/2 phosphorylation. She infected cells with WT 

HSV-1, US3, UL46 or US3/UL46, and none of the deletions had any impact on the 

inhibition of Erk1/2 phosphorylation post TCR stimulation. Her data therefore indicates 

that the inhibition of Erk1/2 phosphorylation during infection occurs independent of US3 

and VP11/12. It remains unclear, how two different studies observed an opposite effect, 

but it is worth mentioning that Yang et al. used the HSV-1 F-strain, and our lab used the 

HSV-1 KOS strain. It is possible that the observed effects of US3 are strain specific.  

Nevertheless, the recent study is of interest in combination with data presented in 

chapter 6, because it suggests that US3 and VP11/12 might target the same pathway. 

As mentioned in section 7.1.2.1 in this discussion, US3 and VP11/12 are already 



 

 

characterized to target the PI3K/Akt-pathway; although, it appears that both proteins 

collaborate to provide redundant coverage. Further, the current data suggest that 

VP11/12 stimulates the Akt pathway only if US3 fails to inactivate VP11/12 [228]. It is 

therefore possible that VP11/12 and US3 function similarly during the inhibition of TCR 

signaling events. More research needs to be carried out addressing the relationship 

between US3 and VP11/12 during T-cell infection. For example, one should determine 

a possible role for US3 in hindering the activation of VP11/12 in T-cells, as previously 

seen in HeLa cells and Vero cells [228]. It is also of interest to determine if VP11/12 

interferes with the TRAF6-LAT association, similar to US3, or if VP11/12 developed a 

different mechanism to block TCR signaling events.  

 

I made significant contributions to our overall understanding of the mechanism involved 

in the VP11/12 dependent interference with PI3K/Akt- as well as the TCR-signaling 

pathway by investigating the role of tyrosine-based binding motifs within VP11/12. In 

summary, I was able to demonstrate that VP11/12 mimics a cell surface receptor, as it 

directly recruits and activates cellular proteins that are involved in signal transduction. 

Three major key questions have arisen from my research project and should be 

addressed in future research.  

First, regarding the phosphorylation of VP11/12, it remains unknown what non-SFK 

kinase initially phosphorylates the SFK binding motifs YEEI and YETV. Related to this, 

it remains unknown if the recruited SFK (Lck in the case of Jurkat T-cells) directly 

phosphorylates the remaining tyrosine-based binding motifs or if that phosphorylation 



 

 

occurs indirectly for example by ZAP-70 and/or Syk. Based on my SFK-inhibition assay 

(Fig. 5.2) it seems less likely that ZAP-70 triggers the phosphorylation of the SFK binding 

motifs because its activation depends on Lck (Fig. 1.7). However, both questions could 

be addressed in future infection studies that are carried out in cell lines that do not 

express certain kinases or that were treated with specific kinase inhibitors. Given the 

evidence suggesting that VP11/12 and US3 serve redundant roles in targeting the 

PI3K/Akt-pathway [226, 228] as well as that US3 inhibits tyrosine-phosphorylation of 

VP11/12 [228], it is of high interest to further investigate if US3 inhibits the tyrosine-

phosphorylation of the tyrosine-based binding motifs in VP11/12. 

Second, I was able to demonstrate that VP11/12 interacts with the Sh2 domain of p85 

through the YTHM motif located at position Y519; however, this interaction interface is 

not the only interface used by VP11/12 to associate with p85. We were further able to 

provide evidence for the contribution of Grb2 to the VP11/12-p85 interaction; 

nevertheless, inactivation of both interaction points did not fully inhibit the VP11/12-p85 

association. Further research is required to fully elucidate the VP11/12-p85 interaction. 

Such research could be based on a mass spectrometry analysis of proteins that 

associate with VP11/12 in immunoprecipitation assays. Results might indicate additional 

secondary interaction partners. 

Lastly, when I started my thesis project the biological function of VP11/12 remained 

unknown. As mentioned in the section 1.2.1 of my thesis introduction, a recent report 

indicated that VP11/12 inhibits the early antiviral immune response by inactivating the 

STING DNA sensing pathway [183]. In addition to manipulating the innate immune 

response, two lines of evidence suggest additional potential biological functions for 

VP11/12. The first line of evidence is based on the observation that VP11/12-null viruses 



 

 

do not show a phenotype under cell culture conditions in most studies [23, 90, 183, 230]. 

This overall indicates that VP11/12 might influence a viral pathway(s) that is not easy to 

determine under cell culture conditions such as latency and/or reactivation. This future 

direction is further supported by the observation that nerve growth factor-dependent 

signaling through the PI3K/Akt/mTOR axis is essential for maintaining viral latency [165, 

167-170], as mentioned in the introduction in section 1.1.4. It therefore seems especially 

important to determine if VP11/12 influences latency establishment and/or reactivation. 

Future research should investigate the establishment of latency as well as the 

reactivation out of latency focussing on VP11/12 in the primary neuron culture system 

described by Ian Mohr and colleagues [166]. If VP11/12 is involved in latency 

establishment and/or reactivation out of latency, we would expect that cells infected with 

mutant viruses that lacked the ability to activate Akt show a different phenotype than 

cells that were infected with a WT virus.  

The second line of evidence was most recently discovered by Pascale Duplay’s 

laboratory in collaboration with us. They found that VP11/12 induces phosphorylation of 

Dok proteins during Jurkat T-cell infection and that the phosphorylation requires the 

active SFK binding motifs as well as the Shc binding motif [337]. Dok-1 and Dok-2 are 

negative regulators of TCR signaling events and they become tyrosine phosphorylated 

in a Lck-dependent fashion upon T-cell activation [338, 339]. Studies carried out in a 

murine model previously demonstrated that Dok-1/2 double knockouts lead to hyper-

proliferation/activation of T-cells [340]. Our collaborators also previously established a 

link between Dok proteins and viral infection, as in the absence of Dok proteins the 

number of cytotoxic effector as well as memory cells generated in the response of HSV-

1 infection is significantly lower [341]. Taken together, the current data suggests that 



 

 

Dok proteins are directly targeted by VP11/12 to create a negative feedback loop in order 

to prevent hyper-activation of cytotoxic T-cells. In the same report the Duplay group also 

demonstrated that VP11/12 interacts with the Dok-2, most likely associating with the 

PTB domain of Dok-2, through a SFK/Shc-tyrosine based binding motif dependant 

mechanism and that VP11/12 stimulates Dok-2 degradation [337]. Even though it seems 

contradictory to induce Dok-2 degradation, previous research by our collaborator 

indicated that Dok-2 expression returns to a basal level after activation [342] and that 

Dok-2 re-expression is most likely necessary to hinder a possible harmful T-cell over-

activation [341, 342]. In the Duplay model, VP11/12 degrades Dok-2 to prevent its re-

expression and to create quiescence in infected T-cells [337]. In summary, this study 

describes a novel strategy by HSV-1 to inactivate T-cells; however, their data does not 

fully agree with our observations concerning the role of the Shc binding motif in VP11/12 

driven T-cell inactivation.  

My data present in chapter 6 does not indicate that the Shc-binding motif alone is 

essential for the VP11/12 controlled reduction of Erk1/2 phosphorylation (Fig. 6.3 and 

Fig. 6.4) and calcium flux (Fig. 6.5 and Fig. 6.6). This stands in contrast to the 

observations made in the Duplay group, where inactivation of the Shc-binding motif 

alone was sufficient to block the effects of VP11/12 on Dok-2. To distinguish between 

events that originate from Shc and/or Dok-2 binding to VP11/12, one could hinder the 

expression of Shc or Dok-2 using siRNA before determining TCR-signaling events. In 

addition, future research should investigate what signaling pathway is controlled by the 

VP11/12 associated Dok-2 during HSV-1 infection in order to alter T-cell function. Earlier 

reports suggest that Dok-2 inhibits signaling events by recruiting the RAS p21 protein 

activator 1 (RasGAP) [343-345] and RasGAP then inactivates Ras by replacing its 



 

 

bound GTP with GDP. One could therefore determine the location of RasGAP and the 

activation state of Ras during infection with WT virus compared to the infection with 

mutant VP11/12 that no longer associate with SFKs and/or Dok-2. Even though I did not 

observe that the Shc-binding motif is essential for TCR-signaling events downstream of 

Ras, such as the phosphorylation of Erk1/2 and calcium flux, it is possible that VP11/12 

bound Dok-2 effects T-cell signaling events other than the ones we observed. 
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All experiments presented within this chapter were performed by U. Strunk with the 
following exceptions: The viruses KOS37-UL46 GFP, KOS37-GFP UL46, KOS37-UL46 
Y624F and KOS37-UL46 GFP Y624F were generated by Holly Saffran. The viruses 
KOS37-UL46 Y519F/Y633F and KOS37-UL46 GFP Y519F/Y633F were generated by 
Danny Gomez Ramos.   



 

 

 

The data presented in this chapter documents the final sequence validation of point 

mutated viruses, which were generated using en passant mutagenesis.  

After the generation of BAC constructs harbouring the mutated UL46 sequence as 

described in chapter 3.1.2.1, the infectious virus was reconstructed as described in 

chapter 3.1.2.2. Briefly, the BAC construct was transfected into Cre Vero cells and single 

plaques were purified. The infectious virus was grown in Vero cells and a sequencing 

across the UL46 locus was carried with the primers indicated in each figure legend. The 

sequencing results were aligned to WT HSV-1 KOS VP11/12 (accession number 

JQ673480; version JQ673480.1) using Clustal Omega.  

 



 

 

 

Fig A3.1: Sequence validation of KOS37-UL46 Y633F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.2: Sequence validation of KOS37- GFP UL46 Y633F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.3: Sequence validation of KOS37-UL46 Y657F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.4: Sequence validation of KOS37-UL46 GFP Y657F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). The start codon of the C-
terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.5: Sequence validation of KOS37-GFP UL46 Y657F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.6: Sequence validation of KOS37-UL46 Y624F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.7: Sequence validation of KOS37-UL46 GFP Y624F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). The start codon of the C-
terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.8: Sequence validation of KOS37-UL46 Y613F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.9: Sequence validation of KOS37-UL46 GFP Y613F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). The start codon of the C-
terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.10: Sequence validation of KOS37-UL46 Y613F/Y624F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.11: Sequence validation of KOS37-UL46 GFP Y613F/Y624F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). The start codon of the 
C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.12: Sequence validation of KOS37-UL46 Y519F. 

The UL46-PCR product was purified and sequenced using JRS 1033. The sequence 
was aligned to WT UL46 in order to verify the point mutation (red). Sequences were 
aligned using Clustal Omega. 



 

 

 

Fig A3.13: Sequence validation of KOS37-UL46 GFP Y519F. 

The UL46-PCR product was purified and sequenced using JRS 1033. The sequence 
was aligned to WT UL46 in order to verify the point mutation (red). The start codon of 
the C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.14: Sequence validation of KOS37-UL46 GFP Y519F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). The start codon of the C-
terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.15: Sequence validation of KOS37-UL46 Y519F/Y633F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.16: Sequence validation of KOS37-UL46 GFP Y519F/Y633F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). The start codon of the 
C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.17: Sequence validation of KOS37-UL46 AALA. 

The UL46-PCR product was purified and sequenced using JRS 1033. The sequence 
was aligned to WT UL46 in order to verify the point mutations (red). Sequences were 
aligned using Clustal Omega. 



 

 

 

Fig A3.18: Sequence validation of KOS37-UL46 GFP AALA. 

The UL46-PCR product was purified and sequenced using JRS 1033. The sequence 
was aligned to WT UL46 in order to verify the point mutations (red). Sequences were 
aligned using Clustal Omega. 



 

 

 

Fig A3.19: Sequence validation of KOS37-UL46 GFP AALA. 

The UL46-PCR product was purified and sequenced using JRS 860. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). The start codon of the 
C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.20: Sequence validation of KOS37-UL46 AAPPA. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A3.21: Sequence validation of KOS37-UL46 GFP AAPPA. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). The start codon of the 
C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.22: Sequence validation of KOS37-UL46 AALA/Y519F. 

The UL46-PCR product was purified and sequenced using JRS 1033. The sequence 
was aligned to WT UL46 in order to verify the point mutations (red). Sequences were 
aligned using Clustal Omega. 



 

 

 

Fig A3.23: Sequence validation of KOS37-UL46 GFP AALA/Y519F. 

The UL46-PCR product was purified and sequenced using JRS 1033. The sequence 
was aligned to WT UL46 in order to verify the point mutations (red). The start codon of 
the C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 
Fig A3.24: Sequence validation of KOS37-UL46 GFP AALA/Y519F. 

The UL46-PCR product was purified and sequenced using JRS 860. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). The start codon of the 
C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.25: Sequence validation of KOS37-UL46 GFP Y519F/AAPPA. 

The UL46-PCR product was purified and sequenced using JRS 1033. The sequence 
was aligned to WT UL46 in order to verify the point mutations (red). The start codon of 
the C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.26: Sequence validation of KOS37-UL46 GFP Y519F/AAPPA. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). The start codon of the 
C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.27: Sequence validation of KOS37-UL46 GFP AALA/Y519/AAPPA. 

The UL46-PCR product was purified and sequenced using JRS 1033. The sequence 
was aligned to WT UL46 in order to verify the point mutations (red). The start codon of 
the C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 



 

 

 

Fig A3.28: Sequence validation of KOS37-UL46 GFP AALA/Y519/AAPPA. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutations (red). The start codon of the 
C-terminal GFP-tag is in green. Sequences were aligned using Clustal Omega. 

 



 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
All experiments presented within this chapter were performed by U. Strunk, with the 
exception of the construction of the pcDNA-UL46 GFP Y613F/Y624F plasmid which was 
generated by Holly Saffran. 



 

 

This appendix contains the sequencing results for the generated pcDNA-UL46 GFP 

constructs. 

 

After generating the pcDNA3.1-UL46 constructs, we sequencing across the UL46 locus 

with the JRS754. The sequencing results were aligned to WT HSV-1 KOS (accession 

number JQ673480; version JQ673480.1) VP11/12 using Clustal Omega.  

 



 

 

Fig A6.1: Sequence validation of pcDNA3.1-UL46 GFP Y633F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 



 

 

 

Fig A6.2: Sequence validation of pcDNA3.1-UL46 GFP Y657F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 

 



 

 

 

Fig A6.3: Sequence validation of pcDNA3.1-UL46 GFP Y519F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega.  

 



 

 

 

Fig A6.4: Sequence validation of pcDNA3.1-UL46 GFP Y613F/Y624F. 

The UL46-PCR product was purified and sequenced using JRS 754. The sequence was 
aligned to WT UL46 in order to verify the point mutation (red). Sequences were aligned 
using Clustal Omega. 

 

 

 


