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ARBSTRACT

It is the dual purpose of this thesis to acquaint the
reader with an over-all visw of Blackfoot syntax and to
investigate the nature of a generative grammar that can
characterize the linguistic competence of native speakers
of Blackfoot. After a brief sketch of surface sﬁructure,
an attempt is made to develops a partial grammar along the
lines of the model of Chomsky 1965, paying particular
attention to certéin verb-stem formation processes. But
because the transformational rules are seen to be quite
ad hoc, a move is made toward a modsl more consistent with
the view of grammar as a relation betwsen meaning and sound.
Here proposals by fillmore, Bach, and McCawley are incorp-
orated to permit underlying configurations that mors
directly express the meaning of discourse. Wwithin this
propositional model the transformations needed to account
for the selected stem formations are found to be quite gen-
eral, applying to a wide rangs offstem-Formation pheﬁomena.

Basic to the generalized propositional model are:
language-specific predicates and the roles of their arqu-
ments; a clear distinction bstwesn predicate and lexical
formative; and variables and their identification as dis-
course refersnts. Alsc included in the model are negative,
as well as positivs, constraints on underlying configura-
tions, and '1exicél.transformations' which account for pro-

ductive derivational affixes on lexical formatives.
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TOWARD A GENERATIVE GRAMMAR OF BLACKFOOT
(With Particular Attention to Selscted

Stem Formafion Processes)

0. INTRODUCTION
0.1 PURPOSES

This thesis was written with two purposes in mind:
to acquaint the reader with Blackfoot grammatical cate-
gories and syntax, and to progress toward an understanding
of the nature of a grammar which will characterize the
linguistic competence of hativa speakers of Blackfoot.
For the latter purpose, we incorporate many recent pro-
posalé from within the theory of generative grammar, as wsll
as some original innovations. It is hbped.that this effort
with raéard to a language that offers problems not encount-
ered in the language (English) most explored in the develop-
ment of current theory, might thereby contribute in some
small measure to evaluation of racentltheoretical proposals.

[The reader whose concern is primarily theoretiﬁal will
find chapter 4 of graateét interest; it may be comprshend-
ible if use is made of the references to sarlier sections
listed thers. ]

The model-development approach of most of the thesis'
should not be considered to serve only the second stated
purpose of the thesis, however. In fact, the bulk of what

the author considers to be important comments about



and insights into, Blackfoot syntax are contained in the
discussions of model rsvision.

Begause the author's competence in the languagse is
limited, and because of practical limitations on the size
of this undertaking, we will Focué on certain phenomena
of Blackfoot that may be described loosely as stem-fﬁrm-
ation processes. But it should be emphasized that this
is not a fragmentary approach to one aspect of Blackfoot
grammar . Throughout the thesis ws attsmpt to maintain
an pverall view of the grammar, considering, as far as
is practicable, the implications for all of the gram-
mar of any proposed modification of the model or anal-
ysis.

To my knowledge , this is the first generative-trans-
formational treatment of the syntax of an Algonkian lang-
uage. Because languages of this family of fer a number of
interesting phenomena, ths treatment of which cannot sim-
ply be a copy of published work done on languages of other
families, perhaps it is not too presumptious'to hope that
the attempts made in this thesis will be of some value to
investigators of other Algonkian languages.

gut even if I were building upon a great deal
of work done in Algonkian within thé theory of gen-
erative grammar, when we consider the constant and
radical revision of treatments of English syntax and
of grammatical theory, it would be highly unreal-

istic to supposs that more than a very few, if any, of



the proposals, conclusions, or claims made herein about
Blackfoot, or about thsery in gensral, will long stand,

unless investigation comes to a complete standstill.

0.2 OVERVIEW

Chapter 1 introduces categories and structural types of
Blackfoot surface structure which must be accounted for
by a generative grammar of Blackfoot. At least a passing
acquaintance with the terms introduced in this chapter is
necessary for the reader who would undsrstand the remainder
of the thesis. Not all of the phenomena described in this
skstch‘ara accounted for in later chapters; for exampls,
we nowhere suggest what is the source of subjunctive
clausesl because this ﬁas no bearing on the main focus of
the thesis, stem formation processes. However, as many of
the surface phsnomena have been taken into consideration,

and at lesast sketchily accounted for, as ssemed practicablse.

Chapter 2 attempts to develop a partial grammar of
Blackfoot within a model approximating that of Chomsky
1965. Befors doing so, howsver, we demonstrate the
limitations of a phrase structure grammar Fbr dealing with
even the most superficial featurss of Blackfoot ayntéx.

Alsoc discussed briefly in Chapter 2 ars verbs without actor

1 From what is said about them in 1.5, however, one can
see that a grammar must deal with the distinction betwesn
retrospect and prospsct in order to account for the dis-
tribution of subjunctives.



(sub ject) and the phenomenon of "obviation" or subordina-

tion of animate topics.

Chapter 3 takes up a variety of sselected stem forma-
tionlprocesses and attempts to account for them within the
model of Chapter 2. Continuing with the familiar NP + VP
sentence analysis, complex surface verb stems are treated
as derived from underlying structures in which one root
of the complex stem is main verb of a sentence containing
a subordinate sentencs, which-in turn has anothsr root of
the complex surface stem as main verb. Howsever, the trans-
formations which ars necessary to convert these underlying
configurations to the corresponding surface structures seem
to be quite ad hoc. O0Other nerious problems arise as well,
and we suggest that the attempt to treat actor and goal as
underlying functional notions, defined in terms of NP + VP

constitusency, is wrong.

In 4.1 of Chapter 4 we incorporate Fillmore's.
proposal to make semantic roles categories of underiying
structure, and desdribe a gensralized propositional model
in which a proposition consists of a predicats and its
arguments or "terms" (4.2). Underlying structures are
generated in 4.3 by "node admissibility conditions"
(McCawley 1968). Wwe alsc introduce negative conditions as
constraints on well-formedness of underlying configurations.
At this point (4.4) we re-examine the stem formation

processes discussed sarlier and find that within this new



model the transformations needed to derive the attested
surfacs structufas ars much simpler and quite genergl.
Further support is provided by the fact that the modsel
and rules account for a wide variety of complex verb stems;
an extremely satisfying and important result for a grammar
of a polysynthetic language. 1IN 4.5 we distinguish
between the function of the lexiccn as an inventory of
predicates and its function of giving substance to
post-transformational entities. Here we attempt to show
that derivational affixes are accounted'For, as part of
this spelling process, by’lexical transformations' which
provide enormous savings in the lexicon. Finally (4.6),
borrowing proposals by Bach 1968 and McCawley (to appear),
we attempt to incorporate the beginnings of a theory of
fdbrence by distinguishing between established, unestab-
lished, and non-specific referents. This leads us to
differentiate idsntificational propositions from informa-
tional propositions of a sentence (and of its discoursg
matrix); this distinction may be all that is nscessary to
account for the well-known dichotomy of 'restrictive' vs.
'non-restrictive' (appositional) clauses. The remainder of
the last section illustrates the derivation of ssvsral
Blackfoot sentences, with a view to demonstrating that
the model developed is workabls.

Throughout the discussion, and particularly in
chapter 4, it will be evident that ths author is striving
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to provide underlying configurations which directly expfass
the meanings of the sentences they undsrlie. In other
words, the goal is a kind of generative semantics, which
removes the distinction betwesn "deep structurse" and-
vsgmantic interpretation®. Yet the idea that these under-
lying configurations are made up of universal semantic
features is rejected. The elsments of desp structufe are

language-specific predicates (though they may themselves

have ssmantic properties [presuppositions] representable
as features). These predicates offan correspond dirsctly
to actually occurring words or morphemes of the language;
words or morphemes with more complex meanings may be con-
gsidered to represent, in surface structure, complexes of
underlying predicates. (Grimes and Glock, to appear).
But because the author does not have a nativé speaksr's
intuition about the semantic relationships betwaén various
morphaqes of Blackfoot, sach occurring robt has been
_treated as a non-complex predicate. Thus many of the
underlying configurations presented in the final chépter
could, no doubt, be broken down into configurations mads
up of mors primitive predicatss by someons with a nativs“
speaker's intuitions about the language. |

Finally, it should be clear by now that any model
which restricts itself to the domain of the (surface
structure) sentence must fail to account for a highly sig-.
nificant portion of linguistic data. vyet despite repsated

. refersnces to discourse entities and context, the examples
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chosen_as'illUstrations in the last chapter may appear to
reflect a sentence-ariented approach. The primary reason
for this is the preliminary nature of investination of
Blackfoot within a gensrative model. However, the fact

that we have retainéd the distinguished symbol S should
not be taksesn to mean that the model developed in the final
chapter of this thesis is entirely sentence oriented. Among
the predicates of every language are those which take
sentences as their arguments, and hence may link sevsral
surface structure sentences. such relationships arse beyond

the scope of this thesis, however.
0.3 NOTES ON TRANSCRIPTION AND PHONOLOGY

All examples are citsd in the practical orthography
developed by the author under the auspices of the Summer
Instituté of Linguistics. It is gssentially a 'broad’
phonemic transcription, based originally upon the results
of analyfic methods widely used in structural linguistics,
but subsequently modified in accordance with prefersnces
of native speakers who havé learned to read the trans-
cription. gften, this modification was in the direction
of the underlying systematic phonemic shape of the word in

question, but not always.

0.3.1 SYMBOLS USED

In the practical orthography, /h/ repressnts a



palato-velar fricative, /'/ (apostrophe) represents a
glottal stop, and underlining of vowalé represents

stress (prominence) of the vowel (as marked primafily by
pitch). (The single slant lines will.occésionally be used
to 1hqicata that a transcription is in the practical
orthography, while the double bracksts () indicate a
morphophonemic transcription is being usede. )

Other segmental symbols of the practical orthography
are vowsls /i/, /a/, and /o/ and consonants /p/, /t/,

/k/ s /s/, /n/s /n/y /u/y and /y/. (within a discourss,

| symbdls o/ s /3/s /o/s /V/, and /?/ are also used, though
the last is used only for sociological reasons, as it
never corresponds to a phonological phengmsnon; i.e.,
interrogation is segmentally marked.)

In the transcription of underlying forms of formatives
we have segments corresponding to all those used in ths
practical arthogréphy, plus a feuw additionél. Wwe use the
same symbols as in the orthography, except that [(xy 1is
usaed in place of /h/, and [”) (acute accent) is used to
mark inherent stress. We find it necessary to distinguish
a fourth vowel [IJ% in underlying forms to account for
certain processes.

The "systematic phonemes" (Chomsky 1964, p.87) of

Blackfoot, then, are those defined in the following

2 Borrowsd from Taylor 1969.



table according to binary fesatures; the features them-

selves are defined briefly below the 1:.able::3

" pt k m n.s x I i y o w =a
voc e - m e = e = = 4+ o+ 4+
syl - e . = e = = = 4 o+ =+ =
cont R T T T T e
back I | B T S S 4
cor - - 4 = = 4w = = = ===
high - - e 4 m = =+ 4 = = 4+ "
nas e e = =  m m = = = ===
glot 4 = = = = = = = = == ===

vocoid (VOc)‘:4 central, resonant (oral) continuant (Pike

1943, p.143). |

syllabic (syl): nuclear to syllable (vs. marginal).

continuant (cont): there is not complete stoppage of air
flow at the point of primary articula-

tion. |
back : primary articulation involves retraction of the
tongue body.
nasal (nas) s the velic is open.

glottal (glot) : thers is a constriction at the glottis.

=5 Tfiost of the features are sequivalent to those with the
same labels in Chomsky-Halle 1968 (pp.304-5). We have add-
ed a feature for glottal constriction (implied in Chomsky-
-Halls on page 315) to distinguish glottal stop (Chomsky-
-Halle distinguish glottal as +low] on p.307, but that
is not consistent with their de inition of 'low' as involv-
ing lowering of the tongus body). In addition, we make use
of a featurs 'vocoid' rather than Chomsky-Halle's 'non-con-
sonantal'. 'Vocoid' includes voiced and voiceless vowsls
and frictionless semi-vowels (including h), but unlike 'non-
consonantal', excludes glottal stop. That this is a valid
natural class for Language is seen by the very caommon alter-~
nations between voiced and voiceless vowels and semivowsls,
and between vowels (syllabic) and semivousls (non-syllabic);
2iottal stop can participate in neither of thess alterna-
ons.

4 Not to be confused with the Jécobsonian featurs
nypocallic".
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coronal (cor) : primary érticulation involve5‘raiéing of
the blade of thes tongue.
high : primary articulation involves raising of the body
of the tongue. |

We have not bothered to indicate which of these features
"values are redundant according to segment structure condi-
tions (Stanley 1967). The 0 in place of a valus for
backness of Kk] mersly indicates that either value could
bé considered basic, since a phonological rule will'giue
the correct Value according to environment.

There are a few other symbols which will be used in
the transcription of undsrlying forms. They are [:), KV},
inY, fsY, (oY, and [mYy. The last of these is completely
ad hoc. It represents an alternation in threevkno@n
partially suppletive morphemes, one of which, the ablative
prefix, occurs frequently in the thesis: (mwisxt) =
[imwisxt) ~ [wi:xt); the first alternant is found only
when immediately preceded by a parsbn prefix.

Similarly, KU} represents pUzzling alternations found
in two known items, a relator Kokj (see 1.1), and ths
reciprocal [otiiyiJ (3.3.3); [0) represents @ after [a)
and after verb stem-final [t) or [tw); elsewhere [0} |
represents fo:] in these two formatives.

(n) and Ksjs are a bit less ad hoc because they

represent common alternations that are phonologically

5 Not to be confused with the same symbols in Taylor 1969;
he uses N to represent the class of nasals, and his S
correspands to our [[x).
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‘conditioned; howsver, the alternation is found only at
the end of certain noun stems. Ks] represents' s~p ,
the former occurring before [yJ or [w)] and the latter
elsewhers (the Kwﬂ and Ky} are subsequently lost after

consonants (rule 9. of 0.3.2).):

/niitoyisa/ < [niitoyiSwa] 'it's a lodgse'
/niitoyisi/ < [niitoyiSyi) 'lodge(spscific)"'.
/niitoyii/ < [niitoyisi] 'ladgs(s) (non-spec)"

[N] represents ne~f , with distribution parallel to
that of the alternants of [S):
/ninihkssina/<:KnInixkixsina] 'it's a song’
/nlnihkssini/<:Kn;nixkixsiNyij 'song(specific)’
/ninihkssii/-<.KnInixkixsiNi] 'song(s) (non-spec) "’
© We use the symbol‘Kvi in formative-initial position to
tentatively répresent an ill-understood alternation between
[i) and reduplication of a preceding short vowsl:
/nitoohtsiixpa/ < [nityooxti+vxp] 'I heard it'

K:]G following an underlying wouwsl indicates length-
ening (doubling) of that vowsl in word-initial syllables
(optional in [some?] imperatives) and in other syllables
if preceded by a semivowel at a certain late point in the
phonological rule sequence (0.3.2); in addition, the vowsl
apparently may .cptisrally be lsngthened in the second
syllable of a word if the first syllable is a person

prefix. Examples of lengthening follows

6 Borrowed from Taylor 1969.
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/asmatoota/ < [a:matwiit] " temell 1t!!
/nitgwaamatoohpa/%ﬁKnité+a:matwiixpj 'I smell it'
/nitaamatoohpa/ < [nita:matwiixp) 'T smelled it
Compare the same stem when Ka:] doss not occur in an
environment that meets the ruia condition:
/nitaakamatoohpa/< [nitdaka:matwiixp] 'I'll smell it'
[1Y, as indicated above, represents a high front
underlying vowel that is distinct from [i) in early rules
but falls together with /i/ by a later rule. It is dis-
tinguished primarily by its effect on neighboring segments:
it aésibilates a preceding [[k), changes a following [(x)
to /ss/,.and causes intrusion of an /s/ between itself

and a following [t). Examples follow:

/omahksika/ < [omaxkIka) 'big foot'
/kiksissta/ < [[kikIxtwa) 'your mother’
/anistoota/ < [a:nItwiit] 'say 1t!!

We will use parenthesss to mark an underlying [i) or
KI] that is present only when preceded by a consonant.

In genefal, it is possible to predict that whensver a
formative which ends with a segment other than [i) or
[1] is conjoined (within a word) to a formative which be-
gins with a true consonant ([-voc]), an [I) (Taylor 1969
[p.75] calls it "connective DIUJ) appears betwsen the two:

7 Taylor does not require the stem initial consonant
tuo be a trus consonant.
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/aipottaawa/< [dIpotteawa) < [4+pottaawa) 'he flys'
/siksikaikoana/< [isikIkdIkoaNwa)< [isikIkéd+koaNwa)
'Blackfoot person'
A very large number of rooté exhibit an initial nasal

only when in absolute initisl position in a word. Such
rootsbwill be listed in isolation as if they were nasal-ini-
tial. By way of contrast, truly nasal-initial roots (i.e.,
those with a permanent nasal) will be listed in isolation as
if they had KI} before the nasal; i.e., as if connsectiva
1) were part of the root. Thus the initial [[(n] of

Kninaa] - "man' is present only if preceded by a word

boundary:
/ninaawa/ < [#ninaawa} "man'
/omahkinaawa/ < [omaxk+inaawa] '0ld man'

In contrast, ths Kny of KInaama] 'bow' is present in

all environments:

/nasmawa/ < [Inaamawa) thoy'
/ninaamawa/ <:'KnInaamawa3 ' 'my bow'
/gmahksinaamawa/<.Komakunaamawa] 'big bow'

Another phenomenon pointed out by Taylor 1969 (pp.84,
85) is the appearance of a /w/ in the environment Ka_aj
at a morpheme boundary: )
/kanawaakiiks/ < [wis:xkanas+aakiikI} 'all women'
/kikataa'waaniihpa/< ([kikata'+d+azniixp)
'do you say (anything)?'

(The glottal moves over to the w after its appearance;

ses rule 2 below)
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Another “predictable" phenomenon is the optional
appearance of Ka] after word-final stops and nasals:
Jooyita/ < [uiiyit#] 'eat !’
/kitsiniihpa/< [KitI sniixp#) 'you saw it'
/kokkita napayiini/
<[wi
or /kokkit napayiini

-xkotkit#napayilNyL]
'give me the brsad!’

0.3.2 PHONOLOGICAL PROCESSES.

We will very briefly.outlina and exemplify the most
common phonological processes which account for the differ-
ance befween the underlying shapes of formatives (morphemss
and éffixes) and their shapas'when combined to make up words.
These processes can be seen to take place in a saquenée; we
will discuss them in order and Formulate'tham as rules.a

Thoss alternaticens which are least likely to be the

result of true phonological processes must be accounted for

first.g Thus the more ad hoc rule 1 is ordered first:

: /— {3

(as explained and illustrated in- 0.3.1)

l. n

; S

2. v'vc—w'c

X

Condition: optional if C

vowel; i.e., [+syl], and

(Throughout this section V
C = consonant; i.e., Eésyl], unless otherwise indicated.)

/katai'tagpiiwaatsi/< [kéta'it...] 'Is he home?'

8 Ses 0.4 regarding rule conventions.

9 In 4.5 we will show how such alternations can be
handled by the lexicon.
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3. J— /
/< kikatao' hkiimaaxp<;Kkikata ohkiimaaxp)

'are you married?’

4. wz-—;ﬁ / #(m) ", whers # is a word boundary.
wy : '
AFF
Condition: wy, £ [ +3]
(This rule evidently blocks in imperatives)

/kikgtaohkiimaahpa

/iimitaawa/ < K#wismitaawa] 'dog’
7.
(but /ooyita/ (rule ) Quiiyit)  tgat!!')
'fish!

/mamiiwa/ < .mimiiwa < meimiiwa]

(see the note near the end of this sactlon regarding

/a/ < i, as in the first syllable of this example)

5 1i-—o0/ __mu
/nita'komoawa/ < [nita'kimwia:wa]
(root [a'ki) plus benefactive [(i)mwi))

6o wis =0/ _x

'I threw for him'

/gphpommaawa/'< Kémi:xpommaawaj ‘he's buying'
7e . o(:
(len| — [
. 00
condition: optional if immediatsly precedsd by a

person prefix

(both pairs of subscripted parsnthesss are gither empty

or non-empty)

/omahkomitaawa/‘< Komakai-mitaawa]
rule 7)Knitwi:mitaamwaj

fitomitaama/ < nito-mltaamwa(f;:::;7
'my dog'

/nitséimitaama/-< nitwi smitaamwa

Thers are serious problems in the applicatio

'big dog'

n of thess rules

to verbs. GSee the brief discussion at the end of this
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séction.
B. #lm }
I—y / {n —
(The only initial nasals at this point are those which we
referred to as 'nasal increments' near the end of 0.3.1;
thus this ruls merely provides for the fact that [I)

behaves like [[yJ following such nasals.)
9.
(/nggpiwa/(<;)) nyaapiwa< [nIaapiwa) . 'old man'

Gl )
Condition: C# '

In feature notation, this rule would be:

#
+voc -syl
Esyl} > 8/ [-910
/ninna/ < ([(ninnwa} 'my father'

/nitgpkakahkomatawa/<:Knité:kya:kaxkomatawa]
'1'11l aim at him'

10. Cixs —> ('), Css
Condition ¢ C =y
(The subscript notation here means that if condition <
is true, the parsnthesized glottal stop is present in the
output of thig rule; otherwise the output is simply Css)
/ninihkssini/ < [[ninixkixsinyi] 'song'
/nitg'ygeo'yssi/lq<,Knité'éwiiyixsi] 'when I ate’

10 The origin of the first /y/ here is unclear; it may
be part of the durative aspect marker - see l.4.
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11. x —88/1 __
/annisska/ < [annIxka) "that one'
/niksissta/ < [nikIxtwa) -~ 'my mother'

12. I—f@/ C_s, where C is [-cont]
/kitsayiistapoohsi/<:KkitIsayIItapooxsi]
; 'that you didn't go away'
/aokstakiwa/ < [[wikIsta:kiwa) 'he counts'
13. i-—s /C__sv
Condition: i is verb-root initial.

/nitssiksipawa/< [nit+isikIpa:wa] 'I bit him"

1l4. I t
f—s /{k T 1 }
L5

Condition: wusually blocks when [k) of
the environment is [ﬁgj .

In feature notation, the environments would be stated as

([ +voc 1 [ -cont
-back -nas
L-+l.1igh 4 | +cor
J -cont ] [ +voc 7
-nas -back
+COT —— | (+high)
(+high)ﬂj -k o
/niistowa/ < [niItowa) S & A
/kitgaksinoawa/<:Kkitéakl:noa:wa] 'vou will ses him'
/kitsinogwa/ < [(kitI:noa:wa) 'you saw him'

/miistsisi/ < [mIrtisyi) 'stick'
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15. ix—s / s_¢C )
/nitsspiyi/ < nitsixpiyi(lﬁf) Knitixpiyij 'I danced'

/kitgoo'sspa/ < [[nitaoco'sixp) 'you made dessert soup?’

(for some speakers, the environment is generalized to

C_C, though not all consonants actually occur flanking

Kix]).

16. I—1i

(Actually, bacauss the single front vowel that results
'From I and 1 "falling together" is high, we éhould

exprsess the rule as i—-I and y—Y ; in Faature‘notation

it is quite simple:

voc | .
L:backl"_9 [+h19hj

We will use the symbols - { and vy for the resultant

front.vocoids.)
Condition: Vv £ i

In feature notation:

+voc . +syl
Lbacd > [esy1] / ___Lbacq

This rule is not usually reflected in the practical orthog-
raphy when a consonant precedas:
. nité'kyaaki = /nita'kiaaki/ < Knita’kia:kij
' 'I hit (something)’
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18. "

Vy: — vy / % (TAFF | ) —_—
’ [{+l,+2,+3}] 9
Condition: optional if « subscripted parentheses are not
empty.

(may be inapplicable or optional for initial vowels in
certain nouns and imperative verbs)

such underlying vowels will have the feature [ +long]

in featurs notation, so the rule would be as follows:

+VOC
[-syl
AFF . ‘ +8yl |
# ( [ {+1,42 ,+3}] )“< : +long|
1 2 —
1 2 2

nita'kyaaki < nita'kya:ki < [nita'kia:ki)

| | "1 hit (something)’
/saahkgmaapiiwa/<:Ksa:xkomaapiiwaﬂ 'boy'
/nitaanikka/ ~ /nitgnikka/<:Knita:nltwkwa}

'he said to ms'

(We do not delete the [+long] feature, because it has a
bearing on stress placement.)

19. _y-—qﬁ / s__
/nitso'kaa/ < nitsyo'kaa<<Knit10'kaa]. 'T slept!’
(0Occasionally this ruls is not of full effect; i.e.,
the front vocoid glide between the s and a follow-

ing back vowsl is phonstically detectable.)
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20. v1—+¢ / "1 c,c,

In featurs notation:

+Syl -SYl_ .
XCOT s[xJs Scont | ;[ x]
/Aback eback '
vhigh ycor
| #high
LLnas i
1 2 3 o —y
1 g 3 4

Condition: 1 =2 and 3 = 4 .
/pissini/< piissini ( < [[piixsiNyi)) ‘entering'
/gattsistaawa/<.Kaaattltaawa] 'rabbit®

21, isg/ {22 _C , where C i.s [-voc]

In_Featuré notation the environment is simply:

+syl +8yl
+back +back [-voc]
xhigh «<high

gptional under undetermined conditionsll

/nitomitaama/ < [[nitwi:mitaaimwa) ‘my dog'

Some further phonological processss ﬁot reflected in the

practical orthography transcriptions:
22. ‘a0 —>» 3
{ai — aa}. / __(S)ClCl
a —) 8
nitgttakoawa = /nitggﬁtakoawa/<:Knitéottakoa:waj
'I give him to drink'

_@sttsiwa. = /aisttsiwa/ < [4Ittiwa) 'it hurts'

mettsooyita = /mattsocoyita/< [mattIwiiyit] ‘eat again?!’
23. a—> 3 / ("o

goxkiiwa =/aohkiiwa/< [aoxkiiwa} 'water"

11 See Taylor 1969, p.l1l48.
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24. o Dptlonal; a / 9 _
ponokaomitaawa
- } = /ponckaomitaawa/ 'horse'
ponokggmitaawa ]
JERNL {3} |
| 1lth // 0 _
k X i
1 1 2 2
k

2" 1 1 2
Notice how the corresponding feature rule captures

the generality of this familiar process:

:;ggh — [ pback] / [ pback]__
-cor -
oxkotoka = /ghkotoka/ 'stone"
ixkitsika = /ihkitsika/ 'sgven'
26. VX ;——)glx

Cdndition: Vl is unstresssd.

X 12

(y is a voicseless vouel with simultaneous palatal’
or velar friction; in the remainder of this section, capi-

tal letters [except 'v' and 'C'] represent voiceless seg-

ments.)
ngiﬁi = /ohkini/ | 'bone'
IXkitsika = /ihkitsika/ 'seven'

12 An early redundancy rule_[or a "marking convention"
(Chomsky-Halle 1968,pp.402ff)] will already have added the
feature [+voice] to all vowsls and nasals.

o



optionalgg !i / C #

27. vy (vy)

Condition: Vl is unstressed

kitanikkI = /kitanikki/ '] told you'
kitanikkA = /kitanikka/ 'he told you'
kitanikko = /kitanikko/ 'you were told’
kitso'kA = /kitsg'kaa/ 'you slept’

28. i —optional y g / # s
Condition: i is unstressed
(this rule is virtually obligatory)

sootawa = /isootawa/ ‘it rained’

‘29. g optiml> l/{l;:}__s

kiim'ssini = /kiimssini/ 'wife taking'
30. m m
' N n
g — Y | / y | V¥
W w °
oom'MI < oaml = /oomi/ * 'her husband'
onn'NI<onnl = /onni/ “'his father'
nitsooy'Yl < nitsooyl = /nltsooyi/ '] ate'
iimitaaw'wA < iimitaawh = /iimitaawa/  'dog'

31. y — B /() v__"{Y)
Condition: optional if (), is empty.

nitsoo'YIl < nitsooy'YI /nitsooyi/ 'I ate’

/makoyi/ "wolf'

mako'YI ~s makoy'YI
Another phsndmenon not reflected in the practical
orthography is the automatic lengthening of stressed vowsls

in demonstratives:

22
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oomi = /omi/  'that one, '
There are many other phenomena which we have nnt -

accounted for, as well ae a larga number of sarious

vproblems in the formulatiun and ordering of several of

the phonological rules included abovs.

The most'difficult phenomenon to account for is the -
complexity of root- inltial murphophonemics. To compli-‘
cate the situation, many root-initial alternatlons ars not
the result of phonological processes, but rather of a
cha;acteristically.Algonkian phenomsnon known as "initial
changs" (Taylor 1967). For sxample, we find such doublsts
as /paygttaawa/fv /i(i)pottaawa/ 'he flew', as well as

otherwise unexplainébla optional alternations of vouwsl

- length such as that in the first syllable of

/isiksipgwa/rv./siiksipgwa/ 'he was bitten' . Of course

we havs not tried to account for.such alternations in the

preceding phonoiogical rules. But we have attempted, with

partial success, to account for the more common altserna-
tions which ssem to be the result of phonological processes.
Compare the initial variation in the listed forms of the

following two intransitive verb roots:
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root gloés: "rops' 'head'
: /b! /akggt/ /ookatakita/
a|l /nitsiikeaa/~s /nitokaa/ /nitsiikataki/~~/nitoockataki/
£ 3 ~ /iikaawa/  /iikatakiwa/
g 3 fut. /aakokaawa/ /gakookatakiwa/
\3 dur. /ggkaawa/ /gobkatakiﬁa/
noun /akaani/ - /ookatakssini/

Each of these two vefbs is repressentative of a class of
roots (the Pirst much larger than the sécond) which show
the same alternations. . Unfortunately, thers are many verbs
which bshave almost as one of these twd,'but differ in one
or two qf their verb forms. Navartheless; we have listed
a [wis:)-initial underlying form for all roots (such as
'fopa') which show the ii/o alternation; and assumse that
whenever the phonological rules above would result in this
[wi:) being realized as a.(singla) i 1in word initial
syllables, the i>/a/ Fo; some unexplained reasuon. Roots
(such as ‘'bead') which show an ii/oo alternation, we
ligt as Kwiij-—initial. Thus the underlying forms of
'rope' and 'bead' are [{wi:kaa) and Kwiikaﬁa:ki],
respectively. |

Not only verbal roots sxhibit this alternation; com-

pare the following shapes of the root (mwi(:)mii) 'fish':

/mamiiwa/ 'fish'.
/omahkomiiwa/ ‘ 'big fish'

/nitsiimiihkaa/ ~ /nitomiihkaa/ 'I caught a fish'
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Another of the many difficulties that should be
- mentionsd 1s that whenever consonant-initial roots occur
in initial position in independent finite verb forms, an

/i/ or /ii/ increment precedes:

/ikahtsiwa/ < [kaxtiwa) 'he gambled'
(cf. /kahtsita/< [[kaxtit) 'gamble!"')
/iikskimawa/ < [KI:skimawa} 'he hunted'

(cf. /ksiskimata/< [[kI:skimat} 'hunt!®
Word stress patterns appear to be a function of both
vowsl length and inherent stress of certain syllablss,
although analysis of this system is still incompletse. It
is worth pointing out that the stress rules wiil svidently
have to bes sensitive to vsrbal vs. nominal status: cf.
nitgmitaama 'my dog'v and nitomitggmi 'I have a dog'.
It should be obvious that a good deal more investiga-
tion must be dons baforé Black foot morphophonemics can be
said to be under control, let alone accounted for evsan
on the level of descriptive adequacy; yet the many problems
that remain have little or no bsaring on the main goals of
this thesis.
0.4 ABBREVIATIONS AND CONVENTIONS

Most abbreviations listed below are definsd as intro-.
duced; -the first two are nowhere defined in the text.

SD The _structural description of a given rule specifies

the class of strings to which the ruls applies.



SC

AFF

AG
ablat
aqcbmp
AI

an

anl

BEN }
ben

C (in 0.3.2)

C
Com
conj
cont
- cor
CS

D

dep
DEVEL

dur

elev
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The structural change of a given rule is simply its

output; i.e., the string to which it applied with

changes as required by the ruleﬂ

argument (term) of a
proposition

affix v
agent

ablative -

accompany

animate intransitive
animate (gender)

animate (semantic)

benefactive
consonant
conjunctor

comitative

con junct

continuént

coronal
non-instigative cause
demonstrative |
dependsnt
developmental
durative

existential operator

elevation

| Ess

~ EXP
fn
FORM

FORMCOND

fut

A 4

GL
giot
hypoth
I

ID

11
imper
incert
incorp
indep
instr
intrans
k

L

LT

gssive

gxperiencer

‘footnots

formative

formative condi-
tion :

future

generic operator
goal

gloftal
hypothecative
instrument
identificatioﬁ

inanimate intransitive

imperative

incertitude

incorporation

'independant

instrumental
intransitive

constant

location

lexical transform=-
ation



m means

N

n © noun

narr narrative
nas nasal

NEG

neg negative
NOm

nom [ nominal
NP noun phrase
NS ‘noun stem
0 - object

P(chapt 1-3) possessor

P(chapt 4) predicats
pers person

pl plural

PMm phonological member
poss possessor person

PP predicate phrase
PRED predicate

PREDCOND predicate condition

PROP proposition

prox proximity

PS phrase structure
PSI '
psi} pssudo-intransitive
purp purposive

R result
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REFLEX
reflex raflexive

RECIPR}
recipr ) reciprocal
rel relator
S sentence
SC - sourcs
sg singular
sibl '8ibling
spec specific
sub subordinate
sub j subjuﬁctive
syl syllabic
T time
TA -  transitive animate
TI transitive inani-
mate
tr-agree transitive agrse-
.ment
trans transitive
Vv(in 0.3}2) vowsl
) verb
v variable
voc vocoid
VP | verb phrasse
VS verb stem
yo younger

x(chapt 1-3) participaht
unspecified
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‘Uther symbolss

WyX,y,Z are used as refserent variables in chapt.4.
X 1is a variable in rules; if more than one X occurs

in the sams rule, they are not necessarily identical.

g null

< derived from

¢ directly dominates
> dominates

speaksr

addresssse

prominent topic of animate gsnder .

P BN

less prominent topic of‘animate gender

12 1 and 2 involved jointly ("inclusive ‘we'")
< v > encloses an ordered pair

~s alternating with

r\/[ ] porﬁion in brackets is not permitted

¢ imperative verb form

+

PN equivalant concatenators; the second is used where the

first might be confused with the use of + as a
feature valus.

— in rulss, the arrow symbolizes the rewrite operation;
such operations are obligatory unless otherwiss indi-.
cated. |

—> (in glosses) repressents the diréct relator (see 1l.l).

¢«— (in glosses) represents the inverse relator

3 divides SD of transformational rules into chunks for
indexing.
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A under a consonant indicates fronting

. undsr a consonant.indicates bécking.

ome rule conventions:

———

Varti:al lines in rules indicate the line convent-

ion, so that ISI-——é gl/_E abbreviates A —C/_E

‘and 8 —D/_E.

The slant bar, as seen just above, means 'in the
environment to the right'.

The underline of a blank indicates a particular
place in iha envirnnﬁént. |

‘Braces enclosse disjunctively ordered entitiss,
unless othgrwise indicated. Thus A-—){g/—c} abbreviates
the two rules A ——58/_C and A—D, with the further con-
straint that they are ordered as listed and that if the
first is applicable, the second doss not apply.

Greek letters ars used as subscripts on pareﬁ-
théses to mark pairs of mutually dependent sntities in
rules. Thus A—B(C) /_D(E), abbreviates A—B8/_D
and A —»BC/ DE - .

Gresk letters are also used for featﬁre‘vaiues; in
any given rule, the same Gresk letter always represents
the same valus. Thus, [+voc]— [-xsyl]/[xsyl] _
abbreviates [+voc]—[-syl]/[+syl]__ and

[+voc]—[+syl]/[-syl] _ .
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1. SKETCH OF SURFACE STRUCTURE
1.1 SURFACE SYNTACTIC CATEGORIES AND AGREEMENT

(a) oma ninaawa iyimmiwa (AI) ‘the man laughed'
the man he laughed
(b) nitakomimmawa nohkowa (TA) 'I love my son'

I love him my son

(c) oma askiiwa iinima kookgwayi (TI) 'the woman saw
the woman she saw it ybur house your house'

In traditional Algonkianist terﬁinology,'the three verbs

of sentences (a) - (c) are animate intransitive (AI),

transitive animate (TA), and transitive inanimate (TI),

respectively. (Analyses of these sentences are given
below.) TA verbs occur with objects of animate gender,
whilé TI verbs occur with objects of inanimate'gender.
Every Blackfoot noun is inherently a member of one of
thess two gender classes; this classification pervades the
grammar. Since gender classes arse _syntactic (grammaticél),
not semantic, it should not be surprising that there is no
obvious real-world rationale behind this classification;
one can expect nouns which have living beings as their
denotata to belong to the animate class, but the animate
class also includes a large number of nouns that violate
this criterion; e.gp; [wixpokoN) ‘'ball', [oapIxp) 'eye',
[(naato'si) 'sun, holy-powered one', [wIxk) ‘'pail',

(1ttdwan) ‘knife'.
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In sentences such as (a), (b), and (c)} the verb has
inflectional affixes determined by number (singular or
plural) and person (speaker, addressse, or.topic) of
both sub jsct and object.l The "sub ject" of a verb is termed

the actor, and the object with which the verb must agraee

is traditionally termed the goal.

oma ninaawa 'the man' is actor in (a), and the AI
yérb iyimmiwa 'he laughsd! has agrseing third person
suffix‘ -wa.

Speaker is actor in (b) and requires the prefix nit-
on the TA verb Kakomimm]_ 'love'; thers is no separate
word marking speaker's (or addresses's) involvémant in
mbst sentences unless this involvement is to be emphasized,
in which case the so-called independent pronoun niistowa
(kiistowa, for addressee) would be present in addition to
the agreeing verb prefix nite- . nohkowa 'my son'
functions as goal in (b) and requires agreeing suffix
-wa on the TA verb.

The -a immediately hraceding the -wa suffix in the
verb of (b) is a relator. In TA verbs, thes person affixss |
do not signal the function of persons, buf only that they
are involved; the relator removes the aﬁbiguity as to which

participant involved is actor, in the following manner.

1 Unlike many other Algonkian languages, inanimate
intransitive (II) verbs taks the sams third person (sg and
Pl) inflectional affixes as AI verbs. O0Of course, thess
are the only 'persons' II verbs are inflected for.



. - : , 32
There is a ranking system apparently based on somsthing

like personal closeness to the speaker. Rank is descend-

ingly ordered as: speaker, addresses, participant un-
specified, major animate topic, less prominent animate
topic (see below). These will be symbolizéd as 1,2,x,3,4,
faspectively. (The so-called "{nclusive ‘'we'", speaksr
and addressee involved jointly, will be symbolized by 12)
There are two relators; one which signals that the actor
" is of higher rank than the goal, and another which signals
the reverse.2 |

In (b), then, niﬁ- signals speaker 1s involved, -wa
signals major animate topic is invdlved, and relator -a
signals that the higher ranked of these two (1 or 3) is
actors since 1 outranks 3, speaksr is actor and 3rd
person is goal. Compare nitgkomimmoka‘ 'he loves me'; in
which the other relator -ok signals the reverse relation-
ship to that signalled by -a in (b). (The relators have
several variant shapes, and in same combihations of actor
and goal pesrsons, one ségmant serves simultaneously as
relator and indicator of speaker's involvement. See Frantz
1967, p.l44.)
| oma aakiiwa 'the woman' 1is abtnr in (c) and raqﬁires
the agreeing ending -ma on the TI verb [[I:ni) 'see'.
kookowayi 'your house' 1s the goal of inanimate gender.

Recapituiating and expanding, we have thus far dis-

2 For much more detailed description and exemplifica-~
tion of these matters, see Frantz 1966, especially sec.3.

e

\o 3
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cuséed threa'major clause types. They are:
I. Intransitive. These have two major constituents: a
noun phrase (NP) as actor and an intransitive verb. (we
ighore for the moment clauses with an object that has no
specific referent, though as far as agreement is concerned
such clauses arse intransitive. See sect. 1.2, paragraph d).)
This typs could be subdivided into animate intransitive and
inanimate intransitive, according to whether the actor is
’ aniﬁate or inanimate, since intransitive verb stems which
09cur'with an animate actor often differ siightly in shaps’
'from the corresponding stems which take inahimate actors.
The relative order of verb and actor seems to be aof no
discernibls semantic 1hportance. .
Vverbs are inflected by both prefixation and suffixa-
tion in all but imperative and subjunctive pafadigms (see
1.5.);'ths latter twoc employ suffixation alone. Ih‘the
intransitive independent verb, e.g., prefix kit- signals
addressee is actor, and nit- signals speaker is actor.
(These prefixes have a shorter form before certain pre=-
verbal roots.) " Third person singular and plural are marked
by suffixes <wa and -ylawa, respectively; the latter is
reduced to -yl if the actor NP immediately follows the
.verb. fhare is a sub-class of AI verbé which add -m
before the third and fourth person (independent) verb'
suffixes; s.g., aippiima 'he enters' (cf. nitaippii

'I entsr'). Plurality of 1 and 2 are marked by suffixes

1a-4
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-(1)nnaan and -oaawa, respectively (a cluster [(xp) is
automatically inserted before these two suffixes in the

affirmative). 12 as actor is signalled by suffix =-o'pa.

I1I1. Transitive Inanimate. ‘The three ma jor constituesnts
are animate NP as actor,‘inanimata NP as goal,'and a TI
verb. Relative order of these seems to be of little if
any semantic importances.

The TI verb mﬁst be inflected to agree, in both person
and number, with the actor. 1IN gensral, the verb inflection
also reflacts number of the goal, but with a third person
actor, plurality of the goal is reflectsd in the verb only
if the goal NP is not overtly present in the immediate

clause; this holds trué in imperative verbs. for examplse,

cfs
pommatoot omistsi miinistsi 'Buy those berries:'
pommatootaawa : 'Buy them (inan.)!'

many of the same inflectional affixes which occur on
the AI verb are found on TI verbs. Independent TI verbs
with third person as actor comprise a sub-paradigm in that
they have /m/ or /mm/ immediately following the TI stem
where all other memberg of the indepandént paradigm have
[vxp), and plurality of the goal requires suffix [[Iti],
while elsswhere in the paradigm it is marked by suffix
[yiawa), reduced to /yi/ if the goal is overtly present
in the immediate clause. Thesse suffixes which are required

by a plural goal are added at the snd of the verb, and so
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any inflectional suffixes required by the actor will pre-

cede them.

III. Transitive Animata; The three major constituents

are animate NP as actor, animate NP as goél, and a TA

verb. Relative order of thése constituents is most certain-
' ly not crucial in terms of syntactic function; in fact, the
only gevident constraint on ordering of these is in terms

of person: the major third person NP, regardless of

whether functioning as actor or goal, normally precedeé

a less~-prominent ('fourth person'% NP. Changes in this
particular ordering may be a FunctionAof emphasis.

The TA verb must be inflected to agree with pérson and
number of both actor and goal. Here again, however, we
find that :some agreement suffixes ars not present if the
NP with which they agree is overtly present in the immedi-
ate clause. E.g., the full independent paradigmatic
ending for 3—4 (3 actor, 4 goal) is [yiiwayi}, but the
final /yi/ is present only if the NP, as goal is not
present in the immediate clause. Another example is that
the verb ending fer 3—4 pl does not contrast with the
ending for 354 if the NP4p1 is present in the immedi-

ate clause. There ars several other such cases. But con-

sidering the TA paradigm of full forms, we find 69 possible

non-reflexive combinations of actor and goal, including 9

3 Sée 1.2 for an explanation of 'fourth person’.
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with actor unspecified. The total of &9 also includes
four combinations invclving fourth person acting upon an
animate goal (which we might call 'fifth person') that is
subordinate to fourth person. gf the 69 combinations,
63 are actually contrastive: there is no contrast
betwsen 2 and 2 pl when involved with 1 pl (as
either actor or goal); and forms with 12 as actor (and
3 or 4 as goal) are the same as those with actdr unspeci-
fied.

wWhile we will not include an analysis of the TA
paradigm, we should reemphasize that é person ﬁrefix on a
TA verb does not necessarily refer to the person of the
.actor, but rather a particular affix signals on}y that a
particular pérsén is involved. 1In fact, presence of the
prefix nit-, 8.g9., can be said to signal %hat the’
addresses is not involved, as well as signal that the
speaker is involvea; this is because all combinations with
addressee involved (other than jointly with speaker as 12)

have prefix kit- whether or neot the spsaker is involved,

and these prefixss are mutually exclusive (fill the same
'slot'). The relator, mentione& abpve as the main dis-
ambiguating affix with regard to syntactic function,

immediately follows the stem.?

4 For an attempt at slot-class analysis of the TA
paradigm, see Frantz 1966 (p.53). For a discussion of this
paradigm in terms of Pike's matrix method of analysis, ses
Frantz 1967 (pp.l42-146).
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Quits often a verb will be inflected to agree with
lcertain features of a third or fourth person referent
which is neither actor nor goal, but only if an NP for
that referent is not overtly present in the immediate
clause. |

(a) oma ninaawa nomohtsitsinikooka ohkoiks
that man-3 I-about-recounted-«3 his;son-4pl
'The man told me about his sons'
(b) oma ninaawa ngmohtsitsinikookaiks
that man-3 I-about -recounted-¢-3-4pl
" 'The man told me about them'
Comparing (a) and (b), we find that when the plural
" adjunct 'his sons' 1is deleted as in (b), the verb
‘acquires a 4 plural suffix /iks/ , even though 'his sons'
cannot be_goal, bacause the speaker is goai.
(c) nitsitapsskonaki omiksi aattsistaaiks
| I1-to-shoot those rabbits-=3pl
'I sﬁot at the rabbits'
i (d) nitsitapsskonakiawa
I-to-shot-3 pl
'I shot at them'
Again, (d) has a suffix /awa/ whereas (c) doss not have
this suffix. (See 4.4.2D regarding analysis of (c).)

Under conditions not yet fully understood, a suffix

/yi/ is added to transitive animate verbs if a singular

ad junct referent is not overtly represented by an NP in



the immediate clause. Compare (8), (F), and (q)

latter has the suffix in question):

(e)

(f)

(a)

nitainihkohtomoawa
I-dur-sing-ben-—3

'I'm singing for him'
nitainihkohtomoawa otsinihkssini
I-dur-sing=-ben-—3 his=-song
'1'm singing his song for him'
nitginihkohtgmoawgyi
I-dur-sing-ben-—3-adjunct

'I'm singing it for him'

Compare also (h) and (i)

(h)

(i)

nitohkotauwa ponokaomi taayi

I-give~-—3 horse-4

'1 gave him a horss'

nitohkotawgyi
I-giva-—aS-agjunct

'] gave it to him'

38

(the

(one cannot help but observe that in both (g) and (i) the

ad junct would be so-called 'direct object' in English,

while the goal would be 'indirect ob ject'.)

If ths

ad junct referent is plural, suffixes Kltii and KikI}

ars used for inanimates or animate adjunct referents,

respectively (presumably the same phenomenon as in (b))
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(j) nitohkotawaistsi
1-give~—3-pl[-an]
' gave theﬁ(inan.) to him'
(k) nitohkotawaiksi
1-give-—33-pl[ +an]
.'I gave them(anim.) to him'

1.2 NOUN INFLECTION

ADascfiption of noun inflection requires recognitioh
of the following'Five categoricél'oppositionss

A. animate vs. inanimate gender, as discussed above.

B. main animate topic 3 'vs. less prominént (subordinate)

topic 4:

within a clause, and usually within é'sentence, only
one animate gender topic may be assigned to the third person
category; ahy other animate topic (withnspacific referent -
see below) must be marked as less-prominent (traditionally
termed "obviative"; see also 2.3.).
(c) nohkowa isskonakatsiiwa omi aattsistaayi
my-son-3 shoot-3-—4 that-4 rabbit-4
'my san shot> the rabbit'
In'exémple (c), nohkowa 'my son' is marked as 3
by suffix -wa , gattsiétaayi 'rabbit' is marked as 4
by suffix -yi.‘ The TA verb ~isskonakat- 'shoot' has
suffix -yiiwa which is required by this combination of

3 actor, 4 goal.
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' C. _singular vs. plural

Animate plural and inmsnimate plural nouns (with
specific referents - ses bslow) are marked by suffixas
[ik1) and [Iti), respectively. Examples are: nohkgwaiks

'my sons' and kookowaistsi 'your houses’.

De. sEecific VS. non-specifid

Discussion under B. and C. above_had to be qualified
because the categories 3 vs. 4 , and singular vs. plural
are irrelevant if the speaker has no specific refersnt for
the noﬁn in mind. (We must make it clear that this is
different from the notion 'indefinite' which has to do with
establishment of a refé;ent for the addressee's bensfit.)
whersas specific nouns occuf as ob jects of transitive verbs,
and require verbal'affixas correspondingAto their number and
person, non-specific nouns occur as objects of pseudo-in-
transitivs (PsI)5 verbs which are inflected for actor only;
‘as are othpr intransitive verbs. Contrast (d) with (c):

(d) nohkowa isskonakiwa aattsistaai
'my son shot rabbit(s)'
In (d), ‘'rabbit' bhas non-specific suffix -i . This
same suffix is used on non-specific inanimate nouns. Note
that (c) and (d) have different verb stems (obviously, the

verb stem of (c) (-isskonakat-) is derived from that of

5 Pssudo-intransitive verbs may be inherently so, or
derived. Sse section 3.1.
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(d) (-isskonaki-), but for this sketch of surface syntax

we ignore this fact, taking it up in 3.1).

E. generic vs. existential

While the spsaker may have no particular rsferent in
mind for a nbn-spacific noun, he may intend to refer to
the generic set of denotata for that noun. This is marked
by suffix -waa(') :

| iiﬁiiwaa(') aooyi(wa) matoyihkoi 'éuffalo eat grass'

Note that sven though ‘'buffalo' is not specific, the |
verb aooyiwa apparently has 3 suffix -wa , though it
does seem to be optional, as indicated by the parentheses.
(This area needs much more investigation.) |

The following diagram:summarizes what we have said thus

far about inflectional categories for nouns:

Noun Stem
—w_

animat inanimate

——

" : e
spsEl fic  Then-specific speeific
-/—-' \\ /’/\ /\
3 'Q generic existential S\
/\ 7N | l l : S
sg pl pl sg : sg pl
I M ' A {

-wa ~ikI -yi -waa(') -1 -yl  -Iti

While 3pl and 4 pl are marked by the same suffix, they
are kept separate on the diagram because they requirs

differsnt verbal suffixes of agreement.
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1.3 POSSESSIVE AFFIXES

We may divide all nouns into thres classes with regard

to posssssion:

1.3.1 Qbligatorily possesssd nouns never occur without

persons 1,2,3,4, or a combination of these, as possessor(s).
(This class largely consists of kinship terms.) The

characteristic possessive affixes for these are:

1l n- l pl Neccnmemeeo= nnaan

' 12 L nnoon
2 k- .2 pl - e ) oaawa
3 w- 3 pl W m———————— caawa

4 Wewm--ayi

As an example, we give the pﬁssesséd forms for 'mother'

(stem Kikatj):6

1 niksissta 1 pl niksisstsinnaana
12 kiksisstsinnoona

2 kiksissta 2 pl kiksIsstoaawa

3 oké&sstsi 3 pl . oksisstoaawayi

4 oksisstayi

Forms possessed by 1 or 2 are shown with third berson
suffix [wa] (reduced to /a/ after a consonant); i.s.,
the noun itself is third person. Ths final Kyi] (reduced
to /i/ after a consonant) in thé forms with 3 as
Possessor is required becauss any animate noun possessed by
third ﬁerson is automatically fourth person (see 2.3). The

regular animate or inanimate, noun pluralizing suffixes are

6 Some speakers assibilate the initial k of the forms
with 2 possessor, indicating that the underlying shape of
this stem may be ﬁIkat . Also, a variant, kiksisstonnoona
of the form with possessor is often heard.
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addsed after the possassive affixes shown above.

1.3.2 Inherently possessed nouns take sssentially the

same affixes shown for obligatorily possssssd nouns (thﬁugh
a sub-class taks lﬂ-u,[zero] prefix .For 3 instead of w-),
but may occur without any of these. (This c;ass largely
consists of body parts.) A large number of.these have an
'm~ increment when unpossessed, which ssveral other treat-
ments .of Algonkian languages refer to aé marking "indefinite

possessorﬂ7.

1.3.3 Most non-ihhereht;y posssessed nauns have a suffix

Kim] when possessed and, except with 12 possessor, take

the person prefixes normally associated with verbs; in a

later section they will be treated as closely related to

' verbs. For the present, an example ([{wi:mitaa) 'dog')
will suffices

.1 nitomitaama 1 pl nitomitaaminnaana

12 kitomitaaminnoona
2 kitomitaama 2 pl kitomitaamoaawa
3 otomitaami 3 pl kitomitaamoaawayi

4 otomitaamiayi

(Comparé nitomitaami Nnits_j_._imitaami8 'T have a dog's.)

i

7 Thess nouns which take the m- increment are then
grouped in those treatments with the obligatorily possessed
nouns as "dependent" nouns. Here, howsver, we reserve the
term ‘'dependent' for roots (nominal or verbal) which can
occur only in combination with other roots.

8 These are free variants, showing the two possible
realizations of [{wi:) after a person prefix (see 0.3.2).
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1.4 ASPECT:

Blackfoot, like other Algonkian languages; makes
extensive use of preverbal formatives which sighal such
things as aspect, manner, spacio~temporal relations, etc.
most of these are depsndent roots, which we shall later
(4.4.2) treat as originating apart from the remainder bF
the verb and subsequently combined with it by transforma~
tional rules. A few of tﬁese formatives are appropriately
termed aspect markers. The meaning of these is not readily
determinable, and often appears to be a function of the
co-occurring verb root, at least in-so-far as attempts to
express these meanings in English are concerned. Some of
the more common ones ares

(4] ‘'durative/iterative' (the shape of this morpheme
may actually be -[yd): aisootawa '‘'it's raining/it rains
(reqularly)’, nitgissksinoawa 'I'm thinking/learning of
him' (cf. nitssksinoawa 'I know him').

[ika) ‘'completive' g_kai'niuua9 'he's Head(already
died)'; gkad'toowa thera he is (he's arrived)';, nikaayoomi
'] have a husband'.

[4:x) 'future/intentive’': aakssootawa 'it's going

9 Recall (from 0.3.2) that certain instances of initial
short i>a. The completive marker is one of several forma-
tives that take n,k, and § as person prefixes instead of
the expsected ones.
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10

to rain',  aaksooyo'pa 'we (12) will esat/let’s eat'. .
{saki) 'incdmﬁletive/continuative' : sakiaitapiyiuwa

‘the's still living', nitsakigissksinoawa_ '1 remémber him®
(the two Féragoing exampleé contain both the incompletive
and the durative - cf. 'I'm thinking of him' above).
| fwi:ma) ‘'to the present time' : matomao'toowaatsiksi
'he hasn't yet arrived', iimaitsskaawa 'he's fighting ;at',
kgtao'mayiistapgowaatsiksi 'did he leave yet?' (This
aspectual preverb, which is less‘cohmon than the others,
has much in common semantically with Ksaki]; perhaps the
latter, like English still, presupposes that the addresses
knows of the event or action.)

one might expect varbs with no aspect marker to be
neutfal as to aspect; yst the most common English translg-
tion given for such forms is simple past. while, in many
cases, this is doubtless due simbly to the fact that thers
is no cl&sef English equivalqnt for such Formsll, it serves
a usseful purhose for the investigator by helping him to
recbgniza the semantic character of those verbs whiph are

not so translated when 'neutral'; note the glosses

10 Taylor 1969 (p.300) lists only -ayaak- with this
meaning, and says that it is usually reduced to aaak- .

It should be noted that while I am unable to arrive at a
consistent semantic characterization of the difference, my
Thformants insist ' there are_two such prefixes, which I take

to be [(A:k) and [(aya(a)k].

11 No English verb "tenses' are really neutral for aspect:
"present-progressive” is incompletive, "simple present” is
iterative for non-stative verbs and (usually) completive

for stative verbs, etc. "Past" is probably the closest to
being neutral for aspect, though it usually assumes com-
pletive aspect.
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given just above (under listing [[4)) for TA stem
Kkaino} with and without durative aspect.

‘1.5 ORDERS AND MODES

Traditionally, Algonkian verb paradigms are classi-
fied along two additiognal parameters: "order" and "mode"
(sse Bloomfield 1946, pp.97-103.). Thess terms are techni-
cal, for most of the orders correspond semantically to what
in other fields ofvlinguistic description, are uéually
called."modes" or "moods".l2 The rationale for deciding
what is an order and what is a mode seems to be somewhat
as follows: two paradigm classes belong to different
orders if their inflectional systems are distinct enough
so that they require description as separate sub-systems
of the language; but if their systems seem closely related,
so that, e.g., one may be derived from the other by some
fairly simple process, they are differsnt modes of.the same

order.ls‘ In practice, howevsr, semantic and distributional

considerations enter in, so that the above criteria are

12 Uhlenbeck did use the term "special mood" for what
other Algonkianists call orders. He lists indicative, im-
perative, conjunctive, sub junctive, and potentialis as
special moods of Blackfoot. His attempted semantic char-
acterization of these as degrees of "repression of com-
munication" is puzzling (p.157). -

13 For an example of such svidence presented as an argu-
ment against the validity of order status for functionally
interrogative verb forms in Cree, see Ellis 1961. (The
reader should be warned that £llis [p.119] misleadingly
quotes Gleason's definition of an entirely different tech-
nical term: .. 'order' meaning morpheme slot-class.)
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never followed rigidly.

otla the above rationale could lead one

As for Rlackfo ’

to relate the independent verb paradigms and conjunct verb
paradigms as modes of one order, since the person affixes
of the two groups of paradigms are nearly the same. But
the independent paradigms themselves have two modes, the
affirmative and the non-affirmative (see below); the
latter are derivable Ffom the former (see Frantz 1967,
pp.141-142). Blackfoot also has an‘ﬁunreal" (Taylor's
term; Uhlenback called it the "potentialis") mode; these
paradigms, too, are derivable from the corresponding
independent paradigms. Clearly separate orders by the
above criteria are the subjunctive paradigms and the im-
perative paradigms.

But of course, the place of these paradigms in Black-
foot syntax is of far greater importance than their

taxonomy. Their uses are sketched in what follows.

1.5.1 Use of the imperative parallels that of the gnglish

imperative constructions. Any imperative may be negated (tp
form a prohibitive) by prefixing min- (the initial /m/
fluctuates more or less freely with /p/ in this and one

or two aother formatives):

asai'nit ‘cry!', minasai'nit ‘'don't cry:'.

14 Sea the appendix for the paradigmatic affixes undsr
discussion.
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1.5.2 Tﬁe independant paradigms, as the name implies, are

used in non-imperative independent cladses. The non-affirm-

ative mode of these is obligatory when the verb is negated

(by prefix Kmat}), but when used otherwise the non-affirm-

ative mode expresses uncertainty15 (pérenthesized portions

of Blackfoot examples are optional):

matsakiaopiiwaatsi(ksi) 'he's not home', sakiaopiiwaatsifksi)

'he's home?' (cf. the affirmative: sakiaopiiwa ‘'he's

home', litérally ‘incompletive-durative-stay-3');

nimatacoyihpa 'I'm not eating'. A prefix kata'- is

often found with non-affirmative verbs as interrogatives:
kata'yao piiwaats(iksi) 'Is(n't) he home?'.

Such questions (probably) have a negafive flavor, since

kata'- 1is a negative, found, e.g., in verbs used as nouns:

kgta'ygyoohtsimiwa 'not-hearer (=deaf one)'. Although

one informant daﬁlared that use of kata'- is the "correct"

way to form yes-no questions if really expecting an answer,.

it has been my experience that yes-no questions with kata'-

are much less common than those formed simply by use of the

non-affirmative mode.

15 Similar to the use in English of intonation up-glide
without sub ject-verb inversion: g
'vou're {117’

Taylor 1969 (p.308) says mat- also occcurs with the
affirmative ending. It*is difficult to determine whether
such examples, and they are common, are bona fide or mere-
ly reduced forms, bscause informants would accept them in
either cass.
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1.5.3 Broadly speaking, ﬁhe conjunct is used in dependent
clauses which are non-presumptive, while the subjunctive
occurs in those which are presumptive. The Pormer includse:
A Non-suppositional16 antecedent (prerequisite) for a
main-clause consequent: |

iihtoki 'takiwa nitsiiptapodhsi

result-angry-3 I-left (conj)

'he was angry‘becausa 1 left’
As illustrated, in cbndition-result situations the verb of
the main-clause (consequent) usually has the 'result’
marker [Mmwi:xt] ; its surface shape is iiht- in the
example.
8. Closely related to the above use of the conjunct, is its
use in temporal clauses of past occurrence:

g;hpiyiwa nitai'to'toohsi

dur-dance-3 I-when—there—afrive(conj)

'He was dancing when I got there' )
(The prefix a'- [glottal metathesized to next consonant]
seems to mean ‘'at a certain time' and prefix 1it- to
mean ‘'at a certain place'; it- ~signals either (or both)
of these 'meanings' when used in independent verbs. a'-

occasionally is found in independent forms, but then seems

16 Uhlenbeck states that the conjunct is also used in same
suppositional clauses, but all his putative examples of "the
suppositional con junctive" (ps164) appear to be subjunctives
(some subjunctive and conjunct verb inflectional_endings
differ only in short s vs. long sS [from [xs) after

i], a contrast Uhlenbeck rarsly recorded).
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to héve a slightly different forcej; ses Taylor 1969, p.307,

for examples.)

C. Also closely allied to A above is the use of the
conjunct in purpose clauses: |

iihtg'toowa nghkitsspgmggyiséi

result-arrive-3 I-to-then-hélp-edﬂconj)

'He came here to help me’
Notice that this type differs from examples such as that in
A only by the prefixation of [mdxky =and [it] to the
conjunct verb. (The preverbal formative Kméxk] is
another one of the several that requirs person prefixes
n-, k=, g (zero) for 1, 2, and 3, respectively, instead
of the expected ones.) Conjunct verbs with the nominali-
zing suffix [n] or [xsin] (in place of ths [xs)
cluster which is characteristic of other conjunct verbs)
but still making use of verbal person affixes, occur
commonly, but not exclusively, in purpose clauses:

iihtssaksiuwa annahka ninnahka ngghkitso'kaani

result-exit-3 that onesg my-fathers I-to-then-sleep-nom

'my father went out so I would sleep.'
D. Verb complement:

iimai'takiawa nikai'nissi

believe-3pl (AI) I-complet-die(conj)

'They believed that I was dead.'
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" nitssksiniihpa nitaomai'toyissawa

I-know(TI) I-dur-believe-e3pl(TA conj)

'I knew that they believed me'
(one might have expected a nominalized verb here Eand a
Eonjunct nominal would be acceptable - see below] as goal
of a TI verb, but this seems to bse a case aof a conjunct
verb as complement of a main verb which, unlike the root
[wiimai't) ‘'believe' in the preceding example, cannot bs
nintransitivized" - ses section 3.1.)

Conjunct verbs are negated by addition of prefix
[(sa): nitsayiistahooﬁsi ‘that I didn;t go away',
nltsamgooyissi 'that I'm not eating'.

perived from the conjunct, and in some contexts

virtually equivalent to it, is the conjunct nominal.

(These nominals have functions in common with English
factive, action, and gerundive nominals (Lees 1963).) To
every conjunct verb form there corresponds a nominal
formed by substitution of p for s in the (xs)
cluster characteristic of conjunct forms (the szj
cluster follows the relator in TA conjunct forms and

follows the stem in intransitive and TI conjunct f’orms):l7

17 See appendix for the paradigms; note that conjunct 12
forms have [['s) rather than [(xs]. |



CUnjdnct Conjunct nominal18

kitaanistohsi kitaanistohpi

2-said to-¢«I (conj)

'l said to you' 'what I ‘told you'
otsilsowahsayi otsiisowahpiayi

3-feed-4(conj) ‘what he fed him'
manistggkaksstsimaahsi manistggkaksstsimaahpi

manner-rule-3{(conj) " 'his manner of ruls/

way hs rules'
As an illustration of a context where informants find
these‘virtually equivalent, bompare the example fraom A
above (repeated here as a.) with a sentence (b.) that
is the same except for substitution of the conjunct nominal
for the conjunct verb s
a. iihtoki'takiwa ninna nitsiistapoohsi
result-aﬁgry-S my-father-3 I-leave(conj)
b. iihtokitakiwa ninna nitsiistapoohpi
my-lsaving
c. iihtoki'takiwa ninna nitsiistapoohsini
my-leaving

a«y be, and c. all translate as 'my father was angry

18 Uhlenbeck 1938 (pp.101-108) lists some of these forms
with [[xp), which he called a "relative suffix" (probably
because these often translate as nominal clauses introduced
by 'what' in English), but did not notice that these forms
are derivable from conjunct verbs. Taylor, on the other
hand, correctly recognizes the relationship, though his
corpus svidently contained no evidence of their surface
status as nouns (see below); hence he termed them verbs of
a "relative conjunct mode" (Taylor 1969, pp.169, 277).
Bloomfield's description of a "participle of the conjunct
order" (1946, p.l0l) for proto-Algonkian seems almost to
fit this construction. '

52
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because I laft.'lg c. has the corresponding conjungt
nominal formed by the nominal suffix [(xsin] (as mentioned
in C. above) and is also nearly equivalent to a. and b.
(As far as I am able to ascertain, the nominalization

suffix may be used, though not fresly, in place of the €3
suffix as an alternate way of forming conjunct nominals.)

_ while the verbal character of conjunct nominals is
indispﬁtable (they take verbal person affixes, not pdssess-
jve affixes as do other deverbal nouns), they are nouns
at the most superficial level of syntax; witness the inani-
mate plural demonstrative and the 1n§nimate plural suffix
of the next example: .

omistsi otsito'toohpistsi

those 3-thspe-arrivefconj.nom-plI

'the places he went' |
This example illustrates the Blackfoot equivdlént of
English locational clauses.zp

Conjunct nominals whose underlying verbs have 12 as

actor and stems which contain ﬁha instrumentél preverb
[mwis:xt] (see 3.5.1) or the locative preverb [it) are

often used as the common ‘names' for instruments or places,

19 Cf. the near-equivalence in English of 'That I left
angered him' and 'My leaving angered him'

20 Compare the nominal character of "where he went" in
English; notice that "places" had to be- substituted for
nyhere" to pluralize the English gloss.
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respectively:

- iihtacoyo'pi 'fork'
instr-dur-sat-12(conj.nom.)

ftaocoyo'pl 'rastaurant’

‘where-dur-eat-12(conj.nom.)

1.5.4 The subjunctive paradigms have no person prefixes;

consequantly a number of forms are ambiguous as to whether
the actor is speaker or addressee. AS noted above, these
paradigms are found in presumptive dependent clauses,
which include the following semantic types:
A. Suppositional antecedent for a main clause consequent:
ikkaminaayisi nitaaksspomooka
incert-chief-3(subj) I-fut-help-&3.
'If he's a chief, he'll help mse.'
ikkamapoyinowaainiki nitgakahkéyi
incert-dur-eat-2pl(subj) I-fut-go-home
'"If you(pl) are eating, I1'll go home'
As in thess examples, sub junctive verbs which are supposi-

tional usually have the 'incertitude' prefix [wikkam].

Be Iterative-antecedent for a main clause consequent:
kanaooyiiniki - ayo'kaawa |
avery-aat-l(subj) dur-sleep-3
'whenever I eat, he's sleeping’
kanginoainiki itawahkayiwa
avery-sse-I—3(subj) then-dur-go home-3

tgverytime I see him, he goes home.'
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In this semantic type, the antecedent has quantifier pre-
verb Kwixkana) 'all, svery' and the consequent has the

durative-iterative aspect marker [(ay.

C. Non-retrospectivse temporal clauses:
a'yo'kaainiki aakitahkayiwa
when-gleep-I(subj) fut-then-go home-3
'he'll go home when I (go to) sleep'
ao'tooyiniki l aakayo 'kaawa
when-arrive=-I(subj) Fut-dur-sieepAS
'when I arrive he'll be sleeping'
As shown, temporal subjunctive clauses usually have
prefix fa'} .
sub junctive verbs, like conjunct ve:bs; are negated by
prefix [[sa): | |
ikkamsaohkokkiiniki nitaakahkayi
incert-neg-give-le—2(subj) I-fut-go homse

'unless you give it to me, I'll go home.'

1.5.5 The unreal paradigms are derived from the indepen-
dent'paradigms by addition of suffix Kopij. (Surprisingly,
this suffix is positioned after whatever person suffixes are
prasent:excegt those which mark 3 pl, 4, 4 pl, or inani-

mate pl; these particular suffixes follow the [(opi}



56

suffix.2l whenever this positioning would attach fopi)
directly to the stem, a cluster (vxt] unexplainably
intervenes; in TI verbs this Kth] seems to replace the
[uxp) suffix which is otherwiss characteristic of a large
‘portion of the independent TI paradigm.) The unreal
indicates purely hypothetical (conﬁrary to fact?) predica-
tion. It is quite rare, but usually occurs in an ante-
cedent clause which states a hypothetical prequisite for
another clauss: | |
nitsinaayiihtopi nitaakomatsskoawa

I-chief-hypoth. I-fut-send-3

‘were I a chief, I'd send him.'
(Uhlenbeck 1938 (p.171) lists examples in which both the
antscedsnt and consequent clauses make use of an unreal
verb, but I have besn unable to glicit such from my infor-
mants.) Unreal verbs are negated by prefix [(kata'} or

[sa) (the latter after.preverbs):

21 At lsast one other formative is so positioned: the
'marrative' marker [(yiixk) which means something liks
‘this is not a first-hand account'. significantly, the
affixes which follow these two formatives are just those
suffixes which ars present in their full form only when the
noun with which they 'agree' is not overtly present. See
section 1l.1l.
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nikgtai'nagyiihtopi nitgaksakiggpii
:I-neg-be-chief=hypoth J-fut-still-dur-stay
‘wera I not a chief, 1'd still be home'
nitsitsayooyiihtopi nitaaksooyi anngohka
I-then-neg-sat-hypoth I-fut-eat now
'If I hadn't eaten then, I'd sat nouw.

1.6 DEMONSTRATIVES

most of the Blackfoot sxamples of precading sections
contained demonstratives which were glossed 'this',
‘that', 'these', or 'those'. In accord with their deictic
character, they occur with nouns that have a specific
referent only, and they agree with the head nouns in both
gender and numbsr. The only information they add about
their head noun is locational (unless they are extended by
various suffixes - sse Taylor 1969, p.212){

There seem to be four basic demonstrative stems.
(There may be another basic stem fam); if so, the scheme
presented hers will require revision because segmentation
of a suffix [o] is possible - [Taylor 1969,p.207].) whils
a good deal more investigation is called for, we can approx-
imate their central meanings in terms of proximity to speak-

er and addressee:
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amo . S anno

[ +1‘pro£w : [ +1 prox|
| -2 ﬁrox .. L+2 prox
om ) ann i
[ -1 prox] (-1 prox|
;72 prox| L+2 pProx|

WB.say that these features approximate the qantral meanings
of the stems because they seem to be extsnded and modified
in various contexts. For example, despite its central
meaning of proximity to addreésee, the stem - Kann] with
the suffix [xk] (the latter apparsently meaning something
1ike 'not pressent or visible') is commonly used in refer-
ence to an ébsent person ol ob ject. In such a case, ths
‘proximity to addresses' can only be understood in terms
of familiarity of the referent to the addresses rather
than physical closeness. Notice alsoc the glosses for
[anno] with suffixes [(m} ‘'locational focus', [(xk]

'not visible', and [fik1Y '3 pl':

anngma ‘around here'
annghka ‘now’

annooksi : 'peopls around here'
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2. PARTIAL GRAMMAR
2.1 DEVELOPMENT

As a starting point, we consider the kind of phrase
stfucﬁure (PS) rewrite rules! that would be necessary to
account explicitly for the syntactic facts discussed above
in 1.1 and 1.2 only. Considering first sentences such as
(a) - (é) of 1.1 (repsated here), we have three sub-classes
of stems: AI, TA, and Tl.

(a) oma ninsawa iyimmiwa  (AI) 'the man laughed’
that-3 man=-3 laugh=3
(b) nitakomimmawa nohkgwa (TA) 'I love my son'
I-love-—3 my=-son=3
(c) oma aakiiwa iinima-kookgwayib (TI) 'the woman saw
that-3 woman-3 see-3 your-house your house'
Note that rule 2. of the PS Rules below (next page) doss
not account for restrictions of occurrence of these verb
stems as described above. To do this within the Psvruleé,
we must substitute rule 2a (where subscripts A and I
indicate animate and inénimata). This, in turn, requires
that we substitute .3a. and 3b. for rule ‘3., to corre-
spondingly sub-classify the noun phrases which occur as
ob jects of the vérbs in question. Note also that this
assumes we will sub-classify the'nouns and noun stems and
verbs‘and verb stems as in rules 4a, b, c, 5a, b, and c,

6a, b, and c, and 7a, and be

1 For an introduction to phrase structure rewrite rules
see Lyons 1968, p.215-27, and Bach 1964, chapter 3.



PS RULES (for a phrase ‘structurs grammar)

l. 5—(NP)VP

2. VP—V(NP) v
I
2a. VP —_— VTA +NpA
VTI +NpI

3. NP —> (D)N(P)
3a. NPA—-)(DA)NA
3b. NPy —(Dp)Ng

4. y—> pers;+VS(rel)(pers;pl)(pers,pl)
48, Vy-——> (pers;)Vs; ( {per33 } )

pers,pl
(Either pers; or pers3 must be chosen.)

45, \ITA——-)(persl)VSTA+rel(perslpl)( {Il::;:gpl} )
4c. . Vg ——-)persl+\ISTI(perslpl)(plI)
5. \IS——){Iyimmi, akomimm,ini,...}
5a. \ISI—->{Iyimmi, eee d
Sb. VSTA-){akomimm, ....}
Sc. VSyp—{I:ni, oo }

waa
6. N-—>(poss)NS(poss pl) { }'
(pers) (pl)

, waa'

6a. NI-—)(poss)NSI(poss pl) yi }
i
(pl;)

6b. NA——)(poss)NSA(pqss pl) {Eggs(plA)}

7. NS —9{oxko, ookowa, e }
7a. NSA—%{OXkO, e }
7b. NSI——){ookowa, cos }
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Even with this extra complication of the rules, we
still have not accounted for agreement in person and
number between verb and actor or goal (nor aveﬁ the
. co-occurrence restrictions within the verb and noun).
To do so within the PS rules ue would have to further
sub-classify sentences according to all the possible
combinations of actor and goal persons and numbers. Such

'is seldom done.2

It is perhaps worth pointing out here that if we

3

introduce context sensitive rules” we can, if we wish,

2 Tagmemicists, for example, have been content to add
a statement to the effect that such agreement is required.
while this indicates recognition of the fact that such
agreement is superficial, it avoids taking sub-classifi-
cation to extremes only at the cost of explicitness.

3 See Lyons op.cit. p.235-247; Bach 6p.cit. P.36.
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make it clear that the sub-classificatioh of one constitu-
ent is determined by the sub-classification.of anacther

constituent. For example,

NP—3(D) {:;‘} , and o.q{;;;*::} , 4

would capturs the intuitive notion that the sub-classifica-
tion of demonstratives is a cohsequencé of the gendsr
sub-classification of nouns in Blackfoot.

The co=-occurrence requiremsents discussed above may be
handled much more efficiently by other thén PS devices.

' The devices utilized below make use of syntactic features®.

Categorical restrictions such as TA verbs occurring
only with aniMate ob jects, intransitive verbs occurring
without objects, etc., are accounted for by tuwo changes:
(a) choice of lexical item is no longer by PS rule (such
‘as 5 or 7) but rather by transformational rule which
inserts lexical items according to insertion conditions

associated with that lexical item, and (b) these conditions

4 Where A—B/ C is to be read 'Rewrite A as B in the
environment of a following C'. As usual, braces here
abbreviate disjunctively ordered rules. (We will use them
later on the left side of ths arrow to abbreviate con-
junctively ordered rules.)

5 See Lyons op.cit. p.165-166.

6 This term is generally used for rulss which account for
varigus syntactic relationships between different structures.
But .becauss such rulss violate restrictions normally placed
on PS rules, the term 'transformational' is often used for
any rule which is more powerful than a PS rule and whose con-
ditions of applicability may be stated in the same manner as
those for a transformation.
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are stated in terms of contextual features which define the

class of contexts into which the lexical item may be in-
serted. For sxample, a TA verb cbuld have as one of its
features [+__(D) Nglyp » which permits insertion of the
TA verb ina VP with an animate objéct.

Agreement in'peréon and number is accomplished by
eliminating these categories from the PS rules and making
them syntactic features. These features can then be carried
from their "source" (say, a noun as actor) to the agreeing
constituent (the verb of which the noun is actor). Later
rules ("spelling” rules) will add affixes corresponding
to thess features.

The PS rules which remain after we make the modifica-
tions just discussed are:

1' s5—>(NP)VP
(The NP is left optional to account for meteorological
verbs, such as Kisoota] ‘rain', which occur with no
actor, and also for sentences containing transitive verbs
with no specified participantlas 'actor'. See discussion
in sect. 2.2.)

2' NP —(D)N(P)

Obligatorily possessed nouns (1.3.1) will have contextual
features [+NP3_P]; inherently possessed nouns (1.3.2) will
he marked [+NP:_(P)]. p, of course, is possessor. Ths
colon indicates domination, so that the sacond feature,

e.g9., is to be read as follows: "may be inserted in an NP

with or without a possessor”.
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3'  vP—> V(NP)
4! p—NP

In addition we have featurs rules 5' - 8' :

5 | {E:g;gzﬁi"]} / S:NP:N:_)
[+n]— ~
[ +spec] / NP:D N:__
[*spec]

The‘Firét sub-rule of 4' adds either [+generic] or
[+spec] to a noun as actor; i.e., in an NP directly domi-
~ nated by S. (1f more than one subrule of disjunctively

ordered rules is applicable, only the first may apply.) ;

A metatheory convention rswrites terminal categoriés
(N,v,D) as features (+N,+V,+D).

6" [+spec]———>[jan,:pl]
7' [+an] — [#2,21]
8! +an
[-1 ]——9 [+3]
-2 -
The featurs [-3] for less prominent animate topic
(obviative) will be introduced transformationally - ses 2.3.
For purposes of jllustration, we will trace the trans-

formational derivation of the following sentence:
oma ninaawa iihpommatooma miinistsi
'the man bought (some particular) berries'

' The corresponding constituent structure defined by the

rules above can be represented schematically as follows:



S NP D [+D] |
\\\\ .\\\\N [+N,+spec,+an,-pl,-2,-l,+3]
VP v [+v]
| ' \\\\\NP——-N [+N,+spec,-an,+pl]

A line indicates that the category symbol at its left
terminus dominates the symbol at its right terminus. For
example, the fopmost NP and the VP directly under it
are the immediate constituents of s.' This type of
schematic arréngemen£ will be used throughout the thesis,
and is a ’ﬁippéd' version of the "phrase marker" or "tree"
that many readers will be familiar with (the arrangement
chosen here is less costly in terms 6? space and printing
costs ). For the bensefit of such readers, the following

tree is included as equivalent to the above schematic:

A ’ 5 - ‘
/\\
/Np\ '/Vp\

D N Voo NP
| R ; i

[+D:| +N [+\l] N
1 |
-2 . +N ]
"l -an
+spec - |+l
L*S : - +spqu

(Notice that 'topmost' in the tipped version corresponds

to 'leftmost' in this tree.)
At this point lexical insertion rules can apply.
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Assume the following lexical entries (note: while paren-
theses in rules and in contextual features indicate op-
tional presence of whatever they enclose, parenthesas
will also be used in this thesis to enclose members of a
ggg; thus each lexical entry which follows is a set with

two membefs: an underlying phonologicél form, and a matrix

of syntactic features):

(ninaa, [+N, +an, -1, -2]) "man"
(mIIn, [+N,-an]) "berry"
(akomimm, [+V, +VP:_NP:N:[+an]]) "love" (TR)
(wi;xpoﬁmatwi, [+V,+VP:_NP:N:[-an]]) "buy® (TI)
(Tyimmi, [+V,-VP:_NP] ' "laugh" (AI)
(omi, [ +D,+NP:_N[=an,-p1]])

(oma , [+D, +NP:_N[+an, +3,-p1]])

The rule for lexical insertion will be stated informally:
a lexical item may bs inserted at a terminal label [which
corresponds to the category symbol (N,V, or D) of the
lexical entry] if a) the lexical entry is not distinct
from the matrix of features already developed at that
point (two sets of features are distinct if and only if
they have opposite specifications for any featurs), and
b) no contextual feature of the lexical entry is con-
trary to the context of that terminal label at which it is
to be inserted.

Given this very short lexicon, the only insertions

permissible are thoss which will lead to the santenqe'we



intended to gensrate:

' NP ——-r
SY—_— <§\\\D
\ N

\\VP<T~—~V——m_—([+V], wi sxpommatwi)

([+D, oma)

([+N,+spéc,+an,-pl,-2,-l,+3], ninaa)

\‘NNP——w-N———([+N,+spec,-an,+pl], mIIn)

If any of these lexical items had additional featqre
entriss (to account for further sub-classification ér
idiosyncratic properties), these features would have beén
carried along into the terminal matrix of fgatures when
the itamé were inserted.

. Next to apply will be transfofmational.rulas which
account for agreement between verb and nouns as actor and

goal by carrying actor and goal features to the verb.

Ti_agreelntransitius agresment
CLC+ns Y] ]NP CL+v]ys ([[-spec]N]Np)]Vp]S
1 2 3 4 —_——
1 2 3+2 4

where Y is person, number, and gender features.

domihated_by Ne

Ter- agrBBTransitive agreement
CCC+ns ¥ ]N,]Np[[+v]V, [+N,+spec; S ] ]vp]s
1 2 3 4 5

where X and 4 ars person, number and gender features

dominated by N.
(Angle brackets < , > indicate an ordered pair.)
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Ttr-agree? then, adds an ordered pair of feature

matrices to the verb of our example, to give the following

configuretion:

TNDKD—([*D]’ Oma) )
N—([ +N,+8pac,+an,=pl,=2,-1,+3], ninaa)
VPKU__([+V,<[+spac,+an,-pl -2,-l,+31 [-an,+pl]>],wi xpommatwi)
pr~N—“(E+N,+SPSC,—aﬁ;+p1], mIIn)

Last to apply before phonological rules are the
affix-spelling rules. A sample of those that would be
needed for Blackfoot follow:

A
1. E+V,+3,+ind8p]-—9[ T wa
2. [+V,'*l ] —> [-next rulé]’-naan
+pl a a
(subscript a 1is to disambiguate bracket-matching across

arrow. )

3. [+V, [ }]——9[] oaaw

) ke

[ +V,+indep,
4]
+2

+an
whers X contains no {jl } [?Spe:]
-2

5. [+V, ({E"' ]} [-an]> ,+indep]>[ ]A

([-3] is the obviative or 'fourth persaon' feature)

1de__)[ ];NXp

6. [+V,+2,X]— kit [ ], where X 1is not [+sub]
The featurse [+sub] will be present if the first forma-

tive of the verb stem is one of those which takes the

shorter forms of the person prefixass (see 1l.1).
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7 [+V,+l,-2,x]-—5nit/\['], where X is not [+sub]
' A
8. [+N,-spac,-ganeric]——>[ !
3 el
9. [N, | 3], -P2]—[ | wg‘

(vertical bars indicate the line-correspondsence Ccon=

vention; see 0.4)
10. [+N,+an,=1,-2,+p1] — [ 1 k1

| | -pl AN
ll. E+N ,"an, "'gl ]—‘%[ ] ¥%i| A
12, [+Vy ¢ {[+l]}. ,[_an] > ,+indep]5—9[ ]aVXD

E+2]

13, [+V,+conj]—+[ T s
14, [aVs<[ 1y [-an)>15—C 1

(These rules are ordersd so that outermost affixes are
added first.)

Thus far in our design of a partial graﬁmér, we have
not only ignored such things aé mode, inter-sentence rela-
tionships, nominalizations, and many other imbortant facts
of Blackfoot syntax, but we have implicitly assumed that
the grammatical functions actor and goal are of primary
importance, definable as S:NP and VPi:NP, respective-
ly.8 Qur main_ﬁotivation for this assumption was the
pervasiveaness 6? agreemsnt réquirements betwsen actor and

verb in transitive sgntences. e shall later have reason

to question this assumption (see 4.1).

8 parallel to Chomsky's definitions of subject and
(direct) object in English; see Chomsky 1965, pp.68-71.



2.2 ACTORLESS VERBS

we pointed out in 2,1 that the NP of S in PS
rule 1' is optional to account for both metsorological

verbs and TA verbs with no actor specified.

2.2.1 mMeteorological verbs such as aisootauwa 'it's

raining'.then present no particular problems. Their con-

textual features in the lexicon are exemplified by the
following sntry for 'rain':

| (1soote, [+V,-NP’VP:_,-VP:_NP]) 'rain'

Even though they have no actor, such verbs occur with the

third person éingular suffix.g This cén be accounted for

by the following feature rule which will add appropriate
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features to the verb so that the same segmentalization rule

which addes suffix [[wa) to verbs with a third singular
actor will also add it.to meteorological verbs:

[+V,=NP VPs_,x]—[+3,-p1]
whers X doss not contain [+imperative].
The condition added to this rule is necessary because of
the possibility of someons (such as a shaman) saying

(1)sgotat ‘'rainl!' as a command.

3 The actor of such verbs cannot be considered to be
a locative (overt or covert) bscause when occurring with
plural locatives the verb retains singular affixes.
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2¢2.2 Transitive verbs occurring wi£h0u£ surface structurs
actor ars exemplified by (a) - (c)s
(a) nitaanikko "miisinsskiaaki"
I-say « (TA) badgsr-woman |
'I'm called "badger-woman"'
(b) iihtssikssapinawa oma saahkomaapiiwa miistsii
ablat-blacken sye--»3 that-3 boy-3 stick[-spec]
'A stick blackened that boy's eys.'
(c) kiitaanistsi g'ohpommatooxs(awa) nitsakiaopii
baked goods-pl when-buy(TI)-conj-pl I-still-dur-stay
‘ 'when the baked-goods were boﬁght, I was at home.'
In (a), speaker is goal of the TA verb Kaznltwj 'say'
In (b), saahkomaapiiwa 'boy' 1is goal of the compound TA
verb [[isikIaapin] 'blacken-the-eye-of'; this verb has.
ablative prefix [[Mmwisxt) (realized as /iiht/), indicating
an instrument, means, or point of origin is involved in the
verbal predication; miistsii 'stick' 1is, of course, the
means or instrument. (cj has kiitaanistsi 'baked goods'
as goal of the TI verb Kwi:xpommatwi] 'buy';

Similar sentences in English are usually treated by
transformationalists as passive sentences with a "category
representative" (Chomsky 1964, pp.70,71) such as "someone"
as underlying subject.l0 In terms of Blackfoot syntax,
thesa sentences are indisputably not passives; the term is

completely inappropriate, since there are no active vs.

10 See B.g., Katz and Postal 1964, pp.36, 42.
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passive‘paired countefparts such aé ‘I hit him':

;Ha was hit by me.', etc. But what bsars sxplanation is
why we have chosen not to posit an underlying actor for
these sentences. For sentences such as (b) therse are at
least two reasons. First and foremost is that (b) may be
used in a situational context where no other participant
is even indirectly involved; e.g., if a rotten branch

fell from a tres. (Clearly, ‘'stick' is not actor in
(b)s cf. nomohtssiksaapinawa oma saahkomaapiiwa miistsii
'I blacked the boy's sye with a stick' which differs from
(b) only in having an actor indicated in the varb.)ll
Second, and less significant, I have found no indefinite
pro-form or category reﬁresentative with meaning 'some
unspecified animate being' that could be construed as ths
underlying actor of such sentsnces. (There are forms that
translate 'someone' but these are equivalent to the
‘particular’ finterpretation of "someons" (Ses Langen-
doen [[forthcoming], chapter 6), rather than the indefinite,
non-particulér "someone" that would have to be the under-
lying sub ject in the English counterparts to (a) and (c);
furthermors, thesé Blacquot forms are systematically

treated as third or fourth person nouns in Blackfoot

11 In 3.5.2 we will suggest that sentsnces such as (b)
are ambiguous, so that one interpretation assumas an uni-
dentified agesnt; and once we allow unidentified partici-
pants, both (a) and (c) must be considered to assume uni-
dentified 'addresser(s)' and 'purchasers', respsctively.
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syntax, so that when they are present they require
agréeing person-affixes on the verb.)
Nor do;such sentences result from deletion of an
NP that is coreferential with another NP (see 3.3.1);
such deletions take plaée-after the verb involved acquirss
features which are later segmentalized to give verb forms
other than thqse we are saying have no underlying actar.
To fully account for such sentences, we need to
“modify agraemght transformation Ttr-agree 50 that the
féature [+x] is added to transitive verbs without actors;
segmentalizatioﬁ rules can then refer to this fsature as
12

they do to person, number, and gendsr features.

T (transitive agreement [revised])

tr-agres

| C ([E*Ni Y ]N]NP)a[[+

v, s [C+N,espec; S 1yJyplypls

1 2 5 4 5
1 2 3+<[f;‘],<_,>4 5
Conditions ( ) is |®™PEy o
a non-empty

2.3 (0BVIATION

one of the most salient features of Algonkian langu-
ages is the phenomenon termed "obviation". As we stated
in 1.2, whghevar two or more non-coordinate, animate gen-
der nouns with specific referents occur togsther, only one

may be assigned obviative status. we sometimes term

IZ It should be reiterated (see 1.1) that the forms in
question which have 3 or 4 as goal are the same (phono-
logically) as those with 12 as actor and 3 or 4 as goal.
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this subordinate category 'fourth person' (and symbolize
it as 4 ).

‘As a syntactic device, this subordinate category is
exploited extensively by the langhage to disambiguate

sentences. The Blackfoot counterpart of the following

English sentence is a good examples The man told his friend

that'he saw him. If we assume a deep structure with no

participants otﬁer than the man and his friend, obligatory
prdnominalizatiqn has rendered the English sentencs
multiply ambiguous, in the sense that the surface pronouns
_could refer to any established third person singular
referents. But eVen if we rule out interpretations where
the pronouns refer to participants other than those in the
main clause, the English sentence is still two-ways ambi-
guous. The Blackfoot countsrpart, howsver, is much less
ambiguous. Assuming the 'man' is the primary topic and
thus [+3], the ' friend’ would be obviative ([-3]) because
any animate gendsr noun possessed by third person is auto-
matically fourth‘person. The verb 'see' must then be
marked as having either third or obviative person as actor.
Thus there are two Blackfoot sentences, (a) and (b), corre-
sponding to the two interpretations of the English sentence
which involve only the two participants of the main clause:
(a) oma ninaawa itanistsiiwa omi otakkaayl otsingahsayi
that-3 man-3 then-say-3—4 that-4 his-friend-4 3-see—4(conj)

'The man, then told his friend, that he, saw him,'
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(b) oma ninaawa itanistsiiwa omi otgftaayi otsinpyissayi
| 3-see-¢&4(conj)
| 'The man; then told his friend, that he, saw hif
While choice ofva particular animate participant as
primary topic (subsequéntly third person) is clearly oﬁe
that must take place in the base of a grammar of Blackfoot,
relegation of animate participants to the obviative, or
fourth person, category is automatic once the primary
topic is chosen. But bscause there seems to be no fixed
unit of discourse for which the primary animate topic must
be selected (occasionally the domain of prominence of a
topic is lesss than a full sentencs, though usually its
domain includes several narrative sentences), it is diffi-
culﬁ to write rules which will account for all obviation.
The simplest case of abviation is that alluded to
above: an animate participant possessed by third person.
Even within a portion of discourse in which the possessed.
participant is the main third person, it must be reduced to
fourth. This suggests that there is obligatery, temporary
transformational reassignment of the third person category
to any possessor of the prominent animate topic in the
immediate portion of a discourse; this codld account for
much of the apparently erratic shifting about of the third
person category. QObviation rules would, of course, apply

subsequent to such shifting.
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2.3.1 PERSONAL 'PRONOUNS' AND OBVIATION

Bacause_varbs acquire features in agreement with third
and/or fourth person actor and goal, it seems only reason-
able that.obviation rules apply before agreament rules.
There is, howsver, one phesnomenon which can be considersd
closely allied to the process of obvigtion, and yet which
must not affect verb agrsement. ' This is the process which
accounts for the fyi) suffix on all occurrences of the
third person independent "pronoun" oostoyi and on many
occurrences of the other personél “pronouns".

The most common form of sach of the so-called inde-

pendent pronouns is as follows:

1 niistowa 1 pl niistonnaana

12 k(s)iistonnoona
2 k(s)iistowa 2 pl k (s)iistowaauwa
3 oostoyi 3 pl oostowaawayi

Comparing this paradigm to those of l.3.1 we see that
these pronouns are inflected exactly as obligatorily pos-
sessed nouns. They have a common base KIItoﬂ, which we
will henceforth gloss as 'sslf'. Notice that all except
the 3 forms end in [wa) (reduced to /a/ after a con-
sonant). If this can bes equated with the third person
suffix of the same shape, there is good reason to
identify the [{yi) suffix on those forms for 3 as thse
obviative suffix. 1In other words, we are hypothesizing

that becauss the independent "pronouns" are nours (we .
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shall hencsforth call them 'person nouns') in surface
structure, certain rules for obviation apply to them as
they do to other [+spec] nouns. |
| The same hypothesis can account for the‘prasence of
the [yi) suffix on first and second person nouns in the
following examples:
(c)- oma Asinaaikoana itapsskonakiwa ksiistoyi
' that-3 Cree-3 to~shoot-3  your-self-4
'The Cree shot at you.' '
(d)“nohkgwa iihtsspliyiwa niistoyi.
my-son=-3 result-dance-3 my-self-3
'my son danced for me'
(e) oma ninaawa ngmohtsiﬁsinikooka ksiistgwaawéyi
that-3 chief-3 I-about-relate-«3 your-selves-4
'The chief told me about you (pl).'

In (c) oma Asinaaikoana 'the Cree' is actor;
ksiistgyi functions as an adjunct of an intransitive
diréctional verb whose stem includes the dirsctional pre-
verb Kitapj (see 4.4.2). The suffix /yi/ on ksiistoyi,
according to our hypothesis, is conditioned by presence
in the same clause of the third person participant, "thé
Cree'. ‘This is supported by the presence of v/wa/ in
place of the /yi/ suffix when we substitute 'speaker'
for the third person ('Cres') in (c) to give (f):

(f) nitsitapsskonaki ksiistowa 'I shot at you'

I-to-shoot your-self=3
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There is no longer any othér third person topic, so in
aécordance with our hypothesis, the person noun "possess-
ed" by the addressee is permitted to be inflected as third
psrson. |

sentence (d) has an intransitive verb made up of
the ablative preverb [[Mwisxt) and root [ixpiiyi)
'dance'; nohkowa ‘'my son' is aqﬁor and niistoyi
is adjunct és non-instigative cause (see 3.5.2). Qur
hypothesis correctly predicts the /yi/ suffix on
niistoyl as it did on ksiistpyi of (). Again, (g)
shows that substitution of & non-third person as actor
eliminates the /yi/ suffix on the.person noun:

(g) komohtsspiiyi niistowa ‘'you danced for me'
you-reault-dénce my-sslf-3 |
gxample (e) 4is a similar construction, included to
show that the /yi/ suffix is added to person nouns with
plural "possessor's", as well.

Qur hypothesis as it stands predicts that whenever a
person noun occurs in construction with a third person
participant, the person‘houn will be inflected as an
obviative. But exceptions ars readily found:

(h) niistowa nitsinoawa nohkgwa 'l saw my son.'
my-8elf-3 I-see-—»3 my-san-3
We stated in 1.1 that there is usually no overt indica-
tion that speaker or addressee is involved in a predication

other than the person affixes on the verb. 1In constructions
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such as (h), where a person noun is redundant, its
pfesence is apparently emphatic. And in their emphatic
role, person nouns arse not necessarily subject to inflect-
ionai obviation, though obviation of the person noun in the
inverse counterpart of sentences such as (h), (i.e.,
emphasized person is goal and 3 is actor) does ssem
to be obligatory:13

(i) niistoyi nitsinpoka nohkguwa 'My son saw me'
my-self-4 I-see-¢-3 my-son-3
The person nouns in (c) - (g), howsver, canqot be present
merely for emphasis; there is no other indication that
the person they signal is involved. They are subject
to rules of inflectional abviation.

Summarizing, we have recognized the nominal status of
the so-called "independent personal pronouns" and have
hypothesized that, as nouns, they are subject to rules of
obviation. In their emphatic function, i.e., when they are
redundant, first and second persaon nouns are inflectionally
obviated obligatorily only when they are goal of a verb
with a third person actor. The rule of obviation which
obviafes animate nouns possessed by third person applies

in all circumstances, but such obviation does not reduce

13 If such occurrences of first and second person nouns
with suffix /yi/ are the only ones Taylor has encountered,
one can understand why he insisted that they are not
obviatives (1969,p.210).
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the third-parson 'personal pronoun! to fourth person for
purposses df verb agreement. In their non-amphatic~roles,
perSon nouns are treated 1nflectiqnélly exactly as other

‘[ +apec] animate nouns so far as rules of obviation are

concernads



3.0 STEM FORMATION PROCESSES -
3.1 TRANSITIVITY

As it stands, our partial grammar is incapable of
.accounting for the similarity of the verbs in the
following sentences:

(la) nitchpommaa (i'ké;sakoi) 11 bought (meat)’

(lb) nitohpommatoohpa omi i'ksisakoyl '1 bought

~ this meat'

(1c) nitohpbmmataw oma mamiiwa ' boughtlthis fish'
Qur partial grammar can generate these sentences only if
511 three verb stéms of la, lb, and lc are entered in
'tha lexicon, with contextual features appropriate to
pssuda-intransitive, TI, and TA verbs, respectively.
But sven limited acquaintance with Blackfoot makes it
abundantly clear that the process which relates these
verb stems is productive; i.se., & major gensralization
would be missed by sntering these stems separately in
the lexicon. Ths foot common to la -c is inherently
pseudo-intransitive.  As illustrated and stated earlier
(in 1.1), PsI verbs may occur with an object if that
object is [-specifié]. gut when an inhsrently PsI
root occurs with a [+specific] object (goal), the root
is extsnded (transitivized) by addition of suffix [ atw].
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The stem is then further extended by addition of Ki]l
if the goal is of inanimate gender.
We make the following lexical entry for this

inherently Psl root (in place of that listed parlier for
‘buy (TI)'")s

(wisxpomm , [+V,+VPs_(NP)]) 'buy'
And we add a transformational rule which transitivizes éuch
roots when they occur with a [+spec] object:

Tirang (transitivization)

[[pmti[*Up'_(Np)]Jut[+399°]N]Np]Vp

1 2 ——d
1atw 2

whers PMm is the phonological member of the lexical set V.
(outsids the lexicon, we interpret a given feature such as
[+Ps_(NP)] as an indivisible unit, so that the paresnthes-
s about NP are an integral part of this feature which was
brought along from the lexicon when the verb was inserted.
Thus [+UPs_(NP)] 1in this rule dose not stand for either
of the two featuras [+VPi_NP] or [+VP:_]. 1In the lexi-
con, on the ather hand, such a feasturs is a condition on
insertion, end the parentheses then meen that the NP may

or may not be in the environment.)

TFre SombInation of this KLJ Wwith the preceding [u]
rasults in /o/ (see rule 7. of 0.3.2). Evidently, all TI
stems end in qi § 1f this is so, we can account for it by
spelling rule 14 of the partial grammar above (2.1).
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Thase changes will snable our partial grammar to
generate sentences (la), (1lb), and (lc), given a complete
set of spelling rules.

Next we compars (2a), (2b), and (2c):

(2a) nita'kiaawa oma pokgna
I-hit--$3 this-3 ball-3
'] hit this ball.'
(2b) nite'kiihpa omi miistsisi
I-hit-inan this stick [+spec]
'I hit this stick’
(2¢c) nita'kiaaeki (miistsii)
| .I-hit-intrané stick [-spec]
'I hit (stick(s))'
Common to thess three is the inherently transitive root
[a'ki). The process which forms a Psl stem from an inher-
ently transitive root by addition of [fmiki] is also pro-
ductive. The defining contextual featurse for transitive
roots which can be made PsI is [+VPs_NP]; thus we are
assuming that such roots must have an object, but the
speaker nesd not have a specific rafersnt in mind for that
object. When such a verb occure without an object, as the
paranthesses in (2c¢) are intended tc indicate is possible,
we assume that one ﬁas present {n the undarlying structure
of tha sentanca. To add the pseudo-intransitivizer Ka:ki],

we need a transformational rule:s
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Tps.i (Pssudo-intransitivization)
[Cpmg,L+vrs_np]] LL-specd ]yl e

1l 2 —>

1 aski 2
In addition to inherently Psl roots which can be

transitivized, and transitive roots which can be
pseudo-intransitivized, there are true intransitive roots
which can never be transitivizedzg thus (3b) is

ungrammaticals

(3a) nitaopasoo 'I'm yawning'
(3b) *nitagpasooatawa (*1'm yawning at him')

Likewise, there are pure transitive roots which can never
be made pssudo-intransitives; i.e., must always have a

[ +spec] goal; so (4c) is ungrammaticals

(4a) nitalnoawa ‘I ses him'
(4b) nitainiihpa 'I see it'
(4c) *nitainaki (‘1 see')

In summary, we have at this point four major typss of verb
| roots, based on their potential for occurrence dith a goal.
These are listsd bslow with the contextual features that

define them:

¥ e lgnors For the prasent ths fact that other forma-
tives such as bensfactive, causative, etc.; can combine
with an intransitive verb root to form a transitive verb
stem: such processes will be taken up in chapter 3.
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1. Pure transitive [+vPs_NPsN3s[+spec]]
2. Transitive [+vpPs_nP]
3. pseudo-intransitivé [+vpP:_(NP)]
4. True intransitive [-vP:_NP]

We shall say little more here that is conclusive

about transitivity stem formation processes; however, it
should be amﬁhasized that while we have illustrated and
provided in our partial grammar for the most productive of
such processes, there are a large number of related pairs
of transitive and intransitive stems which ares not account-
ed for by the rules we have included in the grammar. Some
pairs are unique, while others may be grouped togethsr and
accounted Fdr by marking them in the lexicon as exceptions .
to T¢rans which undergo other transfnrmation33 to extend
the roots to their transitive forms under the proper
circumstances; stil; other pairs are svidently partially

suppletive. Examples follow:

intrangsitive stem transitive stem
fa:n1i} 'say' fasnitw) ‘'say to (TA)/say(TI)}'
(1'nii) ‘die! f1'nitw]  'kill (TA)'
(ninixki] ‘'sing' | [nInixkixt] 'sing (TI)'
as'yi) - 'point’ [as'yIxkixt) 'point (TI)'
[(pp1i) ‘enter’ (pIxkixt] 'enter (TI)'

k1 TWinor rules' in terms of Lakoff 1965.
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[wi:xpIxkii] 'paint faces' [wi:xpIxkin) 'paint the face

of (TA)'
Kissapi] ‘look' Kissamm]/Kissé't]4
'look'at (TA/TI)!

‘The last example calls attention tﬁ the difference
between many TA and TI stem pairs. ws.noted parlier (fn 1)
that all TI stems seem to end in [i); thersfore we have
not included this final [1) in the morphophonemic shape
of fI stems abova. gut while this means TA and TI stems
derived from intransitives by addition of (atw] do not
differ in basic shape, there ars many other apparently re-
lated TA and TI stems that have additional diféerences. A
large number have /o/- added in the TA form (in some
cases, this might be the short form of the benefactive
formative - see section 3.4 - but in other cases this seems
virtually‘impossible on semantic grounds), while others
sgem partially suppletive. Some examples follow (hyphenated

{ is assumed to be ths predictable ending):

IL TA
(1:n-) | 'see’ (1:n0]
[ixkiIn-1i]} . tknow/recall' [IxkIno]
[yooxt-i} 'hear' yooxto]
Quizmai't-1i) ‘believe’ [(wismai'to]
fa:'yIxkixt-1] | 'point at' [a:'yIxkoxto]
[(pikkIst-1i) 'chew' [pikkIp)

4 There 1s an exasperating abundance of formatives 1n
Blackfoot which, for some speakers, have long vowel, and for
other speakers, vowel plus /'/; thus both isssatsita and
issa'tsita are heard for "look at it:'
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- IL - TA
Kisi skIst-1) "bite! [isi:kIp]
[pisati't-i] 'be surprised at' [pisatimm)
[issa't-i) 'look at' [issamm)
(a'pItw-i] S 'roll' [(a'pimm)
[wi kIstw-1) 'count' Qwikl1)

Those transitive roots whiéh have the additional /o/

when their goal is of animate gender can be marked (by a
syntactic feature) to undergo a 'minor’ transformation that
adds this /o/ under the proper circumstances. The samse
technique can handle the relatively small number of verbs
that behave like 'chew' and 'bite’ abqves, and also the
many like 'be surprised at' and 'look at'.% For most of
these irregular roots the TI form must be entered in the
lexicon and the TA form derivea from it by the minor trans-
formations that deal with these sub-classes of verbs, be-

cause ‘the TI farm occurs with derivational suffixes such as

[a:ki). Compare:

pikksipisawa ‘chew them (an)!’
pikkstsitawa | ‘chew them (inan)!’®
pikkstakita 'chew!'

5 Taylor 1969 (p.239) observes that all such verbs refar
to action by mouth or teseth. '

6 See Taylor 1969, p.245.
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We will term such.roots TIstem-basic. But stems (such as

'cogunt') which have (to my knowledge) idiosyncratic differ-
ences between TI and TA stem must either be entered twice
in the lexicon (i.e.,.both TI and TA stems entered) or the
lexical inaertiqn rule must be modified to allow lexical
entries which capture partial similarities. (The latter
technique could deal with suppletive change from intransi-
tive to transitive, as well.) As an example,jthe partial
similarity between 'count (TI)',.and 'count (TA)' might

be captured by collapsing entries A; and A, below to give

B:7 _
Ay (wikI,[ +V,+VP: NP:N [*a” i) "count (TA)'
_ +spec,
Ay (wikIstuw,[+V,+VP:_NP]) | 'count (TI)'
| [+spec]_ g
B (wikI J[+V,4+UP:_NP:N: |l+an J|])~ 'count(T)’
. tw

There is another subgroup of verbs which, psculiarly
snough, have intransitive and TI stems mhich are the samse,

but TA stems that have an additional [[t]:

7 We are assuming a partially ordered lexicon; i.se., a
convention will be available to indicate that certain
entries are disjunctively ordered. Thus A2 can be selec-
ted in all transitive environments esxcept those specified
in" A;. This is important because the A form is the one
that is found in derived stems: akstakita ‘'count'.

8 We assume that the same ordering mentioned above
holds in the vertical bars of the collapsed entry.
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1/T1 - TA
(aapikI1} [(aapikit] - Vthrow'
(ipik1)  [ipikIt) 'strike/pound’
QyiskIpI) " [yiskIpIt) "tie up’

Note thess examples with 'throw':

(5) nitaapiksi '] threw.'
(6) nitaapiksiihpa '1 threw it (inan.)'
(7) nitaapiksistawa '1 threw him (an)'

These verbs also take the intransitivizing suffix [aski
added to thé TA stem:

(8) nitaapiksistaki 'I throw'

Informants say (5) and (8) ars equivalent, and I have no
evidence to the contrary (both are PsI and may occur with
non-specific objects). I see no way to account for the
existence of both of thess forms within our grammar ,
howaverg. But if we ignore forms such as (5) for the
moment, we can enter the TA form as basic in the lexicon
(to account for its use in derivatives such as (8)) and
assume a minor transformation that removes the final [t])

when the varo has an inanimate goal.' We will term these

roots IA;;gm-basi .

Another puzzling fact about this class of verbs is thse
length of the final consocnant in TI impafative

constructions:

9 The obvious possibility that (8) makes use of the TA
stem because it assumes an underlying animate goal does not
prove to be the case.
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(10) aapiksikka : '(2pl) throw it!'
Most verbs other than those in this class add Kt] in thse
singular imperative and [k} in the plural imperative
forms; in fact, the int:ansitive'imperatives of TAstem-ba-
sic verbs have the expscted short consonants:

(11) aapiksistakita '(2) throw!'

(12) aapiksistakika 1(2pl) throw!'
A possible.axplanation for the long,consonanﬁ in forms
such as (9) gnd (10) is that the TA stem, being basic, is
the one used as stam for TI imperatives. But the fact that
we get (9) and not *aapiksistta is difficult to explain;
it ié apparently related to the fact that the rule which
inserts /s/ in the snvironment [I_t] doses not apply if

the [t)] is the imperative suffix. 0

2.2 PURPOSEFULNESS .

Having treated transitivity derivation in 3.1, we
are in a position to examine the relationships betwsen the
following four ssntences:

(a) nitaisstsipisaaw " amo ponokaomitaawa
I-dur-whip--+3 (TA) this-3 horse-3
'I'm whipping this horsse.'

(b) nitaisstsipisaaki ponokagmiteai
I-dur-whip-PsI horse[ -spec]

'1 whip horses.'

I0 Taylor 1969 cites sxamples to the contrary which hs
elicited in Montana, but my informants (in Alberta) find

them unacceptable.
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I-dur-whip-purp(PsI) horse[-spec]
"1 whip horses (purposefully)’
(d) nitaisstsipisimataw amo ponokaomitaawa
.I-dur-whip-purp-trans-—*3 this-3 horse-3 “
'1 whip this horse (he requires it)'
Sentence (a) is an ordinary transitive sentence made up
of TA root [[Ixtipf{si] ‘'whip' inflected to agree with
'speaker' as actor and 'horse' as animate goal. That
[ixtipfsi] 1is not a 'pure transitive' as we have defined
them in 3.1 is shown by its occurrence in (b) with a
[-spac] ob ject and the conssquent addition of suffix
fa:ki] by Tpgie (c) is also a pseudo-intransitive and
will usually be given the same English translation as
(b) by informants. But the fact that (c¢) is a
socially-safe utterances, while. (b) attributes sadism to
the speakerl! makes it clear that the suffix ((i)m) adds
a semantic component of valid personal motivation on the
part of the actor of the verb to which it is attached.
sentence (d), like (a), is transitive, bﬁt is secondarily
derived from the PsI stem seen in (c) by addition of the
transitivizer [[ atw).
Since nearly all verbs in my data which occur with the
suffix [[(i)m) also may occur with [(a:ki), we shall
assume that this suffix is added only to the class of

IT —An Informant was extremely reluctant to put (b) on
tape, but did not hesitate to have his voice recorded

saying (c).
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verb roots we have called 'Transitive' and to which we

assigned the contextual feature [+VP=_NP].12 Since in the

model we are approximating, no seméntically important

13

choice may be made after lexical insertion™, the choice of

this purposive elemsnt must be made before or during lexical
insertion. It must be restricted to sentences with an ob-
Jects; and, whether pre-lexical or lexical in its origin; if
it is picked before ths verb is inserted we must then
restrict the choice of verb to ons with the contextual
featurs [+VP:_NP]- This would seem to require marking all
other verbs in the lexicon negatively for co-occurrence with
this element. Alternatively, if we cén somehow make choice
of thse purposive element follow lexical insertion, we can
very simply restrict its choice to sentences with verbs

that carry the contextual feature [+vP:_NP]. This could

be done by allowing a post-lexical, meaning-bearing feature
rule. Such a featurs rule would be simply:
[+vP:__NP]-[*purposive]. To add the suffix [[(i)m) we
could then utilize a transformation:

Tpurposive

[pm, ;[ +v,+purposive]l],

1 2 —

1(i)m 2
12 The few apparsnt exceptions I have found can possibly
be explained away. :

Taylor 1969 (pp.226,227) says that 'themes' with [[(i)m]
refer to unspecified animate objects, whils Ka:ki themss
refer to unspecified inanimate objects; howsver, I was un-
able to maintain that attractive hypothesis in my investi-
gation of the syntax of such PsI verbs.

13 sSee Chomsky 1965, pp.l35-6.
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(as in p:avinus Trules, PM is the phonclogical member of V)

we shall assume that some such solution will proave
satisfactory and turn our attention to (d) above. Since
klxtip{sij is not a pseudo-intrahsitive root, a sentence
with this root does not fit the structural description of
Ttrangs Yot after [(1)m} has been added to a transitive
root, the combination then bshaves like a Psl root, accur-
‘ring with [-spec] objects as in (c), and adding suffix
[ atw) when it occurs with a [+spec] object as in (d).

Thus we need to modify Tps.i so that a purposive verb

with specific object will fit its SD:

Tepans (transitivization[revised])
: +VP:_(NP :
CComs.oL {+purﬁésiaa} ]JV£E+SPB?JN]NPJVP
1l 2  —
1 atw 2

Tpurposive Must precede T,q ; so that the suffix [{(i)m)

is added before [ atw)!4.

we will discuss the status and treatment of im

varbs again in 4.5.2.
3.3 COREFERENTIALITY TRANSFORMATIONS

3.3.1 DELETION

14 This is why we did not use a spelling rule tn add the
phonnlogical shape of the purposive slement. Alternatively,
Tps,i and Tgraps could each add an appropriately labeled
featurs (say, [ +trans] and [+ps-intrans]) to the verb which
would later be given a phonological shaps by spelling rules.
Then, rather than nseding a Tp rps Wwe could simply order a
spelling rule for L+purposiVBj after those for [+trans
and [+ps-intrans]. (Recall that spelling rules add outer-
most affixes first.) See section 3.R.1.
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Under conditions similar toc those which permit or

require pronominalization in English, Blackfoot deletes
underlying nominals. Consider the following porticn of a
narrative discourse:
(a) ama ninaa@é iito'tooyiihka .
there was man-3 there-arrived-narr-3
(b) otai'noahsi | omi aisokinakiyi,
3-when-ses-con j~=-»4 that-4 doctor-4
itanistsiiyiihkayi,
then-say-narr=-3-«» 4
(c) ‘"annaahka nitsi'nakotanahka
that one-3 my-little-daughter-one-3
iikstonnatsisttéiistomiwa .
vary-strongly-sick=3
(d) nqohkohhg'kiiyoota kgghkitssokinawa 3
might-accompany-imper you-to-there-doctor--»3
aakitsayi'niwa."
fut-then-neg-dis-3
Free translation:

'A man arrived (there). When he saw the doctor, he
said to him, "My little girl is critically ill. Pleass
come with me (to her) to doctor her; then she will pull
through.'

A refersnt is established in (a) by use of a
demonstrative and third person verbal snding (homophonous
with nominal ending) on ninaswa 'he's a man', and this

same raferent is actor for the accompanying independent
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verb 'there he arrived'. In (b), there is no overt NP
as actor of 'when 3 saw 4' nr of 'then 3 said to 4',
because in both casss thse undérlying actor is corefsrential
with the actor in (a) and hence has been dsleted (obliéa-
torily for ths first occurrance in (b) and optionally in
the sepond). Likswise, gisokiﬁakiyi 'doctor,' is goal
of two verbs in (b). within the quotation (c),
hitsi'nakntanahka 'my little daughters' is actor for
'she's very sick'. The same referent is goal for 'you to
doctor her' and actor %or ‘'then she waon't die', but the
~underlying NP's have besn deleted (both obligatorily, I
think) from these clauses. '

. We willlnqt here attempt to formalize transformations
which will make such delstions, primarily because they hava
not besn studied to any exfent, but also because we will
later look at a model of deep structure in which this

phenomenon is viswed quite differently (see section 4.6).

3.3.2 REFLEXIVES -

(a) oma iimitaawa isiiksipohsiua
that-3 dog-3 bite-reflex-3 'fhat'dog bit himself’
(b) nitainochsi
I-dur-see-reflex '] see myself'
Because transitive animate stems never occur with
actor and overt goal which are corsferential, we assume
that such underlying structures are obligatorily trans-

formed into structures with no overt goal, such as those
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which lead to (a) and (b) above. Such a transforma-

tion would be:

Troflex (Feflsxivization)
[OxTypsCCPms 5 xJyslx] o1y pls
1 2 3 4 —
1 20:xsi 3 g

Conditions 1 and 4 are coreferential
All reflexive verbs are made up of a TA stem plus reflex-
ive marker Ko:xsi] » and arse inflectea for actor only.15
The underlying transitive structure must, then, still be
transitive (i.8., a goal must still be prgsent) when the
verb root is inserted, bscause no true intransitive roots
may bs the (main) verb of .such structures. But to
account for the fact that reflexive verbs take intransi-
tive inflectional affixes, we must order the reflexiviza-
tion rule (T,gry)s which obligatorily delstes the goal and
adds the reflexive suffix when actor and goal are corefer-
ential, before agreement transformations Ti-agres OF
Ttr-agree apply; otheruwise, Ttr-agree will add an ordsred
pair of feature matrices to the verb that will later be
erronsously and incompleteiy spéllad as TA inflectiopal

affixes. 10

15 Ses Frantz 1068 For further discussion of this con-
struction and its gensration.

16 O0Of course, if we had other, overwhelming svidence for
applying Ti_agres 80d Ttr-agree sarlier, we could always
add conditions to thess transformations so that the former
applied instsad of the latter whensver underlying actor
and goal are coreferential. But as things stand, we con~
cluds that Ti_agre and Ttr-agree 2PPly after Trgflex and
after all lexical Tnsertion .
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If we take sentences such as (c) 1into account, we

must apply after transformations

can show that Treflex

Tpurposive 279 Ttrans*
(c) nitsskonaakatohsi
I-shoot-trans-reflex 'I shot myself!
Example (c) shows us that Ttrans must apply befors
Traflax (i.a., while the underlying goal is still present),
to account for the pressncé of transitivization suffix

[ atw] (realized hers as /at/) after root [[iskonaak)

17

'shoat’. And of course Tp,rppgives Which we havs al-

ready shown (section 3.2) to prscedse Ttransg? Necessarily
precedss Traflex®

So far, we have shouwn that we must order our trans-
formations as follows. Tpurpusive' Ttrans’ Treflex?
Ti—agree 2"d Tir_agree (these last two are mutually exclus-
ive, but both must follow Tpgfigx)e The place of Tps.i in

this ordesring apparently is inconsequential.18

3.3.3 RECIPROCALS

(a) awaa'psskatsiimiiwa amo ' nohkgwa omi ninaayi
dur-bst-trans-3-+4 this-3 my-son-3 that-4 chisf-4

'My song is betting that chief,'

17 1In Chapter 4 we will be forced to use a differsent
means of accounting for the presence of the suffix [uwatw)
before the reflexive formative.

18 Ses Chafs 1968, espec.pp.26-129, for a tentative pro-
posal (for phonological rules) to order each ruie at the
latest possible point.
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(b) otgwgé'psskatsiimok amo  nohkowa ami ninaayi B
dur-bet-trans-3-»4 this-3 ﬁy-son-S that-4 chief-4
'That chief, is betting my sonz' |
(c) awaa'psskattsiiyiiaw amo  nohkowa omi ninaayi
dur-bet-trans~recipr-3pl this-3 son-3 that-4 chief-4
"my son, and that chief, are betting each other.'
Because (c) is a paraphrase of the conjunction of
(a) and (b) , we wish to consider whether the underlying
structure of (c) might be equivalsnt to the two struct-
ures which underlie (a) and (b). Such a solution would
neatly account'For two facts about sentences such as (c) :
first, like reflexives discussed in the preceding section,
they always make use of TA stems, sven though they are
always inflected for actor only; and second, they always
have sither a conjunction of more than one NP as in (c)
or simply a plural NP, either of which requires plural in-
flectiaonal affixes on the vsrﬁ.
A transformation (call it Trecipr)lg which could
account for such a relationship between (a) plus (b)
and (c) would have to: 1, be optional; 2, require ident-
ity betwesn actor of (a) and goal of (b) , between goal
of (a) and actor of (b) , and between verb stem of (a)
and verb stem of (b); 3, delsts one member of sach of

these identical pairs; 4, add the reciprocal suffix

19 Saes Frantz 1968 for such a rule and further discus-
Siono
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fotiiyi) to the TA verb stem?; and 5, be ordered at

tha same position as Tpgflex for the same reasons stated

above in determining the position of the latter.

3.R

At least twiée above when we have chosen cne of two
or more alternative treatments, the choice had implica-
tions that were seen when we wanted to establish ths
correct ordering of the transformational rules we have
thus far included. | |

In 3.2, we suggested in footnote 14 that Typapng and-
Tps.i» rather than add suffixes dirsctly to the verb,
could add featurss that would later be spelled as [ atu]
and Ka:ki], respectively. As we also indicated thers,
this would sliminate the need for Tpurposiva’ since the
sole reason for using a T-rule rather than spelling rule
was to assure that its phonological realization, the suf-
fix [(1)m), was attached to the verb root before the
suffix [ atw] was added by Tirans*

In 3.3.2, we pointed out that Ti-agree and Ttr-agrea

would not have to be ordered after Tpgflex if we com=

20 The particular verb used as an example is slightly
irregular in that the TA stem in (c) 1s the one used
when the goal of 'bet' is the 'stakes' put up, rather
than the other party of the bet as in (a) and (b) . 1In
4.5 we make a proposal which can handle such problems.
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‘plicated them slightly so that Ti-agree app;igd rather than
Ttr-agrae whensever underlying actor and goal were corefer-
ential.

In 3.3.1 we spoke of deletion under conditions of
coreferentiality, but.attemptad no formalization of this
little-studied but very familiar procsss. Let us suppose
we had besen abls to write a rule or rules that accounted
for it, and symbolize the supposed rule or rules by Tdelets*
Let us further suppose that Tggigtg 13 general encugh to
make the delsetions we sarlier accomplished in T, gpigx and
Trecipr (the latter involves a much grsatér.supposition,
since an entire VP must be.deletad). If, then, we reviss
the latter two transformations so that they make no dels-
tions and add [+réflex].and [+recipr], respectively, to
the verb, rathsr than adding the actual sUfFixes, we can
again rely on spelling rula‘ordering to take care of the
relative order of these affixes with respect to the others
we have discussad.

If @a accept all the revisions mentioned .so far in
this discussion, we find that we need not order oaur trans-
formations at all,vexcept that Tdelete Must be last to
apply. 1Is there any rsason to‘Favor.such a formulation?
We notice that we have sliminated Tpurposivs but have
added a corresponding spelling rule, and we have added
conditions to Ti—agres 89 Tir_agree: Thus we probably

have not gainéd or lost much in terms of simplicity as
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measured in number of.syhbols. Have wse captured any
linguistically éignificant generalizations in this formu-
lation that wers missed before? Probably only by making
use of Tgalets to simplify Trgflex and Trgcipr? and we
could have done that in the earlier formulation. s might
arqgue that, other things being equal, a formulation that
requirss the lpast ordering is to be preferred ("mors
highly valued")21. gut no one, to my knowledge, has pro-
posed a measurs that would assign a relatively lowsrT value
(higher cost) to ordered T-rules than to.unordsred T-rules.
gBesides, for every ordering we eliminated from the T-rules
we added a required ordering to the spelling rules.

‘(There is a subtle difference hers, though: the ordering
of the spelling rﬁles reflects only the temporal order of
phonological realizations of formatives, while ordering
of T-rules can be of much greater systematic import. E.Q.,
when ws observed that both lexical insertion and Ti¢rang
would have to take place in reflexive sentences before the
underlying goal was deleted, this lent.credence to our
initial intuition that such sentences ars, at bass, transi-
tive. Order of affixes, on the other hand, often seems
arbitrary sven though fixed.)

Thers is another factor we must consider in evaluating
the relative merit of alternative formulations: their

relation to universal grammar. postal 1966 suggests that

71 Chafe 1068 speculates Erisfiy on this point with
ragard to phonological rules (p.127).
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reflexivization is a nlinguistic universal,” i.e., to be
ncharacterized within linguistic theory", and points out
. that his analysis of English gslf as a noun stem with
features [+Pro,+Reflexiva] rather than as a single form-
ative contributss toward permitting a universal ‘statement
of reflexivization. He further says, npeflexivization can
bs taken as that subtype of pronominalization relevant to
jdentical NP within tha same simple sentence structure
at the point of pronaminalization" (p.202). Recall that we
suggested above that NP deletlon, which is the Blackfoot
counterpart of English pronominalization, might account
for the delation portion of reflaxxvizatlon. Thus-our
use of the featurs [+reflex], splitting Treflex into two
processes, the first adding the feature [+reflex] and
the second dale@ing the ab ject NP, as well as our hope of
accounting for the latter process by more general rules
éf NP deletion, ssem nwell motivated" in terms of univer-
sal theory.

Most of the other poiﬁts of indeterminacy mentioned
in this discussion will no longer be relesvant questions

after the model revisions in chaptaf 4.

3.4 BENEFACTIVES

compare (a) and (b):
( (a) nitohpomma napayii
I-buy flour[-spsc] '1 bought quur'

e e o T <47 4ne e e
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(b) nitohpommoawa nitakkaawa napayii

I-buy-ben-—3 my-partner-3 flour [-spec]

'I bought flour for my partner'’ .
Example (a) contains the PsI verb nitohpomma 'I buy'
and a non-specific object, as explained in 1.2 d. (b) on
the other hand, has an additional object nitakkaauwa "my
partner' as benefactes of the predication.

The verb in (b) is comprissd of the same root
[wi:xpomm) seen in (a) plus the benefactive derivational
suffix [o); the combination is a TA stem, and the bene-
factee ‘my partners' functions as goal.

Study of many such constructions indicates that most
are paraphraseabls in English as tactor benefits goal by
S' where S is a sentence with the same actor and verb
root as found in the Blackfoot construction. Thus (b)
above is pafaphraseable as 'i benefitted my partner by
buying Flour'.23 (Notice that this paraphrase covers
situations whers the speaker is focusing on the sventual

receipt of the flour by the benefactee, the hurchase in

lisu of purchase by the benefactee, or both.24 This.sug-

gests that sven though the benefactive suffix ohly occurs

2% we will see in 4. that not all surface occurrences of
this formative signal action that benafits the goal.

24 It also covers the situation where the benafactees is
the seller, so that (b) can also mean 'I bought flour
from my partner', but such usage may involve a different,
though homophonous, derivational suffix.
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attached to other verbs, it is actually the main verb of

sentences such as (b) + That is, we are led to consider
an underlying configuration such as the following (greatly
simplified one) for (b) :
S NP—1[ +1,-p1]
§;vp y—1 +ben]

Np—(nitakkaa,[ +3]$

S<<::NP [+1,-pl]

Vp‘<::v———(wi:xpemm,[+VP:_(NP)])

NP — (napayiiN,[-spec])
Notice that VP of the topmost S has three constitusnts,
the third bsing an embedded 5 . We can provide for this
quitse simply by revising PS rule 3' of section 2.1 to read
as followst '
‘z'um»ww)w)

(This provision for S embedded in a VP can also be the
source of verb cdmplement clauses illustrated in 1.5.3.D.)
The lexical item [+ben] inserted as underlying main

verb has no phonological shape at this point; it will be
‘spelled' later. Because the surface configuration of such
eentences has the underlying embedded verb as main verb, we
need a traneformatien to replace ths undesrlying main V by
the V of fhe“edﬁedded s, at the same time retaining the
feeture [+ben] to later be spelled at the proper position
in the surface verb. The same transformation can delete
the actor of the embedded S (it must be corefesrential
with the actor of the matrix S). Call this Tpgnt
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Tpan (benefactive verd attachment)
[[+ben]; NP 5 (NP 5 [(Pm,Lx]) s (NP) Jyplsdup
1 2 3 4 5§ —>

441 2 g i 5

It applies to the class of trees represented by the follow-

ing:

S<:::;NP | |
VP —V [ +ben]
NP

5 NP |
<:::;VP ]
v—(Pm,[x1)

N

And tfansforms them to:

Sin
v v — (pm,[ +ben,x])

NP

(NP)

s —yp —(NP)
metatheoretical conventions will delsete the non-branching
nodes (underlined) which did branch in the underlying
structura.25 The resultant structure after application to
(b) above will be:
5 <——NP [+1,-p1] |
\\\\vp v-——(wisxpomm,[+vp:_(Np),+ban]),

NP——(nitakkaa,[+3])

NP-—(napayiiN,[-spac])

56 This 1s Cook's gensralization of Ross' "tres-pruning"
convention. See Ross 1966 and Cook 1968, pp. 132,133.



: . 106
Agresment transformation Ttr_agree will treat [(nitakkaa}"
as goalzﬁ and add the proper features; these will later be
spelled, as will the benefactive formative.

This treatment of ssntences such as (b) entails the
assumption that the surface verb 1s subcatagoriied in
terms of tﬁe goal of the embedded S and not in terms of
the surface goal. Such, indeed, is the case. Recall (3.1)
that our‘major subcategorization of verbs was according to
potential occurrence with an (underlying) goal. The same
subcategorization scheme is applicable to verbs found in
benefactive constructions ohly if we assume an underlying
structure as shown above.

It would be a satisfying confirmation of our analysis
to find that whethsr OT not Tirans OF Tps.i applied to verb
roots in these sentences wés dependsnt upon whether or not
a [+spec] NP was present as goal in the underlying sentencs.
But such is not the case. (Compars (b) [repeated here],
(c), (d),.and (e) ¢

(b) nitohpommoawa nitakkaawa napayii
I-buy-ben-3 my-partner-3 flour [-sﬁec]
(c) nitochpommoawa nitakkaawa napayiini

I-buy-ben-3 my-partner-3 flour [ +spec]

26 |[(napayliN)] also satisfies the definition of goal VP:NP
(or would wers it [+spec]) but we will assume, for now, an

ad hoc ordering of VP constituents. We will return to this
problem in 4.1.
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(d) nitohpommatomoawa nitakkaauwa napayii

]-buy-trans-ben-3 my-partner-3 flour [-spec]

(e) nitohpommatomoawa nitakkaawa napayiini
I-buy-trans-ben-3 my-partner-3 flour [ +spec]

(The benefactive formative always has the shape /omo/

fter the transitivization suffix?'.)

All of these are acceptable sentsnces; though it
appears that a given speaker will makse us& of either pair
(b) and (c) or pair (d) and (e).28 The only way to
account for the existence of (d) is to order thans
[which adds the transitivizing suffix present in (d)
and (8)] after Tpgne Since all bénafaqtive sentences
have a [+apec] goal (the benefactes) at this point, we must
make T,..,e OPtional with [ +ben] verbs to account also for

(b) and (c) . |

| We never find Transitive roots (subcategorized as
[+vp:_nNP] in 3.1) extended by [a:ki) in benefactive
constructions. This is easily accounted for by ordering
Tﬁs.i after Tpgne Such verbs in benefactive constructions

will never mest the SD of Tps.i because of the presence of

27 This longer form frequently occurs with unextendsd
roots, alsa, usually as an alternant of (o) but perhaps
exclusively with certain roots.

28 0lder speakers find (d) and (8) less acceptable.



the benefactees as goal. Thus while (f) shows that
[ piiki) is a Transitive root, (g) is acceptable and
(h) is unacceptable: |
(f) nitgaksipiiksaaki
1-fut-chop-intrans t1'11 chop (wood)'
(g) kitaaksipiiksgomao
2-fut-chop-ben-&1 171'11 chop (wood) for you'
(h) *kitgaksipiiksaakﬂom)oo

2-fut-chop-intrans-ben-<1 (*1'11 chop (wood)
‘ for you')

Verbs discussed in 3.1 which are exceptions to Tirans

generally add the benefactive suffix to the transitive

stem:.
(1) nitainihki "I'm singing'
(§) nitainihkihtsiihpa 'I'm singing it'
(k) nitglnihkohtomoawa '1'm singing for him'29

Thus the minor rules which extend these roots apply after

Tben. The same is true of minor rules which apply to the

TAstem-basic verbs of 3.13 the minor rules lsave the verbs

in their TA form becauss of presence of the animate bene-
factes as goal:
(1) nitsapiksistomoauwa

I-throw(TA)=-ben=-->3 "1 threw for him!'

55 The mutation of /ixt/ in (J) to Joxt/ in (k) is
difficult to explaing Taylor 1963 (p.254) suggests that
the stem has been shortened by haplology from '
[ninixkIxkoxto) which has common TA extension [Ixkoxta).

108
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we cannot in this way explain the behaviour of
TIstem-basic verbs in benefactive constructions, howsver.
we find only the TI stem of these verbs in benefactive
constructions, no matter whether the embedded S in which
they originate has an inanimate, animate, or [-spec] goalj;
note the following example, which ws must assume has a
[-spac] goal for ‘'chew' 1in the underlying configuration:

(m) nitsipikkstomooka
I-chew(TI)-bsn-«3 'he chewed for me'

Tﬁis-suggests that we may have bseen wrong, at least with
regard to TAstem-basic verbs, to sxplain their shape in
benefactive éonstructions according to presence of the
bensfactes as goal. It seems, rather, that for the two
subclasses of verbs, TAstem-basic and TIstem-basic,
neither transitivity nor gendsr of goal is falevant when
these verbs are insarted in an S dominated by [+ben]. Thus
the minor rules which would adjust these stems according
to their énvironmants-must not apply if the verb is [+ben].

Similarly, we could more briefly explain the doublets
such as (b),(d) and (c),(e) above by requiring applicatiaon
of Ttrans in the praesence of the long form of the benefact-
ive. This would require choosing between (o) and [{(i)mui}
at an sarlier stags, which in turn would seem to assume that
they are not variants of the same root. And while no clear-
ly stateable semantic differsnce between the two has yet
been isolated, some difference does appéar to exist with

certain verbs: cf. nitaipasskoauwa 'I sing/play so he
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can dancse', and nitaipasskatomoawa "I dance for hinm' /

'I put on a dance for him'.

3.4.R

we alluded above to the fact that the actor of the
matrix S undsrlying benefactive sentences must be identi-
| cal to, and corafarantial with, the actor of the embedded
s. of course.thare is nothing in our PS rules or lexicon
to prevent the existence of underlying sentences that fit
the structural description of Then but don't have the
.jcoreferantiality raquirsment. If we add this corefer-
entiality condition to Tbens sentences which don't fit this
requirement can be nfiltered" out by the technigque proposed
by Chomsky in 1965 (p.138)3 1.e., mafkqd as ill-formed by
the prasenda of boundary or other symbols that would have
been removed had Thgn appliesd. But this means that our
grammar'will specify as ungrammatical in this way an
infinite number of ungrammatical benafactive sentences for
wziavery grammatical onse. This use of transformations as
filters30 is untuitively very inslegant and ynsatisfying,
‘ perhaps primarily because in spite of oft-repaated warnings
-8 gainst doing so, we tend to think of generation as pro-
.'auction. But a stronger objection can be made against
;ithis technique: it fails to express linguistically signif-

icant generalizations. The structures that underlie the

30 As opposed to Lakoff's more general characterization
of transformations as local derivational constraints
which act as 'filters' (Lekoff [ forthcoming]).
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ungrammatical sentences in question are ill-formed becauss

they fail to mget a condition which can be stated
explicitly.Sl in the case we are discussing, the condition
is stateable as a property of the lexical item | +ben].
until now we have assumed a lexical sntry for this verb
something like the followings
(___,[+ben,+VP=_NP:N=[+anl]S])
wWe can expand this to require the neadad condition of
identi?v;
(__;,[+ban, s:[szx]AVPzgf[szN:[+an1]]hs:mp=x])

(e are now additionally using brackets to permit indica-
tion of concatenation of complex constituents which are

themselves co-constituents of one category.) UWers we to

~utilize labeled bracketing such as wse have used in T-rules,

the above lexical sntry would be as follows:
(___,[+beng+EExJNpE__[[+an1]NJNp[Ex]vaPJSJVPJSJ)
Both notations permit insertian of the abstract bensfactive

vers into the following structure at the circled position:

41 perimutter 1968 demonstrates that such cor
many such conditi
muat be stated pre-transformationally, because the part§25-
zﬁie:ransforTitioz which does the filtering might be ordered
: an sarlier transformation h
the crucial constituents. as transposad or delsted
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NP —N—[+anl]

SiNP——x
-SUP

(We will assume a caonvention that in lexical entries, two
or more occurrences of a small case letter represent
identical -- and in the case of NPs, coreferential -- con-
“stituents.) The feature [anl] corresponds to the presumably
universal feature [animata], as opposed to the language-spe-
cific gender feature [an] seen earlier. (A1l [+anl] are
[+an], but not vice versa.)

In proposing that such conditions be a part of the
base component, sven as part of the contextual Faaturés of
a lexical item, our grammar seems to violate a condition set
out by Chomsky 1965 (p;137) : "yhen the base rules generate
a Phrase-marker from an occurrence of S that is embedded
in an already generated phrase-marker, they cannot take
account of the context in which this occufrence of S
appears." The motivation for this restriction is not
stated.
| A further c:iticiém can be raised against Chomsky's
use of transformations as filters. Chomsky defines deep
structures as those structures generated Dy the base which
underlie well-formed surface structures, i.e., thoss which

are not filtered out by transformations. But then he states
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that the semantic component intefprets daep'strdctures
generated by the base. If he means all structures
generated by the base, this is absurd - the semantic com-
ponent can't give.any interpretation (not sven an anomal-
ous one) to structures that violate the kinds of conditions
we are talking about. I assumse he means 'desp structures'
as dafined above; i.8., thosse which underlie well-formed
surface structures. But sven if a grammar using the
transformational filtering technique could generate

(delineats) thse set of well-formed sentences of a language,

it would not delineats these for the bsnefit of_the

semantic component} To do so, the grammar woulid have to

provide a procedure for retracing the transfqrmational
steps that led to a given surface structure; this would be,
in effect, a ﬁrocedura far finding the deep structure of a
given sentence, which procedurs Chomsky denies to be part
of the function of a’ganerative grammar (loc.cit., p.lAl).
Thus the filtering technigque fails in another way.

see 4.3.2 for further discussion of constréints on

underlying configurations.

3.5 CAUSATIVES
3.5.1 INSTRUMENTALS

when an NP as instrument or means is involved in the
predication, what we earlier (2.2.2) called the ablative

prefix mei:xt] is present on the verb which expresses
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that'predication:32

(a) nomohtawayakiaa' iimitaawa miistsisi
I[-instr-hit-—3  dog-3 stick[ +spec]
'T hit ths dog with a stick'
Speaker is acéor in (a) and 'dog' is goal; 'stick', of
course, is the instrument. Because such sentences arse
usually paraphraseable in English as sentences which have
'use' as main verb -- (d) could be paraphrased as 'I used
a stick to hit the dog' -- an underlying configuration

‘with [mwisxt) as main verb seems reagonablex33

(b) s<<:Np-—-[+1,-p1]

VP (Mwi :xt,[ +vPs_NPTS])
->

NP (m11tis,[ +spec,-an])

S::::NP———[+1,-pl]
V——-(awayaki,[+VP:_NP])

VP§<:
NP —— (wimitaa,[+3])

-\

',--A-

(The main and embedded actors must be coreferential.)

32 The verb of (a) below has a variant /'/ of the [ +3]
suffix which often is used if the [+3] noun with which it
agrees immediately follows the verb.

The /o/ of the first syllable in (a) 1is another .
case of the regressive assimilation accounted for by
phonological rule 5 of 0.3.2.

33 GSee Lakoff 1968 for discussion of such a deep struc-
ture for English instrumentals.

We are not saying that ‘'use' 1is in any sense a
possible translation of [[mwi:xt) , but rather that the
latter expresses the relation betwesn an agent and an
instrument that is apparent in the English paraphrase with
‘uge' (ses 4.1.2).
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re indicated by the dotted arrow, this configuration
requires verb attachment, as did benefactive and causative
configurations, but of a different type. Becausse the
embedded goal must end up as surface goal, the antire
embedded VP must be elevated to become a constituent of the
main VP, with subsequent combination of the two verb roots
into onse stem and loss of the extra VP node. Tentative rules
which will make these changes follow.

Tinstr (instrument verb attachment)

| LR EEMwizxt]Q;Np; [np; vPlg lypls

1 2 3 4 5 ——
1 245 3 g f
V-consolidation3?
E(PM:.EXJ) . L [<Pm.,EXJ)]V,(NP)JVPJV;NP]VP
1 2 34 5 6 —>
(143, B 4) g g g - 546
These rules convert (b) to (c) ¢

()

5<;:; [+1,+p1]
VP J —— (Mud sxtawayaki,[ +VP:_NP]) o

NP-——(wi:mitaa,[+3])

NP-——%mIItiS,[+spec,-an])
(we have provided the resultant varb stem with the features

of the originally smbsdded verb root, becauss they may

34 The parentheses in tha SC enclose a two-membered
lexical sst, as usual.
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determine applicability of later transformations).
Transitivity transformations will givé the correct result
if applisd to thess structures before the illustrated vP
attachment takes place (unless thsy are embedded in sen-
tences with certain other lexical items as main verb - see
discussions under 3.4 Benefactives, 3.6 Comitatives, and

3.5.3 Instigative cause).
3.5.2 NON-INSTIGATIVE CAUSE

A non-instigative causs of a predication is also
indicated by the prefix KMwi:xt] (hers glossed 'result')
on the verb expressing that predications

(a) niistoyi iihtoki'takiwa>
I-4(?) result-angry=-3
'] made him mad /He was angry on account df me"'
(b) nghohtaihpiyi ninaawa
I-result-dance chief-3
'The chief made me dance/I danced for the chief'
(c) aohkiyl iintsisttsiistomiua aakiiwa
water[ +spec] result-sick-3 woman=3
'The water made the woman sick'’
niistoyi 'I', ninaawa ‘chisf' , and aohkiyi 'water'
function as indirect cause in (a), (b), and (e),

respectively. The other participant ('he' in (a), 'I"in

25 gee discussion in 2.3 concerning the suffix /yi/
on niistoyi. '
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(b)), and Twoman' in (e)) is actor in gach case.

Instrument and non-instigative cause are semantically
very closely related, the former assuming an agent and the
latter occurring without an agent.3® Add to this the fact
that both require a prefix [mwisxt), and it would seenm
reasonable to posit similar underlyihg configurations for
them. Taking (c) as representative, we suggest an
actorless structure which is otherwise like the structures

assumed for‘instrumantals in 3.5.1:37

5 VP v (Mwi ixt [ +VP:_NP75])
NP———(aoxki,[+spac])

S<NP-—— (aakii ,[+3])

Vp—1\ (IttiItomi,[-VP:_NP])

While we wish to have the embedded verb attach to the main
verb, we do not want to delete any NPsj in addition, we
must raise the embedded actor to surface actor position,
because aakiiwa ‘woman' is actor in (c). In‘other

words, we need a rule something like the following:38

36 Ses Langandoan's discussion of the relationship bstwesn
{nstrument and cause roles - Langendoen (Forthcoming,ch.a);
Fillmore 1968a equates the tuwo.

27 The embedded verb KIttiItomiﬂ i{s made up of two roots,
but this has no bearing on this discussion.

38 This ‘rule and Tip could be combined into one rule
with alternative conditfnns and corrssponding changes, but
due to problems that arise below we will not carry out this
combination. In section 4.1.3 we will see that rules of
much greater generality account for these structurses.
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Tn_i.cs_(non-instigative cause verb attachment)

CCCmwi sxt] snPsLNP3VPIg], p]s
1 2 3 4 —)
3[ 1+4 2 g 8 Jyp
V-consolidation (3.5.1) and the pruning conventions will
complete the changes to give us the followings
s<<:Np———(aak11,[+3])
~vp<<:v-——(mwiaxtxttixtomi,[-vpa_mp])
NNp — (aoxki,[ +spec])
There is just ons problem: aoxki 'water' now meets the
definition of goal and will cause Ttr.agree to add its
features to the verb. But the verb is intransitive and
'water' is not goal in (c).39 "we could prevent this by
adding conditions to Tir_agres 2M"d Ti_agres S° that the
latter and not the former applises when the verb is
[-vP:_NP], but this would not solve the problem in cases
where the originally embedded verb is what we-have termed
either PsI or Transitive. Several ad hoc devices come to
mind, but none mests thq real problem: we have structural
ways to define and distinguish only two functions, actor
and goal, while there are other functions that can be

filled by NPs. We return to this problem in 4.1.

‘39 The same problsm will arise in instrumental santences
(3.5.1) if the embsdded verb is intransitive; we put of f
discussing the problem until now by using an example
there with a transitive embadded vsrb. '
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How do sentencses such as 2.2.2(b) [rapeated hars as
(d)], which we said have no actor in either deep or surface
structurs, fit into this picture?
(d) [=2.2.2(b)]

iihﬁssiksaapinawa oma séahkgmaapiiwa miistsii
instr-blacken sye-=»3 that-3 boy=-3 stick[-spec]
'a stick blackened that boy's eye (gave him a black sys)’
We can assume that the underlying matrix and ambadded
sentences are both actorlessxan_ |
§— U Py— V— (Mwl sxt,[+VP:_NP'S])
NP— (mIItis,[-spec])

_S-—'VPYQY-—-(isikIaapin,[+VP:_NP])

NP D-—-om'

v <<;N———(sa:xkomaapii,[+3])
In sucﬁ cases, the.embedded goal will end up as surface
goal, just as was thse case»in our instrumental example
[3.5.l(a)]. If we somshow allow for unidentified parti-
cipants in deep structure, ws can account for ths ambiguity
of (d)s if thers is no underlyihg actor, the semantic
role of ‘'stick' is non-instigative cause, whsreas if an
actor (as agent) is assumed, even though not specified,
the role of 'stick' is instrument. See 4.1.3 for further.

discussion.

40 The fact that [isikIaapin) 4is itself made up of two
roots is irrelevant to the argument. We could substitute
any transitive verb capable of occurring with an instrument.
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3.5.3 INSTIGATIVE CAUSE

Although more remains to be investigated on this
sub ject than is understood, we will look at saveral sen-

tences in which the actor is the [+anl] intentional cause

of an pnderlying sentence.
Consider first (a) - (d):
(a) nitgghpommggﬁiooka niksissta
I[-dur-boy (Psl)-cause-¢3 my-mother;3
‘my mother is making me buy'-
(b) nitsiikstakiipiaawe nitana mamiiksi
I-count-intr-cause-—13 my-daughter-3 fish-pl
'I made my daughter count the fish'
(¢) nitaghpommattsooka hiksissta
I-dur-buy(PsI)-cause-¢3 - my-mother-3
'my mother is making me buy'
(d) nitsiikstakiattsaawa nitgna. mamiiksi
I-count-intr-cause- -3 my-daughtsr-3 fish=-pl
'I mads my daughtsr count the fish!
(a) and (b) show the causative suffix {ipi), while (c)
and (d) differ from (a) and (b) only in that thay have

instead the causative suffix [atti). These formatives are

always added to intransitive stems, whether basic, as in
(2) and (c), or derived, as in (b) and (d), sven in cases
such as (b) and (d) where the non-causative counterpart
would require a transitive stem because of the presence of

a [+spec] object. In all cases, the cause 1s actor and the
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vﬁndergoer of the cause is surface goal. Thus in (b) and
(d) the speaker is actor and 'my daughter’' is goél.

It is difficult to determine just what the semantic
di fference between these two causatives is; it may be that
(ipi] is the more specific, includiﬁg a semantic compo-
nent of more dirabtal personal influence on the surface
goal (undsrlying actor of the prediéatibn), while [(atti]
covers more general responsibility for the action or state
of the surface goal. If this is correct, the truth of a
santence usiﬁg causative [ipi) would entail the truth of
the same sentence with [atti) substituted for Ripid, a
situation which would explain the difficulty of determin-
ing the semantic difference in the first placs.

whatever the di fferences bstween these tﬁo fqrmatives,
both require a [+anl] surface goal. This suggests that
the influence of the cause 1s di:actly upon the surface
goalaz, a relationship which could be captured by the
following underlying configuration (with (b) as an

exampls) :

41 Attached to directional preverbs (4.4.2), 1ipi trans-
lates as 'bring' or 'take'.

42 In the case of Kipij, at least. There is some seman-
tic evidence that Katti] does not always involve influence
directly upon the surfacs goal: nitohkgyg'kattsaawa '1
provided him a place to sleep'; cf. iihkoyngaawa 'he has
- a place to sleep'; both contain the root [{wi:xko
'have the wherswithall for'. Thus the underlying struct-
ure of causatives with Kattij may have no goal in the
matrix S5, but the embedded actor is '‘elevated' (see 3.7) to
matrix goal status before T ,,gg applies (see below).
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(b")
-S::NP—-[+1]
UP— U— (Lpi,[+VP:_NP S1) 'cause'
NP — (nitan,[+3]) 'my daughter'

S NP — (nitan,[ +3])
<::;VP J —(wikIst,[+vP:_NP]) ‘'count’
Y:NP-—-(mwimi[+3,+pl])' 'fish'
The actor of the embedded 5 must be corefesrential with
the goal of the matrix S 3 the latter has the causative
as its main verb, while the former has the ofher member of
the surface verb stem as its main verb. To map this into

its surfacs form we require a transformations

TCausa(CausatiVe verb attachment)
ipi
= {ka:ti} JysnesCuesClxdys (W0 Jyplslye
1 2 3 4 g5 —
441 2 ﬂ ﬂ, 5

This rule combines the two verbs, and deletes the embedded
actor (identical to matrix actor). |

It remains unaxplainad'how to account for the required
intransitive form of the smbedded verb. In the case of
ps] verb roots, the presence of the causative somehow
blocks the application of Tirans (ses 3.1) which must, then,
be ordered after Tgaugge But what about Pure Transitives
and Transitives? O0Obviously, ouf parlier statement that
the causatives are added only to intransitive stems rules

out their occurrence with Purs Transitives, for the latter
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cénnot be intransitivized; the contextual Features of the
causatives must forbid their domination of Pure Transitives.
Transitives, on the other hand, never appear in thess con-
structions without intransitivization suffix (a:ki), yet
there is no stage in the derivation of sentences such as

(b) and (d) when these verbs ocCUT with a [-spec] goal to
meet the SD of Tintrans Wwhich adds [a:ki] (see 3.1).
For now the best we can do is add an alternative condition
to Tintrans that makes it applicable to transitives in
causative constructions whether or not a goal'is prasantas.
A related but sven moIs serious problem ié offered by
idiosyncratic verbs such as 'count' in (b) and (d).
Recall (from 3.1, p.88) that because the TA form of this
verb is the 'marked' one and the difference betwsen this
marked form and its form elsewhers is not according to
reqular ruls, we proposed making use of laxical insertion
to select the proper shape according tb context.v But hers
we ses that the context of the smbedded verb of (b')
would erroneously require the TA form, showing that the
_lexical insertion technique of handling this partial
suppletion fails under the present formulation.

we will look at the above problems again in 4.1, as

we consider a different formulation. for now we will just

i3  This would be more easily expedited if Tgause added
features corresponding to the causative_formatives (to be
spslled later, as in the casse of [ +ben]) rather than the
phonological shape of the formative.
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observe that while sslection of a root must be madses in

terms of underlying context, it seems that neither applica-

bility of transitivity transformations to regular roots,
nor selection of a particular stem allomorph in the case
of irregular roots, can be determined until after verb
attachmernt rules have applied. Morsover, the follbwing
construction®? ssems to confirm that the addition of [a:ki)
to transitive verb roots has nothing to do with transiti- |
vity when they are smbedded in causative structures but is
simply automatic before the causative formative:

‘nitackstakiipiaaki

I-dur-count-intrans-cause-intrans

'I'm having (somscns) count'
This construction has two occurrance$ of the intransiti-
vization suffix. The lést one is sasily accounted for by
application of Tintranss 28suming an underlying [-spec]
goal of [[ipi] ‘cause' in the matrix sentence. But the
first occurrsncs Ka:ki} is evidently conditioned by the
presence of the causative, irrespective of presence or
absence of a goal in the embedded S. Similar construct-
ions are possible with [atti). |

Some other constructions which. sesm to involve'an

instigative cause, but which will not be dealt with in

"this thesis, are illustrated by (8) - (h).

44 Such constructions wers brought to my attention by
Allan Taylor. ' '



(e) nitssiksinawa
(cf. siksinamma
(F) nitaakssootamssta
~ (cf. aakssootawa
(9) nltsétnohtoohpa
(cf. isstoyiiua
(h) nitsiiksistohsiihpa

(cf. ksiistoyiiwa

example (o) illustrates what is

'I blackened him'
'he's black') |
171'11 make it rain'

'it's gonna rain')

' - 21
L

i chilis

Q.
(%

'it's cold')

'] heated it'

'it's hot') "

probably best treated

as contaihing an ‘abstract predicate'45‘ CAUSE (and

possibly also another abstract predicats DEVELOPMENTAL

or INCHOATIVE) which has no

surface realization.

All

examples at hand of this kind have goals of animats’

gender.

lant to CAUSE dominating an

(f) evidently has what is ssmantically equive-

s made up of a meteorologi-

cal verb; all of the examples I have ssen of this zon-

struction are meteorological.

and

(g) (h) evidently

have different realizations of the combination of CAUSE

and DEVELOPMENTAL predicates.

3.6 COMITATIVES

Compars

(a)

nohkowa

my son=3 I-eat-trans-

(2), (b) @nd (c):

nitsowatainnaanini

aattsistaayi

-1 pl-4 rabbit-4

'my son and I ate the rabbit'

45 Gee Lakoff 1965, and Langendoen 1969 (p.105).

125
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(b) nitohpoksoyiima' nohkouwa aattsistaayi
I-accomp-sat-—>3 my-son-3 rabbit-4
"1 ate the rabbit with my son'
(c) nitohpoksoyiimoka nohkowa aattsistaayi
I-accomp-eat-&3 my-son=3 rabbit-4
'my son ate the rabbit with me'
sentence (a) has 'my song' and speakef con joined as
actor, as gvidenced by the first person prefix and the
1 pl suffix on the verb, evén though there_is no other
indication of the speaker's jnvolvemsnt. (If the so-called
1ndepenaent first-person pronoun Wwere present [ for emphasis,
as explained in 1.1 and 2.3.2], the conjunctor /ki/ would
be required between it and the coordinate noun nohkaguwa.)
Thus at some stage in the derivation of (a), we must '

assume configuration (a') [simplif‘iad]:46

@) o wpe—wp—[#l,-p1] |
siic o -
K;L NP — (noxko [ +3]) 'my son'
VP§<:

v (Twiiyi,[+vP:_(NP)]) tgat!
"NP——-(aaattItaa,[-SJ) 'rabbit'
That is, the actor NP is made up of three constituents:

two NPs and a conjunction. Because it is the sum of the

46 The reason for loss of the final syllable [yi) of
the verb root ‘'eat' befors transitivization suffix
[ atw] is added [as in (a)] is not clear. Evidently it
%s the intransitive 'theme' ending (see Taylor 1969).
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featurss of the conjoined actor constituents which deter-
mines the verbal person affixes (in this casse,
[+l,+3]—9[+l,+p1]), we must have rules to sum the features
of all head nouns dominated by the top-most NP as actor
or goal, respectively, and these features must be added to
that top-most NP. Then the agraament'transformations must
 be modified to carry features of these NPs, rather than of
the constituant nouns as‘earliar_FormuLated, to the'verb.
Although such modification of Ti_éérae and Tyr_agree Will
‘offer difficulty, it appsars to be a purely mechénical
problsm and so we will,noﬁ take tima‘to attack it hers.

(The question whether (a') 1is basic, or derived
from two conjoined ssntences with speaker and 'my song '
as respective actors by a "conjuhction'reductioh" trans-
formation47, has'nu besaring on the discussion at this
~point.)

sentences (b) and (c) have comitative verbs, or
"yagrbs of éccompanimant"as, made up of the discontinuous,

dependsnt root Kwixxpok+im]49 plus the PsI root

'47. Ses Langendoen 1969, pp.B88-95, for a brief discussion
of conjunction reduction.

48 Cf. Bloomfisld's mention of the'cognate construction
in the central Algonkian languages = Bloomfield 1946,p.113.

49 Forms with 12 actor, which translate 'we...togsther'
. make uss of Kwi:xpok] as an attributive root; perhaps the
underlying source of these constructions has the sama
structure as the sources of those treated hsre.



128

((I)wiiyi] ‘'eat'. They are semantically similar to (a)
in that baoth (b) and (e) entail (a) ; i.s8., both (b)
and (c) tell us that the speaker and his son partook of é
particular rabbit. They differ from (a), howsver, in that
they additionally tell us that one of the participants, the
speaker as actor in (b) and the son as actor in (c), was
instigatdr of the accompaniment; in each cass, the othser
participant is goal.

The semantic interpretation described in the preceding
paragraph can be accountsd for by positing (b') as the
(simplified) undsrlying configuration for (b) :

(b') |

Sin [+l,-pl o
, VP V——(wi:xpok_;m,f+VP:_NP s]) 'accompany'
NP——(noxko,[+3]) 'my son'

S— NP— NP—[ +1,-pl]
NP — (noxko,[ +3])
‘vp i V— (Twiiyi,[ +vP:_(NP)]) ‘'eat’ |
‘NP— (amattItaa,[-3]) ‘'rabbit!'

Notice that the embedded S of (b') is identical to
the underlying configuration assumed for (a); this
corresponds to our earlier statement that (b) &entails
(a). It also neatly accounts for selectional restrictions
on both the actor and goal of comitative verbs. For

example, an S with a comitative verb built on the verb
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root. Kyoomi]_ 'marry’ " would be internally contradictofy
unless both surface actor and goal are female, since
}Kyoomi] is an intransitive root that requirses (prasuppbsas)
a female actor. Tﬁus (e) and (f) are internally contra-
dibtory for the same reason that (d) is:
(d) *nisa akayoomiwa .‘
'my (older) brother is married (has a husband) '
(e) *ni'sa 11hpokoomiimiiwa ninsstsi
'my (older)brother got married (in accompaniment)
with my (older) sister'
(f) - *ninssta iihpokgomiimiiwa ni'si
'my sister got harried with my brother'
A transformation that would apply to (b') to give
us the derived configuration (g) (which will evantuaily

lsad to (b)) is as follows:

Tcom _
[[wi;xpok+imjv; NPs; [ NP éE[x]V;(NP)]VPJSJVp
1 2 -3 4 5 —>
441 2 g 5
(9)

S<<;NP—-[+1--91] |
. (1wityi,[+vPi_(NP)])

VP v
: \\ <<—\(wigxpok+im,[+VPs_NpA5])
\

"NP— (noxko [ +3])
\
‘NP— (aaattItaa,[-3])
we will assume that a later ruls will move the first

portion of the discontinuous accompaniment verb to
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stem-initial position. |

Like the causatives [ipi) and [atti) (3.5.3),
the accompaniment verb occurs only with intransitive stems,
and the same problems exist regardingAa techniqus to assure
the correct form of the embedded verb.

The actor and goal of the matrix S must each be
coreferential with a constituent of the complex actor NP
of the embedded S ; ws can account for this by a restric-
tion on insertion of the dependsnt root Kwi:xpok+imj:50

(wisxpok+im, |
[+05+8s[NPsxTvps[_Inpay] s :Lnps[npsx ] Wpay 1 vP])
Or, using labelled bracksting:
[[x]Np[_fYJNp[[[x]NpC[Y]Np]NpVP]SJVpJ3 
Like the bensfactive and the [(atti] and [ipi] causa-
tive predicates, the commitative predicate requires that
the goal of the matrix § be [+anl].

Comparing Tben’_Tcause'~a“d Teom? We find that they
are quite similar in that they all muQe an embedded verb
to the main verb position. This suggests that there is a
bona fide class of dependent verb roots, all of which
require a [+an1] goal, an embedded S, and transformation
by & rule which moves the embedded verb to main verb
position. 'IF there are many such verbs, their common con-

textual restrictions need not be entered in thes lexicon,

50 Obviously, this splution rules out the possibility
that the embedded conjunction is the result of "conjunction
reduction" (ses fn 47), and so our PS rules must allow

for coordinats NPs.
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but stated once for all verbs of this class; their lexical
entrises will then contain a featurse indicating this class
memberéhip. And, of course, instead of a different trans-
formational rule for each of these verbs, we should hope to
have one ruls general enough to cover all of them and
which will apply only te sentences containing such dep-
endent verbs in main verb position. In fact, comparison
of Toause and Tcom Teveals that they are identical (Except,
of course, for the causative or accompaniment verbs them-
selves) and must bs cambinsd. Then while it has much
in common with the others, deletes a diffserent NP and so
cannot be directly combined with them unless we treat the
deletion portion of these rules as a separate step. (Later
we will see that the transformation that moves an esmbsdded
verb root into main verb position is quite general -- ses
4.1.4 and 4.3.3.)

But as they stand now, what is the place of Tcom
with regard to some of the other transformations we have
discussed? (i) would ssem to indicate that Tcause Precedss
Tcom» @8 the latter is formulated, because the [[im]
portion of the comitative formative follows the causative
formative:

(i) nitohpoksoyattsiima' nohkowa niistoyi

I-accomp-eat-cause-—3 my-son-3 my-self—dsl

'I made my son eat with me'

51 see 2.3.2 concerning the suffix /yi/.
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However, T.,,gg €annot preceds Teoms the only configur-

ation that matches the semantic interpretatiaon of (i)

has the accompaniment verb subordinate to the causative

verb:

S—NP—[ +1]
\

VPva-——atti . ‘ 'cause'
ANP-(noxko,[+3]) 'my son
\s ~—NP e (noxko,[ +3])

\\VPS——-V—__wi:xpok+im . | ‘accomp'
NP — [ +l]

'S \——NP—— NP—(noxko,[ +3])

\ X

\ N

\ \
\NP — [ +1]
\yp— v — Twiiyi 'eat '
And in a configﬁration with multiple embedding such as
this, verb attachment must apply first to the verb of the
most deeply embedded S; otherwise, the result will not
meet the SD for a second application of verb attachment.

Since this means that T._._ will apply first, perhaps it

com
should attach the embedded verb to the right of the dis-

continuous accompaniment formative, with movement of theKim]

portion to stem final position after Tcause has applied.
(This would make combination of T, .o, and T o, @ bit more
complicated, but not prohibitively so.) what is important
to see here is that because verb attachment always appliss
to the most deeply embedded S first, it is not relative

ordering of T,on 8nd Tpauge that we must establish for our
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grammar, but restrictions on dominance rslations between

sentences containing thesse verbs. An underlying structurs

with the accompaniment verb dominating an S with a 5ausa-
tive‘verb is illformed, i.8., does not correspond to any

acceptable sentence in Blackfoot. I see no way te intro-
duce this condition under the model we are f‘ollowing.52

Nor is this problem limited to co-occurrence of these two
verbs. C(Causative and benefactive verbs must not CO-0CCUT,
nor may benefactive and accompaniment verbs co;occur. we

will take up these problems again in 4.3.2.
3.7 POSSESSOR ELEVATION AND NOUN INCORPORATION

(a) nitssiksiihpa oma ninaawa o'kakini
I-break (TI)-it that-3 man-3 his-back[ +spec]
(b) " nitssiksisstoauw oma  ninaawa o'kakini
I-break (TA)-—3 that-3 man-3  his-back
(c) nitssiko'kakinaw oma ninaawa
I-brsék-back—-»S that-3 man-3
(a), (b), and (c) all translate as 'I broke ths ﬁan's back'.
All three have the agent of the breaking (the speaker) as
actor. But in (a) ‘'back' is goal, whils in (b) and
(c), the affected participant whose back.is broken ('man')
is goal. Because the back is, after all, what is broken,
sentence (a), in which 'back' is goal, could probably be

given a more direct semantic interpretation. we proposs

then, the following as the tentativs configuration under-

52 As pointed out earlier (3.4R), Chomsky 1965 (p.137)
expressly forbids that the expansion of an embedded S take
account of its contsxt.
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lying all three examples:

(=) §S— NP—/[+1]

}\VPT—V—-(isikI,[+VP:_NP]) 'break’
~"‘NF";-«N——(mo'kakiN,l:+spat:J) 'back'!
\\p-—Np;-D~om
\N-m—(ninaa,[+3]) 'man’

While informants say that (a) is a "correct" senteﬁce,
they neverthelsss consider it odd. Nofmally, the possessor
of the back, who is quite personally affectsd (to say the
least!) by the predication 15, for purposes of agresment
and transitivity transformations, elesvated5® to goal
status. A transformation must carry out this elevation.
The same transformation will be applied less frequently

in the case of a large number of other situations where the

53 "Promoted" is Fillmore's term for a similar phenom-
enon in English. See Fillmore 1968a, sect. 5.3.
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possessor is affected in a less personal way.s4 £E.9., both
(d) and (e) translate as 'I broke my son's axe':

"(d) nitssiksimaayini nohkowa otohkaksaakini
I-break (TA)-4 my-son-3 hisg-axe-4
(e) nitssiksisstoauwa noﬁkgwa otohkaksaakini
I-break-bsn?--3 my-son-3 hiss-axe-4
But 'axs' (animate gender) is goal in (d), and the pos-
sassor of the axe is goal in (e).55

The following rule can account for this difference:

Tposs.slsv (Possessor Elevation)

[V;[N;[NPJPJNP]VP
1 2 3 —
1+32 ¢

54 It could be argued that application of this transfor-
mation in the clearly optional cases has some semantic
effect, and that effect is precisely to highlight the pers-
sonal affect of the predication upon the possessor. (Cf.
the choice, open to a child sesking " justice"; betwesn
'Johnny hit my stomach' and 'Johnny hit me in the stomach').
Grimes 1968 (sect.2) suggests that any option open to the
speaksr is meaningful to some degree, and proposes that
"paramsters" which include the probability pattern of a set
of transformations (in this case, possessor elevation and
identity [=no change] comprise the set) be part of the base
component of a grammar. While Grimes' discussion is
apparsntly intended to be suggestive only and is therefors
sketchy, he does say that each parameter is "a special kind
of lexical slement" and has "a meaning in terms of style or
genre". In addition to the meaning, a parametsr has "an
indication of the transformations to which it applies", "a
probability vector with one component for sach transformation
in the set and probability values that sum to 1", and "a
predicate-like specification that allows the parameter tc be
incorporated into a derivation" (p.18). :

55 The /o/ on the verb in (s8) is probably the short

form of the benefactive (3.4), but this is a transformation-
ally introduced occurrence of that formative, and plays no
part in the semantic interpretation of this sentence (though
it can be brought to the attention of a native speaker,
usually eliciting an amused responsa).
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(Applicability is a function of 1 and/or 2)
Returning now to (c) we see that 'man' is still
goal, but that 'back"has become as part of the verb
stem.s6 This process is possible with only a relatively
sméll number of verb roots. It is optional in the case we
are discussing, but obligatory where the verb is a
'dependent' root, as exemplified in (f).
(f) iihpokgnéskaawa noko 'sa _
ball-acquire-3 my-child ‘1My child got a ball'
on the surface, (f) is intransitive, with 'my child’
as actor. But the verb stem is made up of two roots, '
Kwi:xpokon 'ball' and Kwak] 'acquire'. If we posit
underlyihg ‘structure (f'), the same transformation assumed
to relate (b) and (c)abovdball it 'Noun incorporation'®7)
can convert (f') to (f), except that in this case the

rule is obligatory.

(f') |
oko's,[+NP:_P]) 'child'

5— NP- N —
\\ \\p- [+1]

\UPT—U—-(wak,[+UP:_NP,+n.incorp.]) 'acquire'
\NP—~(wizxpokoN,[-spac]) 'ball’

Notice that the underlying goal is [-specific]; the

56 It is possible for 'his back' +to remain as an
adjunct, even though copied into the stem, but this is very
rare.

57 Despite the fact that in Blackfoot it is a much more
restricted process than what goes by that label in other
Amerindian languages.
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resultant surface structure is nesutral for number of items
required. (If the underlying goal wers [+specific], it
could remain as an adjunct after being copied into the
verb.)
But now compare (f) with (g):
(g) nitohpokgnsskoawa noko'sa
I-ball-provide--3 my-child-3
'{ provided my child with a ball'’
In (g), 'my child' is now goal and speaker 1s actor. The
verb of (g) differs from that of (f) in that the former
is transitive animats. It has been extended by a suffix
/o/, which could be the short form of the benafactive (ses
3.4); howsver, if we consider it to be such we will be
hard-pressed to explain the résultant meaning of the stam.
Recall that we paraphrased benefactive constructions as
"pA benefits B by A doing X". Since the }neaning of
intransitive constructions with [JwIxk) (such as (f)) is
"A acquires C", the corresponding benefactive with B as
benefactes should be paraphraseable as "A benefits B by
A acquiring C". But this is not quite a correct paraphrase
of transitive constructions with [wIxk) such as (g),
since it doss not entail the ultimate acquisition of C by
8, which is part of the meaning of (9)-58 were we to
consider the actor of transitive constructions with (wIxk])

to be the actor of an underlying abstract causative verb

58 In other words, sven if the /o/ extension is the
benefactive formative, it was not present in the underlying
structure, but has been transformationally introduced.
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which dominates a sentence with [JwIxk), we would be a
little closer to a configuration that accounts for the
meaning of such constructions; but is it necessary to posit
such an underlying abstract verb here?

Let us loock again at the meanings of (f) and (g).
(f) is a true statement in any situation whers the child
acquired the ball by manufacturing, buying, finding, in-
heriting, stealing, or otherwise having it come into his
possassion. (f) is trus whether the speaker gavs, sold,
or traded the ball to, or otherwise effected possession of
the ball by, his child. Thus the underlying participants
of sentences such as (f) are two: the one who sxperi-
ences the acquisition, and the objsct that is acquired.
Sentences such as (g) also have the expsrisncer and the
ob ject, but in addition there is an agent who instigates
the acquisition. This additional participant, the agent,
is involved in essenfially the same way as participants uws
have earlier characterized by this term. Relating thess
facts to the form of (f) and (g), we can simply observe
that besides obligatory.incorporation of the object, the
verb [{wIxk] selects the experiencer as actor unless there
is also an agent involved, in which case the agent becomas
actor and the experiencer is goal; the root lexkﬂ is
extended by addition of [[o) in the latter 'transitive'
context. Thus while we find the categories actor and goal

necessary at some point in the derivation of these sen-



139

tences, wé find them usable for expressing underlying con-
figurations of (f) and (g) only if we sither ignore ths
relationship bstween these sentences or posit an abstract
verb, the main function of which is to define agent. But

- if we were to define agent in this way here, why not so
define it at svery occurrence? In chapter 4 we will pro-
‘poss that not only should participant roles (such as agent,
axpefiencar, object, etc.) be indicated somehow, but that
they, rather than actor and goal, ars the functional notions
which must Ee defined in underlying structure.

gefore leaving this section, lset us look at another
péir of related sentences which add support to the non=-ba-
sic status of actor and goal. Compare (h) and (i)s

(h): no'kakini aisttsiwa
my-back[ +spec] dur-pain[-an] 'my back hurts'
(i) nitaisttso'kakini
I-dur-pain-back 'I have a backache'
In (h), 'my back' is actor and the intransitive verb is
inflected accordingly. In (i), the speaker is actor and
the complex verb stem is made up of the roots f1tei)
'pain' and [o'kakiN) ‘'back'.

Thus (h) and (i), while semantically equivalent,
differ in two ways: the possessor of a body part in (h)
is actor in (i) , and the 'actor' in (h) 1is part of the
verb in (1). The first difference is similar to the

difference we saw earlier betwsen (a) and (b), and between
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(d) and (e). In those cases and the one at hand, if we
consider (h) to be basic, a possessor is elsvated ta
éctor status, As it stands, Tposs elgy Ce@nnot serve to
accomplish what appears to be a variant of the same process
that it was originally formulated to capturs. But if the
selection of actor and goal were made subsequent to pos-
sessor elsvation, ws could capture this generality. Speak-
ing in role terms again, we point out that the object in
which the pain is centersd is surface structurs actor in
(h), but when the personally involved possessor is slevatsd
out of the NP, he, being the experienéer, is selected as
actor. Noun Incorporation will account for the remaining
difference between (h) and (i), as it did bstween (b) and
(e). |

Summarizing this section, a persanally involved pos-
sessor, as sxperiencer, may be slevated out of its NP; this
process 1is virtually obligatory if the NP as object of
certain verbs is a body part. For a small class of verbs,
the head N of an object NP may be incorporated (or copied)
as part of the verb stem; this process is oﬁligatory with
certain of these verbs (such as [wIxk)) and is possible in
other cases only if Possessor Elsvation has already taken
place; indeed, in certain cases, such as exemplified in
(1) ('I have a headache') it is obligatory if Possessor

59

Elsvation has been carried out. Selection of actor and

59 In 4.4.3, we suggest that noun incorporaticn may be a
special cass of a more general process which results in ele-
vation of a possessor as a side product; thus Possessor Ele-
vation as a separate process will be mutually exclusive with
noun incorporation.



141

ébal must be made after these transformations have taken
plaqe, and according to the following scheme: we will
descendingly rank roles as agsnt, experiencer, and object;:
the highest ranked of these present is sslected as actor,
and the next higher, if any, is selected as goal (unless,
of course, it is [-spec], since only [+spec] nouns may

function as inflectionally-defined goal -~ see l.2-d).
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4.0 TOWARD A LEXICO-SEMANTIC THEORY

4.1 SURFACE FUNCTION VS. UNDERLYING ROLE

We saw in 3.7 that whilses the traditionallAlgonkian
functions actor and goal are important in Blackfoot surface
structure; they do not allow us to account for the relation-
ships bstween certain sentences in a natural way. And in
sarlier sections we often found that in order to maintain
.the functions actor and goal as basic, we were forced to
changse the actor or goal stétus of participants en route to
surface structure. why, then, should we fesl bound.to
these particular functions in underlying structure? 1In
this section we will consider an alternative that stems
directly from the work of C.J., Fillmore. B8ut before ex-
plaining the alternative, certain problsms in the surface

configurations we have been using should be remedied.

4.1.1 SURFACE STRUCTURE REVISION

In a sentence such as (a),

(a) anna niskana iihkotsiiwa otakkaayi omi ookowayi
that-3 my-yo.sibl-3 give-3~—4 his-partner-4 that his-house
'My youngser sibling gave his house to his partner’

there aré three participants in the main predication.
anna niskgna 'my younger sibling' is actor, otakkaayi
‘his partner' 1is goal, and omi ookowayi 'his hpuse' |is

a second object or adjunct. We have no way to define this
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additional ob ject usiné the categories we have introduced
so far. Here, as at least twice in chapter 3, we are

left with a surface constituent that is neither actor nor
goal, yet wherever it is attached in the constituent
structure it will meet the definition of either actor
(5:NP) or goal (VP:NP). OFf course, we could introduce an
intermediate nodé PP (=predicate phrase), so that our PS
rules would include S -—(NP)PP and PP —VP(NP) ; we would
then be able to define the surface second object as PP:NP.
But not only would this leave us with no way to define
other constituents such as instrument (both instrument and
second ob ject can remain "dangling" in surface structure),
it would contribute to the ad hoc nature of our rules by
adding a second category whose only raison d'etre is to
permit a function definition. I say "second" because it
turns out that the only need for the category VP in
Blackfoot is to define goal; the only rules we have posited
(or that I foresee) which refer to VP are those which require
a definition of goal. How, then, should we structurally
defins actor and goal? Recall that these functions were
originally taxonomically set up in reference to agresment
phenomena (see l.l). More often than not in linguistic
practice, items which share agreement requirements are
treated as co-constituents of one category (the prime
example being agreement requirements within noun phrases).

Let us then treat actor and goal and agreeing verb in
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Blackfoot surface structure as co-constituents of a
cafagory PROP(osition). Actor and goal will be disting-
uished by order within PROP. Other NPs, whether second
objact;,instrument, or whatever, will simply be attached to

S. Thus the near-surface structure for (a) above can be

represented as (a'):

(a')
SXTPRDP V—wi:xkotyiiwa '3 gave 4'

NP D —annwa

\ N
\N — niskanwa 'my yo. sibling'
\ NP —— witakkaayi 'hiss partner,’
\NP ----- -D e (0)mi
\\
>N . wookowayl 'hiss house'

we will assume that agreemsnt transformations will carry
only features of NPs within PROP to the verb. Thus for
intransitive verbs, only the actor will be within PROP
in surface structure. (The goal of an actorless verb
(see 2.2) will be distinguished from the actor of an
intransitive verb by techniques to be explained later
[4.1.3].)

(Preliminary investigation indicates that the particular
order shown above for verb, actor, and goal permits the
simplest formulation of reordering rules, as well 'as being
consonant with the theory of a relationship betwsen order
and 'gapping' (Ross 1967, Bach [Forthcoming]); i.e., Black-

foot appears to be a VSO language.)
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4.1.2 ROLES

we could characterize the semantic roles of partici-
pants in (a) above as "giver" (‘my younger sibling'),
ngift" ('his house'), and "recipient" ("his partner'). 1If
ws did so, howsver, virtually every verb would occur with
differsnt roles. Fillmore (1968 b and c) points out that we
can abstract from verb-specific notions (such as giver,
gift, etc.) more general role notions which recur with
many other verbs. Thus the role of the "giver" in (a)
has something in common with that of the "killer" in (b):
(b) 4i'nitsiiwa nitomitaam omi poosi
kill-$-—a4 my-dog-3 that-4 cat-4
'my dog killed that cat'
The sibling in (a) and the dog in (b) are each instigators
of the predication in which they participate. The tradi-
tional term for this abstractsd role is Agent. (we bhave
already used this term in the same sense in 3.7. But
because some role labels will be words which we have used
elsewhere with different meanings, we will always capitalize
the first letter of role labels.) Recall now example 3.7
(g), repeated hers as (c)s
(c) [=3.7(g)]
nitohpokonsskoawa noko'sa
I-ball-provide-—3 my-child-3
'I provided my child with a ball'
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Notice that in this sentence the'balln which we analyzed
"in 3.7 as originating outéide ﬁhe verb, fills essentially
-the same role as does the 'house'in (a). Following Fillmore,
v’wa will call this role Object. we can tentatively define
it as the entity which is affected (in a very broad sense)
by the predication, but for which affect animateness of the
~entity is not s prerequisite (the reason for the latter
qualification is to distinguish Ob ject from Experisncer
.below). |
;;]?;éomé'sthéf_rolesl (with their abbreviations) which

‘-gkperiancar(gxg)

the participant which is affected by or undergoes the
predication; the "gxperience"” must be of a kind ascribable
only to animate entities. (Fillmore called this role
'Dative' until 1968 c, whers he introduces the label used

here.)

Non-instigative Causs(CS)
the non-instigative and (usually?) inveluntary cause
of a predication.

Instrument (1)

the non-instigative means made use of by the Agent of

a predicetion. (As pointed out in 3.5.2, I and CS can

1 Fillmore often refers to these roles as "cases" (see
Fillmore 1968 a, in particular). The roles and their
labels hare closely approximate those in Fillmore 1968 c,
P77 [whate‘ﬁillmore's definition of Goal is erroneously
labeled Source ], except as noted below under Instrument.
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possibly be be combined as one role; they seem to be in
complemenﬁary distribution with respect to presence or
absence of an Agent. This will be more svident later.
Fillmore includes CS under I , but additionally requires
inanimateness of the participant in this role.)
Source (SC)

the place or entity from which something, not
necessarily physical, is directed.
Goal(GL) .

the place or entity to (or -toward) which something
(again, not necessarily physical) is directed.

Location (L)

the entity which identifies the spatial orientatiaon

of the predication.
Time (T)

the temporal orisntation of the predication.

Agent , defined earlier, will be appreviated as AG, and
Object will be abbreviated as O .

Comparing sentences (a) and (c) again, we see that
in each case the actor is the instigator, and hence Agent,
of the acquisition of an 0Objesct. But as explained in
3.7, the Object (ball) in (c) need not necessarily have
passaed from control of the Agent (the speaker) enroute to
the child. In (a), on the other hand, the Agent ('my
younger sibling') necessarily was in possession of the

0b ject (the houss) before the effect of the predication

ef
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which put it in possession of his partner. This difference
leads us to recognize that the "giver" fills not only the
role of Agent in (a), but also the role of Source, whereas
the speaksr is simply Agent in (c).2

Another example of a dual role is that of the one who
acquires the ball in (c), and also that of the one who
acquires a house in (a); both of these are simultaneously
Goal and Experiencer.

Verbs are subcategorized according to what roles they
may (or must) occur with. For the verbs 'give' and
'acquire' of (a) and (c) we can indicate this graphically
as follows:

witxkot [ _AG-SC,GL-EXP, 0]°

wIxk [_(aG), GL-EXP, 0]

Notice that for wIxk the Agent is optional, as we saw in

3.7, but for wisxkot it is not. (It may be that we will

2 Fillmore's recognition (1968 c, p.78ff.) of the nesd
to allow one participant to fill, simultaneously, more than
one role has been the solution to innumerable problems
regarding role assignment.

Joseph E. Grimes (personal communication) suggests that
this supports the idea that roles are shorthand labels for
recurrent sets of presuppositions; a dual role is simply
the union of two such sets.

3 Uhlenbeck lists, and Taylor was able te re-elicit,
putative examples of this verb with 0bject as surface goal
(and thus no GL-EXP involved). O0Ons example thesy both
present is nitoxkotsiixpa 'I gave it'. No such form is
acceptable to my informants. (I had thought perhaps
Uhlenbeck misidentified /nitohko'tsiihpa/ 'I got it' [my
transcription] but this is not The kind of serror Taylor
could makse.) Perhaps this a dialectal differencs.
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need to distinguish betwsen truly optional roles such as
Agent for wIxk, and roles that, even though frequently
unspecified, are always conceptionally pressent [see

Fillmore 1968 b and 1968 c]).
4.1.3 THE SEMANTIC RANGE OF Mwi:xt

We can further illustrate the use of roles in under-
lying structure by examining an interesting set of sen-
tences, all of which contain the formative [Muwisxt]4
(realized as /omoht/, /iiht/, or /oht/ in these examples),
glossed as 'from', 'by', 'with', or 'result':

(f) nomohto'too  soohkittsi
I-from-arrive Gleichen (1lit. 'big-belly'; the name

of a town)

']l came from Gleichen'

(g) nomohto'too aipottaawa
I-by-arrive airplane ('he flises')
'l came by plane'

(h) [=3.5.1(a)]
nomohtawayakiaawa iimitaawa miistsisi
I-with-hit-—3 dog-3 stick| +spec]
"1 hit the dog with a stick'

(1) [=3.5.2(c)]
aohkiyi iihtsisttsiistomiw aakiiwa

water[ +spec] result-sick-3  woman-3

'The water made the woman sick'

4 Recall (from 0,3.1) that ij represents an alter-
nation between [im) and
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(j) [=1.5.3-D-a]
| iihtoki'takiwa ninna  nitsiistapoohsi
result-angry-3 my-father-3 I-lsave~conje.
'my father was angry because I left’
(k) iihtssaksiwa  ninna nahkitso'kaani
result-leave-3 my-father-3 I-might-then-sleep-nom.
'my father went out so I'd sleep’
(1) iinhtohto'toowa ninna soohkittsi nahkitsspomoyissi
result-from-arrive-3 my-father-=3 Gleichen I-might-
then-help-¢3 (conj.)
'my father came from Gleichen to help me.'
(m) iihtohto'toowa ninna aipottaawa nghkitsspomgyissi
result-by-arrive- my-father-3 airplane I-might-then=-
. help-—3
'my father came by plane to halp me'
Notice the variety of uses of [mwisxt). 1In (f) it
signals that a point of origin is involved. 1IN (g) and
(h) it signals a means is inVOived. In (i) there is a
non-instigative cause. In (j) as well, the prefixed
root, attabhed to a result clause, can bs considered to
signal the presence of a non-instigative cause, but in this
case the cause is a clause made up of a conjunct verb
(see 1.5.3). In (k) the root in gussticn helps to sin-
nal the relation betwsen a purpose clause and the intended
result. ue can see that various pairs or even triples of
these have something in common, but I have been unable to

isolate a semantic component that is common to all of

them. Examples (1) and (m) serve to show that a verb may
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contain two occurrences of KNWizxt]; howsver, in such
cases they ére always attached to a result clause, and one
signals either point of origin or means.

If we allow verbs to have slightly different meanings
‘when occurring with different roles, we can still treat all
these occurrences of the formative [Muwi:xt] as realiza-
tions of one verb root. The simplified undaflying
configurations for (f) = (m) will then be as shown in

(f') = (m'), respasctively.

(P
S — PROP V—mMwi sxt
| ‘SC —sooxkitti "Gleichen'!
PROP V——o0'too tarrive'

\AG—-[+1]

Notice thét role labels now occur as categories in the
configuration. (At this point in thes exposition we may
consider the omission of nodes NP, N, D, etc. as merely
simplification; however in 4.2 and subsequent sections
we will do away with all categories (except S) that wers
introduced by PS rules in 2. . New rules which genserate
underiying structure will be presented in 4.3.) Borrow-

ing tsrminology from symbolic logicS, wa may say that

5 See Langendoen 1969 (pp.96,97) for a less traumatic
introduction of the terminology.

" See Fillmore 1968 b for a discussion of why the pred-
icate calculus must be supplemented with the notion of
something like roles in ordsr to capture certain logical and
semantic properties of natural lanquage predicatss.
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Mmwi:xt 1s a predicate which occurs with more than one
érgumsnt (="term"), at least one of which must be PROP;

in (f') the other argument is Source. Mwi:xt, being a
dependent root, requires that the constituents of the
smbadded PROP bs movsd into the matrix PROP, and ths uarbs
combined. This can be accomplished by a rule which s
shall call Proposition Consolidation:

Proposition Consolidation

C C+derly, 5 x 5 L C¥ly, 3 Zlproryd erop,

1 2 3 4 —>
143 2+4 g i

(all dependent roots will have the feature [ +dep])

. Condition: V; and PROP, are sibling nodes.

The result of application of this rule to (f') is:
S — PROP \ V:T—-MWi:xt

\, ™,

N No'too
\fsc-—-sooxkitti
AG — [ +1]
Because Source is never an actor or goal, it will always
be removed from PROP; in this case,.we are left with the
derived structure corrsesponding to (f) (subseqﬁent trans-
formations will treat the speaker as actor,as stated above):
Sy-PRUP§f——V§:~—mwixxt
! \\ “o'too '‘arrive'
G — [+1]
SC ——sooxkitti 'Gleichen’
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The configuration underlying (g) is (a'):

- (9')
S-——PR”“—"~ Mwi sxt
AG—[+1]
\QI————aipottaawa 'airplans'
PRDP o'too 'arrive'
AG-—-[+1]

In (g') the predicats Mwi:xt has three arguments.

Proposition Consolidation converts (g') into the following:

S PROP v Ml sxt
\\\\\ \\\\o'too
| AG — [+1]
I alpottaawa
[+1]

Deletion of one of the corsferential Agents (more on this
type of deletion later) and movement of Instrument (which
is never actor or goal) out of PROP will provide the
constituent structurs corresponding to (g).

The configuration underlying (h) is (h'):

(h |
y—mwixt

S—PRDP
§AG—[+1]
\I—mIItiS

'stick'
PROP— V — awayaki 'hit!
AG —[ +1]
0 —wi:mitaa ‘dog’

Delstion of the embedded Agent (we will show later (4.3,3)
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why it must be the embeddad.Agent that is deleted), Propos-
ition Consolidation, | and movement of Instrument out nf

PROP will give us the following derived structure:

-PROP mwi:xt
awayaki 'hit'

AG — [ +1]
wismitaa 'dog’

. mIItis Ctgtick!

The underlying configuration for (i) is (1')s

(1') §——PROP ¢V nul sxt

CS-—;aoxki : - ‘'water’
PROP y—1IttiItomi ‘sick'
Yi:EXF’——aak.’i.:l. 'woman'

pfter application of Proposition Consolidation, we require
that Non-instigative Cause be moved out of the proposition
because, like sourc?, Goal, Location, Time, Instrument,or:
an §, it can never become actor or goal (this statement is
true as a gensral rule; there may be verbs which idiosyn-
cratically choose ane of these roles as actor or goal).
we can formalize the extraction of these as follows:

peripheral Role Extraction

T
L
GL

RS LY; 4 SC A ]PROP]S'

.—l
N

b= WY 2% R 7> N
IS

41prop
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The structure that we ara'left with after all the above

rules have applied to (i'),corresponds to (1):

PROP mwi:xt
IttIItomi | 'sick'
EXP— aakii 'woman'
aoxkl watsr

But what of the situation leading to an actorless

transitive verb (see 2.2.2) such as the following?

iihtawayakiaawa iimitaawa miistsisi

with=hit=—3 dog-3 stick[ +spec]

'The stick hit the dog'
In fn. 11 of 2.2.2 we noted that such a sentence is
ambiguous; elther 'the stick' is Non-instigative Cause
and there is no Agent.(in the situation where a stick fell
from a tree, e;g.) or'the 'the stick' is Instrument and
an unidentified Agent is understood and, hence, present in
the underlying configuration. 1In the latter case, the
rules we have discussed in this section will treat the
unidentified Agent just as they did ths Agent in (h').
(The same is true of examples 2.2.2 (a) and (c).) In the
case of the underlying configuration corresponding to the
interpretation where no Agent is assumed, our rules as
they stand would erronsously make 'dog' actor (as they
did, correctly, with ‘'water' in (i') above), so at the -
stage whers transitivity transformations (see 3.1) apply,

'dog' must somehow be defined as goal. 0ne possible way
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to achieve this is outlined now. Verbs whose first
(highest ranking) érgument is optional, and yet whose next
argument cannot become actor, must be markéd. An ad hoc
trénsfcrmation might then insert a dummy element in the
proposition where the optional first argument would be,
whenever these marked verbs occur without the role that
would normally become actor. The second argument would
then be treated correctly by our garlier rules. Later,
agreement transformations would have to treat this dummy
elsment exactly thé same as an unspecified actor. Of
course, neither the dummy nor the unspecified actor will
. have any overt representation in the surface form of the
sentence.6

Example (Jj) above is the first wse have.ﬁaalt with,
from a gensrative point of view, which contains more
than one surface clause. We posit .the following under-
lying structure:

Mwi :xt

(i') S—PROP—V

“C§—8 ——PRDP:V-—— yITtapwdo’ 'go away’

AG—[ +1]
PROP—V — wi ski't 'angry'
Y;EXP———ninn7 . 'my father'
6 As far as syntactic treatment is concerned, it would

be simpler to require an Agent (identified or not) for
'hit', but this would not account for the ambiguity of
interpretation of the role of 'stick', an ambiguity not
possible with verbs that require an Agent, such as ‘buy',
'sat', estc.

7 We ignore for now the fact that both ylIItapwoo

and ninn ars complex.
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The first argumant, Non-insﬁigative Cause, 1s a sentsncse,
rﬁthar than a noun phrase as in all of our previous sxam=-
ﬁles. Thavverb of such sentences will take inflectional
affixes from the conjunct paradigm. (see 1.5.3), and may
be nominalized to form a conjunct nominal (also 1.5.3).
.we will not speculate here as to what might trigger the
nominalization, but we will assume that.the'Verb of an
5 dominated by CS acquires the feature [+conj]s
(w1 [+cong] / [LC_Tpraplsles
Application of Proposition Consolidation to (j') will give"
us the following:
§—-PROP v Mwi sxt
tq::'m:l.:k:l.'.i:. | 'angry'
CS——§ —— PROP—V—yIItapwoo (+conj) 'go away’
‘AG — [ +1]
EXP— ninn ‘ 'my father!

Peripherel Role Extraction will hova the S as CS outside
the Proposition, leaving us‘with the corrsct structurs for
(1) |

Example (k) has a slightly more complicated under-
lying structure, dues to the presence of the depsndent rocot
méxk (which we will gloss 'might' for want of a better
word). As explained in 1.5.3, maxk marks a purpose |
clause if that clauss is in combination with an indepsn=-
dent clause whoss verb has Mwisxt. Ws consider the

predicate méxk to taks only one arguments a PROP, as
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shown in (k'). (we ignore until 4.3.3 the preverb (it}

which follows [[maxk) in (k).)

(k')
S—PROP—V — Mwi sxt
ﬁcs—-s —PROP —V —maxk ' 'might’
1 YiPRUP——U——Io'kaa 'sleep’
“‘. \EXP—-[+1]
\PRDP V— isa:kI 'exit'
:<;AG~—ninn ' 'my father'

The application to (k') of rulés we have discussed in this
section is straightforward, except that while a purposs
clause dominated by CS can simply have its verb in-
flected by conjunct order affixes, it more often will
additionally have a nominalizing suffix in placs of the
xs cluster characteristic of the conjunct paradigm
(the second /n/ on /naxkitso'kaani/ of (k) is the
nominalizer) =-- see 1.5.3.

Notice that Proposition Consolidation will apply
to (k') twice: once to the most deeply embsdded PROP
(as argument for méaxk), and once to the PROP as argu-
ment for Mwi;xt. The application of this rulse and othsers

in this section will leave less structurs:



S——PROP— Mul sxt
: ' <<::isa:kI . 'axit!
AG—ninn 'my father'
CS - § —— PROP—V—— maxk 'might
KT- §<:;o'kaa[+N,+conj] 'sleep’

| ExP—[+1]

(we have provided for the nominalizer by addition of
featurs [ +N] which will later cause it to be spelled.)
, ‘Example (1) has two occurrences of the fofmative
_Kmdi:xt] « 0One of the these briginatas in the matrix

sentance and the other in the embedded PROP as argument

" for the first occurrences

(1)
S —PROP V——~mMwi ext
. | T:::L‘.S--—S--—-—-prcu:t V—méxk . 'might"
Y;l-"R[lli’ V——ispomo‘
AG—ninn
ExP—[+1]
PROP—V —Mwi sxt -
_§SSC——-sooxkitti 'Gleichen’

\PRUPY\I—U 'too
, AG ninn
After Proposition Consoiidation has applied to the two

(1') (arguments

most desply embedded Propositions of

of mdxk and of Mwisxt ), the configuration will be

as follows:

159
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5—PROP v Mwisxt
| Yfzzcs_._s___pRop V. maxk ‘might
ispomo 'help'
\ AG—ninn 'my father'
\EXP——[+1]
v Mwi sxt
<<:o'too , 'arrive'
‘V\SC — sooxkitti 'Gleichen'
\AG;__ninn ‘my father’®

Reapplication of Proposition Consolidation will give us the

followings
i S —PROP v Mwisxt
v K\mwi sxt
X \o'too ~ ‘arrive'
€S —S —— PROP—V maxk
<<::ispomo 'help'
AG——ninn 'my father'
| EXP [+1]
AG—ninn 'my father'
\SCT——sookatti ' 'Gleichen’

paripheral Role. Extraction will move the Sﬁqrca énd
Non-instigative Cause (the purpose clause) out of the
Proposition. The verb of the purposs clause, in this
particular sxample, receives the feature [ +conj], (but
not [+N] as was the case in the preceding example).

The independent clause is left with ninn ‘'my father' as
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actor, while the conjunct clauss ‘has ninn as actor

and speaker as goal. Aftet agreement transformations have
applied, one occurrence of ninn will be deleted (by a
rule something like Tgg1gte 2@Ssumed in 3.3).

Example (m) has exactly the same underlying structure,
except that whers (1') has SC (soohkitti ‘Gleichen'),
(m') would have I (aipottaawa ‘'airplane'). Exactly
thé éame steps apply to arrive at the structure éorre-
gponding to (m).

We sum up this rather langtﬁy.discussion and demon-
stration of the uses of Mwisxt by indicating the sub-
categorization of Mwiixt in terms of roles:

AG+I
mwisxt [ {;cs } + PROP]
_ sC
If we find no reason to keep I and C(CS separats,

combining them under label Means (M) will give a

slightly simpler representation:
Mmwisxt [ {’(gg)m } + PROPJ

We must somehow add a condition requiring that when an
Agent is present, it must be coreferential with an Agent
in PROP. This could be indicated as follows:

[__AG: x + PROP:AG:x]
(Henceforth in the thesis, connective '4+' {is considered
to be mors major than 's' ; thus in this condition, PROP
is not a constituent of AG, bscause there is a major con-

stituent break at '+'. "If PROP were a constituent of the



leftmost AG we would need brackets to indicate the scope
of domination of that AG as [_AGs[x+PROP:AGsx]].)

We should perhaps point out that a sentence with
mwisxt that has an Agent as actor can be at ieast three
ways ambiguous depending upon the roles present in the
underlying structure. (g), for example, was glossed

with the assumption that both the matrix and embedded

structures had undsrlying Agents; thus the fairplane' is

'uhdarstood to be an Instrument. But if the underlying
matrix PROP héd no Agent, ths ‘'airplane' could be
sither Non-instigative Cause or Source, and the sentence
(g) could be glossed eithsr 'I came on account of the
airplane' or 'i came from the airplana', respectively.
Finally, we call attention to the fact that one -
relatively simple rule, Proposition Consolidation, serves

the purpose of the two rules, instrument verb attachment

(3.5.1) and non-instigative cause verb attachment (3.5.2),

required under the model used in sarlier chapters. And
this same rule ssrves equally well for all the other
1llustrated uses of the predicate Mwisxt. We will ses
in 4.4 that Proposition Consolidation will also account
for a good deal more of the phenomena we have dealt with
in earlier chapters, as well as much that we haven't yet

dealt with.

162
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4.2 GENERALIZED PREDICATE GRAMMAR

In 4.1.3 we introduced the terms 'predicate' and
‘argument' fer verbs and the roles which occur with
them, the combination comprising a Proposition. Lakoff and
postal have assembled svidence (presented in Lakoff 1965)
for considering adjectives and verbs to be members of a
single lexical category in gEnglish; add to their arguments
the fact that free ad jectival stems are verbs in Blackfoot
surface structure; and we see that treatment of adjectives
as predicates which take various roles as arguments is the
obvious move. In fact, ws have already so treated one in
(j') of 4.1.3, where wigki't ‘'angry' has Experiencer as
an argument. Bach 1968 argues convincingly that nouns, too,
should be considered prédicates8 in underlying structure.
He proposes that every noun be introduced into a noun phrase
in English as what is traditionally termed a 'predicate
nominal'. We will postpone-a fuller explanation of just
what can be an argument for a noun until 4.6, but we can
illustrate the Blackfoot counterpart of predicate nominals
at this point. In (a), ninaayawa 'they are chiefs' ié
a verb in surface structurse; it_has the 3 pl verbal.

suffix, in agreement with the actor 'my sons':

8 which, of course, most are in symbolic logic (see
e.Q., Carnap 1958, pp. 5,6)
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(a) nohkoiksi  ninaayawa

my-son=-3pl chief-3pl 'my sons are chiefs'
(For an as yet unexplained reason, in an indepsndent
clause such verbalized nouns'with 3 actor do not have the
'theme' suffix -yi found otherwise:
| nitsinaayl 'I'm (a) chief'.)
At this stage of the exposition we can give (a') as the
simplified configuratioﬁ underlying (a):

(2') S—PROP<—P—nInaa 'chief'
\E£55 — noxko [+pl] 'my sons'

£SS abbreviatses Eiiilﬂ’ a previously unmentioned role, which
we define as the role of a participant being identified by
the predicate (P) for which it is an argument. Notice that
we have no category symbol N dominating  nlInaa ,bnor,will
we any longer have V dominating verbal roots as predicates
of a proposition as we did in 4.1l. From this point on,
rather than nouns and verbs, there are only predicates as
'contentives' (Bach 1968) in underlying structure; each of
these‘predicates will be directly dominated by a PROP which
also dominates the roles which are arguments for that
predicate. (Fdr gase of exposition, we will allow role
categories.to d;rectly dominate nouns and person and number
features in examples until 4.6; for the present we can
consider a noun dirsctly dominated by a role as a simpli-
fication of a PROP with the noun as predicate and a

referential index as the Essive argument. Thus (a') is
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a simplification'of

nlnaa

" §~—PROP—P

 \E§S — PROP —— P — noxko

“ESS —Y

where y indexes a discourse referent.) Verb or noun
status is thus considerad superficial (there will still be
root classes which may be termed nominal or verbal depending
upon, among other things, which.derivatiohal rules apply to
them when they end up as surface structure nouns or verbs;
8.g., verbal roots take a nominalizer when they are nouns
- in surfaﬁe structure.) A verb is any contentive which is
not transformationally removed from the predicats position
(thus 'chief' 4is a verb in (a)), while, in generél, a
“noun is a contentive which is an aréument for a predicate
‘(at a particular late stage in the derivation) or is
transformationally assigned nominal status (asy 8ege, in
the derivation of 4.1.3(k)).

Underlying structure, then, is viewed as a tree
structure composed of propositions made up of predicates
and their arguments. The arguments, in turn, may be
Sentences, propositions, or rcle categories which dominate
gither propositions (identifying the participants) or N
speaker/addressee identifiers; additiocnally, the role
Non-instigative Cause (or, if we combine CS and I, Means)
may dominate a Sentencs. gbviously, the category Sentencs

(s) is not to be squated with the surface structurs entity
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that goes byAthat name. (Grimes 1968 [see also Grimes and
Glock, to appear] points that when we broaden our scope to
consider discourse structure; the surface structure unit
‘sentence' must be considered to be transformationally
determined; the number of surface sentences that corre-
spond to a given underlying discourse cbnfiguratidn may

be variable.)

4,3 PROPOSITION LINKAGE CONSTRAINTS

At the end of 4.2 we stated some of the requirements
for well-formedness of underlying structure. These and

other constraints we will term well-formedness conditions.

such conditions can be formally stated in a number of ways.

4.,3.1 POSITIVE CONDITIONS

Rewrite rules, such ‘as those in 2.1, generate a
string as the last line of a derivation, and from that
derivation a tree may be constructed. But following
McCawley 1968, we will dispense with the notion of deriva-
tion in tree generation, and formalize the requiresments

statsd at the end of 4.2 1in terms of unordered node

admissibility conditions. Using the colon to mean ‘directly

dominates', those particular conditions may be formalized

as follows.
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S 3 PROP

pROP 1[P + A%]

A = {RULE, PROP, s}

ROLE = {A.G,- EXP, 0, GL, SC, M, ESS, T, L -}

roLE + { PRoP, [+1], [+2]} * |

m: S
.fhe squal sign is to be read "is a" , so thét while
PROP [P + A*]admits direct domination of a predicate
and its arguments by PROP, the symbol A will not appear
in any tree, but rather it indicates the place of an actual
argument. Likewise, ROLE will not appear in any tree to
dominate a PROP or [+1] or [+2], but a role label will.
(we are attempting to differentiate what are actual cate-
gories that need to appear in the trees of underlying con-
figurations, from sets of these categories which we wish to
define in terms of permissable configurations. If we wers
to make A and ROLE categories of underlying structure, the
trees and transformational rules applying to those trees
would be needlessly complicated.)

The ésterisks indicate-unlimited replication; domina-‘
tion of more than one item by a role leads to surface con=-
junction and/or plurality.

(hile it is not at all clear that S and PROP must be
distinguished, wse will make use of the distinction to capture
certain kinds of constrafnts in the next section; in 4.6 ws

will make further use of it. 1In addition, the category S
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serves as a dominant symbol after constituents have been
moved outside a PROP by Peripheral Role Extraction (4.1.3)
or Extra Role Extraction (4.4.)9)

| The rationale for treating speaker and addressee
referants differently from other referents in the various
roles is that while other referents usually require identi-
fication (in the form of a proposition - sese 4.6), the
speaker and addressee never do (note that, like 'proper
nouns', they never take restrictive relative clauses). In
other words, they are constants by virtus of their partici-
pation in the actual act of communication which is matrix
for the discourse.l0 .

Because the node admissibility conditions are not
process statements, any one rule is not necessarily ex-
haustive; s.g., ROLE : { PROP, [+1],0+2]} * doesn't say
that a role has to dominate a PROP of a speaker/addresses

identifier, but rather that such nodes are admissibls.

Thus while this rule says that M, like all the other roles,

9 A dominating symbol could be provided by "Chomsky-ad=-
joining" (Ross 1968) the removed roles, but the result of
such adjunction often seems counter-intuitive to me, pre-
cisely because of the added distinguished symbol.

10 Perhaps we should allow for other constants ('proper’
nouns?) to be directly dominated by roles, as follows:
ROLE : { PROP, k }*

k = { +l, +2, name, ...}
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.ggx dominate PROP, [+1], or [+2], we are free to add an
additional admissible node, M S to the conditions. But
once all the conditions are stated, any configuration con-
taining a node that is not admitted by the conditions is,
by definition, il1-formed.

The contextual conditions of predicates (see below) are
a little different in this regard, because they refer to
more than a single node. They stéte that if a given
predicate appears in a configuration, certain conditions
must be satisfied. If these conditions are not satisfied,
the configuration is ill-formed.

There will be no predicate insertion rule; the condi-
tions assoclated with sach predicate in the lexicon merely
1imit the class of configurations which may contain it.
(The arguments listed with sach predicate are obligatory
unless enclosed in parentheses, in which case they are
optionally presentj no other arguments are permitted.)

For exampls, the causétive predicate ipi (3.5.3) requires
an Ageht, an Experiencer, and a proposition as arguments.
We can indicate theses constraints as:

ipi [P: _+AG+EXP+PRDP] |
we saw in 3.5.3 that for an 3 with ipi as main predi-
cate, the actor (or what would be actor were it not embed-
ded) of the smbedded PROP (we called it an S in 3.5.3)
must be coreferential with the goal of the matrix PROP.

It might be argued tHat this is evidencs that actor and
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goal, rather than semantic roles, are after all, the valid
functional notions to be defined in underlying structure.
But recall that we are using role order within a PROP
(4.1.3) to capture the role ranking system which determines
actor and goal assignment in surface structurs. Since roles
must be listed in some order in the contextual condition qf
each prad;cate anyway, they can be listed according to rank.
Then we can use this order to defins the role that would bs
actor were this predicate not an embedded one.ll This
allows us to incorporats the corefsrentiality requirement
of the ibi predicate into the role-environment condition:
1pi  [P:_+AG+EXPx+PROP:A; :x]

(for all n>l, thers are n-1 arguments betwsen P and

A, of PROP)

Here, as in 3.4, two or more occurrences of a lower case
letter represent the same referent.'? That is, the first
argument of whatever predicate is the main predicate of the
embedded PROP must be coreferential with the Experiencer of

the matrix PROP.

11 A similer use of order in the lexical entries of Engl-
ish predicates may allow a 'casse grammar® (Fillmore 1968 a)
of English to capture such 'deep structure constraints' on
coreferentiality, which thus far have been expressed in
terms of subject and object (Perlmutter 1968 |of which I've
seen only the first two chapters]). English predicates
show considerable idiosyncracy in their selection of sub-
ject, so a wide variety of orderings would be found; e.g.,
liks L_EXP+D]. pleass E_D+EXP]. See Fillmore 1968 a,b,c.

12 Alternatively, we can use differsnt lower case letters
(x and y) and add a condition of coreferentiality. (x=y). we
will follow this latter course in the sample lexicon of 4.5.
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Notice that in gensrating well-formed configurations
in terms of conditions rather than derivation (including

lexical insertion as a process) we avoid such problems as

being forced to decide whether to insert verbs first and
restrict noun insertion in terms of co~-occurrence
restrictions with them, or vice-versa (Cook 1968, pp.38ff.).
unlike lakical insertion viewed as a prodess, there is no
sequential relation betwesn contextual constraints stated
as conditions on well-formedness of configurations con-

taining particular predicates.

4.3.2 NEGATIVE CONDITIONS

Thers is at least one other kind of bonstraint that
must be placed on underlying configurations. vRecall that
at the end of 3.6 we indicated the need for reétrictions
on dominance relations between various predicates. In
particular we wers concerned with the follocwing: a PROP
containing the accompaniment predicate cannot dominate a
causative predicate; PROPs with the causative and bene-
factive predicates cannot dominate one another; nor can
PROPs with the benefactive and accompaniment predicates
dominate one another.

The conditions we have dealt with in 4,3.1 were
stated positively; every node of any underlying configu-

ration must conform to one of the unordered set of
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positive conditions there, and svery predicate in a con-

figuration must be in an gnvironment that is compatible
with the contextual conditions of the predicate.

But to use positive conditioﬁs to restrict dominance
relations betwsen predicates, it.would be necessary to
state all permissible combinations of predicates. O0Obvious-
ly, the non-permissible combinations and dominance rela-
tions make up a shorte: list (since the number of permis-
sible combinatiﬁns is non-finite!). We must introduce

ne gativa conditions which indicate that a portion of a

configuration is ill-formed if it matches the negative

caondition.

Thus the restrictions stated earlier in this section
may be accounted for by the following thres negative con-
ditions (ggﬁ represents the benefactive predicate; where
there is possibility of confusing two uses of the colon,

we will underline all predicates):

~u [P: wisxpok+im +X+PROP s P : {atti } ]
ipi
atti
~[P 1 '}f'_'pl +X+PROP ¢ P+ BEN ]
wisxpok+im ;
atti
~ [P+ BEN + X+« PROP : P 3 Ipl ]

wl sxpok+im

(These could be combined by abbreviatory conventions, of
course.) In tree format, the second negative condition,
@.g9., declares any configuration to be ill-formed which

includes the following configuration as a sub-part:
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PROP— P —1ipi
N\ ;AG

\,

\
\

SEXP
\pRap ——P ——BEN
N :
g\AG
Q
\\EXP
\
“PROP

Descriptively stated, the second negative condition
declares that a tres is ill-formed if it contains a

predicate ipli or atti or wisxpok+im -which has as one

of its argumeﬁts a proposition with BEN as its predicate.

But these restrictions are too weak; in that they only
prevent immediaté dominance relations betwsen certain pradi-
cates and.propositions containing certain other contentives
as main predicate. This would still allow configurations

with an intervening PROP such as the f‘ollowing:12

12 To simplify diagrams, we continue to allow roles to

dominate nouns until 4.6, sven though the node admissibility

Eonﬁitions permit roles to dominate only PROP or [+1] or
+2¢
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S —PROPg— P —1pi | 'cause’
‘AG—[ +1]
EXP—-noxko ' 'my son'
P —yaaxs -~ _ "like'

PRDPK;
"MG —noxko

\PRO P-—BEN

AG_-noxko

Exp__nj_naa . ‘chief!
PROP—P —nInixkixt 'sing’
AG—noxko

But such a configuration must also be blocked. This could
be accomplished by adding a notational convention which
means simply ‘dominates' alongside the use of a colon to

mean ‘'directly dominates'; for this we will adopt the

symbol '>'. Our three negative conditions will now rsad:
~s [P: wisxpok+im +X+ PROP 2 atti ]
: ipi

wl sxpok+im
~[Ps attl +X+ PROP > BEN ]
IpI

g
1pl

gne problem remains: These constraints now rule out

wi sxpok+im
~[P: BEN +X+ PROP > { attd ]

sentences which contain the forbidden combinations of
predicates even when such predicates are in’different
clauses. Thus the following configuratian would be dis-
allowed by the second constraint; yet the corresponding

surfacs structure below it is perfectly acceptable:
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S——PRDPK¥P-—étti | 'cause’
\‘A c—[ +1]
?EXP—-noxko 'my son'
\PRUPT—P—~kImIst | 'think'
\AGe—noxko
‘s-—paoa(p__méxk | fmight'
*PROP P —BEN

\,

:\AG-—noxko
{EXP——ninaa 'chief"
\PROP—P—a'pso'tld
\AG—noxko
nitsiksimstgttsaawa nohkgwa‘mghka'po'tdmoahsi ninaayi
I-think-cause- -3 my-son-=3 might-work-ben-3-;4conj)chief—d
'1 made my son think about working for the chief'
Up to now the feature [ +dep] was what distinguished roots
such as ipi ‘'cause' that trigger Proposition Consolida-
tion, Ffom roots such as kImlIst 'think' which take
dependent clauses as complements. But if, instead, we
indicate that such root classes are distinguished by
whether they take a PROP or an S as argument‘(as we have

shown them in the preceding configuration) we can adequate-

ly weaken the negative constraints above by adding the

13 Toork' 1is treated as two roots, because the durative
aspect formative /a/ appears betuwsen them: a'pao'takiuwa
"he works’'.
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fnllowing metatheoretical constraint on the variable
represanted by '>': an S 1is not a member of the

chain of domination represented by ' >'. Anqther possiblé
way of incorporating these constraints makes use of the no-
tion ‘'command' (Langacker 1966). If we define command in
our modei in terms of S , rather than in terms of PROP

which is the counterpart of the S in.lLangacksr's defini«

tion of command, our negative constraints could be stated
quite briefly:

~ L { atel } COMMAND  wisxpoksim ]

wisxpok+im
~[  BEN COMMAND abtl ]
IpT _
wisxpok+im .
~ L attl COMMAND BEN ]
Ipi~

(A commands B if neither A nor B dominates the other,
and the first S above A dominates B.)14 We can further
abbreviate these constraints by making use of the ‘'mirror
image® notation proposed by Langacker 1969. This allows us

to combine the second and third condltions as follows.

wi sxpok +im
COMMAND attl ]
. Ipl

s
*

iz R formal definition of 'command' is as follows:
A COMMAND B = ~u(A>B) * v (B > A)
- 35,([5,>A] » [5a>8] « ~ 35,[(Sp>R) + (S475p)])
(In this definition, ' >' means simply 'dominates{;

i.e., the convention mentioned earlisr about '>' not
including an S is not in effect. )
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"The number of such negative constraints upon predicate
combinations will probably be quite large in any compre-

hensive grammar.
4.4 THE GENERALITY OF PROPOSITION CONSOLIDATION
4.4.1 FOR BENEFACTIVE, INSTIGATIVE CAUSE, AND COMITATIVE

Let us recongider some of the stem formeiion processss
of chapter 3 under -the model revisions we have made thus
far. Near the end of 3.6 (p.130) we observed that bene-
factive, (3.4), instigative cause (3.5.3), and comitative
(3.6) cunstructigns all required movement of an embedded
verb to maih verb position. we there noted that the same
T-rule could handle the causatives and comitatives, but
not the benefactives. Taking theses constructions up again,
we will look at their underlying configurations within a
predicate grammar model utilizing role categnries, and then
consider what rules will give us the correct surface
structures.

We first consider a bsnefactive.

(a) nitaapiksistomoa' nohkowa pokgni
I-throw-ben- -3 my-son-3 ball-4
' threw the ball for my son' '
The simplified underlying configuration for thié benefactive

construction will be as follows:
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(a") .
S——PRDP§<»P—— EN
Wag——[+1]
A \‘1
‘exP — noxkol® 'my son'
\PROP\;P-—aapikIt 'throw'
AG -—[ +1]
‘0 —— wixpokoN 'ball!

3decause BEN is a dependent root, (é')Jmeets the SD of
Proposition Consolidation, which we repeat here from 4.1.3
with two changes: substitution of P for VvV in the §SD to
make it consistent with our gensralized usé of the category
p, and elimination of the need for the [ +dep] condition, in
accordance with the decision to distinguish dependent verbal
roots by the fact that they take PROP as an argument.

Proposition Consolidation

(Culp, 5 %3 [[¥1p,32]on0p Joroe,

1 2 3 4 —_—

143 2+4 o}

Condition: Py is sibling to PRUPly

15 noxko represents a proposition with oxko as predi-
cate, [+1] as EXP (see 4.4.3) and a referential index as

ESS.
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Application of Proposition Consolidation to (a') gives

the.FoIlowing:

(b)
3 e BEN | ' ‘
i;; <<::aapik1t 'throw'
V06 —[+1] |
\ﬁxEXP——noxko ' 'my son'
i ‘a6 —[ 1]
0-——-wixpokaN 'ball’

one of the coreferential Agents must be deleted to ine
(e). (This deletion is triggered by coreferentiality or
possibly by the fact that thers is more than one Agent,
but both are not required as we shall see when we recon-

sider Causatives in this section.)

(c)
S~ PROP P\\\\\BEN
aapik]t

[+l] | .

\ti\AG

' EXP ——noxko

\0 . wixpokoN

We are left with three participants within PROP, whereas
only the two highest ranking must remain to be actor and
goal.16 pPeripheral Role Extraction (4.1.3) does not apply
to any of these roles, sd a.rula is needed which.will 8x-

tract roles until no more than twoc remain in PRQOP:

16 In 4.6 we will propose a way to account for agree-
ment of a verb with a non-goal adjunct (illustrated in 1l.1).
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Extra Argument Extraction

[x 3 [P ; ROLE ROLE 5 Xlppgp Js
1 2 3 4 —_y
1 42 3 # Jprop
This rule must not apply until after Proposition Consolid-

ation is no longer applicable, or it will distort structures
with more than 2 arguments‘in a PROP. (We assume a
formalism which allows such rules to refer to the

definition of ROLE in the node admissability conditions of
4.3.1.) The application of this rule to (c) gives (d):

(d)
§— PROP «——— P <——BEN
\Q\‘ ~\aapikIf‘: 'throw'
\\AG~——-[+l]
\EXP—~—noxk0 'my son'
0 ——— - wixpokoN 'ball'

(d) is the near-surface structure corresponding to (a),
except that the order of the roots of P is incorrect.

A rule is needed which moves cartain dependent roots17

to stem-final position:

Stem-final positioning

wlxk
atti _
[ ipi s X Jp
im
BEN
1 2 —_>

i} 4 2 1

17 Bloomfield called such formatives "verb finals".
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If we consider braces in the SD of such a rule to
qbbreviate con junctively ordered sub-rules, BEN ‘and im
will correctly end up ih last position if either co-occurs
with one of the other three depesndent roots mentioned in
this rule.
Wwe turn now to instigative causs..
(e) nitsooyattsaawa nohkgwa aattsistaayi
' IQeat-cause--+3 my-son-3 rabbit-4
'] made my son eat the rabbit'

We considef (8') to be the correct simplified underlying

configuration for (e):

(s')
' S-~PRUP§?> -P atti ' 'cause’
S SAG ——[+1]
\\;\EXP.—-noxko 'my son'
E\PRDP§<P—~(I)wiiyi 'eat’
AG — noxko 'my son'
\g ——aaattlItaa ‘rabbit’

Application of Proposition Consolidation to (e') would

give (f):
(f)
§—-PROPy - -~ P -atti
| (I)wilyi
~“AG e[ #1]

 \\EXP~ noxko
\0.. aaattlItaa

There are two roles (EXP and embedded AG) with the same
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-rgferent, and two raferents ([+1] and noxkao) with the same
role. A rule to sliminate either duplication by delsting
a participant (AG——noxko) which originated in the embed-

ed PROP would give us the correct result, (g) s
(9)

5 —— PROP \\\\atti
§§t\\ (1 wiiyi
\AG ————[+l]

\SEX
Vo

p —noxko

amattItaa

Extra Argument Extraction and stem-final Positioning will
| Qonvaft (g) into the near-surface structure corresponding
to (e).

Notice that it had to be a participant originating in
the embedded PROP which was deleted above, else the wrong
roles would have remained for actor and goal sslection.

we can demonstrate that this deletion must take place
before application of Propositioﬁ Consolidation, and, at the
same time, show that (in all ths combinations of the predi-
catss we have considered, at least) it is the first argu-
ment of the embedded PROP which is delsted. To do this we
taks up sentence (h) which includes both causative and
comitative: |

(h) nétohpoksooygttsiima' nohkowa niistoyi
I-accomp-sat-cause-—3 my=-son-3

'] made my son sat with me'
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‘The structure underlying (h) is (h'):

(h')
© s —PROP

p.-.——atti ‘cause'

‘AG——[+1] ' | .

'my'SOh'

p wisxpok ‘accompany’
<;:im |

MAG —--noxko

ExP —[+1]

P —(1)wiiyi ‘'sat' .

PRUPng
AGKE-IFIJ
noxko

(Notice that we are now treating the discdﬁfihudué,ﬁfediQ

cate ‘'accompany' as consisting of two con joined roots.)
By either criterion, role duplication or coreferentiality,

the conjoihed referents as Agent in the moét.deeply embed-

ed PROP must be delsted. Then after Proposition Consolid-

ation applies once, (i) results:

(1)
S——PROP— P atti
\AG——[ +1]
. EXP —noxko

— P wi :x pok

‘PROP\\

\I

5\
\
\ AG —— noxko

\

‘EXP-—-[+1]

im
(I)wiiyi
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(3) .

——PROP P atti : 'cause’
ﬁi:xpok taccompany'
im.

\\ (1)wiiyl ~ teat’
\\\AG [+1]

\ CEXP noxko . 'my son'

\ [ +1]

VEXP
gxtra Argument gxtraction will move the third argument out

of PROP. Stem-final Positioning will apply twice; the First
time moving atti to stem final position to gives
. pﬁ———"‘~ ----- wl :x pOk . .
n‘\\\\ im
NN
“\OM(1)wilyd
atti

and again to move im to stem final position:

— wisxpok

. \\.\
T\:::fl)wiiyi
. AN
N \attd

This is the order of roots in the verb stem of (3). we
are left with (k), the near-surféce structure corresponding

to (h) [which we repeat beneath (k)]s



(k)
P wi sxpok
(1)wilyd
Nattd
im
Mg ——[ +1]
' EXP noxko
Vexp o[ +1]

(h) nltohpoksooygﬁtsiima' nohkgwa niistoyi
I-accomp-aat-cause-—+3 my-8on=23 1

'I made my son sat with me. '

186

gacause (h) includad'the comitative predicate, we will

treat an additional sxample only very briefly.
(1) amooksi aakiikoaiks iihpokihpiiimiiyaw omi ninaayi

those-3pl girl-pl accomp-dance=3pl- —4 that-4 chief-4

'Those girls danced with the chief!

The underlying structure is (l'):lB

18 The source of the plural featurs in a case such as
this with a given get of referents is not dealt with in
this thesis. [+pl] could be a predicate which has the
remaindsr of the identificational PROP as 1its argumsnt,

but this poses additional problems. Another possibility

is mentioned in 4.6.
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The structure underlying (H) is (h'):

(h') -
' § —PROP ¢ P -—-atti 'cause'
*AG ——[ +1]
\ EXP—noxko 'my son'
\PRU P wi :xpok ‘accompany'
<<:im
XAG —--noxko
Exp—[+1]

PROP—. P — (1)wiiyi 'eat'

:AG - L +1]
\\\noxko,

(Notice that we are now treating the discontinuous predi-

cate ‘'accompany' as consisting of two conjoined roots.)

By either criterion, role duplication or coreferentiality,

the conjoined refersnts as Agent in the moét deeply smbed-

ed PROP must be deleted. Then after Proposition Consolid-

ation appliss once, (i) results:

(1)

AG [+1]
EXP—-noxko

‘PROP——P wi;xpok

\

\ im

A\

\ (I)wilyd
\ 'AG —— noxko

\
‘EXP-—-[+1]
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In order to snd up with the correct cohfiguration, oniyA
the embedded Agent nust be deleted from (i)j the gmbedded
Experisncer [+l] must remain to become the 'sacond obJect'
(niistoyi) of surface structurs (h). Thus our rule for
deletion must delete only the first embedded argument,
despite the fact that both‘argumants participate in rols
duplication and have coreferential participants in the main
PROP. Because the concept tfirst argument of the embedded
PROP' is formally definabls only before Proposition Con-
solidation has applied; the rule to carry out the'dalation
must apply beforse proposition Consolidation. Tantatively
choosing cprafarentiality as the factor which triggers this
kind of deletion, we formulate the rule as follous:

Embedded.Role Deletion

[[Xx ; ROLE : x 3 X 5 [ ROLE : vy 3 XJpropdprop

1 2 3 4 5 —
1 2 3 g5
Conditionz x =y {(i.s., 2 and 4 are- corafarential)

Following this deletion and the second application of.

Proposition cUnsolidation, (1) has become (3)s
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(4)

5 ——PROP pe——atti ‘ ‘ 'cause’
wi:xpok ' ‘accompany’
im.

\\ (I)wiiyi  teat!
\\\AG [+1]

L VEXP noxko ' 'my son'

[+1]

Extra Argument Extraction will move the third argument out

\
\EXP

of DROD

(315 ]

gtem-final Positioning will‘apply twice; the first
time moving atti to stem final position to gives

P wi:xpok

"\\ AN ]
‘\:T(I)wiiyi
N atti

and again to move im to stem final position:

= — wi sxpok
_ .
\\:::fl)wiiyi

N Nattd

This is the ordsr of roots in the verb stem of (j). we
are left with (k), the near-surféce structure corresponding

to (h) [which we repeat bensath (k)]s



(k)
PROP p——wi sxpok

]
\\\ (1)wiiyi

N
“atti

\ im

AN

AG ——[+1]
\ EXP——noxko
\EXwa——[+1]

(h) nLtohpoksooygttsiima' nohkowa

niistoyi

I-accomp-eat-causa--&S my=-8on=3 I

'] made my son sat with me.'
gecauss (h) includad.the comitative pre
treat an additional example only very briefly.
(1) amooksi aakiikoa
those-3pl girl-pl accomp-
'Those girls danced with the chief'

Tﬁe underlying structure is (l'):18

iks iihpgkihp&iimiiyaw omi ninaayi

186

dicate, we will

dance-3pl- —4 that-4 chief-4

18 The source of the plural feature in a cass such as
this with a given get of referents is not dealt with in
this thesis. [+pl] could be a predicate which has the
remaindsr of the jdentificational PROP as its argument,
but this poses additional problems.
is mentioned in 4.6.

Another.possibility
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(1') ' | . |
5—-PROP P<;::Witxpok 'accompany '
i\\\ im
$ AG*«»PROP——P<<;amo ’ | 'hers-ons'
\ ESS—aakiikoaN] +pl]
\ - _
\EXP-~PROP—-P§<:0m D 'there-ons'’
\\ £SS —ninaa ‘chief!
}
“PROP p—ixpiyl 'dance’
AGV—PRUP—WP<-~amQ -
- £S5S—aakiikoaN[ +p1]
\PROP -—P —om
\\Ess-—»ninaa

(we have tantativa19 treatsd the demonstratives as predi-
cates which take Essive as an argument [we are forced to
change this in 4.6]. They will achira psrson, number, and
gendsr features of their arguments, berhaps by the same
agreemsnt transfo:mation that carries actor features to

~ intransitive verbs.) The rules that will apply to (1') ars
as follows: Embedded Role Deletion, proposition Consolida-
tion, and‘stem-Final positioning. The result is the

near-surface structure (m)_corrasponding to (1)
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(m)
§—PROP P q——wi 1xpok
Ti::ixpiyi
Nin
.2 AG“;~~~PR0P—»~P—M~"am°

\ \\\ESS___aakiikoaN[+bl]

y
. \Exp-——paopip —_om
£S5 —ninaa

The rsader may have noticed that the transformations
discussed in this section cannot simply bs -either ordered
‘or unordersd. pesripheral Rola<Extra6tion and Extra Argu-
ment Extraction must be applied in that order. Thess two
and Stem-final Positioning cannot apply until Proppsition
Consolidation is no longer applicablse. and if applicable,
gmbesdded Role peletion must always apply before Proposition
consolidation. Thus the combination of gmbedded Role Dele-
tion and Proposition Consolidation make up a cyclic subset,
applying alternately until neither is any longer of effect.
Then Peripheral Role gxtraction applies until no longer of
effect. Next Extra argument Extraction appliss until no
longer of effect. Stem=final Positioning applies anytime
after the cyclic set is no longer of effect, but none of the
conjunctively ordered sub-rules it abbreviates may apply

more than once.

4.4.2 FOR PREVERBS AND ATTRIBUTIVE ROOTS

in 1l.4 we mentioned that thers is a large number of
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preverbal elements which signal such things as aspect,

manneT, épacio-temporél relations, stc. When we consider
| these preverbal roots to be pradicafas (in the senss of

" this chapter) we find that we need no new rules to account
for structures which contain them. we will look at a few
such structures as sxamples (the term 'preverb' will be
used from this point on to include what Taylor 1969 calls
nattributive roots").

A. Locational preverbs.
i

(a) itaipsetsceyo'pa nookowayi
there-inside-sat-12 my-house[ +spsc]
'we (12) ate in my house'’
This exampls inclUdeé two locational preverbs, Kit]
'thers' and KipIxtj ‘inside' . Both are predicates
which take the role Locaﬁion (L) and PROP as arguments.

(a') underlies (a):

(a') - |
S PROP P it 'there'
\H\L : nookowa . v 'my house'
PROP—P —ipIxt 'insids'
§SZL-—--—nookowa 'my housse'
\ p_——(I)wiiyi 'sat'

PRUP<<;
AG——--I:+1,+2]

proposition Consclidation applies to the most dseply

smbedded PRGOP to give (b).
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®) PROPy—P ——it
N '
‘\\L_—mnnookowa v
\
PRO \I p\_\.ipIxt v

;\ o M(I)wiiyd

‘\L__“Mnookowa

AG — [ +1,+2]

Embedded Rols Deletion removes the embedded L, and Propo-

sition Consolidation applies again to givs (c):

(e) . it
5 Dt pP\Gp ‘\i—‘ [ »§;—"-
; ‘\\ipIxt

\ N1)wiiyl

1
1

\LAW——nookowa
| ‘Acnw<[;1,+2]'»
Peripheral Role Extraﬁtion moves L out of PROP and the
result (d) corresponds to (a), including thes correct
order of the roots within the verb stem:

§ ¢ - PROPy--— Py
v

(d) :
—it 'there'

N\ipIxt . 'insidse'

’\ \\ (1)wiiyi ‘sat’
\.\ AG*—£+1’+2]
\L — - Noogkowa ‘ fmy house'

The lexical entries for these preverbs must include the
following information:
it [P:_+L+PROP]
ipixt [P:_+L(PROP)]
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The contextual featurs for 1ipIxt indicates that it may

occur without én embeddsd PRUP, to give sentences such as
(e)s

(e) gipssfsiwa 'he's inside’
Such dependant‘roots pccurring vjindependently" afe extended

. by a 'theme ending', in this case apparently [yi]}.

B. Nagative.prevarbl9

(f) mgﬁsooyiyaats(iksi) nitohkiimaana
neg-set-3[ non-affirm]  my-wife-3
'my wife didn't eat' -
The underlying structure for (F) is (f'):

(f*) :
§ —— PROP—P——NEG

\\pRgp<~—P-——(I)Wiiyi 'gat’
“\ag—nitulxkiinaan ‘my wife'
Proposition Consolidation givés the following configuration
corresponding to (f): |
S—ma—PRUP:~»~Pq——NEG
\\ \\(I)wiiyi
\AG—mwnitwizxkiimaan
NEG has the form [(mat] in independent verbs such as. (f)
when not pracadad by a preverb (see l,i).
(g) matonni  itsayooyiwa nitana
yesterday then-neg-eat-3 my-daughter-3

'my daughter was fasting yesterday'

19 See Taylor 1969, ssection 752.6.
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(g*)
§S—PROPy—P —it |
SE\::T-————mat.cmn ' 'vesterday'
PROP——P ——NEG
§::mfmp P—(I)wiiyi 'gat’
Y’\Ac;----mnitem'» 'my daughter'

Notice that this configuration, which also includes
temporal preverb [(it), accounts for the fact that the
scope of NEG in (g) is less than the entire sentanca.'
Proposition Consolidsticn applies twe times,; after which
peripheral Role Extraction moves T out of PROP to leave

(h), the near-surface configuration corresponding to (g):

(h)
" §—PROP—P—it
\_. A ™

R \\ \\ NEG

\\ E (I)wiiyd

\ .
‘\ ‘AG nitan

matonn

T
The shape of NEG here is [sa), because it follows a
preverb. »

(An interssting pair; which svidently differ only in
scope of NkG, differ somewhat unexpectedly in Engliéh
translation: | ”

mgﬁakohkgﬁtsooylwaats
neg-fut-able-sat-3[non-affirm] | 'He can't sat'
aakohkottsayooyiwa

fut-able-neg-sat-3 'He shouldn't eat (judgemsnt)’
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C. Quantifisr preverb

(1) omiksi saahkomaapiiks iihkanaa'passkoyiaw
thoss boys-pl all-chase-3pl- 54
omiksi aakiikoaiks

those girls-pl

'tﬁEWEEVE éII'EﬁEEEH“EHe'@IFIé""”'
or 'the boys chassed all the girls'
Sentence (i) is ambiguous becauss Kwi:xkana] 'all,
every’ may guantify sither the set as actor or the set
as goal in (1). 'The‘two (tentative) underlying structures
which lead to (i) are (i') and (i");
(1) |

§S——PROP—P wi sxkana 'all'
0 om sasxkomaapi[ +pl] 'boys'
PROP+—P —a'passko 'chase’

\\AG—om sa sxkomaapi [+pl]

0—om aakiikoaN[+pl] ‘'girls'

(i")
S— PROP——P

wi :xkana

0 om aakiikoaN[ +pl]

PRDPKizpm—n~a‘passko
" MAG —om sa:xkomaapil +pl]
\g——om aakiikoaN[ +p1]

If these are the correct underlying configurations for
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such sehtenceszo, our rules dealing with role delstion must
be modifisd. As they stand now, Embedded Role Deletion
would erronseocusly make no deletion in (i"), and would
errdnsodsly dalate'tha Agent of (i'). (Nor will making
role duplication rather than coreferentiality the criterion
for deletion sliminate ths problem; this would give the
correct result in (i"), but would still fail in (1').)
Evidently such a quantifier requires exceptional treatment
so that the first argument of the quantifier is always
deleted; if this is done, Proposition Consolidétion and
peripheral Role Extraction will then give us the correct
result..

D. Directional preverbs

'geveral locative roots have preverbal counterparts
ending in [ap) which are directional. Examples follow:
(j) oma saahkomaapiwa itappomaahkaawa otakkaayi

that boy-3 | to-run-=3 his-partnesr-4

‘that boy ranvto.his partnef'
in (j), otgkkaayi 'his partner' has participant role
Goai; the verb itapoomaahkaawa is intransitive and in-
flected to agrse with ths third person actor. The simpli-

fied underlying structure is (j'):

20 Within a modsl utilizing role categories (as we are),
the arguments of quantifiers probably should have a

unique role; or, more likely, quantifiers should simply
take variables (see 4.6) as arguments.
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(3") . <
§ —— PROP p itap "to’
ﬁg"'\\?\GL-------.-clt'.akkaa » ‘his partner’
\PROP — P—- nomaaxkaa 'run' |
<<:AG-om sasxkomaapi ‘'boy’

Thus we consider itap to be a predicate which takes two

argumants, a Goal and a PROP. (There is a relationship
betwsen presence of Eap] on certain preverbs and a
semantic cnmpopant of motion. Whether Kap] should

itsslf bs trsatsd a2s 2 predicate, or is automatically

‘added to such preverbal roots when they occur with a Goal

or with a verb of motion, remains to be determined.)
'Proposition Consolidation and periphesral Role gxtraction
will transform {(j') into the near-surface structurs
corresponding to (j):
§—PROP «— P——1itap
%\oomaaxkaa
‘AG — om sa:xkomaapi

GL otakkaa

(k) nitsitapsskonaki kiistouwa
" I-to-shoot you ‘1 shot at you'
(1) kitsiﬁapsskonaki niistouwa
you-to-shobt 1 'you shot at ma'
(m) kitsipgghsapsskonaki
you-Iward-shoot 'you shot at me'’
Examples (k) and (1) have underlying structures similar

to (j'); and the same transﬁormations will apply. They
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are included for comparison with (m), which is a near-para-

phrase of (1) but has no overt Goalj; ths meaning of the
preverb pooxsap is 'toward speaker'. Thus the under-
lying predicate takes only PROP as an argument.21 The
underlying structure for (m) is (m'): '

(m")

S-———PRUPQI—P pooxsap ' ‘i-ward'

“\PROP p——Ixkonaki ‘shoot'
iAG——[-&Z] |
Proposition Consdlidation will give the correct near-sur-
face structure.

£. Manner prevserbs -

(n) ikkini'poyiwa oma pookaawa
slow-speak-3 that=3 child=3 'The child spoke slowLy'

(n")

S——~PROP§§:

\\AG———om pookaa - 'the child’

PRDPK::P-———I'poyi
AG—om pookaa

(n'), the simplified configuration undsrlying (n),2% will

p —1Ikkin , 'slow'

'speak'

21 Alternatively, we could require that this predicate
occur with speaker as Goal and subsequently triggsr de-
letion of that Goal. still another alternative, more com=-
patible with the gensrativse samanticist position, would
withhold predicate status from pooxsap ;3 it would be a
formative optionally inserted by the lexicon in place of
the combination of itap and speaker as Goal.

22 See takoff 1965 (pp}F-SFF) concerning traatmenﬁ of
manner adverbials in Englsh.
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be transformediuﬁa near-surface configﬁration correspond-
ing to (n) by Proposition Consolidation. Note that the
configuiation (n') corresponds to the interpretation of
(n) where ths child deliberately spoke slowly; in a case -
whers he is‘unable to spsak otherwise, there would be no
Agent in the matrix PROP.

consider now a manner preverb in an imperative form,

(o) ‘
-_ (o) sokg'pisstsiiyika » _
good-liéten-? pl(imp.) t1isten wsall!'

(')
S——-PROP<<::P —[ +imperative]

‘ RROP p——isoka'P ‘ 'good’
o ' AG—T +2,4+p1] |
S——~PROP<——P—~—Ixtiiyi '1isten’
AG [ +2,+p1]
Hera.we see Further'reéson for an Agent as an argument
of the manner_advarbiai, for the abstract predicate
[+imperative] generally dominates a PROP whose main

23

predicate has addresses as Agsnt. Embedded Role Dele-

tion and two épplications of Proposition Consolidation to

2% It is probably more accurate to say that the impera-
tive predicats presupposes that the addressee is, to some
extent, able to initiate the embedded proposition. This
explains why verbs such as 'sleep', 'ses', 'hear', stc.,
sometimes occur in the imperative, sven though they don't
take Agent.

we must assume that the vincantation" use of impera-
tive forms, such as sayootat ‘rain!', has a slightly
different source.
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(0') give the near-sqrface configuration corresponding to

(o) :
Sf__paopxi—p$<f—ﬁ+imperative]
\?\isoka'P | * 'good'
\\Ixtiiyi 'listen'
AG ———[ +254P1]

F. Aspectual preverbs

Five of these were discussed in 1l.4. We will illus-
trate using an exampls that contains:two‘of them:
(p) aakayo'kaawa aookaauwa
fut-dur-sleep-3 medicine woman-324

'The medicine woman will be slesping’

(p') ,
g —PROP—P ——a:k 'fut/intent’
.ﬁT\AG———éwiikaa , 'med. woman'
“pROP «—P —4 | 'durative’
“PROP «—P —1I0'kaa 'sleep’

\EXP —awiikaa
underlying configuration (p') corresponds to the ‘inten=-
tive' interpretation of (4:x) 4in (p); the same configu-
ration without an Agent would correspond to the simple
future interpretation of (p). Wwithout the Agent, Propo-
sition Consolidation alone would apply; with the Agent,

24 The word glossed 'medicine woman' is a verb (lit.

‘she sponsors-a-medicine-lodge') used as an agent noun.
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both Embedded Role Deletion and Proposition Consolidation
apply. In sither case, the near-surface configuration

corresponding to (p) results:

a1k

N

\\'\\ 7
M4
\\Io'kaa

EXP—-—-éwiikaa

5 PROP——P

summarizing our treatment of preverbal elements, we
have considered each of them to take PROP as an argument.
In making use of Proposition Consolidation to account for
the resultant surface structures, we Qre claiming that,
in gensral, a preverbal formative has as its scope all
formatives to its right in fha same stem. This ssems to

be confirmed by the meanings of verbs containing these

preverbs.
4.4.3 NOUN INCORPORATION RECONSIDERED

A completsly unexpected reéult of the model revisions
we have made thus far is that the rule, termed Proposition
Consoiidafion, which accounts for so much in sarlier sect-
ions, can be considéred to account for the phenomenon we
labeled 'noun incorporation' in 3.7. In that section we
related sentences such as 3.7(a) and'3.7(5), repeated below
as (a) and (b), by what we termed Possessor Elevation, after
which we assumed the existence of a rule termsd Noun Incor-
poration which further modified the structure undarlying
3.7(b) to that corresponding to 3.7(c), repeated below as
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(c).
(a)? nitssiksiihpa gma ninaawa o'kakini
I-break (TI)-it that-3 man-3 his-back[ +spec]
(b) nitssiksisstoaw gma ninaawa o'kakini
I-break (TA)-—3 |
(c) nitssiko'kakinaw gma ninaawa
I-break-back-—3
'{ broke the man's back'
within the model of this chapter, as we have outlined
it thus far, the underlying structure for (a) would be

" as follouws:

(') | &
S — PROPy p— isikI ' 'break'
AG—[ +1]
0——PROP—P—mo'kakiN 'back'
<<;EXP——1ninaa ‘man'

mo'kakiN ‘back' 1is a predicate within a PROP, as will
be all nouns in 4.6 (most nuﬁns will have Essive as one of
their aréuments). Fillmore 1968a, in a very interesting
discussion of "the grammar of inalienable. possession" has
giveq good reason to treat the possessor of a "rslational"
noun as a participant in the role of Experiencer (called
"pative" in Fillmore 1968a). In a generalized predicate
grammar, this Experiencer is an argument of the possessed
noun. For 'obligatorily posssssed nouns' (1.3.1) EXP
will be an obligatory argument; for ‘'inhersently possessed

nouns' (l.3.2) it will be optiocnal. Hence the undsrlying

(4



configuration (a') above has EXP as an argument of the

predicate mo'kakiN.
If we optiondlly relax the condition on Proposition

Consoglidation (p.178) for roots, such as isikl ‘'break',

which allow incorporation af certain nominal roots (body

parts, primarily), we find that it converts (a') to (d),

which is the near—surface structure corresponding to (c):

(d)
S—PROP isikI
L ‘<::mo'kak1N
AG—[+1]
EXP—ninaa

Notice in this treatment of the relationship between

~(a) and (c) we do not make use of an intermediate step

201

corresponding to (b). Thus while Possessor Elevation and

Proposition Consolidatidn both result in a possessor be-

coming goal, they are separafa and mutually exclusive

processes if we accept the suggestion of this section.
what of the other examples'of noun incorporation in

3.7 ? The relationship between 3.7 (h) and 3.7 (i),

rgpeated hare as (e) and'(f), adds further evidence for the

correctnéss of the above suggestiong
(e) no'kakini aisttsiwae
my-back | dur-pain[-an] "my back hurts'
(F) nitaisttso'kakini |
.I-dur-pain-back "~ 'I have a backache'

The predicate structurs underlying (e) is (e'):
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(gl) .
. S————PRGPKi;P————Itti ‘pain'
p—mo'kakiN _  'back'

‘ D-—-—-PRDP:
EXP—[ +1]

Application of Proposition Consolidation (with the condition
relaxed) gives us (f'), the near-surface configuration

corresponding to (f):

(f')
S —— PROP P<:::Itti
o o'kakiN
EXP-——[+1]

Again we sss that 'noun incorporation' of 3.7 'can be
considered an example of a much more genafal prbcess,
previously disguisad by the noun/verb distinction and by

use of functions actor and goal in underlying structurs.

4.5 PREDICATE VS. LEXICAL FORMATIVE

near the snd of 3.7 and again in 4.4.3 we related

two semantically equivalent sentences, which we repeat here

as (a) and (b)s

(a) no'kakini ~  aisttsiuwa .
my-back[ +spec] dur-pain[-an] 'my back hurts'

(b) nitaisttso'kakini
I-dur-pain-back ' 'I have a back-ache'
we considered (a) to be more basic, and said that (b) was
the result of a kind of 'noun incorporation'. While the

number of predicates which permit such noun incorporation
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is relatively small,‘wa could list numerous examplés of
sach, and in most cases the root that is incorporated will
be a body pért. we would need to list very few howsver,
before it would become svident that a larga_numbér of the
roots hava a different shape when incorporated than they
do when 'indepsndent'. ‘Compare (c) and (d), and also
(e) and (f). |

(c) noitokggni - aisttsiwa
| m&—head[+spac] dur-pain[-anj ~ 'my head aches'
(d) nitaisttsisspi - |
1-dur-pain-head | . '1 have a ﬁaadaché'
(s) noohkatsi aisttsiwa
| my=-Ffoot[ +spec] dur-pain[-an] 'my foot aches'
(f) hiﬁg_i_sttaiika
I-dur-pain-foot '1 have a‘fdot-acha'
In (c) and (d) ‘head' is [(mo'tokaan] and [ixpi),
respectiyély; in (s) and (f) 'foot/leg' is [(mooxkat)
‘and KIka],'respactively;25 If we are correct in relating
pairs such as (a) and (b) by optional transformations, we
should surely so relate the pairé (c),(d) and (e),(F) .
Now, the lexicon as we presently conceive it is a
listing of predicates. A part of éach predicate sntry is
a sat of conditions which constrain fhe configurations

which may contain that predicats. Additionally, each entry

25 Voegelin 1940 pointed out the existence of thess doub-
lets as a "special development" of Blackfoot "in contrast
to the Central Algongquian languages."
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contains a spabification‘of the underlying.phonological
shape of the predicate. (See Fillmore 1968c, p.66, for
‘a listing of other types of information that the lexicon
must include.) In the Case‘of suppletion such as that just
illustrated, the shape of a given root is not datafmihabla
until after the optional.transformation which incorporates
the noun has sither applied or been bypassed. When lexi-
cal insertion 1s‘viewed as a process as ;n chapter 2 (and
as in Chomsky 1965), sufficient information is inserted
with the predicats to later'detQEminé'its correct’shapeml
But if the lexicon wsre to 'spell’ formétivaS‘gﬁggg
application of the aforementioned tfansformational‘rules,
the problem of suppletion would be greatly simplified.
Before slaborating on this revision of lexicalization,
let us consider some other facts that may be relevant to
such a change. Recall that as long as we considered only
simple verb stems we wers able to account for regular
transitivity‘dsrivational processes by T-rules (tpansi;.
vization and pseudo-intransitivizatﬁon; see 3.1) in_tarms
of presence or absenca'of a [+specific] goal. Bﬁt when. we
dealt with benefactives (3.4), instigative cause (3.5.3),
and comitatives (3.6), we found that there was no stage in
the derivation of sentences containing tHese verbs when
the transitivity transformations woula always give the
correct results. We found, instead, that the shape of the

stem with regard to transitivity was conditicned by pres-
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ence of the banaféctive, causative, and comitative finals;
this means that the transitivity transformations must
ahhly after Proposition Consolidation combines all the roots
of a complex vefb, and they must be sensitive to presence
of these verb finals. The shaps of irregular verb roots,
too, is a function of pressncs ol a
we found in 2.3.2 and 3.3.3 that regular stems have
their 'transitive animatse' shape befors the reflexive and
reciprocal formatives; but rather than rely on under-
lyingvstructura to account for this fact, as we did in 3.3,
we could as well predict their shape post—transformationally
in terms of presence of the transformationally inserted
reflexive and reciprocal formatives.  For stems which are
irreqular in this regard, we must determine their shape
post-transformationally.

It is possible to view all such stem-shapa prediction
as part of the spslling-process of predicates which, as wse
'have suggested, takes place after most transformations have
applied.

Formatives which are present in sur face structufe but
are not themsalVes predicates and hence are not.pressnt in
the undsrlying canfiguration, may either be given their
phonological shape by the same rule that inserts them or
be spelled later. B8oth ths reflexive and recipraocal form-
atives evidently have a constant underlying shabe in all
contexts, so either treatment is adequate for them. But

many inflectional affixes have shapaes determined by sur-
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face syntactib anvironmant (8.9, the verb paradigm
‘order' - see 1.5); this is why in 2.1 we had transform-
atioﬁs add features rather than affixes and later uséd
spelling rﬁles to give the featurss substance as affixes.
Recent work by generative grammarians (see, e.g., Jacobs
and Rosenbaum 1968, Chapter 1l.) makses use of "segmental-
ization" rules to add abstract affixes (featurs bundles)
to stems in the proper order, in accordance with the
features present in the stem. Then a "second lexical
pass" inserts formatives for these abstract affixes accaord-
ing to botﬁ tﬁe features in the bundle and their context.
.This sare second lexical pass may also bs uéad to 'respell’
suppletive formatives in terms of their environment.

Now, the surface shapes which correspond to predicates
really have no place in underlying structure; the latter
is a linkage of propositions which axpresévthe meaning of
. a discourse. And because a 'second lexicél pass' sesms to
be necessary anyway, why not more clearly distinguish
the two functione of what is called the lexicon: (1) inven-

tory of predicates with information relevant to underlying

configurations which may contain them and to applicability
of transformations to those configurationé; and (2) spell-

iggt:ffgrmatives for abstract entities in nsar-surfacs

structure. (Bach 1968 propnsed such delayed insertion of

phonnlogical shapes in the following hypothesis:

".. «that the base componsnt does not actualiy add a

[TIRY
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phonological repressntation to the complex symbols of

daép structure but merely dsevelops the sets of semantic
and syntactic features, which are then mapped into phono-
logical shapes after the operation of the transformational
rules (or some part of ths transfnrhational rules)." (.117).

Here, howsver, @e maintain the need for a language-spe-
cific inventory of entities [tﬁe predicates] with semantic
and syntactlic propertiss rather than a "development" of
sets of features by the base as the above quote sesms to
suggest.)

Distinguishing the two functions of the lexicon,
we can conceive of it as consisting of two parts with links
betwaen_their members. Schematically, these can be
répresanted as two lists: a list of predicates, and a
list of formatives in their (redundancy-fres?) systematic
phonemic shaba. Most predicates will be linked to one
formative and vice-versa, but many predicates will havs
dis junctively ordered realizations ("allomorphs"); other
predicates (Lakoff's "abstract predicates") will have no
surface realization. Some formatives will have na. link td
a predicata‘bacause they are purely transformational in
origin. Configuration portions made up of mors than ons
predicate may be realizsd by a single‘Formative (Gruber
1967 a and b, Grimes and Glock [to appsar]).

Many derivational transfdrmations, such as the transi-
tivity transformations of 3.1, can Ea viewsd as capturing

generalitiés in the spelling of stems by the formative
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part of the lexicon. 5o such transformations are not
realiy "post-laxical” but lexical. This is true of
derivational processes in ganerai;.thus the.addition of
suffix [xsiN]J ~ [[n] to a verbal root which is in nominal
function in surface structurs is part of the process which
replaces the verbal predicate by a formative. Stems
which show the result of derivation in irregular ways do
not require separate rules as such; it is just that they
do not participate in the generality captured by a
derivational 'rule' in the lexicon and so are spelled by
the lexicon without benefit of the savings afforded by the
gensral rule (see 4.5.2).

Thus a grammar of English, es.g., will not use a

special rule to change full to fill when £he latter has

been substituted for the abstract developmental predicate
(Langendoen 1969, pp.107-109,l29 [the term "inchoative" is
used thers for developmental]);'rather Fill will be '
spelled by the lexicon without benefit of any savings

affdrded by rules applicable to classes of formatives
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‘which have more gensral 'changes' in this snvironment. 28

Nor will fast have a "zero" realizatlon of the 'suffix!'
=ly that is added to adjsctives such as slow when they
end up in adverbial function in surface structurs. The
formativs fast in that

lgxicon merely inserts the rmativs ha

ie - b4

particular environment; the lexical rule which captures
the generality for other adjectives in that snvironment is

inapplicable.

Summary

Because many morphemes of a given language cannot be
spelled until their postftransformationél context is de-
termined and, indeed,_mahy mor phemes are actually inserted
by transformations, we propose that all speliing (insertion -
of phonological in?ormation) of Formativés take place
posf-transformationally. This leads to graatér distinction

between the two main roles of the lexicon: first, it is an

26 full and FL1ll will not be completely different forma-
tive entrises in this portion of the lexicon. They will be
combined, somewhat as follows (using standard English
orthography) s

i
FILL F 11 / [»fossz

u : elsswhere

(I first saw such a techniqus proposed for lexical inser-
tion in Fidelholtz 1968, which referred to Gruber's pro-

posals for lexical insertion.) Actually, the 'eslsswhers’
in the rule is superfluous bscause the sub-rules will bs

considered disjunctively ordered. See below (4.5.1)
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inventory of the predicates that may appear in underlying

configurations of the language; second, it ié a listing of
formatives corrésponding to post-transformational entities
(predicates in particular surface syntactic functions, de-

rived entities such as ths rsflsxive, and csegmentalized

featurse complexses). Thers are formal links between those
predicates which havs overt surface realizations and their

corraesponding formatives. Thus all predicates in under-

lying configurations are abstract (semantic) entities, and

remain so until after most transformations have applied.
(The only transformations which which clearly do not pre-
ceds formative insertion ars those dealing with gensral-
ities of Formative spelling itself, and thus are them-
salves part of the lexicon. Reordering transformations
which have no effect on the choice of formatives probably
apply after formative insertion.2’)

Henceforth all Blackfoot predicates, though repreésnted
in a particular transcription for identification, will be

underlined to indicate their abstract nature until the

point where formative insertion takes placs.

4.,5.,1 FORMATIVE INSERTION

We close this section with a few sample laxicél entries

and informal description and sxemplication of the process

27 The derivational stage at which formative insertion
takes place is a likely candidate for the label "shallow
structure" (Lakoff [ forthcoming]).
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of formative insertion. At first our samples will not’
take advantage of savings provided by derivational'rules._
Then we’ will show how such savings are effectasd in the
lexicon. o

As stated sarlier (4.3), predicates ars not
'ingerted'. Rather, PRéDCUNDi (see the sample lexicon
on the next two pages) is a context sensitive node ad-
missibility condition (McCawley 1968) for wall-Forhed
undsrlying configurations containing the correspbndihg
PREDi. To most predicates there corresponds a set oF.one
or more formatives; this éorrespondence is indicated in
the sampls lexicon by placing the set of formatives to

the right of the corresponding predicate:

PRED; PREDCOND4 l*'ClRlYli"j FURNCDNDi,j
FURm1+l,j+l
Thus FORM; . is one member of the set corresponding to

1,)
PRED; » The distribution of members of one formative

set is given as a disjunctively ordered set, so that
FDRmi’j is inserted in the post-transformational environ-
ment specified as FURMCDNDi’j. Because the set is ordered,
the last member of the set FDRmi occurs in all environ-
ments except those specified for ths previous members.
Thus the formative inssrtion ruleAreplacas PREDi
(in the tree) by the first member of the sst FORM; which
is not distinct from the context of PREDi. For example,

in the near-surface structure (a),
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(=) g—pRrOP—P — 110 [£ [+1],[+3,+an]> ]  ‘eee’
sS\:;EXP——[A] - |
\\D-——wi:mitaa +3,4an] 'dog"
the context of 10 t555' matches (is a sub-setbof

the contaxts defined by) the first FORMCOND corresponding
to PRED Lsn in the lexicon (Recall (from 2.1) that angle
brackets enclose an ordersd pair.) Thus [1:n0) is

inserted for Llsf. Likewise, in (b);

- (b) S_____pR[]PTP-—;'a'ki [<E+l.],‘[‘...3pec] > ] whit.!

\\\AG-——[+1J v

\D——-wizmitaa[-épac,+an] : 'dog'
a'ki would be replaced by [a'ki] if ‘'dog' wers [ +spec],

but because the object is [-spec], a'ki ki is raplaced by

[a'kiaski].
4.5.2 LEXICAL TRANSFORMATIONS

As we said in 3.1, the [e:ki] extension is very
 common and so a generality would bs missed by listing,

as we did above, both extendsd and unextsnded formatives
for predicates such as a'ki - wa also said in 3,1 that
the class of such pradicates seems to be the one wse termed
Transitive and defined by subcatagorizational feature
[+VP:_jp)s 1.8 those which always take an ob ject but
which object may be [-spec]. 1In the model of this chap-
ter, this class of roots is defined as those which take at



215

least two arguments, the second of which mayﬂba
[-specific]:

[__x+y[2spec] ]
To capture the gensralization for this class of predicatss,

we makes use of a lsxical t:ansformation (LT) which applies

to the formative before it is inserted. Such a transforma-
tion may refer both to the context of the PRED; to bs
replacsed and to ths PREDCOND4 associated with the

lexical entry 4 .

Formativaiinsertion, then, selscts the first FURmi,j
whose FORMCOND; _ is non-distinct from the context of
PREDy » then checks PREDCOND, and the context of PRED;
against the SD of all LTs; after any applicable LTs
havs applisd, the resultant formative shape is inserted.

This allows us to simplify the lexical entries forall
pradicates whoss formatives participats in regular
derivational procsssss. The entry for a'ki , e.g., will
be simplified from that shown above to the following:

. a'kiaakixsiN  ROLE:
a'ki Pz AG:x+0sy[ *spec] . -
- - {'a'ki }
The lexical transformation which makes this saving
possible is as follows (because the condition for thess

rules is more complex ithan the rule itsslf, we uss a

slightly different ruls format):
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Intransitivization

[ PRED; ] N
L([X],[-spec]> p

I | attd '
IF [X+PRED; + EEZT:}]P 7 * [PrebconD; = [_x+y[*spec]]]

[ wi sxpok +X+pngoi+xjp)

\

THEN FORM; —> FORM; + aski

(read the dot '«' as ‘and')

We have added contexts other than occurrence with a
[~-spec] object to the condition for this rule; recall that
in 3.5.3 and ‘3.6 we found that occurrsnce witﬁ
causative or accompaniment predicates also calls for thé
intransitive form of such roots.

Notice in the eample lexicon that a'ki also has
another formative shape when it occurs in surface nominal
functicn. Comparing this with the shaps oF.othar intrans-
itive verbal predicates in nominal functioh, we find that
therelafa two extensions which are in complemsntary
distribution: [[n) ~ [[xsiN) ; the former occurs with stems
ending in [[aa), the latter elsswhere. We note also that
[xsin] 1is added to verbal formatives like fa'ki] after
they have besn extendsd by Intransitivization. Thus we add
the following context to the condition for Intransitiviza-
tiong

ROLE s[ X +PREDj ]

And we order Nominalization after Intransitivization:
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Nominalization
_x+ygispec]].
IF [x+PRED; Jgg e * [PREDCOND, = _:(y ]

. (FURmiz [....aa]l{

: ‘ (n).(
THEN FORmi———é FURmi + _
xsinN

(portions.in « subscripted parsntheses are mutually null
or non-null)

A lexical transformétion can also account for the
transitivizing extension [ atw] which occurs with roots
(such as wisxpomm ‘'buy') we térmed Pseudo-intransitive
in 3.1. 1In this chapter these will be defined as roots
with PREDCOND [ _x(y)]. Such roots are extended by [atuw]
when they occur with a goal, or if they occur with the
reflexive or reciprocal. And if we distinguish, as two
predicates, the two bensfactives (i)mwi and o (3.4),
we can add (i)mwi to the list of factors calling for

transitivization.

Trangitivization

[ PRED } )
<[x],L+spec]>] j| [pREDCDNDi=E_X(Y)J]

—~—

iE
' L)mwi
[PRED; ¢ REFL ]p
RECIP )
THEN FORM; —> FORM;, + atw
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We can further simblify-lexical entries by use aof

mors abbreviatory conventions. E.g., the Formatives for
those nominal roots which have a nasal increment when in-

itial can be listed as follows, taking 'chisf' as an

example:

nIgaaer) P:_+ESS (N Inaa  (#)y ___

The o¢ subscript indicatses that both sets of parsntheses
are mutually empty or non-empty. Roots with more ex-
tensive variation can still offer some savings:
kifita Ps_+EXP )| H
0 pita
: IP

A variation on the treatment of derivational processes
outlined above should bé mentioned hers. If fhe lexical
transformations were to apply just prayious to lexical
insertion rather than as part of it, they could add ab-

stract entities, representing the derivational portion

of formatives, to predicates. Then these abstract entities

would be replaced by formatives.from the lexicon. .E.g.,

Nominalization would have the following form:
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[x;*EY]PREoinOLE
1 2 _—

1 2+NOM
: _x+y[#spec]]

(L
Conditions PREDCOND, = ~!-[_%(Y)]
\ o]
ROLE directly dominates 142
The lexicon would then contain an antry for Nom:

NOm  (dsrived) n Xae__
) ixsiN

We woﬁld 8till call the derivational rules 'lexical
transformations', bscause they occur just prior to
lexical insertion and may refer ta information liéted in
the lexicon.

We tentatively chooss the former variant of deriva-
tiﬁnal trsatment bacause it doss not require the extra

lexical entries for derivational formatives.

4.5.3 'PURPOSEFULNESS' AS A PREDICATE

At this point we are able to describe ths status of
ths ipurposafulnass' suffix (3.2). Recall that in 3.2 wue
had difficulty deciding at what point in tﬁe gensration of
a sentence the element should be chosen. In the model of
this cfapter, there is only one course possible: because
choice of the element is meaningful, it is a predicats,
pregnn} in the underlying configuration. Thus the con=-
fiésggﬁion underlying 3,2(c), repsated here as (c), is -

+
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(e')s

(c) nitaisstsipisimaa ponokaomitai
I-dur-whip-purp horse[-spsec]
'I whip horses (purposefully)’

et
© %——PRUP P—I(L)m _ 'purpose’
AG—[ +1] |
\pROP— P —Ixtipfs 'whip'
AG—[ +1]

Exp—;ponokawi:mitaa[-spec] 'horse'

/
In 3.2 we contrasted (c) with 3.2 (d), repeated here

"~ as (d):

(d) nitaisstsipisimataw amo  ponokaomitaawa
I-dur-whip-purp-trans-—3 this-3 horse-3
'] whip this horse (he requires it)'
The configuration underlying (d) differs from (c')
only in that 'horss' is [+3], rather than [-spec] as

in (c').

. Embedded Role Deletion and Proposition Consolidation
convert (c') into (e):
(e)
S—PROP P (1)m
| ‘\\\Ixtigis

[+l]

EXP — ponokawi smitaal -spec]

AG -

(1)m must be added to the list of finals which are moved
to the end of a verb by Stem-~final pPositioning (4.4.1);
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_this will give us (f):
() |
S —- PROP P Ixtipis
s<::(llﬂ
AG—[ +1]
EXP—ponokawi snitaal -spec]

In the ‘'intransitive' context of occurrence with a
[-spac] object, (i)m 1is replaced by formative [ (i)maa)
(the [1] is present only after a consonant). 1In the
derivation of (d), with a [+spac] goal, (i)m is re-
placed by formative [(i)matw). Thus the lexical entry
for im would be as follows:
(1)m =_+Ac=x+pﬁop:[AG:y+A2:z[:spac]]' (i)matw [<[x],[+spac]>]p
| x =y £z (1) maa
The condition 'y £ z' is ﬁecassary because (i)m never
occurs in reflexive constructions. (i)m will also parti-
cipate in a number of negative conditions of the type
discussed in 4.3.2.
(Instead of [[(i)matw) we could list ((i)m} and
modify LR Transitivization so that it adds (atw) to
i)m as well as to [ _x(y)] verbs; this would not seem
'to offer any saving, but it does capturs a generalization
of sorts.)

Nominalization also may applynto verbs with (i)ms

gigstsipisimaani tpurposeful whipping'
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4.6 VARIABLES AND REFERENCE

4.6.1 FURTHER MODEL REVISION

gach 1968 introduced the use of variables intoc deep
structiurs tc serve 2 dual purpose: thsy_are arguments for
predicétes, and they serve as refsrential indices. Because
he proposed that‘all nouns be. introduced into desp struct-
ure by way of rslatlve clausas, the variables wers necessary
to serve as the 'head' constituents of those relative

clauses. For example, in the sahtence 1 bought a dog,

the NP @ _dog has asource paraphraseable as "%, such that
x is a dog". The fact that the variables also have
referential identity serves to define corefersntiality
for purposes of pronominalizatian, deletinon, stce.

In the predicéte model as ws have developed it thus
far, the squivalent of 'x is a dﬁg' is a proposition with
'dog' as predicate and x as Essive argument.

ESS — X

The Santence 'l bought a dog' would have the following

underlying configuration (ignoring tense):

(a) S—PROP P buy
AG—[+1]
g ——PROP p —dog
<:::ESS-—~X

([+1] is the referential indicator for the speakar - ses

4.3.1). For Blackfoot the configuration would be the
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same 1f the speaker has a particular referent in mind

which he is idsntifying as a dog:
(b)

S ——PROP p———wi :xpomm ‘buy’
SAG-——[-:—I]

\g ——PROP«— P —— wi smitaa 'dog’
<<;E.‘.:SS—--——X |

If, on the other hand, the speaker has no particular dog in

mind, but merely wishes to express the fact thatl he mads a

dog-purchass, the sentencse will have the folleowing

conf‘iguration:28

(c)
S——PROP. P ——wisxpomm

AG-——E+1]

i '—""pRﬂpip — i smitaa
ESS —EX

We are using the symbol 'E' in place of the '3"'of symbolic
logic; the latter is known as the vgxistential quantifier"
.and usually means‘"thare is at lesast one". This is
approximately the meaning we have previcusly ascribed to
the featurs t-spec], and so we incorporate this opsrator
(E) along with the use of variables into our model.
variables which represent specific referents will have no
operator.) We will alsc need an operator corresponding to
the [+generic] feature (1.2 and 2.1); we can symbolize it

as G. The Blackfoot equivalent of "Buffalo eat grass"

78 Recall (from 1.2) that verbs with non-specific ob-
jects ars intransitive with regard to stem shape and in-
flection.
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o 29
will then have the following underlying configuration:

(d)

s-—-pRopQ:::p.__.g ‘durative’
PROP—P Iwiiyi 'gat'
AG _pnop‘p—-iini 'buffalo’

\ . ‘ES85 —iGx
0————PROP‘§P-—~mgtoxiXko ‘grass'
£55—Ey

=

P = 7

We have said that we are inpuxpu;uuingbvariables into
our modal, but thus far we have used them only as refer-
ential indices. Returning tﬁ the NP ‘'a dog' wused
gparlier, notice thét we have accounted for only the last
part of the paraphrase "X, such that x is a dog".' If
we were to follow Langendoen (forthcoming) and allow
variables to have proposiiional complements, we would be
in a position to traét the variables (and their complements)
as arguments in any of the roles. ' bought a (particular)

dog' would then have the following underlying structure:
(e)

§ —PROP—P —— wi sxpomm "buy'
AG —[ +1]
0 X
<<::pﬁgp<_—p-——wizmitaa 'dog’
ESS —x

29 This is not equivalent to (x) Lbuffalo(x)> (3y)[grassly)
~« (sat (x,y)]] as most texts on symbolic logic would have
it; the latter approximates configurations with predicates

all and wisxkana (4.4.2) in English and Blackfoot,
respectively.
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'This formulation allows.us to raquira corefsrentiality in

well-formadness conditions and transformation structural

: descriptinns without concern about identity of the ex-

pressions which are coreferential. Thus in the underlying
configuration for 'The man bought the dog for a (partisu-'
lar)'girl"‘ 21222 "man' no longer need appear twics és
"Agent, as it mould have in our sarlier treatments; we
require only that the variable: corresponding to this

refersnt occur in both-places:

(. | .
§—— PRO P ge——P —— BEN

ang——

AG<X : ‘ ‘
,‘ PROP p——ninaa . . - 'man'

si:ESS-;x

EXP<::y
. PRUP———P—~*aakiikoaN 'giri'v

ESS —y
PROP—P wi sx pomm | ‘buy'
AG ——x

'anp<<:p-——w1;mitaa 'dog"
£SS —2

But the question_iﬁhsdiately arises as to why the identi-
fication of the referent x as a man is shown to be a
éonstituent of a particular argumant'of BEN. ficCawlsy
(forthcﬁming) says that referential indiﬁes represent

conceptual entitiss which exist in the mind of the speaker,
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and thgt noun phrases in discourse sarve‘tha purpose of
gstablishing or identifying such‘conceptual'entities for
the addresses. In accord with this line of thinking,
MmcCawley proposes that only variables occur as argu-
"ments for predicates, and the information which assists
referential identification of variabies is attachsd tc a
node which dominates the propositions in which thase
variables occur.30 Retaining the propositional form of
such referent identification, the Gnderlying configura=

tion above will be revised to the following:

P BEN

- (9)
S PROP
. AG ——-X
| \ EXP—y
\ . PROP—P —— wi sxpomm
| AG X

‘ \\ 0 z
PROP'—— P —— Ninaa
| \ESS x
PROP ——P aakiikoaN
\\\\ESS-—~_y
PROP P wi:mitaa
| \\\\‘ESS—-—-Z

30 Not the least of the advantages of such a treatment

is that is seems to resolve the pronominalization dilemma
posed by sentences discovered by Emmon Bach which require
infinite antecedsnt-chasing (sometimes grronecusly called .
ngach-Peters ssntences"). Ses Bach 1968 (p.110), Bach
1970, mcCawley (forthcoming), and Langendoen (forthcoming,
chapter 5) for examples and discussion; ses Kartunen 19683
for discussion of still desper problems.
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we have atﬁached the identificational probositions to the
dominant S« In configurations consisting of more than ons
S, we require only that an identificational proposition be
attached to an S which dominates all occurrences of the
variable it identifies.°! Notice that this wording per-
mits appearance of a variable (xy 8ege) in an identifica-
tional proposition for another variable (y, @.9.) sven if
that proposition is a sibling to the proposition whicﬁ
identifiss the first variable (x); Consider the following
underlying configuration for the Blackfoot sentence

corresponding to 'my friend saw his daughter':

(h)

S PROP P Isno ‘ 'sea'
AG X
N N
\\PRUP‘ P itakk 'friend'
| | siiisxp-—~[+1] |
ESS X
PROP——P itan ' 'daughter'
EXP——X
ESS —y

The relational predicates itan 'daughter' and itakk
'friend!' each require two arguments, Experiencer and

Essive, (as do all ‘'obligatorily possessed nouns'- ses

31 See McCawley (forthcoming) for discussion of ambigui-
ties that may be explained according to scops of domina-
tion by the S to which identificational information is
attached.
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1.3.1 and 4.4.3). In this example, the Experiencer (x)

as argument for 'daughter' 1is identified as the speaker s
'Friand' in a sibling proposition.

%his revision requirss changes in the node admissi-
bility conditions of 4.3. S must now be able to
dominate an unlimited number of propositione, and roles
may dominate only variables (v) or the constants
[+1] or [+2],uhsreas we allowed roles to dominate propo-

gitions in 4.3. The revised conditions are as follows:

S: PROP*
PROP: [P + A*]
- { RoLE, PROP, s}
ROLE = { AG, EXP, 0, GL, SC, M, ESS, T, Lyeet}
ROLE ¢ { v, [+1]1, E+2]}
Mms:S | .

It is not yet clear whether it will be necessary to
diétinguish more formally the identificational propo=-
sitions from the others (meCawley [to appear] does not
even considsr them to be pfopositions, but a special
entity which he lébels NP). Formal distinction betwesn
identificational propositions and non-identificational
propositions would provide a natural way to distinguish
between so-called restrictive and non-restrictive (appo-
sitional) relative clauses. It seems that the main func=-
tion of restrictive relative clauses is to help identify
a referent by mentioning properties that the addressee

already knows or can readily discern about it. Non-re-
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strictive relative clauses (and most appositional noun
pﬁrasas), on the other hand, provids additional (ﬁew)
information about the refsrent; this information can later
be referred to in jdentificational propositions, as can
anything said or implied about the‘referent garlier in the
discourse (the reason for using 'implied' just now wiil be
seen below). Perhaps examples from English will clarify
what we have said. Consider the following portion of a
possible discourss:

. (2) Those girls are all my neighbors. (b) The
tall one, still a teenager, is married and has two
sons. (c) O0One son is very clevser, but his brother is
a dolt. (d) The son who is clsver is very sickly,
however. (8) A friend of the mofhar, who is mature
for her age, thinks the tesnager was foolish to mérry
S0 younge.

In (a), the demonstrative (and probable accompanying
gesture) are identificational, as is irls, because the
speaker assumes the addressee already knows that the
members of the group he wishes to refer to are girls. Of
course, the information that they are neighbors is non-i-
dentificational. In (b), tall is alsp identificational,
for ths speaker is assuming the addresses discerns one
girl's comparatively superior height. The appesitional

phrase still a teenagser, howsver, is non-identificational,

but adds new infaormation which is later referred to by way
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of identification in (e). In (c)y, sen is identificatinnal,

referring to a referent sstablished in (b). His brother

is also identificational; it makses use of information
implied in (b) by virtue of the fact that two sons of the
'same parent ars brothers. In (d), the restrictive relative

clause who is clever is obviously identificatieonal, making

use of information the addressee learned about the referent
in (c). (It is the fact that the referent has already
been established which calls for the definite article.)

In (e), friend of the mother introduces a new refsrent

(this calls for the indefinite articls) by stéting her
relationship to the girl idsntified by the mothsr; the

relative clause who is mature for her age is non-identi-

ficational, and hence non-restrictive (the fact that the
referent fepresented‘by who is ambiguously either the
friend or ths mother.notwithstanding).

It appears that tha distinction betwesn identificational
and non-identificational predicatioﬁ is quite‘basic and,
no doubt, universal. In view of this, we will introduce
a nsw catégory ID to distinguish identificational propo-
sitions. Thus the first node admissibility condition will
be changed to the following:

S : PROP*(ID)
and we will add an additional condition:
ID : PROP*
The identificational propositions will be transforma-

tionally substituted for the variables which they identify,
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according to certain‘yet-to-be-investigated.condigions.
Looking back at (h)y, €.Q-, ws sSes that to éet an accept-
able output, the PROP identifying x must be substituted
for the variable as Agent of ‘sge', and must not be
substituted for the variable as Experiencer of 'daughter';
also, the PROP which identifies vy must be substituted
for the variable as 0Object of tsge'. Thus instead of

the déletion of NPs requiréd-in previous sections as the
Black foot counterpart oF‘English pronominalization (ses

3.3.1), we now have non-substitution for variables under

‘conditions which previously required such deletion, and

ptional substitution For variables when the deletion was
optional. Wwhen an identificational prop031tlon is not
substituted for a variable, that variable must still
acquire person, number, and gendsrT features of the raFarent.
(There is now no similarity bestween Embedded Argument
Deletion (4.4.1), which deletes a variable completely,
and the counterpart to English pronominalization which
leaves a variable with only certain features of the
referent.).
.This particular visw of underlying structure provides
an elegant means of accounting for a problematical
phenomenon of Black foot discoursee. The speaker, when intro-
ducing a nsw entity, the referent for which he assumes has
not been sstablished in the mind of the addressee(s), may
refrain from making the otharwise obligator; substitution

for the corresponding variable (the variable still acquires
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the featurﬁs of the referent, as in other cases of non-sub-
stitution), and the identificational proposition remains
an immediats constitusnt of S. The predicate of the un-
substituted identificational proposition then fits the
surface structure definition of a verb and is so inflected.32
(Notice that this circumstance which results in a nominal

predicate inflected as a verb, is one of the circumstances

which call for the indefinite article in English.dJ)

4.6.2 ILLUSTRATIVE DERIVATIONS

we will illustrate the conclusions of this section by
sketching the derivation of a few Blackfoot sentences. The
first will exemplify the phenomencn last discussed.
(1) 4itei'nitsiiwa oma ninaawa omi ponokayini
' then-kill-3—4 that-3 man-3 that-4 slk-4(vbl.)

tthen the man killed an elk'

32 Taylor was reluctant to consider such forms to be verbs

when they occurred in gnvironments where nouns are expected;
this, combined with other factors, led him to gstablish a
"non-spaecific plural" category, marked by a suffix homo-
phonous with the third plural verbal suffix (1969, p.192).
(Because the third singular verbal and nominal suffixes are
homophonous, singular nouns establishing a new referent
could be considersd to have either the nominal or the verbal
suffix.) Recall, though, that I claim the non-specific
category is neutral for number.

33 Recall that we distinguish 'non-specific! from
'indafinite' (Kerttunen 1968).
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(1) | | | .
S ~ PROP p—1it ‘then'
' <<::PRDP pP—I1'ni 'dis'
AG—X
EXP-—y
ID PROP p——ninaa[ +an] - 'man’
<<\\ESS-x[+3,-l prox,-i prox )

PRDP<<::P pongka[ +an] 'elk'
ESS——-y[-lprox,-Zprox]

we can no longer maintain our -earlisr tentative treatmant

| 6? demonstratives as predicates, becauss we nNO lohger allow
propositions to be directly dominated by roles.34 The
deictic character of the demonstratives suggests that they
ars surface realizations of variables which express proxi-
mity info;matioan We haﬁa indicated this proximity inform-
ation by use of combinations of features [1lprox] and [inrox],
representing proximity (or lack of it) to speaker and
addresses, respectively (see 1.6). [*an](gender) is, of
course, an inhersnt feature of nominal predicates. .We have
indicated the primary animate topic with the feature [+3].
(of course, the [+3] feature hust be constrained to occur
with the referent of only [+an] predicates. This would be

a serious problem for a theory which had only universal

34 we could still consider demonstratives to be predi-
cates which dominate propositions if we added the condition
that those propositions have Essive as an argument. This
alternative deserves investigation.
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‘semantic featurss as predicates;quther than'léngﬁaga-Spe-
cific predicates capaple of gender classificatioh, because
the major animate topic must be selectsd in the underlying
configuration.) |

one of the first rules to apply will copy the gender
feature of nominal predicates 6nto their'referents. Then
animate referents which co-occur with [+3] referents
receive the obviative faatﬁre [-3].  Next, person, number,
and gender features of Essive referants.are carried to

the corresponding variables. These changes would convert
(1') to (J)s

(3) o L
S PRDP\P it 'then' .
| , PROP—P-—1'ni  'die'

SR AG—x[ +3,+an]

EXP_Y[’39+an]
ID __PROP <« P——ninaaf van] 'man’
N

“E£SS—x[ +3 ,+aN,=1prox,=-2 prox |

pRop\__—-p ~--—ponokal +an] 'elk’
\\\ESS——~y[-3,+an,-lprox,-2prox]

Substitution of jidentificational propositions for the
variables corresponding to the referents which they identify
is the next step. Because this is the first mention of ths'.
1alk' in the discourss from which this example was liFted;
substitution is not carried out for the proposition which

identifies it. The PROP 4identifying x, on the other
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hand, is substituted, to give (K)s
(k)
5

Y——pnop<<:p~——-£g

PROP——P — I'ni
AG—PROP  P— ninaa[ +an]

\£55—x[ 43, +an,-1prox ,~2prox]
- gxp—-y[-3,+an]

\ID-___~PRUP—__P<::Egnoka[+an]

Ess—~y[-3,+an,-1prox,-2prox]

Proposition Consolidation is next to apply, to yiseld (1):

(1)
it

§ (—- PROP P—it
N %:. \\l'ni

\ .

\;\AG———PRURKIP——ninaa +an]

\ ESS——x[+3,+an,-lprox,-2prok]-
‘exp—y[-3,+an] |

ID--PRUPilb——_ponoka[+an]

ESS——y[-3,+an,-lprox,-2prox]

Agresmant transformations add person, number, and gender

features of the arguments of predicates to thoss predi-

cates
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(m) o
§——PROP—P ——Lt .
| ,_ m[<_[+3,+an],[-3,.+an]>]
AG—PROP— P —ninaa [+3,+an
<<:ESS——-x[+3,;an,-lprox,-anox]
EXP—y[-3,+an] |
'ID — PROP P —ponoka [-3,+an]
<§ESS———y [-3,+an,-lprox,-2prox]
_Notice that intransitive agreement applied first, to add
referent features to ninaa and ponoka. Then transitive
agreement added an ordered pair of featurs sets to the
main predicats from its argumenta. (INn 4.6.3 we attempt
to accomplish all agreament.by one rule.)
Sagmantalization is thae next step. Ruies, which we
will not formulate here but which are fairly straight-
Forward,35 bundls features into sagments that will later
become affixes. (Though we do not show them in the
diagrams, predicates still carry the features which werse

segmentalized; 1.8+, the affixed features are copies.)

35 A few are formulated in 4.6.3.



(n)
"8 ¢ PROP it
I nl
aFF[< [+3]1,[- 3] >]

AG———PROP P ninaa
<<;Arrl},z;]
“Ess x[ - 1prox ,=2prox
Y;Arr[»,:s]

Exp——y[-3,+an]

I1D—PROP ponoka
<::AFF[ 3]
ESS y[-lprox,-Zprox]
<<:AFF[-3]
Notice that variables with a proximity Featufs have a
feature segment added.

Any node PROP which is dirsctly dominated by a
role should probably be automatically pruned before
segmentalization to permit sase of definition.of~a noun
at this point and for the process of lexical formative
insertion. Such a rules would be guite simpiax .

ROLE:s PROP ¢ X—> ROLE : X

The isxicon now inserts the undarlying shapes of
predicates according to their contexts, as descriﬁed in
4.5.1, Thus [[it] is inserted for it ; [I'nitw] is
inserted for I'ni in a transitive context; [ninaa)

is inserted for ninaa; and ﬁponoké] for E_noka36

238

36 1In soms contexts, ‘'slk' has a suppletive form
KInnOka].
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The lexicon also adds the acﬁual affixes to the.sagménta-'
14 zed bundles of featuress Kyiiwai to AFF[ < [+3],[-3]>1,
[wa) to - AFF[+3], [yin(a)yi] to "AFF[-3] dominated by
PROP:P (i.e., part of a surface verb), yi} to AFF[-3]
otherwise. The lexicon also replaces variables that have

proximity features, by demonstrative stems corresponding

to those features. o

'The structure of our sentencs is now as follows (to
simplify the diagram, we have omitted all features, though
none have been sliminated. In fact, some phanolaagical

rules of 0.3 refer to those features):

PROP Pe—1it
\ §§i-:;y:l.j.uua
AG—— P—ninaa
: Nue
_ ESS om
<;;wa
ID——PROP P———ponoka
| <<::yin(a)yi
ES om
N

(The second argument (y) of the first PROP has been

5
| I'nit

deleted by convention because no formative could be insert-

ed at its terminus.37) After movement of demonstratives

37 1In English, such variebles will be replaced by
Pronounse
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around their corresponding nouns and application of
phonological rules, the terminal string will be identical
to our original sentence (i), repeatesd here:

(1) 4itsi'nitsiiwa oma ninaawa omi ponokayini
then-kill-3-—4 that-3 man-3 that-4 elk-4(verbal)
'then the man killed an elk’
The first Qr the next pair of sxamples will illustrate
a nominalization; the second will illustrate how the
proposals of this section provide a means of accounting
for the phonomencn of verb agresment with non-goal adjuhct
illustrated in 1l.1.2. |
(o) nitaakohkotawa noko'sa amoistsi kiitaanistsi
I-fut-give-—3 my-child-3 these-pl[inan] bake-nom=-pl
'1'11 give my child these baked goods'
(p) nitaakohkotawaistsi noko'sa
I-fut-give-—3-pl[-an] my-child-3
'1'11 give them to-my child'

The underlying configuration for (a) 1is (o'):38

T8 W5 have not allowsd for dual roles such as AG-SC or
GL-EXP in the node admissibility conditions because it is
not yet apparent whether they are basic or derived (ses

" Fillmore 1968c, pp.78,79).
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(o)
5 PROP—P—ask 'intent'
ﬁi;:AG_--[+1] |
PROP P—uwi sxkot fgiva'
AG-SC —[+1]
GL-EXP —X
0 ———-Y
ID PROP ~ p—oko's[ +an] 'child'
| E E exP—[ +1]
| o £ss—x[+3]
| PROP P—isxkiit 'bake ,broil’
TSAG ———2 -
~R———-——-—-—--y[+lprox,-2prox,-an;;pl]

Notice that the only identificational information given

for y 4is that it is very near the speaker and is the

plural Result39 of the predicate ‘'bake'; the Agent of

;bake' is unspecified, i.8., nNowhere, in the discourse of

which this sentence is a part, is the variable 2 identified.
As stated for our earlier example, thé gendsr feature of‘

nominal predicates is copied onto their refarénts; Then

person, number, and gender Fegtures are carried to the

corresponding variables; after thesé changes, (o') has

been transformed into (q):

39 Result (R) 1is the product or derivative of the predi-
cation. The predicate glossed 'bake, broil' may take an
object of either animate or inanimate gendser, but requires
that .a Result be of inanimate gendsr.
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(a)
5 PROP P——ask
AG—[ +1]
PROP—— P—— wi sxkot
\Nag-sc—[+1]
GL=-EXP—x[ +3,+an]
0 . y[-an,+pl]
ID PROP p—oko 's[ +an]
Exp —[+1]

ESS—x[ +3,+an]

\pROP«—— P—ixkiit
AG—2
R———y[+lprox,-2prox,-an,+pl]

: Idanfificational propositions ars next substitutad for the

variables corresponding to the referents they identify, to

transform (q) to (r):

's(?) PROPg— P— a1k
AG—[+1]
PRnb p wisxkot
AG-SC [+1]
GL-EXP—PROP— P—oko's
EXP [+1]

VESS —x[ 43 ’ +an]
0——PROP—P— ixkiit

AG—2
R__ﬂy[+1prox,-2brox,-an,+pl]
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Example | (P)  onld.ﬁccur.in‘a context whers the
referential 1déntity of vy is clearj y would be identi-
fied by a proposition of a higher § or by a gesturs.
Thus there would be no subatitutioﬁ for .y iﬁ the con=-
figuration leading to (p)-

Embedded Role Deletion and Proposition Consolidation
apply nouw, to change (r) to (s): |

(s) |
§—PROP Pe—aik

) -‘\\gmizxkot'

ac—U[+1]

GL-EXP — PROP«—P oko's
exp—[ +1]

£55 —x[ +3 ,+an]

0— PROP—— P——1ixkiit

AG—2Z ‘
| R'———y[+lprox,-2prox,-én,+pl]
Extra Argument Extractiﬁn (4.4.1). moves the third argument
out of the main PROP of (s) to give (t)s.
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(t)
s PROP——P<—aik -
.<<:wi:xkot
AG —[+1]
GL-EXP — PROPx— P—gko's

EXP-—[+1]
ESS;—x[+3,+an]
0 ——PROP p— ixkiit
AG;—-z ' |
R———-y[+lprbx,-2prox,-an,+p1]

In the case of the configuratiuﬁ leading to (p), the
third role would dominate only a variable. If we were to
modify Extra Argumsnt Extraction (ses the revised version
in 4.6.3) so that it is not applicable to a third roles which
does not directly dominate a prop?C, the featurss of the
remaining variable as a third argument cah later bs added
to the verb by agreement transformations (to account for
verb agreeme&t with this non-goai ad junct).

Returning our attention to (t), tHe agreement trans-
formation(s) add person, ﬁumber, and gender features of
arguments to predicates. Thess tranaformationslmust be
formulated in such a way that an ordered tfiple of featursa
matrices is added if a third argumant.remains in a proposi-

tion, as described in the preceding paragraph; see a first

40 We will also need to modify Peripheral Role Extraction
(4.1.3) so that it does not apply to a Goal which doesn't
dominate a PROP. For this transformation, a dual role is
the same as its higher ranking member;j e.g., GL-EXP is
treated as an EXP.
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attempt‘in 4.,6.3,) Notice that an orderad pair of feature
bundles is added to the relational predicate ggglg- just as
to a transitive verb. (But we must somehow provide that
oniy the second member of this ordered pair is added, on

the next application of the agreement rule, to thse

next-higher predicate wi gxkot.)

s(u)paop a sk ‘
Ymi xkatf < [+1], [+3,+an] >]
AG—[ +1]
GL=-EXP——PROP p—oko's[< [+1],[+3,+an] >]

ExP —[ +1]
ESS — x[ +3,:an)
\J-—-—-PRUP-——-—-P—- xkiit] < [+x], [-an, p11>7
AG—2Z .

R y[+lprox,-2prox;—an,+p1]

After all nodes PROP directly dominated by a role are

pruned, segmentalization rules result in (v)s
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(v)

5S¢ _PROP AFFL+1]
a sk |
wigxkot
AFF[ +direct]
AFF[+3]
AG +1]
GL-EXP . AFF[+1]
oko's
AFFL+3]
Exp ——[+1]

ESS— x[ +3 ,+an]
0 ixkiit
<<::Arr[-an,,qn]
'AG--_z
‘R y[+1prox,-2prox]'
~<<:::AFF[-an,:fpl].

The topmost verb of the configuration leading to

(p) would have an additional segment s

Py AFF[ +1]
a:k
wisxkot
AFF[ +direct]
AFF[+3]
AFF[-an,+pl]
The.lexicon'insarts the formatives for predicates and

affixes according to their contexts. Thus in the verbal

246
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coctéxt of A- p dominated by a PROP, AFF[+l]‘ is spelled

nit) (bsfore most preverbs, Knﬂ. would be inserted
instead), [4ik] is inserted for 2a:k ko Kwisxkct] is
inserted for wisxkot, [as) for AFF[ +direct], and fwal
for AFF[+3]. In the nominal context of direct domination
by a role, AFF[+1] befors inherently possessed oko's
is spelled as Kh],'ckc s is replaced by [oko's), and
[wa) is inserted for AFF[+3]. The nominal context of
direct domination by a role calls for the intransitive
ttheme' lekiitaa] of ixkiit ‘and furtcer calls for
: applicaticn of LT Nominalization to add tce nominalizing
suffix [[n] (see 4.5), so Kixkiitaan] is inserted. [Iti]
is inserted for AFF[-an,+pl] in nominal contexts. The
variable with  [+1,-2] proximity featurss is replaced
by the ccrrasponding damcnstratiue stem Kamc]. The

reaultant structure is as follows:

(w) _ :
S PROP —P nit
Ak
,wi:xkct
\\a:
wa
GL=EXP

Peg—nN
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All brandhes which did not terminatse in a lexical formative
hava been deleted by convention. The demonstrative must bs
moved around its head noun. (In order to result in a
“correct structural description of the surface structure,
role nodes should probably be pruned.) The result will be

a terminal string corresponding to (o), which we repeat

here:

(o) nitaakohkotawa noko'sa amolstsi kiitaanistsi
'1'11 give my child these baked-goods*
At the stage in the derivation of (o) where (w) is

extant, the derivation of (p) would have (x)x

(x) t
n

S——PROP P g
' | | &k |
| | wisxkot
ats
wa o
| BT

GL~EXP—P n

oko's
wa
me repeat (p) here for comparisbn:
(p) nitaakohkotawaistsi ngk'sé
'71'11 give them to my child'
we must point out that the means just used to account
for‘yerb agreemant with a non-goal adjunct (as in (p)) 1is

not compatible with the treatment of noun incorporation in
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4.3.3. There we used Proposition Consolidation, with its
condition relaxed, to conjoin a noun with the main verb. In
the model of this section, this assumes that substitution
of the identificational proposition containing that noun has
taken placs; otherwise, the noun would be outside the main
propoéition. gut there are grammatical sentences which have
both noun incorporation and verb agreement with a non-goal
adjuncts |

nLtohpukqnsskoawaiksi nohkowa

[-ball-provide--—>3-4pl my-son-3

'] ball-provided them (those balls) for my son'
Here is the incompatibility:
In the generation of such a sentence using proposition
Consolidation, we reduira that identificational proposi?ion
.substitution for the variable as ob ject of ‘provide' take
place, else Proposition Consolidation is not applicable; but
to account for non;goal ad junct agraaﬁent'(in the manner
described just above), we require that the same substitution
for the variable not take place. 0ne possible way to recon-
cile the treatments is to have noun=incorporation leave a
variable (with relevant featurses) behind. Subséquent rules
would treat this variable the same as one which had never had

an identificational PROP substituted for it.



250 |
4.6.3 RULE SUMMARY

We close this chapter with a listing of the trans-
formational rules we have assumed in the foregoing dis-
cussion. Rules that have actually been formulated will
be given here in full (sometimes with slight revision),
while others will merely be named in the order of applica=-
tion.

1. Inhersnt gender features of predicates copied onto
their referential indicators.

2. obviation (see 2.3)

3., Features of Essive referents copied onto the corre-
sponding variables.

4. Substitution of identificational propositions for the
variables they identify, subject tn uninvestigated
constraints similar to those for non-pronominalization
in English. When an identificational proposition is
substituted for a variable with an operator (E,G, of
PL), the substituted referent receives a corresponding
feature ([-spec],[+generic], or [+pll, respectively).
Referents without [-spec] or [ +generic] become [ +spec].

5. Embedded Role peletion

X 3 ROLEsx 3 X 3 [ROLEsy 3 XJPRDP]PRUP
1 2 3 4 8 —_—
1 2 3 g 5

Condition: x=y (i.e., 2 and 4 are coraferesntial)
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6. Proposition Consolidation
C[X]pl‘s X 3 [[XJpz ; x]pRUpl]pRUpz
1 2 - 3 4 —_—D>
143 2+4 g
Conditipn; Pl is sibling to PRGPl
(Recall from 4.4.1 that rules 5 and 6 form a
cyclic subset.) |
7. Peripheral Role Extraction
T

L
: GLsPROP

x 3 [Y 3 sC 5 Z Jnpapd
. cs PROP-g

1 2 4 —

1 3[2

W\ A e

4]ppop

8. Extra Argument Extraction
[ x; [ Ps ROLE ROLE 5 [ PROP]gg plpropdsg
1 2 3 4 —_—
1 42 3  Blpgoe
9, Stem=-final Positioning

[ e
: .atti
C { .iiiﬂ s X 1p
im
=
1 2 _
g 2 1
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(where braces abbreviate conjunctive ordering)

10. Reflexivization

[CxTpst {Esss.sx] pﬁob} Jrove’l {EESS:y]pRo;}]RDLE]PRUP

2 3 _—

1
1+REFL e 2 #
Conditions: Xx=y (Le@ey 2 énd 3 are coreferential)
3 is not [-spec].

2 and 3 must each be directly dominated by

ROLE.
11. Agreement (a first approximation)

[OxJpst E?]]RULE‘(EESJJRULE‘([E£J]RGLE))]PROP

1 2 3 4 —_—
1 2 3 4
Y ) .
{< + X ’%’é

(where ® and € are feature bundles)
a feature bundle
Conditions ¥ is {? variable as sole constituent of ROLE

the dummy 'actor' (see 4.1.3)

¢ is not [-spec]

If Y 9 9 OT & is a member of an ordered
pair, it must be the second member.
'12. Pruning of nominal PROP nodse
ROLE tPROP$X —) ROLE: X

9
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13.
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Segmentalization rules - a sampling (in this illus-

trative sampling, all braces abbreviate disjunctive

ordering)

a. first or second person prefix

[ X s {Eﬂ]} 3,

1

_ ~
[IZ\FF] 1

Condition: 1 is not [+imperative]

2

~ ner [ +sub junctive]
bs third person affixeé |

[ x5 [+3,(e1)]],
1 R A —

[AFF [AFF] 2
Condition « i 1 is [+conj]
142 is a ROLE
(L.e., the prefix [+3], enclosed by « subscripted
parantﬁeses, is segmentalized only if condition
K is true)
c. first or second pesrson pluralizer
Cxs D4 b edly
1 2 —

N
1 1AFF 2
2
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d. relator , R
[x 35 < Yo32> 1]
1 2 3. —
T AFF 2 3
[a( diract;]_
2 is [+2] and 3 is not [-spec]
2 18 [+1] and 3 is not [+2]
Condition « ¢ ' ’ :

2 is [+x] and 3 is [¥3]
2 1s [+3] and 3 is [-3]

(X is '4+' if condition trus,

'-' {f condition False)
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The following paradigms are relatively complste.
A few of the entries are given with lsss confidencs than
others, especially some of the forms involving 4pl with

3 or 3pl in the TA Subjunctive and Conjunct para-

.digms. (It should also be noted that some entries disa-
gree with examples given by Taylor 1969.) The paradigms
are ‘'included despite these imperfections, because nowhere
else are they available in their entirety. Affixes ars

given in their underlying shapes.

1
1pl
2
2pl
12
3
3pl
4
4pl

1
1pl
2
2pl
12
3
3pl
4
4pl

-

1
1pl

INTRANSITIVE®

Independent

nit... :

nit...xpinnaa

kiteoo

kit...xpoaawa
'..oA'p
...wa
eseyiawa
cooyin(a)yi
eeeyl

Cohjunct2

nit...xsi
nit...xsinnaani
kit...xsi
kit...xspaayi
0.-0'3i
wit...xsi
wit...xsiawa
wit...xsi/xsiayi -
wite..xsi/xsiaik]

Sub junctive

s eliniki
eeeinnaaniki
eeeiniki
eseinoaainiki
...D'ki
e.e8i/sayi

.«.sawa/sawayi

Unreal

nit...vxtopi
nit...xpinnaanopi:
kit...uxtopi
kit...xpoaawopi

ees0'topi

eee(w)opi
+o.(w)opiyauwa
...gw opin(a)yi
LA N 1 W

oplyi
Conjunct Nominal

nit...xpi
nit...xpinnaani
kit...xpi
kit...xpoaayi
es.0'pi
wit...xpi
wit...xpiawa
wit...xpiayi

wit...xpiaik]

Imperative
2 ...t

2pl ...k

1

2

replaced by

wheré two suffixes are given, the second is used
only when the actor is not overtly present in the immediate
clauss.

The KXE in sach of these forms may optionally be
]
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3
TRANSITIVE INANIMATE

Independent4
sge goal : add for pl. goal:
1 nit...xp ' . -yiawa '
1pl nit...xpinnaan -yiawa
2 kit...xp -yiawa
2pl kit...xpoa. : _ ~yliawa
12/x eee'p '+ -yiawa
3 .. .ma/mayi -Iti
3pl eeomyiawa/myiawayi _ -Iti
4 ...mil‘l a)yi "Iti
4pl ooo‘myi myiaikI "Iti
Conjunct
1 nit...xsi ) -awa
lpl nit...xsinaani ‘ -awa
2 kit...xsi - -awa
2pl kit...xsioaayi -awa
12/x s oxSi ' -awa
3/4 wit...xsi/xsiayi -alti
3/4pl wit..xsiawa/xsiawayi c-Iti
Sub junctive
1 o..mmiiniki -awa
lpl ...mmiinmainiki ) -awa
2 e..mmiiniki -awa
2pl ...mmiinocainiki ~awa
12/)( -'oilki . . ‘ -awa
3/4 ...isi/isayi -alti
3/4pl...isawa/isawayi . -1ti
Imperative
2 ---t -a(a wa
2pl ...k . ~a(a)wa

3  where two suffixes are given, the second is used only
when the goal is not overtly present in the immediate
clause.

4 Sewm fn 2.
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