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Abstract

This work contains research associated with the metal catalysts used in the

formation of vertically aligned carbon nanotube (VACNT) films through cat-

alytic chemical vapour deposition (CCVD). The solid-state dewetting process

of thin metal films is studied using Ni. In the dewetting process, grain growth

is followed by hole nucleation and growth at grain boundaries due to ther-

mal grooving and curvature induced surface diffusion respectively. Coarsening

continues after the percolation limit due to Ostwald and Smoluchowski ripen-

ing. A 2 nm Cr50Fe35Ni15 catalyst is found to grow the tallest VACNT films.

This catalyst is found to have excellent stability against coarsening. This

stability is found to be the result of Cr oxide that forms before the sample

enters the CCVD reactor, but does not reduce in the reactor environment.

The VACNT film is comprised of multi-walled carbon nanotubes (MWCNT)

produced through base growth and whose average diameter is ∼12 nm.



Preface

This work will, for the most part, follow the research as it was chronologically

performed. This gives the directions and the thoughts as to why the experi-

ments were performed and what the expected results were at the time. Chapter

1 gives an introduction to CNTs in general and the formation of VACNT films.

It also covers the importance of the metal catalyst in the formation of both

these structures. Chapter 2 reviews the experimental techniques and condi-

tions used to form the metal catalyst and grow CNTs as well as the techniques

used to study the samples produced. These techniques include, sputter depo-

sition, catalytic chemical vapour deposition (CCVD), atomic force microscopy

(AFM) and transmission electron microscopy. Chapter 3 describes research

into the mechanisms of solid-state dewetting of thin films. This process is

necessary in the formation of catalyst particles from thin metal films. Chapter

4 describes the design and discovery of effective growth catalysts for use in

commercial CVD reactors. Finally, chapter 5 covers the conclusions of this

work.
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1
Introduction

1.1 Vertically Aligned Carbon Nanotube Films

The goal of this work is to look at the variables that affect the growth of verti-
cally aligned carbon nanotube (VACNT) films. These types of structures are
formed from growing carbon nanotubes (CNTs) in close proximity to one an-
other. The CNTs usually grow in arbitrary directions, but when close together
on a flat substrate, the CNTs align parallel due to lateral spacial confinement.
This produces a thick film like structure of vertically aligned CNTs. Though
this film like growth is self terminating, films have been grown to millimeters
in length before the catalyst becomes ineffective [1].

1



Chapter 1: Introduction

1.2 Carbon Allotropes

CNTs are an allotrope of carbon first discovered in 1991 by Ijima [2]. The
most common allotropes of carbon are diamond and graphite. Diamond is op-
tically transparent and can be found in natural carbon deposits that have been
exposed to high temperatures and pressures in the earth’s crust. The crystal
structure is cubic and based on a FCC lattice with a basis of 2. Graphite is
the most stable allotrope of carbon at standard conditions. Its structure is
based on carbon atoms forming hexagonal rings and packing these rings to
form sheets similar to honeycomb. These sheets are then stacked with ev-
ery other layer offset to form the crystal structure (see figure 1.1(a)). These
sheets individually form another allotrope known as graphene (see figure 1.2
background). CNTs can be seen as a rolled up graphene sheet, but they are
also related to another carbon allotrope known as a buckminsterfullerene and
are classified in the family of allotropes know as fullerenes. The buckmin-
sterfullerene is a closed spherical structure consisting of carbon hexagon and
pentagon rings forming a truncated icosahedron as seen in figure 1.1(b) [3].
Sixty carbon atoms are necessary to form the truncated icosahedron giving rise
to the shortened designation of C60. Buckminsterfullerenes are named after
Richard Buckminister Fuller because of his research into using geodesic domes
in architecture. Figure 1.1(c) shows a CNT structured of a C60 molecule to
show the relation of these fullerene types.

1.2.1 Carbon Nanotubes

CNTs can vary in diameter and structure orientations giving rise to different
structural and electrical properties. Even though CNTs are produced in more
of an extrusion or grow method, for conceptual reasons, it is easier to imagine
different geometries of tubes when starting from a graphene sheet. If one
thinks of rolling a sheet of graphene into a tube, as can be done with paper,

2



Chapter 1: Introduction

(a)

(b)

(c)

(d)

Figure 1.1: A diagram showing carbon allotropes related to CNTs. (a) shows
graphite structure with offset layers of hexagonally structured graphene. (b)
shows C60 buckminsterfullerene. (c) and (d) are closed and open ended CNTs
respectively.

3



Chapter 1: Introduction

there are two different edges that can be joined in the hexagonal lattice. One is
a zigzag edge of carbon bonds and the other edge, commonly called armchair,
is the shape of a hexagon cut in half at its vertices. An armchair CNT can be
thought of as a graphene sheet rolled up and joined at the zigzag edge leaving
the armchair edge exposed at the end of the CNT as can be seen in figure
1.1 (d). Similarly, a zigzag CNT would have a zigzag edge at its end. The
diameter of the CNT is determined by the number of carbon hexagons in the
circumference, or the size of the graphene sheet necessary to form the CNT.

Now imagine taking a sheet of graphene and rolling it to form an armchair
CNT, but instead of matching the zigzag edge so the armchair end is square
at the end, shift the meeting zigzag edges laterally so the hexagon lattice no
longer forms separate rings but a continuous spiral. These types of CNTs no
longer have mirror symmetry like the armchair and the zigzag CNTs, but are
termed chiral having left and right-handed spiral directions. Figure 1.2 defines
nomenclature for CNT structures using the chiral vector ch defined as:

ch = na1 +ma2 (1.2.1)

where n and m are two integer indices [4, 5]. The indices are applied to vector
directions a1 and a2 on the two opposing zigzag directions on the graphene
sheet. These indices (n,m) define the CNT structure, for example, an armchair
CNT is (n,n) and zigzag (n,0). In figure 1.2, the chiral vector ch in that case
represents a (2,4) nanotube, which is actually quite small for a nanotube.
The CNTs in figure 1.1(c) and (d) are both (5,5) armchair type tubes. The
magnitude of the chiral vector |ch| is the circumference of the nanotube. Since
the angle between a1 and a2 is 60◦, a1 = âi and a2 = a(1

2 î+
√

3
2 ĵ), therefore:

|ch| = a

√√√√(n+ m

2

)2
+
(
m
√

3
2

)2

(1.2.2)

|ch| = a
√
n2 + nm+m2 (1.2.3)
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From this, the diameter of a CNT based on its indices is:

d = a

π

√
n2 + nm+m2 (1.2.4)

Where n and m are integer indices and a ≈ 2.5Å,for a carbon lattice [5].

ch

na1

m
a 2

a2

a 1

ch = na1 + ma2

Nanotube Axis

armchair (n, n
)

zigzag (n, 0)

Figure 1.2: A diagram explaining the naming structure of CNTs overlain on
a graphene. The chiral vector ch is perpendicular to the tube axis and its
magnitude is equal to the tube circumference. The chiral vector is defined as
ch = na1+ma2 where a1 and a2 are vectors corresponding to zigzag directions
of graphene as shown and n and m are integers.

The electrical properties of CNTs change with their orientation. Armchair
type CNTs always exhibit metallic conductivity while zigzag and chiral tubes
have metallic conductivity when n −m is a multiple of three, otherwise they
are semiconducting [5].

5
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1.2.2 Multi-Walled Carbon Nanotubes

The CNTs that have been discussed up to this point consist of a single layer
of graphene forming a tube. CNTs can also grow with multiple tubes forming
concentrically, getting larger in diameter with each layer (see figure 1.3). These
tubes are referred to as multi-walled carbon nanotubes (MWCNT). MWCNTs
have a similar spacing between their walls as the spacing of graphene sheets
in graphite, about 3.4Å. Since the MWCNTs include so many different sizes
of tubes, they usually have metallic conductivity [6].

Figure 1.3: False colour representation of a multi-walled carbon nanotube.

1.3 Carbon Nanotube Growth

VACNT films are usually grown in a catalytic chemical vapour deposition
(CCVD) process with acetylene (C2H2), ethylene (C2H4) or carbon monoxide
(CO) as common carbon source gases. Metal catalyst particles, usually Fe, Ni,
or Co, are applied to a flat substrate. When placed at high temperatures with

6
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the carbon source gas, the catalyst becomes a template for the CNT growth.
Depending on the temperature of the process and the particle substrate inter-
action, the catalyst will either adhere to the substrate and the tube is said to
have base growth, or if the interaction is weak, then the CNT may grow under
the catalyst and the catalyst will be at its tip, in tip growth (see figure 1.4).

Substrate

(a)

(b)

Figure 1.4: A diagram of the two basic growth modes found in CNTs, (a) base
growth and (b) tip growth

1.3.1 Carbon Nanotube Growth Mechanism

As previously discussed, CNT growth resembles an extrusion of cylindrical
tubes of graphene from the catalyst particles. This type of CCVD growth was
first seen in the growth of silicon whiskers in the 1960’s. At that time, Wagner
and Ellis [7] proposed the vapour-liquid-solid (VLS) mechanism to explain the
growth of these whiskers. The VLS mechanism involves three steps: first,
the growth element containing gas is dissolved into a liquid catalyst particle;
next, the growth element diffuses through the catalyst to the growth front;
finally, the growth element forms into a solid crystal structure(see figure 1.5).
This VLS mechanism was extended to growing carbon fibres in the 1970’s by
Baker et al. [8] and then more recently to CNT growth by Kanzow et al. [9].
Kanzow et al. proposed that the VLS model could also be extended to solid
catalytic particles seen on low temperature CCVD (600-900◦C) where solid
state diffusion of the carbon could occur in the catalyst. This mechanism relies

7
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on a temperature gradient to drive diffusion of carbon from the areas heated
by exothermic dissociation of the feed gas to the wall growth sites where it
is cooler since dissociation cannot occur. Resent simulations of small catalyst
particles growing single walled CNTs (SWCNTs) show that the temperature
gradient has little effect and that the diffusion is dominated by consecration
gradients where the concentration is less at the growth points [10].

Substrate

(a)

(b)

(a)(c)

Figure 1.5: A diagram of the vapour-liquid-solid (VLS) growth model in carbon
nanotubes. (a) The carbon source gas disassociates on the surface of the
particle with the carbon going into solution. (b) The carbon in solution diffuses
to CNT wall nucleation point via a temperature gradient. (c) The carbon forms
bonds with the wall of the tube that extend the structure from the base.

Figure 1.6 shows the formation and growth of MWCNTs on a catalyst particle.
The particle first becomes super saturated with carbon when exposed to carbon
source gas and some carbon atoms start to form bonds with each other on the
particle surface. The carbon atoms bind to each other on the particle surface
and then detach from the particle to form a half fullerene-like structure which
defines wall of the carbon nanotube [11]. If the particle is sufficiently large,
multiple fullerene domes can form becoming the basis for the multiple walls
in a MWCNT, otherwise a SWCNT will form. The walls continue to form by
having carbon from the particle fill in the atom sites in the graphene walls
[12].

8
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Substrate

(a) (b) (c)

Figure 1.6: A diagram showing the formation and growth of a MWCNT under
the VSL growth model. (a) A stable fullerene-like cap of carbon forms on
the particle surface and detaches. (b) Additional smaller caps form and CNT
walls start to form near the particle edge. (c) The wall continues to form with
stable graphite-like basal plane spacing.

CNT growth can be stopped by simply removing the carbon source gas from
the reaction furnace, however even if the source gas is not removed the growth
will still eventually terminate. The length of a CNT is limited by the amount
of carbon diffusing into the catalyst from the feedstock gas and morphological
stability of the particles. The catalyst can become poisoned by amorphous
carbon buildup on its dissociative surfaces. This buildup prevents the catalyst
from incorporating carbon into itself starving the tube growth. Since the CNTs
are more stable than the amorphous carbon, the buildup can be burned off
by having an oxidizing environment in the reaction chamber during growth
[1]. Even without buildup, the growth can still terminate since the particles
under go morphological changes during growth at high temperatures [13–15].
Parts of the catalyst can be lost into the CNT or some particles may grow or
shrink in size due to particle coarsening and be unable to continue the growth
of their supported tube.

9
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1.3.2 Catalyst Properties

The role of the catalyst in the CCVD production of carbon nanotubes is two
fold: it is a template for size and distribution of the nanotubes [16, 17]; and
it has high carbon solubility or forms a weak carbide to dissociate the carbon
carriers below its decomposition temperature or at a faster rate and allows
reassociation of the carbon as walls of the CNTs. The particle’s size determines
the diameter of the CNT as well as the number of walls. To grow CNTs,
it is best if the particles are less than 100 nm since the diffusion length in
larger particles is too long to adequately supply carbon for nanotube growth.
These large particles tend to make flat layers of graphite or amorphous carbon
instead of CNTs [18]. The distribution of the active catalyst is important in
the morphology of the overall film. If the density of active catalytic sites is
low, the CNTs grow in random directions forming an intertwined jungle-like
structure of long tubes that wind across the substrate. With a high density,
the CNTs are constrained laterally and the only favourable growth direction
is vertically away from the substrate. These vertical growing tubes are still
quite wavy and intertwined, but the general growth direction of the tubes is
upwards. This vertically aligned CNT (VACNT) growth can form dense film-
like structures of CNTs that can be microns tall (see figure 1.7). Care must be
taken in selecting a substrate that is not reactive with or has solubility for the
catalyst metal used. Often substrates such as SiO2 or Al2O3 are used because
of their stability at high temperatures.

The other role of the catalyst is to preferentially dissociate the carbon carriers
in the CCVD reactor. The catalyst can either affect the feed gas decomposition
thermodynamically by allowing a reaction pathway that would decompose the
gas at a lower temperature than normal, or kinetically by allowing a faster
pathway for the decomposition so the catalyst particles disassociate the feed
gas many times faster than the substrate. In this way, the CNTs have time to
grow before the catalyst is poisoned by the build up of amorphous carbon on

10



Chapter 1: Introduction

Silicon

SiO2

Catalyst
Particles

Carbon
Nanotubes

Figure 1.7: A diagram of a VACNT film showing how the density of active
catalytic sites leads to vertical growth.
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the substrate and catalyst particles.

1.3.3 Catalyst Production

In CCVD production of carbon nanotubes, metallic particles are applied to a
substrate using several different techniques. Nanoparticles produced in solu-
tion can be applied to substrates as catalysts. These particles can be produced
with a low variance in size, but they are difficult to produce and to distribute
evenly on the substrates. Chemical deposition of metal catalyst from metal
containing salts give an even distribution, but varying sizes. The metal catalyst
can be applied in the CVD reactor as well, either through an oxide reduction
or from a vaporized metal containing solution such as ferrocene [19]. Physical
Vapour Deposition techniques such as evaporation or sputtering can be used
to deposit metal catalyst as a film. This film when heated in the CVD reac-
tor undergoes a process known as solid-state dewetting where the film breaks
up to form catalyst particles. This process is easy, scalable, and provides an
excellent spacial density of particles capable of growing VACNT films, but it
is difficult to tune the size and the size distribution of the particles. This
technique of dewetting catalyst will be treated extensively in chapter 3.

12



2
Experimental Techniques

In this study, several techniques were used to synthesize and characterize CNT
growth. Sputtering was used to deposit CNT catalyst and CCVD was used to
dewet the catalyst and grow the CNTs. Atomic force microscopy (AFM) was
used to characterize the dewetting properties of the catalyst. Transmission
electron microscopy (TEM) was used in characterizing the catalyst as well as
the CNTs.

13
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2.1 Sputtering

This project uses DC-magnetron confocal co-sputtering to produce catalysts
for CNT growth at different alloy compositions. The sputtering is performed
in vacuum systems with low pressure (mTorr) of inert gas (usually argon).
Sputtering was first done between two parallel plates with a large electric
potential applied across them. The cathode is the target that contains the
material to be deposited and the anode is the substrate where the deposition
occurs. Under the potential, loose electrons can collide with the inert argon
in the chamber. If the collision is strong enough, an electron is ejected and
the Ar become ionized Ar+. The Ar+ is accelerated towards the target. When
argon collides with the cathode, secondary electrons are released which can
be used to ionize more argon atoms. This sets up a cascading effect where a
high energy plasma is produced between the two plates. If the Ar+ ions collide
with the target with enough energy, then atoms from the target element can
be sputtered. Sputtering is when an atom is ejected from the target as a
result of a domino effect of colliding atoms in the target initiated from an
argon collision. If the ballistic trajectories of the colliding atoms in the target
are properly alined, then the sputtered atoms travel from the target to the
substrate without the need to be charged. The characteristic glow of the
plasma results from argon electron collision where the energy is insufficient to
ionize the argon, but the argon electrons are moved to a more excited state.
When the excited electrons fall to their base state, a photon is emitted.

Modern sputter equipment uses magnetic confinement in the form of mag-
netrons to increase electron density at the target. A magnetron produces
closed loop magnetic field lines that run over the target. The electrons in
the system are trapped in orbits around these field lines and the density of
electrons is increased near the target. This allows for a lower argon pressure
to form a plasma since the number of argon-electron collisions near the target
are increased. Having lower argon pressures increase the mean free path of
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the sputtered flux from the gun allowing for usable rates at greater distances
between the target and substrate. The rate of deposition is also increased
in magnetron sputtering since the number of Ar+ ions is increased. With
magnetically confined electrons, it is no longer necessary to have the parallel
plate to induce the plasma, but a gun configuration can be used. In the gun
configuration, the anode is a ring around the target (cathode) and the sec-
ondary electron are attracted to the ring but become caught in the magnetic
field instead. The sputtered material follows a ballistic trajectory from the
gun to the substrate unaffected by the magnetic field since it is uncharged.
The gun configuration allows for multiple guns to be confocally directed at
the same substrate to allow different element to be sputter simultaneously or
co-sputtered (see figure 2.1).

2.1.1 Co-Sputtering Alloy Compositions

To deposit different alloy compositions through co-sputtering, the rates of the
deposition can be varied by adjusting the relative gun powers. The deposition
times must be equal to have the same composition throughout the film thick-
ness. Substrate rotation is necessary to ensure that the incident flux evenly
coats the surface. The rates of the sputtered materials can be measured for
a given power through a deposition monitor on the system. The deposition
monitor is placed in the sputter flux at the hieght of the substrate. The mon-
itor contains a piezoelectric crystal that is resonated at high frequency (Mhz).
The monitor detects small changes in this frequency due to the additional
deposited mass from the sputtered flux. If the material’s density is known,
the thickness of deposited material and thus the rate of deposition can be
calculated. The atomic composition x in AxBx−1 is calculated from:

x = RAρA

RAρA +RBρB

(2.1.1)

where RA and RB are the deposition rates and ρA and ρB are the molar
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SiO2

Fe Gun Ni Gun

Fe Flux Ni Flux

Figure 2.1: A diagram showing the overlapping flux from two magnetron sput-
ter guns during confocal co-sputtered deposition. This particularly shows the
situation of Fe and Ni co-sputtered deposition onto SiO2 used in this study
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densities of the element A and B. To design an alloy of composition of x and
a measured RB, RA must be adjusted according to:

RA = RBρB

ρA

1
1− x (2.1.2)

Assuming a linear relation between gun power and deposition rate like R(P ) =
aP + b. Where a and b are solved by fitting a line to measured rates. This
gives the power necessary to produce composition x as:

PA = RBρB

aρA

1
1− x −

b

a
(2.1.3)

Assuming that the alloy’s final density will be close to the simple addition of
the original elemental densities, then the total film height should be approxi-
mately:

hAB ≈ (RA +RB)t (2.1.4)

2.1.2 Sputtering Experimental Conditions

In this study, sputter deposition (AJA International, Orion 8) was used to
produce all single element, binary, ternary, and multilayer catalysts used to
grow CNTs in the CCVD process. The base pressures of the vacuum system
were below 3×10−8 Torr for all depositions. As the catalyst films were quite
thin (lest than 5 nm), the deposition rates were kept low to ensure even depo-
sition coverage via substrate rotation. The substrates used in this study were
oxidized silicon wafers, with oxide thickness greater than 100 nm to prevent
reactions with the Si at the temperatures used in the CCVD reaction.
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2.2 Catalytic Chemical Vapour Deposition

Chemical vapour deposition is any process in which gaseous chemical precur-
sors react in a chamber resulting in a deposition. This process can be done at
different temperatures and pressures to vary the reaction conditions. In some
cases, plasma or combustion is used to assist in the reaction. A catalyst is
used to assist in the reaction process to increase the reaction rate. Since the
rate of the reaction is greatest on or near the catalyst, the areas of deposition
on the substrate can be selected through patterning the catalyst.

In producing CNTs through CCVD, elevated temperatures are used and the
reaction is usually a simple decomposition of carbon containing gases. The
catalyst aids in the decomposition by having high carbon solubility. The cat-
alyst offers a pattern on the substrate that affects the shape of the CNTs that
are formed (see chapter 1).

2.2.1 CCVD Experimental Conditions

The CCVD reactions in this study were performed in a tube furnace CVD
reactor (Tystar Inc.) capable of processing 50, 150 mm wafers in a run. The
oxidized silicon substrates with catalyst were placed into the tube furnace at
550◦C and then ramped to 750◦C in a 3000 sccm flow of 10% hydrogen in
argon at 10◦C min−1. To allow the catalyst films to dewet into particles, the
samples were then annealed in the same environment for 35 minutes at 750◦C.
The hydrogen was added to reduce the natural oxides that form on the catalyst
metals after removal from the sputter deposition system. Growth of the CNT
was performed for 5 minutes at 750◦C in 15% ethylene and 10% hydrogen in
argon (total flow 3300 sccm). The samples were then cooled to below 450◦C
before removal from the tube furnace.

18



Chapter 2: Experimental Techniques

2.3 Atomic Force Microscopy

Atomic force microscopy (AFM) is a type of scanning probe microscopy that
was developed by Binning et al. [20] in 1986 at IBM research shortly after the
development scanning tunnelling microscopy. The technique involves scanning
a sharp tip on the end of a cantilever over the surface of a sample and measuring
the deflection of the cantilever as the tip interacts with the surface(see figure
2.2).

Sam
ple

C
an
til
ev
er

LaserSplit
Photodiode
Detector

Tip

Figure 2.2: A simplified schematic of an atomic force microscopy (AFM) setup
showing a laser reflecting off a tipped cantilever to a split photodiode detector.
As the tip interacts with the sample surface, the cantilever deflects and the
resulting change in laser direction is detected on the photodiode.

The deflection of the tip is measured by a laser that is reflected off the cantilever
and onto a split photodiode detector. The split photodiode consists of a pair
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of photodiodes meeting edge to edge in the detector’s center. When the laser
is centered on the detector, the voltages measured on both photodiodes are
equal. The laser’s reflection and therefore the cantilever deflection, is measured
by comparing the relative voltages across the photodiodes in the detector.
In order for the detector to know the location of the spot to calculate the
cantilever’s deflection, a voltage greater than zero must be measured on both
photodiodes. A four section split photodiode is often used to measure twisting
of the cantilever due to lateral tip-sample interactions.

The motion of the tip across the surface is enabled by a piezoelectric stage.
Either the tip or the sample is mounted to the motion stage to enable the tip
to move relative to the sample. The stage is usually a four section cylinder
of piezoelectric material, which allows motion in all 3 dimensions. Voltage
can be applied to this cylinder to scan the sample under the tip, where each
scan line is slightly offset so a mapping of the sample surface is formed. The
piezoelectric movers can be precise enough to achieve atomic resolution scans.
The height map is usually produced by changing the height of the scanning
stage in a feed back loop with the split photodiode detector where the stage
changes height to keep the deflection of the cantilever constant.

The sharpness of the tip determines the smallest lateral dimensions of features
detectable on the surface. If the peaks of the sample are spaced closer together
than the radius of the imaging tip, then the tip will be unable to probe be-
tween the highest features and the sample will appear flat. Regardless of the
sharpness of the tip the features on the AFM height map are always dilated
laterally by the size of the tip. To reduce these affects, one should use as sharp
a tip as available, but sharp tips wear more quickly as the tip is scanned across
the surface.

To reduce the wear on the tips and therefore allow scanning with even sharper
tips, the AFM can be use in tapping mode. Previously, the cantilever was
kept at a constant deflection throughout scanning. This mode is called con-
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tact mode since the tip is always in contact with the surface when the cantilever
is deflected. In tapping mode, the cantilever is vibrated at a frequency near its
resonance by a piezoelectric element. The amplitude of the cantilever’s oscil-
lations is measured by the split photodiode detector. The change in amplitude
as the tip scans is used in feed back with the scanning stage to determine the
sample height.

2.3.1 AFM Experimental Conditions

In this study, a Veeco (now Bruker AXS) MultiMode AFM was used in tap-
ping mode under ambient conditions. Tips (AppNano ACTA) with radius of
curvature of 6 nm were used for the samples with large features. For samples
with smaller features, tips (AppNano ACTA-SS) with a radius of 2 nm were
used with a more sensitive piezoelectric scanning stage.

2.4 Transmission Electron Microscopy

In transmission electron microscopy, a beam of electrons is focused on a small
area of a sample and the electrons that pass through the sample are analyzed.
The electrons that pass through the sample are then magnified by magnetic
lenses and can be projected to form an image of the sample on a phosphor
screen. Contrast in the image formed can be a result of variance in electron
absorption from either differences in thickness or Z number of the sample or
a result of diffraction from crystal structures. By placing an aperture in the
center of the back focal plane, an image can be formed with only absorption
contrast. Such an image is called a bright-field image.

If the focal back plane is projected onto the phosphor screen, a pattern is
produced that indicates the electron diffraction that occurred in the sample.
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Usually an aperture is used so the diffraction pattern is only from the area
corresponding to the aperture. This is called selected area diffraction (SAD).
A SAD from a single crystal forms a pattern of spots based on the symme-
try, spacing, and orientation of the crystal planes in the sample according to
Bragg’s law:

nλ = 2dsin(θ) (2.4.1)

where n is an integer, lambda is the de Broglie wavelength of the electrons, d
is the distance between the diffracting planes and theta is the angle between
the incident electrons and the crystal plane. In a poly-crystalline section of
sample, sharp rings are formed as the diffraction pattern. With random crystal
orientation, the rings represent all the possible plane spacings in the crystal
structure of the material. The rings form because of the many different rota-
tional orientations around the electron beam that satisfy the Bragg condition.
The diffraction pattern of amorphous materials appear as broad rings or halos
whose spacing are based on nearest neighbour distances of the atoms.

2.4.1 TEM Experimental Conditions

TEM in this study was performed, in a Japan Electron Optics Laboratory
(JEOL) 2100 microscope with an electron accelerating voltage of 200kV. The
samples were prepared on 20 nm thick amorphous SiO2 windows from SiMPore
Inc. to ensure a similar substrate interaction as the other samples.

2.4.2 Diffraction Ring Profiler

Since the amount of catalyst used in this study was too little to get mean-
ingful X-ray diffraction results, rigorous evaluation of SAD ring patterns was
performed. To aid in evaluating these ring patterns, a software program known
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as Diffraction Ring Profiler (DRP) was made.

DRP allows a ring pattern image to be converted into a profile showing the
intensities and spacings on a graph that looks similar to X-ray diffraction
patterns from a linear detector. The program takes in a digital image file from
the microscope CCD or scanned film, and gives tools to the user to calibrate
and find the approximate center of the pattern. The center approximation
and calibration is implemented by having the user select three points on a
ring, which allows for the center and the radius of the ring to be uniquely
defined(see figure 2.3).

Calibration is done on a sample with known plane spacings to determine the
resolution of the CCD image from the camera length given by the TEM ap-
paratus. If the pattern is from digitally scanned film, then the resolution of
the image is the scanned resolution in pixels per inch. As seen in figure 2.4,
the camera length given by the TEM apparatus is defining the effect of the
magnification applied to the diffraction pattern. The pattern resultant from
the magnification is the same physical size as one produced by an apparatus
with no magnification and with a sample to detector distance equal to the
given camera length. From figure 2.4 it can be said:

tan(2θ) = r

L
(2.4.2)

where L is the camera length, r is the radius of the diffraction ring and 2θ
is the angle between the diffracted beam and the beam axis. θ is the angle
satisfying the Bragg condition for diffraction. In TEM θ � 1, so the small
angle approximation of tan(2θ) = 2θ gives:

2θ = r

L
(2.4.3)

Also applying the small angle approximation of sin(θ) = θ in Bragg’s Law
(equation 2.4.1) gives:

λ = 2dθ (2.4.4)
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Figure 2.3: A screenshot of Diffraction Ring Profiler (DRP) showing used de-
fined 3-point circles and the calibrated d-spacings. The pattern in the screen-
shot is that of Au at 100 cm camera length, a typical calibration sample.
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To solve for the spacings of the crystal plane of d-spacings in term of r and L
we apply equation 2.4.3 to equation 2.4.4 to get:

d = λL

r
(2.4.5)

where for electrons λ is the de Broglie wavelength, which can be found from
the accelerating voltage applied to the electrons with:

λ = h√
2meeVacc

(2.4.6)

where h is Planck’s constant, me is the mass of an electron, e is the charge
of an electron, and Vacc is the accelerating voltage. Since the r value for a
digital diffraction pattern is in pixels, the image resolution is used to convert
the pixels to the same units of L (usually cm).

Once the pattern is calibrated and the center is found, a profile is made from
the pattern. The distance of each pixel in the pattern to the center is cal-
culated. These distances are then binned in a histogram that is weighted by
the intensity of the pixels themselves. This profile is then used to refine the
pattern center by changing the pattern center and optimizing for the sharpest
peaks. After the redefined center is found, a polar transform of the diffraction
pattern is made to linearize the ring pattern. A new profile is made from this
polar pattern. The new profile and the linear pattern are overlaid to compare
the ring pattern to its profile. A simulation of the rings can also be applied to
the figure so the spacings and the intensity can be easily compared. The in-
elastic scattering of electrons passing through the sample creates a background
signal that can removed from the profile. Figure 2.5 shows a screen shot of a
finished figure showing a Au diffraction pattern with a camera length of 100
cm.

Profiles of SAD ring patterns are an excellent way to compare d-spacings and
intensity with simulations and other diffraction patterns. As profiles, different
patterns can be easily compared one above the other or overlaid on the same

25



Chapter 2: Experimental Techniques

2θ

r

Sample

L

Detector

D
iff

ra
ct

ed
Be

am
Beam

A
xis

Figure 2.4: A diagram showing the definition of camera length (L). 2θ is the
angle between the diffracted beam and beam axis which is in the center of the
pattern and θ is the angle satisfying the Bragg condition for diffraction. r is
the measured distance from the pattern center to the diffraction ring.
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Figure 2.5: A screenshot of DRP’s profile window showing a polar pattern of
Au with overlain background subtracted profile. Au simulated ring pattern
with intensities and indexed peaks is also shown.
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graph even if they have different camera lengths. Multiple simulations can also
be easily visualized on a profile graph even with overlapping peaks between
the phases since the greater intensity of overlapping peaks can be seen.

In figure 2.6, an electron diffraction ring pattern of a 2 nm Ni film, dewet
in the sputter system after deposition, is shown as a profile by the green
circles. The polar transform of the ring pattern is shown in the background.
This pattern was used to calibrate the resolution of the detector using the
known d-spacings of Ni. The spacings of peak fit nicely to the simulation.
This calibration was used with the other diffraction pattern profiles seen in
chapter 4. To see the profile peaks more clearly the background from inelastic
scattering and from the amorphous SiO2 was removed. This particular sample
shows oxidization upon removal from the sputter deposition system. Through
peak fitting software (Fityk [21]) peaks of the Ni and the NiO are shown in
corresponding colours to the simulations. The match of the peak fitting is quite
good as shown by there red line. The blue line is used to fit remaining SiO2

signal. The broadness of the NiO peaks indicate very small crystal grains such
as ones formed on the particles surface due to exposure to air upon removal
from the deposition system.

Compiled binaries and source code of Diffraction Ring Profiler 1.3 are available
online at:
I http://code.google.com/p/diffraction-ring-profiler/
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Figure 2.6: A profile of an electron diffraction ring pattern from a 2 nm Ni film
dewet in situ after deposition (green circles). The solid lines represent peak
fitting where the red line is the resultant fit and the other lines correspond to
the colour of the peak markers from the diffraction simulation.
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Ni Dewetting 1 2

3.1 Motivation

As mentioned in chapter 1, dewetting is the mechanism of catalyst particle
formation from sputter deposited metal films. Since the catalyst particle shape
and size determine the characteristics of the resulting nanotubes, a set of
dewetting experiments were developed as part of the CNT catalyst study.
What started out as a process to replicate experiments by other groups [22–
24] by dewetting Ni then extending it to other CNT catalyst metals, ended up

1Material in this chapter has been published in:
I E. J. Luber, B. C. Olsen, C. Ophus, and D. Mitlin. Phys. Rev. B, 82(8):085407, 2010.

2The finite-difference time-domain modelling was performed by E. J. Luber.
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with the development of a new in situ dewetting measurement technique for
dewetting that opens new insights into the relatively unknown mechanisms
involved in the solid state dewetting process. These experiments from this
novel approach yielded such interesting results they warranted publication on
their own.

3.2 Dewetting

The term dewetting refers to the process of a film of liquid on a surface forming
droplets because of a drive to reduce its surface free energy as well as the energy
of the liquid surface interface. If strong bonds exist between the surface and
liquid, the liquid may have a lower energy by wetting the surface. The droplet
distribution of a dewetting liquid is determined by the Rayleigh instability
which is based on surface free energies.

3.2.1 Solid-State Dewetting

Solid-state dewetting yields similar results to liquid dewetting but the mech-
anisms are different. In the solid state, the mobility of the atoms is much
slower, and therefore the process takes much longer. Most of the atom mobil-
ity arises from surface diffusion at elevated temperatures. In a single crystal
and likely in amorphous material as well, solid-state dewetting is still governed
by Rayleigh instabilities and surface energies [25]. However, most metals form
polycrystalline solids. Surface diffusion still dominates atomic transport in
polycrystalline metals, but grain boundaries dictate the final distribution.
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3.2.2 Thermal Grooving

In polycrystalline solids the holes to start the dewetting process nucleate from
thermal grooving at the grain boundaries [26]. As explained by W. W. Mullins
[27], thermal grooving is a surface reconstruction process that is driven by the
surface wanting a constant curvature, but is pined by an equilibrium dihedral
angle at the grain boundary. As the temperature increases, the equilibrium
dihedral angle sharpens to allow the groove to deepen. If the film is thin
enough or, conversely, the temperature is high enough, a hole will nucleate in
the film and dewetting will begin, unless the metal bonds to the substrate.
These holes continue to grow and coalesce until the film appears as islands of
metal forming particles on the substrate surface.

3.3 Introduction to Reflectometry

While trying to measure stress of Ni films on SiO2 substrates during deposition
and annealing, the in situ stress measuring optics on the sputter system were
unable to detect the full intensity range of the laser reflection. Surprisingly,
the laser intensity went below the detectable limit soon after the beginning
of the Ni deposition. After running optical simulations using a characteristic
matrix approach [28], it was found that, for the laser and optical geometry
used, the oxide thickness was near but just thicker than one that would have
the highest interference condition for a SiO2 film on Si upon reflection(see fig-
ure 3.1). This thin film interference is caused by path length difference and
phase changes between the light reflected off the SiO2 versus the Si reflection.
Since the reflectivity of the SiO2 is lower, for the laser wavelength, than that
of the Si, the system cannot reach a perfect interference condition. Adding a
Ni film to the simulation caused the intensity to drop, which explains what
was seen during stress measurements. This drop was caused by the increased
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reflectivity of the Ni compared to that of the SiO2 surface. As the reflectivity
of the Ni increased upon deposition, the amount of light reaching the Si surface
decreased and therefore the Si reflection decreased. Since the two reflections
were still out of phase, when their intensities match, they destructively inter-
fered almost perfectly. The intensity dynamics during the anneal step also
varied like the deposition, which lead to the idea of tracking this reflectivity
for further analysis.
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Figure 3.1: A plot of TRDR simulation showing the reflectivity of SiO2 on Si
as the thickness increases. The dotted lines indicate the thicknesses of the two
oxide thicknesses used in this study, 124 nm and 365 nm. The affect of Ni
deposition on a 365 nm SiO2 sample is also shown.

3.4 Experimental Procedure

The first oxidized silicon wafer used was just thicker than the second interfer-
ence condition for the optical setup (365 nm). For later experiments, another
wafer was used which was just thicker than the first interference condition
(124 nm). Since the optical consistency in the oxide was necessary, the wafers
were checked for thickness uniformity and then parted into small pieces. The
thickness uniformity of the wafer and later, the thickness of each piece was
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measured using a F50 spectral reflectance automated thickness mapper (Fil-
metrics Inc). The thickness of pieces used in this study were found to be within
±1 nm of each other. These pieces were stored under vacuum ( 1×10−7 Torr)
and then used throughout the set of experiments.

It was found early on, by comparing the laser results, that the sputtering
base pressure had an affect on the dewetting behaviour of Ni. It was assumed
that the water vapour in the sputter system formed an oxide in the Ni film
which inhibited grain boundary motion and atom diffusion. To reduce the
water vapour in the sputter system, the samples were baked for 2 hours at
500◦C, cooled overnight and sputtered at base pressures less than 9×10−10

Torr. Also, high purity argon gas (6.0 or 99.9999% pure) was used to prevent
oxidization. Ni was deposited at 100 W giving a measured deposition rate of
0.62 Å s−1. After Ni deposition, the samples were ramped to 500◦C at a set
rate and annealed for 2 hours. The samples were then cooled before removal
from the sputter system.

The laser reflectivity was monitored throughout the baking, deposition, an-
nealing, and cooling. The 16 mW 660 nm s-polarized AlGaInP diode laser
was mounted at 30◦ to the substrate normal (see figure 3.2). The detector, a
silicon photodiode light meter(ILT 1700), was mounted at 30◦ in the opposite
direction to receive the reflected beam.

Differential reflectivity curves are used in this study to easily compare simula-
tion to experiment or within experiments where other incident laser intensities
are used. The differential reflectivity is calculated from the measured reflected
intensity by:

∆R
R

= R−R0

R0
(3.4.1)

Where R is the measured reflected intensity and R0 is the initial measured
reflected intensity of the clean SiO2 sample.
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Figure 3.2: A diagram of laser orientation to the substrate. The AFM data
used for the background is from a partially dewet 7.5 nm nickel film.
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3.5 Time Resolved Differential Reflectometry

3.5.1 During Deposition

Using a light meter to measure the laser reflection intensity, it was found
that, during deposition, the first few nanometres of Ni caused the intensity
to decrease and then begin to increase as expected upon further deposition.
Figure 3.3 shows that the reflectivity of the nickel upon deposition is similar
to that of the simulation in that the intensity first decreases then increases
as Ni film thickens. There is a deviation at the start because the simulation
considered the deposited film to be continuous at the start and have the optical
properties bulk Ni. For a sputtered film, these assumptions are not true, since
the Ni film is not continuous in the first few nanometers. The dotted line
in the figure show a simulation that has been offset 1.5 nm to show that the
intensity rise matches the simulation after the first few nanometers. Figure
3.4 shows a similar reflectivity as the previous deposition in figure 3.3, with
the exception that deposition was stopped at 7 nm. For this sample, the
monitoring was continued for 2 hours at room temperature with the sputter
gas removed after the deposition was complete. The inset of figure 3.4 show
the reflectivity of the sample for this two hour period. The increase in intensity
is due to restructuring in the sputtered film to an equilibrium state. While the
TRDR curves from deposition fit quite naturally into the theoretical optical
constructs of how our system should behave, the TRDR signals from the films
during dewetting required further analysis.

3.5.2 During Dewetting

An example of the TRDR curves obtained during dewetting for different thick-
nesses of Ni films is shown in figure 3.5. The dynamics of these TRDR curves
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Figure 3.3: A plot of TRDR during a nickel deposition compared to a simulated
reflectivity of adding nickel to an SiO2 layer on Si. The offset is moved 1.5 nm
thicker to show the similar slope of the increasing reflectivity.
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are due to changes in the reflectivity and transmission of the laser light in the
Ni film. The curves features, such as reflectivity maxima and minima, relate
to certain states of the dewetting thin film. The features of these curves were
reproducible, thanks to the sputtering base pressures, to within ± 10 s sample
to sample.
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Figure 3.5: A plot of TRDR responses of various Ni film thicknesses on 124
nm SiO2 samples on Si during a 5◦C min−1 temperature ramp and annealing
2 hours.

To analyze the states of dewetting on different parts of the curves, 7 nm
films were deposited and subsequently annealed to different temperatures and
annealing times. Figure 3.6 shows a representative TRDR dewetting curve
with labels showing the temperatures/times at which samples were cooled.
After these samples were cooled to room temperature and removed from the
system, their surface morphologies were measured with AFM. The AFM height
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maps seen in figure 3.7 correspond in sample number to the point on the TRDR
curve in figure 3.6.
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Figure 3.6: A plot of TRDR during annealing of a 7 nm Ni film. The labelled
points indicate the parts of the curve where samples were removed from the
system and analyzed using AFM.

Sample S1 shows the as-deposited state of the film after the slight surface
modifications that are apparent from the reflectivity increase seen in the figure
3.4. The intensity of the reflection then increases with temperature to about
150◦C near sample S2. Analyzing figure 3.7 S1 and S2 we see an increase in
grain size from 14 ± 2 nm to 20 ± 2 nm. From S2 to S4 figure 3.7 show hole
nucleation and growth, which corresponds to a decrease in reflectivity on the
TRDR curve. As seen in other works on dewtting Ni, this hole nucleation and
growth results from thermal grooving [23]. As the holes grow, the film becomes
a network of islands connected by only small necks of Ni. The necks form where
two holes grow to meet one another. The minima of the TRDR curve from S4
– S5 shows the passing of the percolation limit, where the necks of Ni pinch
off and the film is no longer interconnected. Samples S5 – S7 show separate
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islands of Ni on a flat SiO2 substrate. At this point, the particles coarsen
due to Ostwald ripening where large particles become larger at the expense of
smaller particles or Smoluchowski ripening, where particles coalesce [29]. As
the islands grow in size and thickness, decreasing in number, the TRDR curve
shows a slight increase in reflectivity.
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Figure 3.7: AFM height maps of 7 nm dewet Ni films stopped at different
points during the anneal. Sample numbers correspond to the points on the
curve in figure 3.6.

Attempts were made to use the characteristic matrix approach to model the
TRDR curves seen in the dewetting experiments, but special optical constants
were needed for the Ni particle film. Effective media theory can find optical
constants for particle vacuum films, such as the Ni found in its dewett state
[30], but it doesn’t apply to the interconnected geometries seen in the AFM
height maps. Finite-difference time-domain modelling was used with the AFM
height maps to see the reflectivity of the samples directly.
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3.6 Finite-Difference Time-Domain Modelling

Finite-difference time-domain (FDTD) modelling uses Maxwell’s equations in
a Finite-difference form, described by Yee in 1966 [31], to solve for the electric
and magnetic field vectors at points on a defined grid. The modelling system
is time dependant so the points on the grids are solved sequentially for the
electric field then magnetic field. This technique allows for broadband sources
allowing for multiple frequencies of light to be studied in one simulation.

The FDTD simulations were performed using commercial software (Lumer-
ical Solutions, Inc.). The samples were setup with the same spacings and
orientations as the experimental setup. Since the surface information in the
AFM height maps used contained fine details, a small grid was used over that
area. The simulations were computationally intensive because of the number
of points required to accurately model the fields on the AFM data.

The transmission of the nickel film increased as the area fraction of uncovered
SiO2 increased from sample S3 – S7. This transmission seemed to increase less
than expected from the fraction of uncovered SiO2, due to extra scattering
as the Ni particle spacing approaches the wavelength of the light. From this
transmission information, one would expect that the TRDR curve from a dewet
sample would continue to decrease as the film dewets and never experience a
minima as seen in experiments.

As seen in figure 3.8 (a), the reflectivity of the FDTD simulations did produce
a result similar to that from experiment (see figure 3.6). The reflectivity de-
creases to a minima and then increases as the dewetting occurs. The values
differ from the experimental TRDR curves because the FDTD simulation still
uses the bulk optical values and the internal mircostructure is not accounted
for. Figure 3.8 (b) shows the intensity of the reflected wave packets resul-
tant from the incident Gaussian wave packet. The first peak represents the
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reflection from the Ni/vacuum interface and the second is from the Si/SiO2

interface. As the dewetting progress from S3 – S7, the first reflection decreases
and the second reflection increases. This is a result of increasing transmission
due to opening holes in the Ni film. When the two peaks approach the same
value and they are out of phase, then the reflectivity can decrease. The changes
in the peak intensities for samples S5 – S7 are slight, but from the inset in
3.8 (b) it can be seen that the peak spacing or ∆t is decreasing. This time
delay results in phase shift in the two beams, allowing the reflectivity to reach
minima and increase. The first reflection shifts to the left, sooner in time,
because the nickel particles grow taller as dewetting progresses (see figure 3.7.
The taller particles decease the path length taken by the light reflected on the
Ni surface. The shift in the second peak is also to the left, sooner in time.
This shift is the result of the transmitted light passing though the opening in
the Ni film. The light passing through the Ni is slower than light in vacuum
so as more oxide surface is exposed, the time delay decreases. This effect is
compounded by the decreasing transmission through the Ni particles as their
height increases as the result of exposing more oxide.

The FDTD simulations show that the decreasing reflectivity during the dewet-
ting process is a result of increasing transmission and decreasing reflection in
the Ni film. This is a result of more oxide being exposed. The curve minima is
at film state where there is a critical amount of oxide exposed resulting in phase
shift between the two reflected beams, since more of the light is transmitted
through the vacuum and oxide only, avoiding the slower Ni. Even though the
minima is observed for many thicknesses, it is not expected that the critical
exposed oxide is the same for all thicknesses. For more detail on the FDTD
modelling, please see the published work [32].
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Figure 3.8: Results of the FDTD simulations. (a) show the simulated reflec-
tivity of samples S3 – S7. (b) shows the intensity of the reflected beams and
their delay times. Adapted from Luber et al. [32].
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3.7 Mechanisms of Dewetting

After gaining a better understanding of the TRDR curves seen during dewet-
ting from FDTD modelling and confirming that the features on the curves
correspond to a physical state of dewetting in the film, such as dewet fraction,
the curves can be used to uncover the mechanisms behind the dewetting pro-
cess. Since the minima of the TRDR curves correspond to a physical state,
the minima can be used as a marker in kinetic analysis of the dewetting film.

3.7.1 Activation Energies

Since the dewetting process is thermally driven and the minima of the TRDR
curve corresponds to a repeatable state during dewetting, the time to reach
that state can be found by:

τ = A exp
(

∆E
kbT0

)
(3.7.1)

where A is proportionality constant, kb is the Boltzmann constant, T0 is the
heating rate dependant characteristic temperature of that state and ∆E is
the activation energy. For samples of the same thickness, the TRDR curves
for multiple heating rates, 1.0 to 15.0◦C min−1, were collected. The time and
temperature of the minima were compared to find the activation energy. These
are the activation energies of the rate limiting step at the point of the dewetting
process that corresponds to the minima. The results of these experiments are
found in figure 3.9. Activation energies of 0.31±0.04 and 0.59±0.06 eV were
calculated for a Ni thickness of 4 and 7.5 nm respectively. The Kissinger-
Akahira-Sunose method is also often applied to dewetting to find activation
energies. This analysis gives similar energies of 0.33±0.04 and 0.58±0.06 eV.
Kissinger-Akahira-Sunose analysis wasn’t used for the case of dewetting since
it was derived for phase changes and dewetting is only a change of surface
morphology.
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Figure 3.9: The time-temperature pairs of the TRDR curve minima for heat-
ing rates from 1.0 to 15.0◦C min−1. Activation energies of 0.31±0.04 and
0.59±0.06 eV for 4 and 7.5 nm films respectively were calculated from equa-
tion 3.7.1. Adapted from Luber et al. [32].
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3.7.2 Grain Growth

It is easy to see that the activation energies found for the minima of the 7.5 and
4 nm films represent different rate limiting mechanism. To analyze the state
of the dewetting 4 nm film, an AFM time study was performed. The results
of this study can be seen in figure 3.10. For the 4nm film, the percolation
limit seems to fall between samples A2 and A3, whereas the film minima is
before sample A1. The AFM height map for sample A1 shows the film at a
stage where the first holes are only beginning to form. The rate limiting step
measured by TRDR indicates the process that is limiting the rate of change
in the reflectivity. Since the small infrequent holes in the film have little affect
on the reflectivity, a process for grain growth may be the rate limiting step.

In fact, similar activation energies have been measured for grain growth in
metal films. For grain growth in a Ni film evaporated on mica, an activa-
tion energy of 0.25 eV was measured [33]. This measurement was performed
through direct observation by TEM, with annealing temperatures from 90 to
420◦C. This value agrees with 0.31 eV found for 4 nm Ni, and the deviation
could result of differences in deposition or substrates. Through similar TEM
studies of grain growth in thin films, activation energies for Au 0.14 eV [34],
Cu 0.36 eV [35] and Ag 0.274 eV [36] were measured. These low energy bar-
riers for grain growth in thin films are attributed to additional driving forces
from interface [37] or surface [38] energy minimization especially in high aspect
ratio thin films or from the high defect density found in deposited thin films
[35, 39].

3.7.3 Hole Nucleation and Growth

The higher activation energy of 0.59±0.06 eV for the 7.5 nm minima should
be at or near the percolation limit similar to the 7 nm film studied earlier. At
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curve inset in the figure.
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this period of dewetting, the reflectivity is most affected by the hole growth.
As more oxide is exposed, the time delay between the two beams is decreased
and the reflectivity increases. The activation barrier must be part of the hole
growth process. In hole growth, the film thins in some regions and thickens in
others. The possible activation barriers would result from thinning of the film
by moving from the oxide, atomic transport on the surface and film thickening
by grain growth.

From S3 – S5 in figure 3.6 significant thickening occurs. In order to thicken
a single crystal particle of metal, a new crystal plane must nucleate on the
existing plane. However, the barrier for forming a stable nucleus on a particle
> 1 nm in diameter is almost insurmountable [40]. This barrier is much higher
than the measured activation energy. However, the particles seen at this stage
of the dewetting process are not single crystalline, but have many grains.
McCarthy and Brown looked at the coalescence of (111) oriented fcc metal
particles and found that the nucleation barrier could be overcome by step flow
at the interface between the particles [41]. With this nucleation mechanism, it
was found that the coalescence is limited by surface diffusion. X-ray diffraction
shows that the sputtered films in this study are highly oriented in the (111)
direction. Therefore, the process shown by McCarthy and Brown likely occurs
in the films observed this study and film thickening is not rate limiting.

The thinning of the films occurs at the edges of the holes in the film. This
hole edge retracts due to curvature induced surface diffusion where the larger
curvature is on the hole edge [26]. This process is also limited by surface
diffusion. This leaves mass transport of Ni via surface diffusion as the possible
rate limiting step. In fact, the activation energy for surface self-diffusion on
(111) planes of Ni was measured to be 0.65±0.1 eV [42]. This value agrees well
with the value of 0.59±0.06 eV found in this study. This evidence suggests the
dewetting of a Ni film near its percolation limit is limited by surface diffusion
along the (111) plane of Ni.
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4
CrFeNi as a Carbon Nanotube Catalyst

4.1 Motivation

This chapter describes the result of the metal catalyst design experiments
performed. Since this catalyst was designed to run in a large commercial
CNT reactor, special considerations where made. In chapter 1, the role of
the catalyst in CNT growth was discussed. The catalyst must be a template
for the nanotubes and should have good carbon solubility. Also, the catalyst
particle must be stable against coarsening, since CNT growth may terminate
if the growth particle changes in size. Most large commercial reactors have
very slow ramp rates [43], where the catalyst films must endure a long anneal
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before reaching growth temperatures. Therefore, the thermal stability of the
catalyst particle is an important consideration.

4.2 Alloy Composition

Carbon solubility is an important attribute of the catalyst material both for
the disassociation of the feed gas and transport of the carbon atoms to the
tube growth sites. Ni and Co both have carbon solubilities of >0.5 atomic per-
cent for temperatures above 700◦C. Fe has only <0.1 atomic percent carbon
solubility in its bcc alpha phase, but in the fcc gamma phase, Fe has solu-
bility of >3 atomic percent. However, the gamma phase does not form until
temperatures above 740◦C in the presence of carbon, and the phase change
in pure iron occurs at 912◦C. This limits the growth of CNT on Fe catalyst
to recipes with temperatures usually >800◦C. At these elevated temperatures
the carbon feed gas decomposes to form amorphous carbon more readily, and
terminates the growth [1, 44, 45].

4.2.1 Fe-Ni Alloy

Fe grows the tallest and the highest quality of tubes compared to Ni and Co
because of its high carbon solubility in the gamma phase [46]. The Fe–Ni
binary phase diagram (see figure 4.1 [47]) shows that, by adding Ni to Fe, the
stability of the γ-Fe phase increases allowing it to form at lower temperatures
[48]. Unfortunately, the Fe–Ni catalyst produced a low density forest of tubes
that did not produce a vertical height of more than 2 µm.

To see why the Fe–Ni alloys performed poorly, dewetting experiments were
performed similar to the Ni dewetting in chapter 3. The films were deposited
to a thickness of 5 nm to allow better measurement in the AFM. The deposited

50



Chapter 4: CrFeNi as a Carbon Nanotube Catalyst

Figure 4.1: Fe-Ni binary phase diagram [47].
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samples were heated with a 10◦C min−1 ramp to 500◦C, where they were
annealed for two hours. Figure 4.2 shows the AFM height maps measured
after the samples were removed. It can be seen in figure 4.2 (b)–(d) that the
alloy catalyst exhibits a much lower density of particles and larger average
particle size than their constituent pure elements in figure 4.2 (a) and (e).
From chapter 3, it was seen that the distribution of the dewet catalyst particles
was affected by the grain size during hole nucleation. The grains in the film
continue to grow in size as the temperature increases until grain growth is
pinned by nucleating holes in the film.
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Figure 4.2: (a)–(e) AFM height maps of dewet 5 nm FeNi films at various
compositions. (f) Height map of 2.5 nm of Cr with Fe70Ni30 that was deposited
as a bi-layer structure then annealed.

The TRDR data seen in figure 4.3 shows that the pure Ni film restructures to
its dewet state quickly. As more Fe is added, the kinetics of the surface recon-
struction slow, requiring higher temperatures to increase the surface mobility
of adatoms. The pure Fe film is not even completely separated into islands
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after the ramp and anneal as seen in figure 4.2 (e). The TRDR also shows
that there is significant grain growth in all but the Ni sample, where the grain
growth is stopped short by hole nucleation.

The dewetting of the Fe50Ni50 sample is anomalous in both the final particle
distribution seen in the AFM height maps and in the TRDR since it over-
laps with the Fe70Ni30 reflectivity curve. The reason for this result may be
because of its high deposition rate due to the co-sputtering technique [49].
The deposition curve for the Fe50Ni50 actually shows a decrease in reflectivity
which indicates that the state of the film is changing likely due to a decrease
of conductivity. In chapter 3, there was an increase in the reflectivity curves
of the Ni films after deposition because of increased conductivity of the films
due to grain growth. The decrease after deposition in the Fe50Ni50 film may
be because of oxidization of the film after the deposition. The film with the
fastest sputter rate would have the fewest atoms that come in contact with
oxygen while travelling to the film, or on the deposition surface [49, 50]. This
is supported by the fact that the other more slowly deposited films have no
change in reflected intensity after deposition. Those films would already be
in equilibrium with the amount of oxygen in the system so no change would
occur. Oxidation of the Fe50Ni50 could explain the large particle spacing seen
in the dewet film as well. The sample would only oxidize on the exposed sur-
face of the film and the rest of the film would have less oxygen content than
the slowly deposited films. This sample would have a greater grain boundary
mobility that would allow for increased grain growth resulting in fewer grains
and larger spacings in the final dewet distribution of particles.

The effect of the oxides on the kinetics of dewetting and its final particle
distribution is very important in this study. Since Fe oxide is more stable, the
deposition base pressure used was not adequate to produce an oxide free Fe
film like the Ni films of chapter 3. This is one of the reasons for the reduced
mobility seen in the dewetting kinetics of the Fe film. Another reason may be
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that Fe interacts more strongly with the SiO2 than the Ni, since Fe forms a
more stable oxide [51].
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Figure 4.3: TRDR data taken during the dewetting anneal of the 5 nm FeNi
films at various compositions shown in figure 4.2 (a)–(e).

4.2.2 Cr-Fe-Ni Alloy

The addition of a Cr underlayer seemed to enhance the growth of the CNT
films giving them greater density and therefore greater height [43, 52]. Cr
shows little catalytic activity toward CNT growth [46]. Since Cr forms an
even more stable oxide than Fe [53, 54], it was used as an addition to make
the catalyst more stable against coarsening because of high affinity to the SiO2.
This is shown in figure 4.2 (f) which shows the height map after dewetting a 5
nm Fe70Ni30 film on a 2.5 nm underlayer of Cr. Note that the Cr underlayer
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does not dewet the surface of the oxide. The surface grooves grow but holes in
the film don’t grow due to the strong interactions of Cr to the SiO2 substrate.
Also note that the catalyst does not completely mix with the Cr but still
dewets on top of the complete underlayer.

To find the best composition of Fe-Ni film to use for CNT growth, a study was
performed with 1 nm samples of Fe-Ni at different compositions with a 1 nm
Cr underlayer. The height of the VACNT film was measured after growth by
SEM. The results, seen in figure 4.4, indicate that the Fe70Ni30 composition
grows the tallest forest. This result agrees well with work by Yang et al. where
a Fe–Ni alloy at a composition of Fe66Ni34 grew the greatest amount of CNTs
by weight [48]. The ternary phase information shown in figure 4.4 for 800◦C
(not 750◦C, but there is little change in this region from 650–800◦C) indicates
that Fe70Ni30 is the highest composition of iron in which a fcc γFe,Ni phase
forms. Beyond this, there is not enough Ni to stabilize the γFe and the less
catalytic σ(Cr,Fe) phase is in majority.

4.3 VACNT Growth

The previous alloy composition series used bi-layers of 1 nm Cr and 1 nm
Fe-Ni and found that Fe70Ni30 with an underlayer of Cr grew the highest film.
This series of experiments uses the same bi-layer catalyst found previously,
Fe70Ni30, and tries to enhance the film by changing various catalyst deposition
parameters. Figure 4.5 (a) shows the uniform, ∼25 µm tall VACNT film grown
by the bi-layer catalyst. In addition to this bi-layer structure, the catalyst was
sputtered as a single co-deposition with the compositional equivalent of the
bi-layer, Cr50Fe35Ni15. The CNT film grown on the Cr50Fe35Ni15 grew taller
then the bi-layer catalyst to a height of ∼45 µm (see figure 4.5 (c)). Compare
this growth to that of a 2 nm Fe70Ni30 catalyst without Cr seen in figure 4.5
(e). This film is not consistent in height across the sample and is ∼2.5 µm in

55



Chapter 4: CrFeNi as a Carbon Nanotube Catalyst

0 20 40 60 80 100

% Fe Composition in Ni

0

1

2

3

4

5

6

C
N

T
F

or
es

t
H

ei
gh

t
(µ

m
)

γ + α′
γ

+
α
′ +

σ

σ

Figure 4.4: CNT forest height vs. atomic % Fe composition in Ni films de-
posited 1 nm thick with 1 nm Cr underlayer. The corresponding phase in-
formation from the Cr-Fe-Ni ternary phase diagram at 800◦C is shown in
background [47].

56



Chapter 4: CrFeNi as a Carbon Nanotube Catalyst

height. The final sample tried was a 1 nm Cr50Fe35Ni15 co-sputtered catalyst
which was only able to produce a few CNTs along with carbon filaments (see
figure 4.5 (g)).

Annealing in situ after sputtering was performed to see the effects of dewetting
the catalyst prior to CVD CNT growth. The catalysts samples were ramped at
10 ◦C per min to 750 ◦C under vacuum (< 1× 10−8 Torr) and held for 15 min
before cooling. Other than the in situ anneal to pre-dewet the catalyst, the
same preparation was used as the previous samples. The right hand column of
figure 4.5 shows the growth result of the in situ dewet samples next to the left
hand as-deposited samples. The only significant differences between the two
columns are in the bi-layer catalyst and the 1 nm Cr50Fe35Ni15 co-sputtered
catalyst. The bi-layer catalyst shows a significant decrease in forest height to
just over 2.5 µm. The density of the forest still seems quite high but the growth
kinetics seem to have slowed. The 1 nm Cr50Fe35Ni15 co-sputtered catalyst,
on the other hand, experienced enhanced growth from the in situ dewetting
process, with a VACNT film height of ∼30 µm. This height is near that of the
2 nm Cr50Fe35Ni15 co-sputtered catalyst.

4.4 Dewetting

To understand the effect of Cr in the Cr50Fe35Ni15 alloy catalyst, TEM samples
were prepared with the in situ dewet catalysts used in the previous section. To
ensure electron transparency, the TEM samples were deposited and annealed
on 20 nm SiO2 windows, instead of Si wafers with thermally grown Si02 as used
previously. Figure 4.6 (a) and (b) shows the 2 nm Cr50Fe35Ni15 co-sputtered
catalyst and the 2 nm Fe70Ni30 catalyst respectively after an in-situ vacuum
anneal in the sputter system. The difference in particle size is negligible. This
result was anomalous since it was thought that the particle sizes in the Fe70Ni30

catalyst would be large given its relatively poor growth performance(see figure
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Figure 4.5: SEM micrographs of CNT films resultant from growth on different
catalysts. Samples in the left column are from growth on as-deposited catalyst.
The right column samples were dewet in situ after deposition. (a) and (b) show
growth from 1 nm Cr and 1 nm Fe70Ni30 bi-layer catalyst. (c) and (d) Similarly
for 2 nm Cr50Fe35Ni15. (e) and (f) Similarly for 2 nm Fe70Ni30 catalyst. (g)
and (h) Similarly for 1 nm Cr50Fe35Ni15 catalyst.
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Figure 4.6: TEM micrographs of 2nm thick films dewet at 750◦C. (a) and
(b) Cr50Fe35Ni15 and Fe70Ni30 respectively, annealed in-situ. (c) and (d)
Cr50Fe35Ni15 and Fe70Ni30 respectively, annealed in-situ, then annealed in the
CVD furnace.

The dewetting environment of the CVD furnace is significantly different from
that of the deposition vacuum chamber. To truly compare the TEM samples
to the CNT growth, the TEM samples imaged in figure 4.6 (a) and (b) were
placed through the CVD process without carbonizing gas. The results of this
reactor run can be seen in figure 4.6 (c) and (d). It can be easily seen that the
particles in the Cr50Fe35Ni15 in figure 4.6 (c) are much smaller than those of
the Fe70Ni30 catalyst in figure 4.6 (d). Both of these sample have a thin layer
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of what may be amorphous carbon contamination, or a result of oxidization
of catalyst material after the removal from the furnace at 400◦C. Disregarding
this contamination, the in situ dewet Cr50Fe35Ni15 sample shows little particle
size increase after the furnace run. This would result in a VACNT film like
the one, seen in figure 4.5 (d) formed from a similarly prepared sample. The
Fe70Ni30 catalyst underwent Oswald ripening in the CVD reactor where a
significant increase in particle size is seen [15]. This state would result in a
film growth like the one seen in figure 4.5 (e) again, from a similarly prepared
sample, where the particles small enough to grow are less densely distributed
and prone to size changes leading to early growth termination [13–15].

4.4.1 Effects of Oxidization

This section will discuss the state of the catalyst while dewetting during the
anneal step of the CVD reactor. For additional insights, the diffraction rings
from the TEM samples are used to probe the state of the catalyst particles.
Figure 4.7 shows a diffraction pattern from an as-deposited 2 nm Cr50Fe35Ni15

thin film. This diffraction pattern indicates the state of a catalyst film before
entry into the CVD reactor. Not much can be said of this diffraction since
the as-deposited grains are so small, but this is the only film tested where the
Cr2O3 in the catalyst can be detected. There may also be metallic Fe, Cr or
FeNi3, but unfortunately there is not enough evidence to support this. After
exposing such a thin metal film to atmosphere, it is unlikely that any pure
metals are still present.

Electron diffraction profiles for three in situ dewet samples are shown in figure
4.8. Figure 4.8 (a) shows 2 nm Fe70Ni30 catalyst where phases of FeNi3 and
α-Fe can be seen. There is also some indications of Ni or Fe oxide similar to
figure 2.6 in this profile. Figure 4.8 (b) shows 1 nm Cr and 1 nm Fe70Ni30 bi-
layer catalyst. In this profile, phases of FeNi3 and α-Fe can still be seen as well
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Figure 4.7: A profile of an electron diffraction ring pattern from an as-
deposited 2 nm Cr50Fe35Ni15 film (green circles). The solid lines represent
peak fitting where the red line is the resultant fit and the other lines corre-
spond to the colour of the peak markers from the diffraction simulation.
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as a Cr phase, however the α-Fe and the Cr simulations are nearly identical
with the Cr shifted ∼0.004 Å−1 to the left. It is therefore unknown whether Cr
or Fe is present. The bcc (110) peak intensity is stronger relative to the other
peaks in the profile, than the bcc (110) peak in the 2 nm Fe70Ni30 profile. This
indicates there is more bcc phase in the 1 nm Cr and 1 nm Fe70Ni30 bi-layer
catalyst because of the addition of Cr. There may also be a small amount
of γ′ (CrNi2) phase. The diffraction profile of the 2 nm Cr50Fe35Ni15 catalyst
shown in figure 4.8 (c) is similar to the 1 nm Cr and 1 nm Fe70Ni30 bi-layer
catalyst except the features seem washed out due to peak broadening. This
may indicate that the 2 nm Cr50Fe35Ni15 catalyst has a finer grain size.

Figure 4.9 shows the profiles from the two samples that were placed in the
CVD reactor after in situ dewetting. These profiles are significantly different
from the profiles seen in figure 4.8, since the catalyst is heavily oxidized when
removed from the CVD reactor. Since a commercial CVD reactor is always
kept at elevated temperatures to minimize the cost of ramping up, the samples
are removed from the reactor into air at ∼400◦C. At this temperature in air,
oxides readily form in the materials used [55].

The 2 nm Fe70Ni30 catalyst, shown in figure 4.9 (b), indicates the presence of
Fe3O4, Fe2O3 and NiO as would be expected. However, 2 nm Cr50Fe35Ni15

catalyst, shown in figure 4.9 (a), indicates only Fe3O4 and NiO. This is an
interesting result since there is no evidence of the corundum Cr2O3 structure
as would be expected from exposure of a Cr-Fe alloy to air at 400◦C [55].
Cr2O3 structure would appear the same as the Fe2O3 simulation in figure 4.9
(b).

There is a possibility that some Cr is in the spinel Fe3O4 structure but it
is more likely that the Cr oxidizes upon entry into the reactor and is never
reduced. It is important to remember that the catalyst oxides are not active,
so the ramp and anneal of the catalyst in the CVD reactor prior to growth
is performed in a reducing environment of 10% hydrogen in argon. According
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Figure 4.8: Profiles of electron diffraction ring patterns from in situ dewet
films of (a) 2 nm Fe70Ni30 catalyst, (b) 1 nm Cr and 1 nm Fe70Ni30 bi-layer
catalyst and (c) 2 nm Cr50Fe35Ni15 catalyst.
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Figure 4.9: Profiles of electron diffraction ring patterns from films of (a)
Cr50Fe35Ni15 catalyst and (b) 2 nm Fe70Ni30 catalyst that were in situ dewet
and then put through the CVD reactor without carbon containing gas.
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to the Ellingham diagram [56], the PH2/PH2O ratio needed to reduce Cr at
750◦C must be & 105 which would necessitate having <1 ppm of H2O in the
CVD reactor. In order to achieve <1 ppm of H2O the Ar purge would have
to have >6.0 (99.9999%) purity, whereas the argon connected to the CVD
reactor is only 4.8 pure. With 4.8 purity, the reducing environment in the
CVD has a PH2/PH2O ratio of . 104, which is insufficient to reduce Cr2O3.
However, a PH2/PH2O ratio of . 104 is more than enough to reduce Ni and
Fe, which require ratios of & 10−2 and & 1 respectively at 750◦C. The samples
are placed into the reactor in air at 500◦C and then the reactor is sealed and
purged. This process takes several minutes, therefore, it is likely that all the
catalyst is oxidized at this point and only the Ni and Fe oxides are reduced
during the anneal [57].

Since oxidized Cr in the sample cannot be reduced, this Cr2O3 would stay as
small grains in the catalyst at the catalyst interfaces or on the substrate as
the Fe oxides around them reduce [58]. Small Cr2O3 grains would be difficult
to detect through diffraction because of broadening and would not coalesce to
form larger grains because of their stability at 750◦C. This in turn would also
limit the Ostwald ripening process in that adatom mobility on the surface of
the particle and the substrate would be reduced.

4.5 CNT Characteristics

To see the results of an effective CNT growth, a TEM sample with 2 nm
Cr50Fe35Ni15 catalyst was placed in the CVD reactor and the growth time
was limited to 30 seconds. The growth was limited so that the VACNT forest
would be thin enough to allow for the inspection of the CNT catalyst particles.
Before the sample was placed in the TEM apparatus, a part of the VACNT
film was scraped away and the oxide window was punctured.
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The result of the TEM sample growth is show in figure 4.10. The CNTs grown
with the 2 nm Cr50Fe35Ni15 catalyst, shown in figure 4.10 (a) and (b), are
mostly MWCNT. There are a few that are the right diameter for single walled
tubes, but without high resolution TEM, it is difficult to be certain. The
diameters range from ∼ 3–30 nm with the majority of the tubes between 10–
15 nm. Figure 4.10 (c) shows a section of the SiO2 window where the CNTs
are scraped away to reveal the catalyst particles on the window. A darkfield
micrograph of the same area is shown in figure 4.10 (d), where the aperture is
placed over the (311) ring of Fe3O4. This clearly shows catalyst particles still
on the window, also no catalyst tipped CNTs were observed. Therefore, the
dominant growth orientation for the CNTs is base growth, where the CNTs
are grown from catalyst particles adhered to the substrate.

The electron diffraction pattern, shown as the blue curve in figure 4.11, is taken
from a CNT covered area. The resulting pattern is heavily influenced by the
diffraction of MWCNT, as indicated by the excellent match with the profile
from MWCNT diffraction, shown as the yellow curve. The XRD pattern shown
[59] matches well to the MWCNT diffraction profiles. The (002) peak is a result
of the spacing in the concentric CNTs of the MWCNT, where the spacing of
0.35 nm is near that of the (002) spacings of graphite at 0.34 nm. The catalyst
can be seen as Fe3O4 because of oxidization of the catalyst on removal from
the CVD reactor. This is similar to the pattern of 2 nm Cr50Fe35Ni15 catalyst
that was placed in the CVD reactor without growth gas, seen in figure 4.9 (a).
It is interesting to note that the catalyst did not form a stable carbide as a
result of the growth gas since an oxide readily formed on catalyst removal.

4.6 Summary

This study shows that the best performing catalyst layer is 2nm Cr50Fe35Ni15,
both in the as-deposited and in situ dewet samples. The 2nm Cr50Fe35Ni15
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100 nm

(a)

20 nm

(b)

100 nm

(c)

100 nm

(d)

Figure 4.10: TEM micrographs of CNTs grown on 2nm Cr50Fe35Ni15. (a)
MWCNTs over an opening in the SiO2 window. (b) A detail of a typical
20 nm MWCNT (c) A section of SiO2 window where the CNTs have been
scraped away revealing the growth particles on the substrate.(d) A darkfield
micrograph of (c) on the (311) ring of Fe3O4 showing the catalyst particles as
bright spots
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catalyst can grow VACNT forest of over 45 µm in height because of the phases
present at 750◦C and its stability against particle coarsening due to Ostwald
ripening. It is hypothesized that, this stability is a result of Cr oxide that,
unlike Fe and Ni, does not reduce during the temperature ramp and anneal in
the reactor. The catalyst forms a VACNT film that is comprised of MWCNT
that experience base growth, where the average CNT diameter is ∼12 nm.

69



5
Conclusions

5.1 Thesis Summary

This work covered the role of the metal catalysts in the growth of VACNT
film by CCVD, and looked for ways to improve the stability and functionality
of the catalysts. The dynamics of solid state metal thin film dewetting were
important since it determined the final state of the catalyst particles used to
grow the CNTs, which in turn determined the size and distribution of the
VACNT film grown. The stability of the particles against coarsening, once
dewet into particles fit for growth, was also a concern, since Ostwald ripening
changes the particle sizes during growth and can cause termination.
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Chapter 5: Conclusions

The process of solid-state dewetting was studied by looking at the dewetting of
Ni films in situ after deposition. The dewetting process of Ni was monitored in
situ using TRDR, and different points of the dewetting process were probed
ex situ through AFM. This study showed that upon heating of the sample
there was a period of grain growth. The activation energy associated with this
step was found to be 0.31±0.04 eV. Grain growth was followed by thermal
grooving at the grain boundaries. This grooving caused holes to nucleate
along grain boundaries. The growth of these holes was mediated by curvature
induced surface diffusion of atoms from the hole edge along the Ni surface to
thicken the edge of the hole. This step corresponded to an activation energy of
0.59±0.06 eV, which was found to be surface diffusion of adatoms on the (111)
surface of Ni. The holes continued to grow until the necks of metal separating
the holes retracted and the film became individual islands. The particles still
coarsened after this point through Ostwald and Smoluchowski ripening.

After the principles of dewetting were explored, a more applied scenario of
dewetting was found in the growth of VACNT films in a commercial sized
reactor. A 2 nm thick catalyst of Cr50Fe35Ni15 was found to produce the tallest
VACNT film at 750◦C. The film height was over 45 µm. The composition
supported enough fcc γ-Fe phase to have the carbon solubility necessary for a
good catalyst. Commercial reactors are held at high temperature and are slow
to ramp to temperature, so the catalyst must have stability against particle
coarsening. Adding the Cr to the catalyst gave this stability since the Cr
oxides that formed before the CVD process were not reduced in the reducing
environment prepared to reduce Ni and Fe oxides before growth. The Cr oxide,
therefore, acted as a barrier to coarsening of the film. The CNTs grown by
the 2 nm Cr50Fe35Ni15 catalyst were MWCNTs with an average diameter of
∼12 nm. The catalyst was found to adhere to the substrate during growth
exhibiting the base growth orientation of the VLS growth mechanism.
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