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Abstract

The main objective of the present study is to experimentally and numerical studies of

hydrodynamic cavitation phenomenon in the Venturi tubes, in order to validate and further

develop numerical multiphase flow models with the obtained data. To achieve this, a visible

experimental set-up was designed. Besides, both two-dimensional and three-dimensional

numerical simulations were conducted to analyze the characteristics of cavitation that

cannot be experimentally evaluated, such as the volume of each phase, the turbulence

distribution, and the location of cavitation and mixing zones. The cavitation behavior

has been described by means of non-dimensional parameters such as cavitation number,

Reynolds number, pressure loss coefficient and vapor/gas volume fraction.

The commercial computational fluid dynamics (CFD) software, ANSYS FLUENT 16.2

is utilized. For experimental data acquisition, five cavitating Venturi tubes with different

geometrical parameters were manufactured and tested at different inlet flow conditions in

order to measure their inflow parameters and to obtain their characteristic curves. On

the numerical part, based on the two-phase (water-vapor) mixture model and four-phase

(water-solid-vapor-air) Eulerian-Eulerian model, a set of global computation model was

developed and applied to multi-phase modeling of cavitation process in different cavitating

Venturi tubes. Predictions of the pressure drop obtained from the CFD model are generally

in good conformance with experimental measurements.

In the study of two-phase cavitaitng flows, the effect of the convergent angle and diver-

gent angle on the cavitation performance was investigated experimentally and numerically.

Both the numerical and experimental studies reveal that the change in the convergent an-

gle and divergent angle has significant effects on flow characteristics and the generation

of cavitation. It was shown that a 85◦ convergent angle and a 2.5◦ divergent angle are of

benefit to cavitation. A scaled-up study of the Venturi geometry has been conducted using

CFD-based numerical simulations. Finally, a empirical model enabling the prediction of
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cavitation in Venturi tubes has been developed and validated.

In the study of four-phase cavitaitng flows, a new four-phase global model was developed

based on a simpler engineering approach and validated against experimental data. Both the

numerical and experimental studies reveal that the addition of solid particles (Ws=5∼30

wt%) in the cavitating Venturi tube has significant effects on the generation of cavitation.

The outcomes show that the higher solid mass concentration is of benefit to cavitation

intensity. The proposed CFD model has proved to be an efficient and reliable tool in

predicting the cavitation activities and performance characteristics of the cavitating Venturi

tube.

In the micro-scale study, the particle-flow interaction and characteristics of cavitation

are investigated numerically using a CFD-based mixture model. The particle size is varied

between 10 microns and 100 microns. CFD-based simulations are conducted over a wide

range of particle Reynolds numbers Re from 1 to 1800 for different particle sizes. The effects

of the particle shape, the surface roughness, the number of particles, and the particle surface

temperature on flow characteristics and occurrence of cavitation were investigated. The

results show that particle roughness significantly increases the occurrence of cavitation.

Moreover, cavitation development increases as the particle surface temperature increases

from 40◦C to 99.9◦C. Finally, an empirical relation enabling the prediction of cavitation in

the particular flows has been developed based on CFD results.

In the end, a computational investigation of the cavitation and mixing characteristics

of two miscible (Schmidt number Sc = 103) turbulent water flows with different viscosity

ratios is conducted in a Venturi tube. The 2D axis−symmetric RANS and 3D LES tur-

bulence models are used for the prediction of flow characteristics. The numerical results

reveal that the RANS solutions underpredict the rate of vapor production and overesti-

mate the mixing rate of two miscible fluids in comparison to LES simulations for the inlet

Reynolds number of 19738 (Case−1) and 19286 (Case−2). In particular, there is a larger

cavitation zone in the Venturi tube with LES in comparison to RANS calculations.
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Chapter 1

Introduction

1.1 Existing technologies in hydrodynamic cavitation

Numerous chemical, petroleum, environmental, and mineral engineering processes involve

the cavitation phenomenon. Cavitation, by definition, is a process which occurs by the

effect of a rapid change in the local static pressure at a constant ambient temperature

[1, 2]. It involves the formation and growth of vapor bubbles as a consequence of var-

ied pressure applied in a liquid flow system. Cavitation process can be classified into four

principle types: hydrodynamic cavitation, acoustic cavitation, optic cavitation and particle

cavitation. Among various types of cavitation, hydrodynamic cavitation has been widely

concerned by researchers because of its competitive advantages such as high energy effi-

ciency, lower capacity and operation costs, ease in process control and quantification, and

feasibility of scaling up at industrial applications [3, 4, 5, 6]. In the case of hydrodynamic

cavitation, vapor bubbles are generated when the local static pressure falls below the va-

por pressure as the fluid flows through geometric constrictions. The governing principle of

hydrodynamic cavitation is based on the Bernoulli’s Principle [7]:

P1 +
1

2
ρlV

2
1 = P2 +

1

2
ρlV

2
2 = C(constant) (1.1)

Where ρl is the density of the liquid, V and P are the liquid flow velocity and pressure

at a point of the flowing liquid, respectively. The change of geometric constrictions results

in an increase in the kinetic energy and the decrease of the local pressure in the restricted

area. If the local pressure falls below the vapor pressure of the medium, tiny vapor bubbles

are generated in this area.

Various designs have been developed to generate hydrodynamic cavitation. The first

modern reactor based on the hydrodynamic cavitation is liquid whistle reactor (see Fig.1.1)

(e.g Benchtop SonolatorTM 2000). The main purpose of this reactor is for emulsification,
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homogenization and dispersion. Cavitation is generated with the vibrations as liquid passes

through the steel plate at a high velocity. The dominant features of liquid whistle reactor

is the high efficient mixing and the reversed power transfer process [8]. However, This

reactor suffers some considerable challenges, such as low vibrational power, high pumping

cost, and erosion of the vibrating blade with some particulate particles [8]. Moreover, the

operating geometry of this reactor is fixed which means that the hydrodynamic cavitation

intensity can not be easily controlled.
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Figure 1.1: Schematic diagram of the liquid whistle reactor, adapted from[9].

High-pressure homogenizer (see Fig.1.2) (e.g GEA Ariete Homogenizer 5400) is the

most widely used device for creating homogeneous dispersions. The main idea behind

of this technique is to generate a homogeneous size particles suspension from the non-

homogenized liquid under the effect of hydrodynamic cavitation [10]. As the feed enters

the closed clearance between the homogenization valve and valve seat under a high pressure

in the range of 20 to 70 MPa, the local velocity increases and the pressure decreases [11].

The hydrodynamic cavitation starts at a certain critical local pressure. High-pressure

homogenizer is very suited for the emulsification processes in the food, pharmaceutical

and bioprocess industrial applications [8]. The demerits of this technique are the lack of

control on the population of cavitation events and the magnitude of the pressure pulses

that produced at the end of cavitation [8].
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Figure 1.2: Schematic diagram of the high-pressure homogenizer, adapted from[12].

In spite of pressure based equipments, hydrodynamic cavitation can also be generated

from the rotating equipments. High-speed homogenizer (e.g Kos-140) is a typical hydro-

dynamic cavitation rotating reactor. This technique consists of a stator-rotor and a plate

with holes attached to the stator. The local pressure close to the periphery of the impeller

significantly decreases due to the high speed of the impeller [13]. Subsequently, the cavi-

tation bubbles are generated. By varying the voltage, the rotational speed for this reactor

can be changed in the range between 4000 rpm to 20000 rpm [8]. The disadvantages of

high-speed homogenizer are the high energy consumption at such high speed rotation and

low flexibility on the design parameters in comparison with low-pressure cavitation reactors

(e.g. Venturi tubes or orifice).

Low-pressure hydrodynamic cavitation reactor (e.g CavTube) is the most efficient cav-

itating devices in creating cavitational intensity conditions [14]. The applications of low-

pressure hydrodynamic cavitation reactor can be observed in many industrial fields, such as

wastewater treatment [15], biotechnology [16], chemical synthesis [3], and mineral process-

ing [17]. To date, intense studies have focused on low-pressure hydrodynamic cavitation

reactors since they can provide high flexibility on operating (regulation of temperature,

inlet pressure and flow rate) and geometric conditions (setting of holes on the orifice). The

maximum cavitational intensity can be achieved with minimum energy consumption in this

type reactor for varied requirements and applications [13].

The low-pressure hydrodynamic cavitation reactor has different constructions, such as

single- or multiple-holes orifice (see Fig.1.3) or Venturi tubes (see Fig. 1.4). The cavitation
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Figure 1.3: Schematic diagram of the single and multuple-hole orifices. adapted from[14].
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Figure 1.4: Schematic diagram of the cavitating venturi tube, adapted from [14].

in a Venturi tube is generally stable due to geometrical configurations while that in a orifice

(single/multiple) is transient in nature [14]. The three main compositions of a venturi are

convergent section, throat section, and divergent section as shown in Fig.1.4. When the

liquid pressure in the throat of the venturi is lower than the vapor pressure, a quick phase

transition from liquid to vapor occurs. Some important geometrical parameters such as the

throat area, throat height/diameter to length ratio, convergent and divergent angles play a

significant role in the design of a venturi-based reactor since these parameters greatly affect

the cavitational activities (e.g. cavitational population, magnitude of the collapse pressure,

and residence time of the cavity in low pressure field) [14]. In comparison with other low-

pressure hydrodynamic cavitation reactors (e.g. single-hole or multiple-holes orifice), the
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cavitation bubble can reach a maximum size before their collapse in the Venturi tube since

the smooth divergent section restricts the dramatic pressure recovery and affords more time

for a bubble to stay in a low pressure field [18]. The stable and large number of cavitation

bubbles generated in the Venturi tube is advantageous for the applications that needs

longer cavitational exposure time, such as mineral extraction and wastewater treatment.

Therefore, Venturi-based hydrodynamic cavitation reactor is the main cavitating device

investigated in this study.

1.2 State of the art in modeling

Analysis of different types of hydrodynamic cavitation technologies in industry shows that

even though great advances of cavitation application have been achieved in each field, the

performance is still far from the optimum. Parallel to the continuing effort to obtain better

experimental result, there is an increasing demand for CFD models to reduce experimental

blind testing and accurately describe and predict the hydrodynamic cavitation phenomena

in the cavitation reactors. An ideal cavitation model consisting of various physical models

requires special modeling strategies. These modeling strategies are usually built based on

empirical hypothesis for multiphase environment. It is very challenging to build such ideal

model since cavitating flows are highly dynamic with a complex interaction with two-phase

or four-phase structures. In addition, large density changes associated with phase change.

For example, the ratio of liquid water density to vapor water density ( ρlρv ) is over 40000 at

room temperate [19]. Moreover, the existence of the turbulence with a complex interaction

with multiphase structures significantly affect cavitation flows in different designed Venturi

tubes. Nevertheless, considerable numerical studies have been devoted to understanding

and developing hydrodynamic cavitation over the decades.

In the study of two-phase cavitating flows, many scholars−such as Barre et al. [20],

Goncalves et al. [21], Charriere et al. [22], Zhang et al. [23], and Zhao et al. [24]−have

made significant contributions, completing numerical studies in Venturi tubes by varying

the geometrical parameters (e.g. throat diameter, throat length, and convergent angle),

model parameters (e.g. multiphase model, turbulence model, and cavitation model), and

operation conditions (e.g. upstream flow rate, temperature, pressure drop). Although

different aspects of two-phase cavitating flows have been studied, the effect of convergent

angle and the difference between lab-scale and large-scale Venturi tubes have not been

investigated in details. Bashir et al. [25] conducted CFD analyses of different Venturi

tubes such as circular, slit, and elliptical Venturis, at different ratios of throat diameter

to throat length (1:0.5, 1:1, 1:2, and 1:3) and divergent angle (5.5◦, 6.5◦, 7.5◦, and 8.5◦).

k − ε was applied to model fluid turbulence in both 2D and 3D domains. The optimum

5



divergent angle and ratio of throat diameter to throat length were found to be 5.5◦ and

1:1 for all the Venturi tubes considered. Simpson et al. [26] used a 2D k-ω SST turbulence

model to investigate the influences of geometrical parameters, such as the ratio of the

throat section length to diameter and divergent angle, and operating conditions, such as

flow rate and pressure drop on the inception and extent of cavitation in Venturi tubes. The

numerical results indicate that the optimum configuration exits with a low divergent angle

(7.5◦) and the ratio of the throat section length to diameter of 1:1. Kumar and Moholka

[27] proposed a conceptual design for a novel hydrodynamic cavitation reactor that uses a

converging-diverging nozzle with a gas sparger to generate cavitational bubbles. Based on

the simulation results, they found that increasing the upstream pressure (from 1 to 1.5 atm)

and the nozzle length (from 3 to 6 inches) and decreasing the initial bubble size (from 200

to 100 µm) is a means of intensifying the sonochemical effects (bubble size, temperature

and pressure peaks reached in the bubble at the first compression). They also found that an

argon bubble can produce greater sonochemical effects in comparison with an air bubble.

Jin et al. [28] performed a 2D CFD simulations using a k − ε turbulence model to study

the effect of heat transfer in a Venturi tube. The simulation and experimental results were

relatively close by considering the thermal phase change model. They concluded that the

release of latent heat from the cavitation phenomenon lead to a temperature drop in the

vapor phase. Margot et al. [29] used seven different 3D turbulence models (k − ε/ low

Re/ hybrid, k − ε/ high Re/ standard, k − ε Re-Normalisation Group (RNG)/ standard,

k − ω shear stress transport (SST) and standard/ high and low Re/hybrid and standard)

to study the cavitation flow within a throttle channel at different operation conditions.

The results show that the vapor volume fraction decreases as the liquid viscosity increases.

The k− ε/ low Re/ hybrid model provides a better agreement against experiment data as

compared to other models.

In the study of four-phase cavitating flows, the addition of solid particles into Venturi

tubes have been the subject of a number of recent experimental studies. Gu et al. [30],

Medrano et al. [31], Dunn et al. [32], and Li [33] each presents a clear description of

positive outcome of solid particles on the cavitation inception and growth in different

hydrodynamic cavitation reactors. However, only the experimental studies of four-phase

cavitating flows have been carried out, the numerical simulation of cavitating particulate

flows with different particle shapes, size, and concentrations has not been conducted in

Venturi tubes. Gregorc et al. [34] performed experimental and three-dimensional (3D)

CFD simulations using an Eulerian-Eulerian model to investigate how solid particles affect

the turbulent cavitation flow over a hydrofoil. The author showed that the magnitude

of torque increases with the presence of solid particles in the fluid. As the solid mass

fraction rises from 0.001 to 0.0032, the vapor volume fraction increases significantly on the
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surface of the hydrofoil. Kabeel and Abdelgaied [35] studied the influences of the alumina

nano-particles (AL2O3) on cavitation behaviors in the orifice using a two-dimensional (2D)

mixture model. The vapor volume fraction rises to a maximum value of 0.17 as the solid

volume fraction increases from 0 to 0.1. Chen et al. [36] used a 3D mixture model to

analyze how nanoparticles influence the turbulent cavitation flow in the pipe. The results

show that higher nanoparticle concentrations and a larger nanoparticle size increase the

cavitation zone with a lower inlet pressure (0.4 MPa), while the effects of the nanoparticle

concentration and diameter are limited for the higher inlet pressures (0.6 and 1.0 MPa).

The vapor volume fraction increases significantly as the particle size increases from 13

nm to 80 nm at a lower operating temperature (25 ◦C), while the effect of particle size

on cavitation is limited under a higher operating temperature (40 ◦C). Li et al. [37] used

molecular dynamic simulations to investigate the inception of cavitation in water with solid

nanoparticles. They observed that the presence of the nanoparticles reduces the number

and energy of the hydrogen bond network in the water. The results show that polyethylene

particles can generate more vapor bubbles in the water as compared to SiO2 particles.

Pendar et al. [38] used a 3D Large Eddy Simulation (LES) to investigate the wall-bounded

flow characteristics of sphere cavitation over a wide range of cavitation numbers (0.36 to

1). The numerical results indicated that the vortical region behind the sphere grows as the

cavitation number rises from 0.4 to 1 because of the presence of the vortical flow inside the

cavity. It was found that the formation of a re-entrant jet appears at a cavitation number

of 0.9, and the thickness of the re-entrant jet decreases as the cavity length increases.

1.3 Review of current cavitation models in ANSYS Fluent

Treatment of hydrodynamic cavitation is the crucial component of numerical prediction of

cavitation in Venturi tubes. In the last few decades, several computational fluid dynamics

(CFD) methods for analyzing cavitation phenomenon have been developed and imple-

mented in commercial CFD software, e.g. ANSYS FLUENT [39, 40, 41], STAR-CCM+

[42, 43, 44] and open-source CFD software, e.g. OPEN Foam [45, 38, 46]. One of the

methods used in the current commercial CFD software is the homogeneous fluid approach

based on the vapor transport equation model. In the homogeneous fluid approach, the

continuity and momentum equations for the mixture and an additional transport equation

for the vapor volume fraction are solved. It is commonly assumed in the vapor transport

model that the flow is isothermal and liquid and vapor phases is incompressible [47]. The

mass transfer model is required a source term to evaluate the phase change between liquid
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and vapor (evaporation and condensation) as indicated in the right hand side of Eq. 1.2:

∂

∂t
(αvρv) +∇ · (αvρv~vv) = Re −Rc (1.2)

where αv, ρv, and ~vv are the volume fraction, density, and velocity of the vapor phase,

respectively. The mass source terms, Re and Rc, are derived from a reduced form of

Rayleigh-Plesset equation describing the growth of a single vapor bubble in a liquid.

Under the condition of zero velocity slip between the liquid and vapor phases, the

generalized Rayleigh-Plesset equation is expressed as [2]:

PB − P∞
ρl

= RB
d2RB

dt2
+

3

2
(
dRB

dt
)2 +

4νl
RB

dRB

dt
+

2S

ρlRB
(1.3)

where PB and P∞ are bubble pressure and local far-field pressure, respectively. RB

is the bubble radius, νl is the liquid dynamic viscosity, σ is the surface tension coefficient

between the liquid phase and vapor phase.

Since in most multiphase flow cases the inertial forces plays a dominant role in compar-

ison with the viscous effect and the surface tension force, the generalized Rayleigh-Plesset

equation is further simplified to:

dRB

dt
= ±

√

2

3

|PB − P∞|
ρl

(1.4)

This simplified form of the Rayleigh-Plesset equation has been used to develop the

cavitation models in most of the commercial CFD softwares. In ANSYS Fluent, the three

most popular cavitation models are: Singhal et al. model [19], Schnerr-Sauer et al. model

[48], and Zwart et al. model [49]. These models are based on the same vapor transport

equation and the same bubble dynamics considerations but differ by the expression of the

mass change rate, Re and Rc. To improve the model accuracy, some empirical calibration

coefficients and other parameters such as the non-condensable gas fraction in Singhal et al.

model, the vapor bubble radius in Zwart et al. model and the number of spherical bubbles

per volume of liquid in Schnerr-Sauer et al. model are implemented in each model.

The Singhal et al. model is known as the full-cavitation model. In this model, many

factors that affect the cavitation process such as the phase change, bubble dynamics, local

turbulent pressure fluctuations and non-condensable gas are considered.

In particular, for Singhal et al. model, the vaporization and condensation mass transfer

rates are expressed as:
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if PV ≥ P∞,

Re = Fvap
max(1.0,

√
k)(1− fv − fg)

σ
ρlρv

√

2(Pv − P∞)

3ρl
(1.5)

and if PV ≤ P∞,

Rc = Fcond
max(1.0,

√
k)fv

σ
ρlρv

√

2(P∞ − Pv)

3ρl
(1.6)

The symbols in the above expressions are defined as follows: Fvap=0.02 and Fcond=0.01

are two empirical calibration coefficients for evaporation and condensation, respectively. fv

and fg are vapor mass fraction and non-condensable gas mass fraction, respectively. The

value of non-condensable gas mass fraction is considered as 1.5×10−5, which is the default

value set in ANSYS Fluent.

The Zwart et al. model assumes that the vapor bubbles are all in the same size. In this

model, the bubble density number and the mass change rate of a single bubble are used to

determine the total interphase mass transfer rate. The bubble number density is defined

as the number of spherical bubbles per volume of liquid.

For Zwart et al. model, the vaporization and condensation mass transfer rates are

expressed as:

if PV ≥ P∞,

Re = Fvap
3αnuc(1− αv)ρv

RB

√

2(Pv − P∞)

3ρl
(1.7)

and if PV ≤ P∞,

Rc = Fcond
3αvρv
RB

√

2(P∞ − Pv)

3ρl
(1.8)

The symbols in the above expressions are defined as follows: Fvap=50 and Fcond=0.001

are two empirical calibration coefficients for evaporation and condensation, respectively;

RB=5 × 10−6 is the default bubble radius; αnuc=5 × 10−4 is the default nucleation site

volume fraction.

The Schnerr-Sauer et al. model follows a similar approach as the Singhal et al. model

to derive the expression of interphase mass transfer rate from liquid to vapor. In this

model, the bubble density number is consider to be constant.

For Schnerr-Sauer et al. model, the vaporization and condensation mass transfer rates

are expressed as:
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if PV ≥ P∞,

Re =
ρvρl
ρ

αv(1− αv)
3

RB

√

2(Pv − P∞)

3ρl
(1.9)

and if PV ≤ P∞,

Rc =
ρvρl
ρ

αv(1− αv)
3

RB

√

2(P∞ − Pv)

3ρl
(1.10)

where the vapor volume fraction is defined as:

αv =
n4
3πR

3
B

1 + n4
3πR

3
B

(1.11)

and bubble radius is defined as:

RB = (
αv

1− αv

3

4πn
)
1

3 (1.12)

The Schnerr-Saue et al. model and Zwart et al. model are more stable with faster

convergence in comparison with Singhal et al. model. In addition, both cavitation models

are compatible with the mixture and Eulerian multiphase model, while Singhal et al. model

can only be applied in the mixture model. The main limit of the Schnerr-Saue and Zwart

et al. models is that the consideration of non-condensable gas is not taken into account.

1.4 Main objectives and thesis outlines

As our review of the literature shows, although a few scholars have focused on the experi-

mental investigations of four-phase (liquid-solid-vapor-air) flows and numerical treatments

of two-phase (liquid-vapor) flows in cavitating Venturi tubes from different aspects, there

are almost no studies carrying out a detailed CFD investigation of four-phase cavitating

flows. Therefore, the main objective of this work is to develop an appropriate four-phase

Eulerian-Eulerian−based model for multiphase cavitating flows in a Venturi tube. The

second objective is to study how the geometrical parameters affect the cavitation perfor-

mance and how scale-up affects cavitation phenomena in the two-phase cavitating flows.

The third objective is to investigate numerically the occurrence of cavitation past micro-

sized particles moving in water. Additionally, effects of the particle shape, the surface

roughnesses and the surface temperature are studied numerically. The fourth objective

is to study numerically the mixing characteristics of two miscible water flows with high

viscosity difference in a cavitating Venturi tube. In this work, the performance of lab-
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scale Venturi tube is investigated experimentally and numerically. Lab-scale experiments

were carried out to validate the simulation results. The commercial CFD software ANSYS

FLUENT 16.2 [50] is employed in this study.

To realize all the objectives that have been set in the previous paragraph the thesis is

divided into 6 chapters to accomplish each of these objectives. Chapter 2 to Chapter 5

contain the papers that have been either published or submitted. The detailed content in

each chapter is introduced below:

Chapter 1 provides a brief introduction about the existing technologies in hydrody-

namic cavitation. The literature review of CFD study towards multiphase cavitating flows

in Venturi tubes is described there. Then, a short description of cavitation models used in

commercial CFD software ANSYS FLUENT 16.2 is present. This chapter ends with the

main objectives and the structure of the thesis.

Chapter 2 presents the experimental and numerical study of two-phase cavitation

flows in Venturi tubes. The influence of the convergent angle of cavitating Venturi tubes on

flow characteristics and generation of cavitation is studied experimentally and numerically.

The effect of scale−ratio on cavitational activities is investigated numerically. Finally,

an empirical model enabling of cavitation to be predicted in Venturi tubes is established

employing regression analysis based on CFD results.

Chapter 3 contains the experimental and numerical study of cavitating particulate

flows in a venturi tube. A new global model of four-phase cavitating flows is developed

based on this simple engineering approach, and validated against the experimental mea-

surements. The influence of solid mass concentrations on the flow characteristics and the

generation of cavitation at different inlet flow velocities is investigated experimentally and

numerically.

Chapter 4 presents work done on the modeling of cavitating flows past a micro-sized

particle. The influence of the particle shape, the surface roughness, the number of particles,

and the surface temperature on flow characteristics and cavitation behaviors were studied.

Additionally, a CFD-based empirical mathematical model for the particle size is proposed

to accurately estimate the inception of cavitation for particles with various particle sizes.

Chapter 5 describes the modeling of mixing behaviors of two miscible turbulent water

flows with high viscosity difference in a Venturi tube. The RANS and LES turbulence

models were compared and evaluated to accurately predict the cavitation and mixing be-

haviors.

Chapter 6 gives a summary of the conclusions of Chapter 2 to Chapter 5. This is

followed by a list of recommendations for future progress on this work.
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Chapter 2

Experimental and Numerical

Study of Cavitation Flows in

Venturi Tubes: From CFD to an

Empirical Model1

2.1 Introduction

Cavitation, by definition, is the process by which vapor bubbles forming and growing in a

liquid when the local static pressure falls below the vapor pressure at a constant ambient

temperate [2, 3].It is one of the most effective process that having been widely adopted in

various industrial applications ranging from wastewater treatment [4], chemical synthesis

and food processing to mineral processing [5]. In the specific case of applications in mineral

processing, a Venturi tube is of great significance for improving fine particle flotation

efficiency. Flotation is a primary used mineral extraction process in which bubbles of air

attach on the intended minerals for separation from the solid particles with varied surface

wettabilities [6, 7]. Due to the difference of densities, the intended minerals (hydrophobic)

agglomerate on the top surface and then be collected for the next purification process,

while the rest of particles (hydrophilic) settle down on the bottom and then be discharged.

Flotation efficiency significantly depends on the particle size. A high flotation efficiency is

limited to the minerals size in the range between 10 µm to 100 µm [8]. The recovery rate

decreases significantly for particles smaller than 20 µm [9]. The low possibility of particle-

1The content of this chapter is an extended version of: Hongbo Shi, Mingda Li, Petr Nikrityuk, and
Qingxia Liu. Experimental and numerical study of cavitation flows in venturi tubes: from cfd to an empirical
model. Chemical Engineering Science, Vol. 207 pp.672–687, 2019.
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Figure 2.1: Schematic view of flotation column used in mineral processing (adapted from
[1]) - (a), scheme of cavitation tube - (b).

bubble collisions contributed by the low mass and kinetic energy is responsible for the

inefficient fine particles recovery [9]. For this reason, hydrodynamic cavitation provides a

practical method for efficient fine particle flotation as a result of increasing particle-bubble

collision and attachment probability and decreasing detachment probability. The main

advantages of using cavitation in flotation technologies are both the production of micron-

and nano-sized vapor bubbles [10], which are advantageous for particle aggregation, and

more effective collision of solid hydrophobic particles with air and vapor bubbles generated

by cavitation. Fig. 2.1a shows a schematic drawing of a flotation column and the role of

cavitational bubbles generated from a Venturi tube. It can be seen that a Venturi tube

is composed of a convergent section, throat section, and divergent section, see Fig. 2.1b.
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When the pressure in the throat of the Venturi is lower than the vapor pressure as the

fluid flows through the throat section, a quick phase transition from liquid to vapor occurs.

Tiny bubbles generated by the cavitating Venturi tube coat the surface of hydrophobic

particles and act as a bridge, producing an attractive force between the hydrophobic particle

and the flotation size bubble [11, 12]. This attractive force enhances the fine particle

aggregation, increasing their flotation efficiency [5]. Thus, improving the efficiency of a

cavitating Venturi tube, thereby enhancing the flotation performance of fine particles, has

long been a goal in the minerals industry [13].

The efficiency of the cavitating Venturi tube is mainly dependent on the cavitation

phenomenon and its interaction with turbulent flow, which in turn depends on the geometry

of the Venturi tube [14, 15, 16]. Some important geometrical parameters such as the throat

length, the throat diameter or the convergent and divergent angles play a significant role in

the design of a Venturi tube, since these parameters greatly affect the cavitational inception

and yield in Venturi tubes.

With the continuous improvement of various cavitation models based on computational

fluid dynamics (CFD) and their implementation in commercial CFD software, e.g. ANSYS

Fluent [17, 18] and open-source CFD software, e.g. OPEN Foam [19], noticeable numerical

works have been published focusing on the influences of Venturi tube geometric parame-

ters and operational conditions on cavitation flows in different Venturi tubes. For example,

Ashrafizadeh et al. [15] used a two-dimensional (2D) K-Epsilon (k-ε) turbulence model to

investigate the influences of geometrical parameters such as the throat diameter, throat

length and divergent angle on the critical pressure ratio and cavitation region. The numer-

ical results indicate that the cavitating region and critical pressure ratio decrease as the

throat diameter is reduced from 1.5 mm to 0.7 mm. The critical pressure ratio increases

as the divergent angle decreases from 15 to 5◦, and decreases as the throat length rises

from 1 to 2.5 mm. Zhang et al. [16] carried out three-dimensional (3D) CFD simulations

using a k − ε standard turbulence model to analyze the effects of the divergent angle, the

contraction ratio (d/D), and the ratio of the throat section length to diameter (L/d) on

the fluid flow and pressure distribution in the Venturi tube. The numerical results show

that the vacuum pressure (the pressure difference between minimum pressure and atmo-

sphere) and mass flux increase by 19 KPa and 0.03 kg/s respectively as the contraction

ratio increases from 0.2 to 0.8. On the other hand, as the ratio of the throat section length

to diameter increases from 1 to 7, the vacuum pressure and mass flux decrease by 2 KPa

and 0.0002 kg/s, respectively. In addition, both the vacuum pressure and the mass flux

drop 12 KPa and 12 kg/s as the divergent angle ascends from 15◦ to 60◦. Zhao et al. [20]

performed 2D CFD simulations using a K-Omega (k − ω) turbulence model to study the

effect of divergent angle on bubble breakup in Venturi tubes. The author showed that
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vortex region increases and bubble breakup positions are brought forward as the increase

in the divergent angle from 5◦ to 12.5◦. Bashir et al. [14] conducted CFD analyses of

different Venturi tubes such as circular, slit, and elliptical Venturis, at different ratios of

throat diameter to throat length (1:0.5, 1:1, 1:2, and 1:3) and divergent angle (5.5◦, 6.5◦,

7.5◦, and 8.5◦). k − ε was applied to model fluid turbulence in both 2D and 3D domains.

The optimum divergent angle and ratio of throat diameter to throat length were found to

be 5.5◦ and 1:1 for all the Venturi tubes considered.

Margot et al. [21] used seven different 3D turbulence models (k − ε/ low Re/ hybrid,

k − ε/ high Re/ standard, k − ε Re-Normalisation Group (RNG)/ standard, k − ω shear

stress transport (SST) and standard/ high and low Re/ hybrid and standard) to study

the cavitation flow within a throttle channel at different operation conditions. The results

show that the void volume fraction decreases as the liquid viscosity increases. The k − ε/

low Re/ hybrid model provides a better agreement against experiment data as compared

to other models. It was shown that the total pressure distribution predicted numerically

is lower than the experimental data due to the pressure loss at the entrance.

Srinivasan et al. [22] developed a novel modeling approach (Volume-of-Fluid-Cavitation-

Induced-Momentum-Defect) capable of simultaneously predicting the cavitation activities

of liquid-vapor phases and the break-up dynamics of liquid-gas phases within the internal

and exterior regions of the nozzle, in conjunction with the RNG k − ε turbulence model.

The simulation results showed reasonable fit on the velocity profile against experimental

data published in the literature. The cavitation cluster length is reduced as Reynolds num-

ber decreases from 70000 to 58000. In addition, the stretching or diffusion effects of the

cluster in the downstream region decreased as the cavitation number increases from 0.65

to 0.94.

Kumar and Moholka [23] proposed a conceptual design for a novel hydrodynamic cavi-

tation reactor that uses a converging-diverging nozzle with a gas sparger to generate cavi-

tational bubbles. Based on the simulation results, they found that increasing the upstream

pressure (from 1 to 1.5 atm) and the nozzle length (from 3 to 6 inches) and decreasing the

initial bubble size (from 200 to 100 µm) is a means of intensifying the sonochemical effects

(bubble size, temperature and pressure peaks reached in the bubble at the first compres-

sion). They also found that an argon bubble can produce greater sonochemical effects in

comparison with an air bubble.

The analysis of various works on the cavitating Venturi tube shows that the existing

CFD models [22, 18] and CFD studies[17, 14, 15, 16] have largely been used to investigate

the effect of some critical geometric parameters, including the divergent angle, the ratio of

the throat section length to diameter, and the contraction ratio, on Venturi performances.

However, little attention paid to the effect of the convergent angle in the cavitating Venturi
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tube. Additionally, the difference between lab-scale and large-scale Venturi tubes has not

been investigated in details. Therefore, the main objective of this work is to study how

the convergent angle affects the cavitation performance and to produce a numerical study

of how scale-up affects cavitation phenomena. In this work the performance of lab-scale

Venturi tube was investigated experimentally and numerically. Lab-scale experiments were

carried out to validate the simulation results. The commercial CFD software ANSYS

Fluent 16.2 [24] was employed in this study. The paper is organized as follows. Section 2.2

presents a description of the experiments. The details of the computational model are given

in Section 2.3. Section 2.4 outlines the results of the present study. Finally, conclusions

are drawn in Section 2.5.

2.2 Experimental setup

The experimental system is schematically illustrated in Fig. 2.2. The setup consists in a

computer, an oscilloscope, a pressure transducer, a flow meter, a pump, a water tank and a

cavitating Venturi tube. The whole system is a closed-loop system. The peristaltic pump

(Masterflex I/P Easy-Load, Germany) can deliver the tap water flow from 0 to 10 LPM.

Computer
Oscilloscope

Flow Meter Venturi Tube

Water TankPump

Transducer
Pressure

(a)

(b) (c)

Figure 2.2: Experimental setup: (a) - schematic diagram, (b) - cavitating Venturi tube
test section, (c) - cavitating Venturi tube of Design−1.
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For the measurements, a pressure transducer (Transducers Direct TDH40, USA) with

an accuracy of ± 0.4% FS records information on the inlet pressure, Pin and sends it to

an oscilloscope (Rigol DS1054Z, USA) in a voltage signal via a coaxial wire connection.

The straight distance between the pump and the pressure transducer is 0.9 m and the

distance between the pressure transducer and the inlet of Venturi tube is 0.7 m. The

outlet pressure, P∞ remains constant and is equal to the atmospheric pressure. The flow

rate, Q is monitored using the flow meter (Omega FLR 1001, USA) with an accuracy of

± 3% FS. The flow meter consists in a turbine wheel which can rotate at different rates in

response to the liquid flow. Infrared light energy is emitted to the turbine wheel, and then

reflected and absorbed by the black and white spokes, evenly spread over on the surface

of the turbine wheel. The light sensor generates the electrical pulses that reflect the liquid

flow rate. Simultaneously, the electrical pulses are displayed on the oscilloscope through

the connection.

Two Venturi tubes, Design−1 and Design−2 were designed using computer-aided design

(CAD) software and manufactured by the Formlabs Form 2 Printer equipped with Stere-

olithography (SLA) technology. Fig. 2.2a and Fig. 2.2b respectively show a photographs

of the cavitating Venturi tube test section and of the Venturi tubes used in this study. The

schematic drawing of the tested Venturi tubes and their specifications are shown in Fig.

2.3 and Table 2.1, respectively.
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Figure 2.3: Schematic diagram of the Venturi tubes used in the experiments: (a) - Design−1
and (b) - Design−2.
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Design D(mm) d(mm) L1(mm) L2(mm) L3(mm) L4(mm) L5(mm) α(◦) β(◦)
1 12.7 3.18 6 14 20 54 6 19 5
2 12.7 3.18 15 5 20 54 6 45 5

Table 2.1: Specifications of cavitating Venturi tubes.

2.3 Computational model

For the multiphase flow solutions, the single-fluid mixture model (available in the commer-

cial CFD software ANSYS-Fluent [24]) is employed to simulate cavitating two-phase flows

(water-vapor) in this study. The mixture model is capable to predict cavitation phenomena

in water flows by solving a set of transport equations governing the mixture continuity, mo-

mentum, energy and the disperse phase for the volume fraction equation [24]. The mixture

model assumes that the velocities, temperature and densities of both the liquid phase and

the vapor phase are the same at every position in the two-phase fluid field. The steady

Reynolds-averaged Navier-Stokes (RANS) solver is used to solve the two-phase flows with

turbulence effect. Both the liquid and vapor phases are modeled using the standard k-ω

turbulence model with a standard wall function, which can provide more accurate solutions

in the near wall boundary regions. The k-ω turbulence model is evaluated based on the

Boussinesq hypothesis and involves transport equations for the turbulent kinetic energy,

k, and the specific dissipation rate, ω. The Schnerr-Sauer cavitation model [25] is used to

calculate the phase transition between the water-liquid phase and the vapor phase. This

model derived on the assumption of isothermal, incompressible, and zero-slip velocity be-

tween the liquid phase and vapor phase [24]. Positive mass transfer from the liquid phase

to the vapor phase is considered in this model. The Rayleigh-Plesset equation is applied

to this model to describe the expansion of a single cavitation bubble in the liquid. The

number of spherical bubbles per volume of liquid is the only parameter which needs be

determined; it is assumed to be 1013 in this study since extensive works suggest that the

value of 1013 is the optimal value, e.g. see works [26, 27, 28]. It should be noted that, the

effect of non-condensable gas is not accounted for in the Schnerr-Sauer model. Thus, in

numerical simulations, only the effect of vapor-driven cavitation was considered and the

effect of dissolved gas-caused cavitation was not included in the model since we assumed

that the dissolved gas has little effect on the cavitation phenomenon.

In all simulations, the saturation vapor pressure, PV remained constant and equal to

2338 Pa (20◦C). The saturation vapor pressure is calculated based on the Antoine equation

[29]:

LogPV = A− B

T + C
(2.1)
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where PV is the absolute vapor pressure of the water, T is the temperature of the water.

A, B, and C are substance-specific coefficients. When 1oC ≤T<100oC, the value of A, B,

and C are 8.07131, 1730.63, and 233.426, respectively. The governing equations for the

entire system are presented in Table 2.2. It should be mentioned that the dissolved gas effect

is assumed to have a minor effect on vaporous cavitation. However, vapor-driven cavitation

and gas-caused cavitation are different physical processes and it is difficult to split them in

experiments. To take into account the dissolved gas effect on the final cavitation, we refer

to the work [18].

As the inlet boundary condition, a specified total pressure in the range between 102000

to 400000 Pa is set. In particular, in this range, we observed the trend of pressure drop

as a function of inlet velocity. The outlet boundary condition is the static pressure outlet,

with a constant value of 101325 Pa. The boundary conditions for turbulence are specified

as having a uniform value: 10% for the turbulence intensity and 10 for the turbulence

viscosity ratio. The no-slip boundary condition is applied at walls.

The simulation was performed using the commercial CFD software ANSYS FLUENT

16.2. The 2D axisymmetric computational geometry is discretized with block-structured

(hexahedral) meshes using a finite-volume method with 310000 (Design−1) and 316000

(Design−2) computational cells (see Fig. 2.4).

(a)

(b)

Figure 2.4: The computational structured mesh (Grid−2) for Design−1: (a) - full view (b)
- zoom view.

The pressure-velocity-based coupled scheme [24] was used to solve the mass and mo-

mentum conservation equations corresponding to the behavior of the cavitating flow in the

mixture model. To fulfil the coupling algorithms, implicit discretizations of both the pres-
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sure gradient terms and the face mass flux were included in the equation. The Quadratic

Upwind Interpolation for Convection Kinematics (QUICK) scheme [24] was used to dis-

cretize convective terms in the transport equation for the volume fraction of vapor. Due

to the change of geometry, the flow field is expected to have a steep pressure gradient at

the cell face. The pressure from the cell to face values was therefore calculated using the

PREssure STaggering Option (PRESTO) scheme. The second−order upwind scheme is

utilized to discretize the convection terms in the momentum equations and in the RANS

model. All CFD simulations are performed based on steady-state conditions. Table 2.3

contains a summary of the simulation cases. The details of the models and schemes used

in the numerical simulation of cavitating Venturi tubes are given in Table 2.4.

Name Model/ Scheme Name

Multiphase Flow Mixture [24]
Viscous Model RANS-k-ω model [24]
Cavitation Model Schnerr-Sauer [25]
Pressure-Velocity Coupling Coupled Scheme [24]
Spatial Discretization-Gradient Least Squares Cell Based [24]
Spatial Discretization-Pressure PRESTO! [24]
Spatial Discretization-Momentum 2nd−Order Upwind [24]
Spatial Discretization-Volume Fraction QUICK [30]
Spatial Discretization-Turbulence k-ω 2nd−Order Upwind [24]

Table 2.4: List of different models and schemes used in mixture model for modeling two-
phase cavitating flows.
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Continuity equation ∂
∂t (ρm) +∇ · (ρm~vm) = 0

~vm =
∑n

q=1
αqρq~vq

ρm

ρm =
∑n

q=1 αqρq
Momentum equation ∂

∂t (ρm~vm) +∇ · (ρm~vm~vm) =

−∇P +∇ · [µm(∇~vm +∇~vTm)] + ρm~g + ~F +∇ · (
∑n

q=1 αqρq~vdr,q~vdr,q)

µm =
∑n

q=1 αqµq

Volume fraction equation for the vapor phase ∂
∂t(αvρv) +∇ · (αvρv ~vm) = Re −Rc

Schnerr and Sauer cavitation equations When PV ≥ P∞, Re =
ρvρl
ρm

αv(1− αv)
3

RB
(23

PV −P∞

ρl
)0.5

When PV ≤ P∞, Rc =
ρvρl
ρm

αv(1− αv)
3

RB
(23

P∞−PV

ρl
)0.5

αv =
nb

4

3
πR3

B

1+nb
4

3
πR3

B

, RB = ( αv

1−αv

3
4πn)

1

3 , n = 1013

Standard k-ω turbulence model ∂k
∂t + uj

∂k
∂xj

= τij
∂ui

∂xj
− β∗

wkω + ∂
∂xj

[(v + σ∗
wvt)

∂k
∂xj

]
∂ω
∂t + uj

∂ω
∂xj

= αw
ω
k τij

∂ui

∂xj
− βwω

2 + ∂
∂xj

[(v + σwvt)
∂ω
∂xj

]

αw = 5
9 , βw = 3

40 , β
∗
w = 9

100 , σw = σ∗
w = 1

2
τij = 2vtSij , Sij =

1
2(ui,j + uj,i)

Table 2.2: Mixture model equations available by ANSYS FLUENT 16.2 which were used to model the two-phase cavitating flows
from[24].

No. Design No. of cells D(mm) d(mm) L1(mm) L2(mm) L3(mm) L4(mm) L5(mm) α (◦) β (◦)
1 1 77500 12.7 3.18 6 14 20 54 56 19 5
2 1 310000 12.7 3.18 6 14 20 54 56 19 5
3 1 1240000 12.7 3.18 6 14 20 54 56 19 5
4 2 316000 12.7 3.18 15 5 20 54 56 45 5
5 1 310000 79.9 20 37.7 88 125 340 352 19 5
6 1 310000 159.8 40 75.4 176 250 680 704 19 5
7 3 358000 12.7 3.18 19.44 0.56 20 54 56 85 5
8 4 434000 12.7 3.18 0 20 20 100 50 90 2.5
9 5 664000 12.7 3.18 0 20 20 110 0 90 2.5
10 6 508000 12.7 3.18 0 20 20 31 79 90 90&5
11 7 476000 12.7 3.18 6 14 20 31 79 19 90&5

Table 2.3: Parameters and mesh resolutions of simulation cases performed in this study. Geometrical parameters - D: diameter
of tube; d: diameter of throat section; L1−5: length of inlet section, convergent section, throat section, divergent section, and
outlet section; α: convergent angle; β: divergent angle.
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2.4 Results

To analyse the results, we use the cavitation number, σ, which is one of the special dimen-

sionless parameters in the Venturi tube used to evaluate the potential for the cavitation.

It is defined as the ratio of the pressure drop between the throat and downstream section

of the cavitating device to the kinetic head at the throat. The formula of the cavitation

number is given as [3]:

σ =
P∞ − PV (T∞)

1
2ρlU

2
th

(2.2)

where P∞ is the fully recovered downstream pressure, PV is the vapor pressure of the

liquid at the reference temperature (T∞), ρl is the density of the liquid, and Uth is the flow

velocity at the throat of the Venturi tube. As the cavitation number reduces, the throat

velocity increases, and the cavity generated in the throat section becomes large.

The velocity was measured upstream leading to the definition of pressure loss coefficient,

K:

K =
(∆P )static

1
2ρlU

2
in

(2.3)

where ∆P is the static pressure drop between the upstream and downstream pres-

sures and Uin is the inlet velocity. The pressure loss coefficient is used to determine the

energy consumption. A higher value of pressure loss coefficient leads to a higher energy

consumption.

The inlet velocity can be expressed as:

Uin =
D2

in

d2
Uth = 16Uth =

64Qin

πd2
(2.4)

where Qin is the inlet flow rate, Din is the inlet pipe diameter, and d is the throat

diameter.

The inlet Reynolds number, Rein measures viscous effects in all Navies-Stokes solutions.

The formula of the inlet Reynolds number is given as [3]:

Rein =
ρlUinDin

µl
(2.5)

where µl is the dynamic viscosity of the liquid. The density ρl and inlet velocity Uin

are defined in the same way as in Equations 2.2 and 2.3. A higher value of inlet Reynolds

number indicates that the inertial force is more dominant than the viscous force in the

upstream of the Venturi tube.

Overall, six different simulations were performed in the simulation conditions outlined

in Table 2.3. To gain a general understanding of the accuracy of numerical predictions of
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cavitation yield, the standard deviations of the simulations were estimated based on the

follow equation [31]:

σest% =

√

∑

(Ysimulation − Yexperiment)2

N
· 100 (2.6)

where σest is the standard deviation of the estimate and Yexperiment and Ysimulation

are the experimental and predicted points of the inlet velocity, respectively. The predicted

inlet velocity is calculated based on the mass-weighted average velocity at the inlet surface.

The standard deviation provides a reliable means of measuring deviation as compared to

other functions (e.g. weight standard deviation) since this method comes from Linear Least

Squares Regression, as used in curve fitting [32].

2.4.1 Grid independence study

Before studying the effect of geometric parameters on the cavitating flow, in this section

the influence of the grid resolution was studied to define an appropriate grid size for the

simulations. The investigation was performed in Design−1 using three sets of grids with

77500 cells (Grid−1), 310000 cells (Grid−2), and 1240000 cells (Grid−3). Simulations

with the same settings were conducted for all three grids. The maximum value of the

non-dimensional wall distance y+ near the walls is about 17.5 (Grid−1), 10.6 (Grid−2)

and 4.4 (Grid−3).

To analyze which grid resolution was sufficient to obtain a stable solution, the output

results from the three different meshes were compared to experimental measurements.

Fig. 2.5a presents the profile of the pressure drop as a function of inlet velocity. From

this profile one can conclude that all cases will predict similar upwards trend to the inlet

velocity. Though Grid−2 shows good agreement with experimental data, with a deviation

of 2.23%, Grid−1 and Grid−3 overpredict and underpredict the inlet flow velocity in most

pressure-drop conditions, with deviations of 2.48% and 2.44%, respectively.
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Figure 2.5: Validation: (a) - Experimental and simulated static pressure drop as a function
of inlet velocity for Design-1. Mesh resolution: Grid−1: 77500 cells; Grid−2: 310000 cells ;
Grid−3: 1240000 cells; (b) - Experimental and simulated static pressure drop as a function
of inlet velocity for Design−1 (α=19◦) and Design−2 (α=45◦).

Fig. 2.6 shows the volume fraction of the vapor phase predicted by Grid−1, Grid−2,

and Grid−3 mesh resolutions. As can be seen, the Grid-1 and Grid−2 meshes, with 77500

cells and 310000 cells, underestimate the amount of vapor in the throat section, while the

Grid−3 mesh, with 1240000 cells, can fully capture the cavitation behavior in the system,

especially in the throat section near the wall. In general, the continuous increase in mesh

resolution may provide better numerical results. However, the computational cost (e.g.

CPUs and memory resources) is a significant limitation when utilizing a finer mesh.

Based on the results obtained from the simulations, it was decided that the number of

total cells varies from 310000 to 316000 due to different geometrical structures which will

be used for the rest of the simulations. This provides good agreement with experimental

data and reasonable computational cost is required.
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(a)

(b)

(c)

Figure 2.6: Vapor volume fraction for Design−1 at total inlet pressure of 400000 Pa: (a) -
Grid−1: 77500 cells; (b) - Grid−2: 310000 cells; (c) - Grid−3: 1240000 cells.

2.4.2 Validation

To validate the numerical results obtained in the framework of the mixture model, simula-

tions were carried out of the cavitating Venturi tube with Design−1 and Design−2, which

shown in Fig. 2.5b. As can be seen, both the numerical and the experimental results

present gradually increasing trend in the inlet velocity with an ascending pressure drop

for all designs. The inlet velocity decreases as the convergent angle increases from 19 to

45◦ because of the presence of a large amount of vapor in the throat section. Moreover,

the predicted results closely follow the experimental data for Design−1 and Design−2.

The deviations from the experimental data are 2.23% and 5.41% for Designs 1 and 2,

respectively.

2.4.3 Effect of convergent angle

Fig. 2.7a shows the vapor volume fraction, φv as a function of the cavitation number,

σ profile for various angles of the convergent section. From the profile, the cavitation

inception can be observed at σ=1.3 to 1.4 for all designs. With the continuous decline

in σ from 1.4 to 0.3, all numerical cases present a significant increase in the cavitation
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yield. The cavitating Venturi tube with α=45◦ has the highest level of cavitation, and that

with α=19◦ has the minimum degree of cavitation. Therefore, it can be concluded that a

cavitating Venturi tube with a higher convergent angle is easier to cavitate in comparison

to one with a smaller convergent angle.

Fig. 2.7b presents the relationship between the volume-averaged volume fraction of

vapor, φv and the pressure loss coefficient, K at two convergent angles. As the pressure

loss coefficient decreases, the vapor volume fraction starts to decline step by step until a

dramatic reduction occurs atK<Kc. This confirms the theory that the cavitation inception

appears at a critical pressure loss coefficient Kc. After the cavitation phenomenon appears,

the pressure loss coefficient K of the case with a higher convergent angle is larger than that

with a lower convergent angle, under the same level of vapor volume fraction. In fact, a

higher value of K corresponds to a relatively large pressure drop and thus a higher power

consumption in the case with a higher value of α.

The numerical results for the relationship between the pressure loss coefficient, K and

the inlet Reynolds number, Rein for different convergent angles under cavitational and

non-cavitational conditions are presented in Fig. 2.7c. Inflection points can be observed

in all cavitation cases. The inflection point is the critical pressure loss coefficient, Kc,

and corresponds to the critical inlet Reynolds number, Rec. Two significant stages of

the characteristic curve can be found in this profile. In the first stage (Rein<Rec), the

characteristic curves for cavitation cases and non-cavitation cases overlap and present a

decreasing trend. In the second stage (Rein>Rec), all curves continue to fall together

for non-cavitation cases, while a dramatically increasing trend on K can be obtained for

cavitation cases. This can be explained by the appearance of cavitation in the cavitating

Venturi tube, which reduces the inlet velocity and therefore decreases the value of the inlet

Reynolds number. From this profile one can observe that the cavitating Venturi tube with

α=45◦ shows a early cavitation inception in comparison to one with α=19◦. At a fixed

value of Rein, the cavitating Venturi tube with α=45◦ gives a higher value of K while that

with α=19◦ shows a minimum value of K. This suggests that the cavitating Venturi tube

with a higher convergent angle can generate a relatively larger pressure drop as compared

with the tube with a lower convergent angle. Such a large pressure drop can be attributed

to the existence of a higher level of cavitation in the cavitating Venturi tube with larger

α. Based on the analysis of the results, we can conclude that there is a strong correlation

between Rein, K, and φv in a cavitating Venturi tube. These relations are seen to depend

strongly on the geometric structure of the cavitating Venturi tube. Further investigations

were conducted to develop an empirical model based on this relation.
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Figure 2.7: Integral characteristics predicted numerically for Design−1 (α=19◦) and
Design−2 (α=45◦): (a) - volume-averaged vapor volume fraction as a function of cavi-
tation number; (b) - volume-averaged vapor volume fraction as a function of pressure loss
coefficient; (c) - pressure loss coefficient as a function of inlet Reynolds number.

Investigating the reason for the increase in the vapor volume fraction during the rise in

the convergent angle, Fig. 2.8 and Fig. 2.9 depict the vapor volume fraction and turbulent

viscosity ratio contours at a specific inlet pressure of 400000 Pa for various convergent

angles from 19 to 45◦. As can be seen from Fig. 2.8, a higher vapor volume fraction

(0.73-0.98) is distributed in the beginning of the divergent section for all cases. With the

increase in the convergent angle from 19 to 45◦, the length of the vapor bubble in the

divergent section decreases 20%, from 1.5 to 1.2. On the other hand, it can be observed

that the cavitation yield increases in the throat section as the value of the convergent angle

rises. The turbulent viscosity ratio − defined as the ratio between the turbulent µt and

molecular µo dynamic viscosities − is necessary to estimate the level of turbulence within

the simulation domain, as shown in Fig. 2.9. It is found that the turbulence viscosity ratio

decreases from 1720 to 1540 as the convergent angle increases from 19 to 45◦. A higher

turbulent viscosity, which is mainly concentrated in the divergent section for all cases, leads

to more cavitation bubble collapse and therefore reduces the cavitation yield.
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(a)

(b)

Figure 2.8: Vapor volume fraction at total inlet pressure of 400000 Pa: (a) - α=19◦; (b) -
α=45◦.

(a)

(b)

Figure 2.9: Turbulent viscosity ratio at total inlet pressure of 400000 Pa: (a) - α=19◦; (b)
- α=45◦.

Recalling the discussion about the inlet flow velocity in the previous section, Fig. 2.10

depicts the contour plot for the velocity magnitude across cavitating Venturi tubes. A

similar distribution of the velocity pattern can be observed in all cases. A higher velocity

magnitude (26-28 m/s) is present in the throat section and the beginning of the diver-
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(a)

(b)

Figure 2.10: Velocity magnitude at total inlet pressure of 400000 Pa: (a) - α=19◦; (b) -
α=45◦.

gent section, while a lower velocity magnitude (0-10 m/s) is distributed in other sections.

It becomes apparent that the averaged throat velocity decreases from 27 to 25 m/s as

the convergent angle increases from 19 to 45◦, which indicates that the convergent angle

significantly affects the velocity profile within the hydrodynamic entrance region (throat

section); hence, the turbulent viscosity ratio is also varied intensively. Therefore, it can be

concluded that the convergent angle is a significant structural parameter that can affect

the cavitational activities inside the Venturi tube and hence should be optimized to obtain

the maximum cavitation yield in industrial operations.

2.4.4 Effect of scale−ratio

Fig. 2.11 shows the characteristic curves of the Design−1 cavitating Venturi tube with scale

ratios of 1, 6, and 12. As can be seen, as the static pressure difference increases from 9000

Pa to 300000 Pa, the inlet velocity exhibits an ascending trend from 0.45 m/s to 1.65 m/s

for all cases. In the no-cavitating flow regime (∆P<39000 Pa), the inlet velocity increases

as the scale ratio rises from 1 to 12. A maximum 19% increment in the inlet velocity can be

observed for the scaled-up case with a ratio of 12 at ∆P=24000 Pa. This suggests that the

dominant effect of the scale ratio on inlet velocity before the appearance and development

of cavitation bubbles. Once the cavitation inception is reached, the presence of cavitation

bubbles in the throat section causes a blockage effect, reducing the inlet velocity intensively.

In the cavitating flow regime (∆P>39000 Pa), the increase in the inlet velocity of scaled-up
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cases is slightly small compared to the original case, with averaged values of 2.45% and

3.24% for scale ratios of 6 and 12, respectively. This indicates that the effect of the scale

ratio on inlet velocity is relatively small under the cavitational conditions.

0.3 0.6 0.9 1.2 1.5 1.8
U

in
, m/s

0.0

5.0×10
4

1.0×10
5

1.5×10
5

2.0×10
5

2.5×10
5

3.0×10
5

 ∆
P

, 
P

a
sc

a
l

Scale ratio=1
Scale ratio=6
Scale ratio=12

Figure 2.11: Simulated static pressure drop as a function of inlet velocity for scale ratios
of 1, 6, and 12.

Fig. 2.12a shows the relationship between K and Rein at different scale ratios under

cavitational and non-cavitational conditions. Under non-cavitation conditions, a sharp

decrease in the pressure loss coefficient happened in the range of Rein between 1× 103 to

1 × 104 and a gradually declining trend can be observed over the range between 1 × 104

to 3 × 105. On the other hand, a dramatic increase in K occurs at the critical inlet

Reynolds number under cavitational conditions. In addition, we found that the critical

inlet Reynolds number in the scaled-up Venturi tube is higher than that for the original

Venturi tube. This can be explained by the diameter of the inlet tube. As the scale ratio

increases from 1 to 12, the diameter of the inlet tube increases notably, which affects the

critical inlet Reynolds number significantly.

To further explore the relationship between K and the scale−ratio, the evolution of

K in terms of Rein/scale ratio was compared at different scale ratios with and without

cavitation in Fig. 2.12b. It is observed that K decreases when Rein/scale ratio increases

from 0 to 1.15 × 104, and starts to rise as Rein/scale ratio further increases once the

cavitation inception is reached for all cases. For different sizes of Venturi tube, the change

of K is largely different under the non-cavitational conditions, while the differences of K

is reduced under the cavitational conditions. This confirms that the effect of scale ratio

on K is significant before the cavitation inception, while that impact is weakened after the
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Figure 2.12: Integral parameters predicted numerically for different scale ratios of 1, 6, and
12: (a) - pressure loss coefficient as a function of inlet Reynolds number; (b) - pressure loss
coefficient as a function of the ratio of inlet Reynolds number to scale ratio; (c) - volume
of vapor as a function of cavitation number; (d) - volume of vapor as a function of pressure
loss coefficient.

appearance and development of cavitation bubbles.

Referring to the comparison between different sizes of Venturi tube on the cavitation

yield, Fig. 2.12c presents the volume of vapor as a function of σ in Design−1 with different

scale ratios. It can be observed that the volume of vapor increases when σ decreases from

1 to 0.3, and a rapidly increase in the volume of vapor is evident at σ ≤ 0.8 for all cases.

As compared to the cavitating Venturi tube, with a scale ratio of 1, the increase in the

vapor volume predicted in scaled-up Venturi tubes with ratios of 6 and 12 is significant.

Fig. 2.12d presents the relationship between volume of vapor and K. It can be observed

that the volume of vapor shows the same trend over a wide range of K. A rapid increase of

the vapor volume happens at K < Kc and a steady rise in the volume of vapor occurs over

K > Kc. It is obvious that the cavitating Venturi tubes with different scale ratios exhibit

different cavitation performance over the full range of K. This can be further confirmed

36



by the contour plots, which will be discussed later.

Studying the overall behavior of the cavitating flow in the cavitating Venturi tube with

scale ratios of 1 and 12, the vapor volume fraction and turbulent viscosity ratio plots at a

specific inlet pressure of 400000 Pa are depicted in Fig. 2.13. As can be seen from Figs.

2.13a and b, similar stable cavitating flow behaviors are displayed in both the original and

scaled-up cavitating Venturi tubes. Mass transfer from water to vapor starts along the

wall of the throat section and then extends into the divergent section. A higher value of

vapor volume fraction (around 73% to 98%) is clearly observed at the beginning of the

divergent section along the wall for the cavitating Venturi tube with scale ratios of 1 and

12. However, it becomes apparent that the volume fraction of vapor in the throat section

for the scaled-up case is much higher than that for the original case. This confirms that

there is a slightly change in the nature of the variation of the cavitation performance when

the scale ratio is varied from 1 to 12.

The snapshots of the turbulent viscosity ratio for the same simulation cases are depicted

in Fig. 2.13c and d. Similarly to the results in the previous section, higher turbulence

exists in the divergent section for all simulation cases. It is interesting that the maximum

turbulent viscosity ratio of the cavitating Venturi tube with the scale ratio of 12 (µt/µo =

21800) is about 13 orders of magnitude larger than that of the scale ratio of 1 (µt/µo =

1720). This suggests that the maximum turbulent viscosity ratio is linearly proportional

to the scale ratio. The resistance to the flow increases with the increase in the scale ratio,

inducing an increase in the turbulent viscosity. Based on the study of the effect of the

scale−ratio, we can conclude that the scale−ratio has a small impact on the cavitation

inception but a large effect on the cavitation intensity.
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(a)

(b)

(c)

(d)

Figure 2.13: Vapor volume fraction at total inlet pressure of 400000 Pa for (a) -
scale−ratio=1; (b) - scale−ratio=12. Turbulent viscosity ratio µt

µ0
at total inlet pressure of

400000 Pa for (c) - scale−ratio=1; (d) - scale−ratio=12.

2.4.5 Empirical Model

This section outlines the development of empirical models for different cavitating Venturi

tubes, employing dimensionless equations based on the inlet Reynolds number, the pressure

loss coefficient, the cavitation number and the vapor volume fraction. In order to develop

empirical models, linear and nonlinear regression methods are proposed using the statis-

tical toolbox of MATLAB [33]. Regression analysis is a powerful statistical technique for
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establishing the relationship between a dependent variable and one or more independent

variables, helping us to understand how much the dependent variable changes with the

variation of any one of the independent variables [34]. The parameters in the regression

equation are calculated based on the least square method. Tables 2.5 and 2.6 summarize

the functional structure of the empirical models under various conditions and application

ranges.

To ensure that empirical model developed is reliable and accurate, it is critical to

validate it against the CFD results. Fig. 2.14 illustrates how the approximations obtained

from the empirical model fit all the CFD predictions based on the relationship between the

inlet Reynolds number Rein, the pressure loss coefficient K, the cavitation number σ, and

the vapor volume fraction φv. In Design−1, cubic regression is employed to establish the

relationship between φv-σ (a1), and φv-K (a2), while quadratic regression is applied for the

relationship between K-Rein (a3). In Design−2, the relationships between φv-σ (b1), φv-

K (b2), and K-Rein (b3) are obtained with exponential, cubic and quadratic regressions,

respectively. As can be seen from the figure, the general trends of approximations are

similar in different designs. The empirical models developed predict the CFD values very

well and can be used to design and estimate the performance of Venturi tubes.

Fig. 2.15 depicts the comparison results between the approximation and the CFD model

for scale ratios in the range between 1 and 12. In order to predict K and Rein based on any

given value of scale ratio, we first need to establish the relationship between the critical

inlet Reynolds number Rein,cr, the critical pressure loss coefficient Kcr, and the parameters

a1 and a2. As can be seen from Fig 2.15 a-d, linear regression is aplied to the relationship

between Rein,cr-Scale ratio (a). Logarithmic regression is used to predict the relationship

betweenKcr-Rein,cr (b). The relationship between parameter a1-Rein,cr (c), and parameter

a2-Rein,cr (d) are obtained using power and quadratic regressions, respectively. Figs. 2.15

e and f respectively show the linear relationship between K-Rein based on logarithmic scale

and linear scale. The regression lines are seen to be in reasonable agreement with CFD

results for scale ratios of 1 and 6, but there is a slight deviation in the model test results

from scale ratios of 12. In conclusion, the approximation results obtained from empirical

models work reasonably well in these validation cases.
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Figure 2.14: Global fit between the approximation and CFD results for (a) - Design−1
(α=19◦) and (b) - Design−2 (α=45◦): 1) - volume-averaged vapor volume fraction as a
function of cavitation number; 2) - volume-averaged vapor volume fraction as a function
of pressure loss coefficient; 3) - pressure loss coefficient as a function of inlet Reynolds
number.

40



✵ ✷ ✹ ✻ ✽ ✶✵ ✶✷ ✶✹
✵

✷

✹

✻

✽

✶✵

✶✷

✶✹
① ✶✵

�

❙✁✂✄☎ ✆✂✝✞✟

❘
✠
✐✡
☛☞
✌

❈✍✎ ✏✑✒✓✔
❆✕✕✖✑①✗✘✙✚✗✑✛

(a)
✵ ✷ ✹ ✻ ✽ ✶✵ ✶✷ ✶✹

① ✶✵
�

✻✵

✻✁

✼✵

✼✁

✽✵

✽✁

✾✵

❘✂
✐✄☎✆✝

❑
❝
✞

❈✟✠ ✡☛☞✌✍

❆✎✎✝☛①✐✏✑✒✐☛✄

(b)

✵ ✷ ✹ ✻ ✽ ✶✵ ✶✷ ✶✹

① ✶✵
�

✵

✵✁✵✵✷

✵✁✵✵✹

✵✁✵✵✻

✵✁✵✵✽

✵✁✵✶

✵✁✵✶✷

✵✁✵✶✹

✵✁✵✶✻

✵✁✵✶✽

❘✂
✐✄☎✆✝

❛
✞

❈✟✠ ✡☛☞✌✍

❆✎✎✝☛①✐✏✑✒✐☛✄

(c)
✵ ✷ ✹ ✻ ✽ ✶✵ ✶✷ ✶✹

① ✶✵
�

✲✶✁✵

✲✶✹✵

✲✶✂✵

✲✶✷✵

✲✶✶✵

✲✶✵✵

✲✄✵

❘☎
✐✆✝✞✟

❛
✠

❈✡☛ ☞✌✍✎✏

❆✑✑✟✌①✐✒✓✔✐✌✆

(d)

✶�
✹

✶�
✺

✶�
✻✁�

✶��

✶✁�

✷��

✷✁�

✸��

❘✂
✐✄

❑

❈☎✆ ✝✞✟✠✡

❆☛☛☞✞✌✐✍✎✏✐✞✄

(e)
✵�✁ ✶ ✶�✁ ✷ ✷�✁

① ✶✵
✺

✁✵

✶✵✵

✶✁✵

✷✵✵

✷✁✵

✸✵✵

❘✂
✐✄

❑

❈☎✆ ✝✞✟✠✡

❆☛☛☞✞①✐✌✍✎✐✞✄

(f)

Figure 2.15: Global fit between the approximation and CFD results: (a) - critical inlet
Reynolds number as a function of scale ratio; (b) - critical pressure loss coefficient as a
function of critical inlet Reynolds number; (c) - parameter a1 as a function of critical inlet
Reynolds number; (d) - parameter a2 as a function of critical inlet Reynolds number; (e)
- pressure loss coefficient as a function of inlet Reynolds number (logarithmic plot); (f) -
pressure loss coefficient as a function of inlet Reynolds number (linear plot).
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Design Input Output Empirical Model Application Range

σ φv φv = 0.071164 - 0.31132 * σ + 0.46127 * σ2 - 0.22738 * σ3 0.28< σ <0.83
1 (α=19◦) K φv φv = -0.027086 + 0.00065775 * K - 5.0591e-06 * K2 + 1.2914e-08 * K3 89< K <233

Rein K K = -485.24 + 0.068059 * Rein - 1.6135e-06 * Re2in 11743< Rein <20257

σ φv φv = 0.035853 * exp( -3.7186 * σ ) 0.31< σ <1.12
2 (α=45◦) K φv φv = -0.035544 + 0.00057111 * K - 2.8501e-06 * K2 + 4.7682e-09 * K3 122< K <324

Rein K K = -677.88 + 0.11032 * Rein - 3.0337e-06 * Re2in 10051< Rein <17184

Table 2.5: Summary of multiple empirical model for Design 1 and Design 2.

Input Output Empirical Model Application Range

ScaleRatio Rein,cr Rein,cr= 30.162 + 10608 * Scale Ratio 1<Scale Ratio<12
Rein,cr Kcr Kcr= 180.55 - 9.805 * ln(Rein,cr) 11743<Rein,cr<134403

Rein,cr a1 a1= 116.51 * Re−0.94601
in,cr 11743<Rein,cr<134403

Rein,cr a2 a2= -83.301 - 0.00085235 * Rein,cr + 3.1643e-09 * Re2in,cr 11743<Rein,cr<134403

Rein K K= a1 * Rein + a2 Rein,cr<Rein<244096

Table 2.6: Summary of multiple empirical model for different Venturi tube scale ratios.

42



2.4.6 Geometry study

For optimization of Venturi geometry, different designed Venturi tubes are studied exper-

imentally and numerically. The configurations and dimensions of Design−1 to Design−7

are presented in Fig. 2.16 and Table 2.3. Fig. 2.17 compares the predicted throat velocity

as a function of inlet pressure against the experiment data. As can be seen, both the

numerical and the experimental results present gradually increasing trend in the throat

velocity with an ascending inlet pressure for all designs. The predicted results well follow

the experimental data for Design 1, 2, 5 and 7 with an averaged deviation of 5.3%. Mean-

while, the comparison of the numerical and experimental data shows that Design−6 tends

to overpredict experimental results with a deviation of 15.32%.
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Figure 2.17: Experimental and simulated inlet pressure as a function of throat velocity for
Design 1-6.

Fig. 2.18a shows the relationship between K and Rein for Design 1-6 under cavitational

and non-cavitational conditions. In the first stage (Rein<Rec), the characteristic curves

for cavitation cases and non-cavitation cases overlap and have decline briefly. In the second

stage (Rein>Rec), all curves fall together further for non-cavitation cases, while the value

of K sees a sharp ascent for the cavitation cases. From the profile one can observe that the

value of Rec decreases from 11743 to 8402 as the convergent angle increases from α=19◦

(Design−1) to α=85◦ (Design−3). The value of Rec increases slightly from 8314 to 8717 as

the divergent angle increases from β=2.5◦ (Design−4) to β=90◦ (Design−5). This indicates

that the cavitating Venturi tube with higher convergent angle shows a early inception in
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Figure 2.16: Schematic diagram of the Venturi tube for Design 1-7 - (a-g).
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comparison to one with lower convergent angle. However, the changing of divergent angle

has negligible effect on the inception of cavitation.

Fig. 2.18b presents the relationship between φv and σ for Design 1-6. It can be seen

that different designs share the same increasing tendency in terms of the vapor volume

fraction as σ declines from 1.5 to 0.3. At a fixed value of σ, Design−4 gives a higher

value of φv in comparison to other designs. It indicates that the lower divergent angle

can produce more cavitation bubbles in comparison with the one with higher divergent

angle. The pressure recovery is the main reason contributing the variation of cavitation

intensity. The Venturi tube with lower divergent angle can contribute smooth pressure

recovery and therefore cavitation bubbles can expand to its maximum size. The Venturi

tube with higher divergent angle causes rapid pressure recovery resulting into early bubble

collapse.
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Figure 2.18: Integral characteristics predicted numerically for Design−1 to Design−6: (a)
- pressure loss coefficient as a function of inlet Reynolds number; (b) - volume-averaged
vapor volume fraction as a function of cavitation number.

Fig. 2.19 depicts the vapor volume fraction contours at a specific inlet pressure of

400000 Pa for Design 1-7. As can be seen from the figure, Design−4 shows the largest

cavitation zone in the throat and divergent sections in comparison with other designs.

The length of the vapor bubble in the divergent section decreases as the convergent angle

increases from α=19◦ (Design−1) to α=85◦ (Design−3). The cavitation intensity increases

in the throat section as the value of the convergent angle rises. In addition, the Venturi

tube with divergent angle of β=90◦ (Design−5, 6 and 7) leads to more cavitation bubble

collapse and therefore reduces the cavitation intensity in the divergent section.
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Figure 2.19: Vapor volume fraction at inlet pressure of 400000 Pa: (a)-Design 1; (b)-Design
2; (c)-Design 3; (d)-Design 4; (e)-Design 5; (f)-Design 6; (g)-Design 7.
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2.5 Conclusions

In the present study, numerical simulations of cavitating Venturi tubes were performed

using an axisymmetric 2D CFD-based model available in the commercial CFD software

ANSYS FLUENT 16.2. A mixture model based on a water-vapor-phase mixture is used

to reproduce the experiments. Comparison between the experimental measurements and

numerical simulations showed good agreement. The influence of the convergent angle of

cavitating Venturi tubes on flow characteristics and generation of cavitation was studied

experimentally and numerically. In particular, the results of the CFD study clearly illus-

trate that the higher convergent angle is of benefit to cavitation yield but requires higher

power consumption. In this view, a required cavitational intensity can be controlled by

the convergent angle of the cavitating Venturi tube taking into account the effect of energy

consumption. The higher divergent angle leads to a reduction of cavitation extent in the

divergent section. Additionally, it was shown numerically that turbulence alters the struc-

ture of the flow and restricts the development of cavitation in the downstream section of

the cavitating Venturi tube.

The effect of scale−ratio on cavitational activities was investigated numerically. It was

shown that the scaled-up Venturi tubes produce more vapor as lab-scale Venturi tubes,

which is favorable to achieve commercialization capacity and greatly benefit industrial

operations in mineral processing.

Finally, an empirical model enabling of cavitation to be predicted in Venturi tubes was

established employing regression analysis based on CFD results. In particular, based on

the best-fitting results for the validation cases, the empirical models developed are capable

of giving reliable predictions for different Venturi tubes. The developed empirical model

serves as a valuable tool for industrial engineers to accurately estimate the significant

dimensionless parameters (the inlet Reynolds number Rein, the pressure loss coefficient K,

the cavitation number σ, and the vapor volume fraction φv) and involves in the design of

cavitating Venturi tubes with different geometrical parameters and scales.
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Chapter 3

Experimental and Numerical

Study of Cavitating Particulate

Flows in a Venturi Tube1.

3.1 Introduction

Hydrodynamic cavitation is defined as the formation, growth, and collapse of micro- or

nano-bubbles as the static pressure drops locally below the saturated vapor pressure corre-

sponding to the liquid temperature [1, 2]. The applications of cavitation can be observed

in many industrial fields, such as wastewater treatment [3], biotechnology [4], chemical

synthesis [5], and mineral processing [6]. The froth flotation of fine particles has long been

the most frequently-addressed challenge in the field of mineral processing. Fig. 3.1a shows

an outline of a flotation column featuring a cavitating Venturi tube. The physical principle

of froth flotation is to extract valuable minerals based on differences in the selective ability

of air bubbles attached to the intended minerals in a slurry flow [7, 8]. The particles with

attached air bubbles (hydrophobic particles) agglomerate on the top surface and overflow

into a collector for the next purification process, while the rest of the particles (hydrophilic

particles) settle down and can then be removed from the bottom as tailings. The efficiency

of froth flotation strongly depends on the particle size. Conventional flotation usually

achieves a high recovery rate for minerals in the size range between 10 µm and 100 µm

[9]. The flotation rate dramatically declines for particles smaller than 20 µm [10]. The

poor flotation performance is primarily due to the low collision efficiency of particle-bubble

1This chapter has been published as: Hongbo Shi, Mingda Li, Qingxia Liu and Petr Nikrityuk. Ex-
perimental and numerical study of cavitating particulate flows in a venturi tube. Chemical Engineering

Science, Vol.219, pp115598, 2020 (21 pages)
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collisions, influenced by the low mass and kinetic energy [11, 10, 12].
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Figure 3.1: Schematic view of flotation column used in mineral processing (adapted from
[13]) - (a), scheme of cavitation tube - (b).

In the past decades, many researchers have tried different methods to improve the ef-

ficiency of fine particle flotation, among which a new technology known as the cavitating

Venturi tube has drawn attention. The cavitating Venturi tube is considered to be the

most efficient means of creating an intense, stable cavitation condition. The major advan-

tages of using a flotation column featuring a cavitating Venturi tube are the generation of

micron- and nano-sized vapor bubbles [14], which are characterized by effective collision

and aggregation, a high probability of the attachment and a low probability of the detach-

ment of solid hydrophobic particles with air and vapor bubbles generated by cavitation.

The Venturi shown in Fig. 3.1b is the most commonly used hydrodynamic cavitation de-
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vice in mineral processing industry. It consists of three main parts: a convergent section, a

throat section, and a divergent section. As the fluid flows through the throat of the Venturi

tube, the liquid in the throat section is at a lower pressure than the saturated vapor due

to the narrowing diameter, resulting in an instant phase transition from liquid to vapor.

Tiny bubbles produced by the cavitating Venturi tube coat the surface of hydrophobic

particles and activate flotation by promoting their attachment to the flotation size bubble

[15, 16, 17], leading to the improved flotation recovery of fine particles. In fact, making

the Venturi tube a highly efficient cavitation device for producing fine bubbles, and thus

enhancing the flotation performance of fine particles, has been the subject of considerable

research in the minerals industry [18].

There has been a great deal of work aimed at increasing the efficiency of a cavitating

Venturi tube and consequently enhancing the flotation performance of fine particles, either

by focusing on the design and study of the geometrical parameters [19, 20, 21] or by

concentrating on the operation conditions [22, 23, 24] of a cavitating Venturi tube. However,

another significant method that has been considered as an effective means of generating a

high level of cavitation bubbles and improving the efficiency of fine particle recovery is the

addition of solid particles to the cavitating Venturi tube. The effects of solid particles on

cavitation have been widely studied experimentally (e.g. [25, 26, 27]). It is well known that

the influence of solid particles mainly comes from the dissolved gases stabilized on particle

surfaces [28]. The trapped, dissolved gases are usually formed inside crevices on particle

surfaces and develop into larger, stabilized cavitation nuclei, diminishing the free energy

barrier [28, 25, 2]. The reduced free energy barrier consequently promotes the probability

of cavitation inception around the particle.

Considering the advantages of solid particles in hydrodynamic cavitation, notable ex-

periments have been made investigating the use of four-phase flows to improve the per-

formance of cavitating Venturi tubes. Gu et al. [29] proposed an acoustic method to

experimentally study how SiO2 nanoparticles with different volume fractions and sizes af-

fect cavitation inception. The results show that cavitation inception is promoted as the

particle concentration increases from 0.15% ml SiO2/ml water to 1.5 % ml SiO2/ml water,

whereas increasing the particle size from 20 to 100 nm has little influence on the cavitation

inception. Both the cavitation pressure and the free energy of the critical bubble are seen

to decline as the operating temperature increases from 0 ◦C to 80 ◦C.

Medrano et al. [30] conducted an experimental study to examine the effects of SiO2

nanoparticles with diameters of 2 to 3 nm on cavitation behaviors in a Venturi tube. In

the research, the low solid volume fraction (<10−4 ml SiO2/ml water) shows negligible

effects on the threshold of the cavitation flow. However, the slurry flow through the throat

section of the Venturi tube cannot sustain negative pressures and consequently promotes
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cavitation once the critical solid concentration is reached. They also found that the onset

of cavitation is delayed in the Venturi tube, as with the deionized water.

Dunn et al. [22] performed experiments on aviation−fuel cavitation in a Venturi tube,

and compared the flow characteristics between the aviation−fuel and the distilled water.

The authors found that the solid micro-particles which are present in the aviation−fuel

cause the cavitation to initiate on the particle surfaces. As the solid concentration increases

from 0 g/L to 0.55 g/L, the cavitation zone expands from the lower wall of the throat section

to the entire throat section. Additionally, they found that bubbles coalesce intensively in

the case of distilled water cavitation, while they remain as individually spherical bubbles

in aviation−fuel cavitation.

Li [31] studied how micro-particle properties influence hydrodynamic cavitation using

a Venturi tube. It was found that the increased amount of the bare silica (with a contact

angle of 8o) concentration (from 5 g/L to 150 g/L) has no influence on the cavitation

activities, but more power is consumed. However, the early cavitation inception can be

achieved utilizing the hydrophobic treated silica (with a contact angle of 65o). The glass

beads and graphite particles have a limited effect on the promotion of cavitation inception.

When additional nitrogen gas (0.2 LPM) is injected upstream of the Venturi tube, the

throat velocity of the cavitation inception decreases significantly, from 16 m/s to 4m/s.

Parallel to the continuing effort to obtain better experimental results, there is increas-

ing demand for a computational fluid dynamics (CFD) approach to investigate the basic

fundamental understanding of cavitation phenomena in multiphase flows. One advantage

of commercial CFD software (e.g. ANSYS FLUENT [32, 33]) or open-source CFD soft-

ware (e.g. OPEN Foam [34, 35]) is to evaluate the multiphase cavitating flow problems

under various flow conditions, which is difficult or impossible via experimental method.

Ashrafizadeh et al. [36] employed the mixture multiphase approach to simulate two-phase

flows in cavitating Venturi tubes and observed that the cavitation activities can be pro-

moted by a lower divergence angle, higher throat diameter and shorter throat length. Shi et

al. [13] conducted a CFD study to examine how cavitation was promoted by the convergent

angle depending on the mixture model and found that a higher convergence angle is benefi-

cial to the cavitation inception and yield. Zhang et al. [20] utilized the mixture multiphase

model to analyze the effects of pressure drops in a Venturi tube, and suggested that the

minimum pressure declines and the throat velocity ascends as the inlet and outlet pressure

difference increases. Brinkhorst et al. [37] numerically investigated two-phase cavitating

flows in two different Venturi tubes using the Volume-of-Fluid−method (VOF−method).

The results show that the Herschel Venturi tube can provide a stabler and more constant

mass flow than the Toroidal Venturi tube. They also found that the 3D model is superior

to the 2D model, as it can capture the unsteady behavior of the cavity.
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As our review of the literature shows, although a few scholars have focused on the exper-

imental investigations of four-phase (liquid-solid-vapor-air) flows and numerical treatments

of two-phase (liquid-vapor) flows in cavitating Venturi tubes, there are almost no studies

carrying out a detailed CFD investigation of four-phase flows. Therefore, the aim of this

work is to develop an appropriate four-phase Eulerian-Eulerian−based model for multi-

phase cavitating flows in a Venturi tube. It should be noted that the reason for calling

four-phase flow instead of three-phase flow (liquid-solid-gas) is the steam phase and air

phase are considered as two individual phases with different properties such as density,

visocisty and cavitation pressure. Based on the Eulerian-Eulerian multiphase flow mod-

els, the continuity and momentum equations are solved separated for steam phase and air

phase. Therefore, the number of Eulerian phases are considered as four (1-solid, 2-water,

3-steam and 4-air) in this study. Additionally, in this work, the lab-scale experimental

results are used to validate the simulated results, and the flow characteristics at different

solid mass concentrations are analyzed. The numerical simulations are carried out using

the commercial CFD software ANSYS FLUENT 16.2 [38]. The rest of the paper is or-

ganized as follows. Section 3.2 describes the problem formulation. Section 3.3 presents a

description of the model formulation. The validation of CFD models is described in Section

3.4. Results and discussions of the present study are provided in Section 3.5, and Section

3.6 outlines the conclusions.

3.2 Problem formulation

One significant issue when developing successful four-phase cavitating CFD frameworks is

the choice of global formulations meaning a set of all input parameters in each submodel

or closure. As a first step in developing the global model that can be applied to four-phase

flows including liquid-solid-vapor-air through a Venturi tube, the two-phase (liquid-vapor)

cavitating flow predictions from the Eulerian-Eulerian multiphase approach are evaluated.

In this case, an experimental setup was designed and manufactured for the validation. The

experimental system shown in Fig. 3.2a, is a closed−loop water circuit composed of a

cavitating Venturi tube, a pressure transducer, a flow meter, an oscilloscope, a water tank,

a pump and a computer. The tap water is delivered into the Venturi tube (see Fig. 3.3a)

at ambient conditions. The inlet pressure measurements are carried out using the pressure

transducer mounted at the inlet of the Venturi tube. The flow rate was recorded by a flow

meter, which is mounted upstream of the pressure transducer.
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D(mm) d(mm) L1(mm) L2(mm) L3(mm) L4(mm) L5(mm) α(◦) β(◦)
12.7 3.18 6 14 20 54 6 19 5

Table 3.1: Specifications of the cavitating Venturi tube.

Next, a two-phase (liquid-solid) slurry flow must be modeled numerically to validate the

results and choose a suitable global model. For this purpose, the experiment by Kaushal et

al. [39] is numerically replicated using a 3D model. According to the experimental setup,

the horizontal pipe has a diameter of 54.9 mm and a length of 3294 mm. The multi-sized

mixture of spherical glass beads with diameters of 0.125 mm and 0.44 mm with an equal

mass fraction and a density of 2470 kg/m3 are transported into the pipe with water at

ambient conditions. The solid volume fraction φs is in a wide range between 0.2 and 0.4.

The maximum packing limit for the solid phase is αmax=0.63. In the experiments, the

overall pressure drop and slurry volumetric flow rate were monitored at an average slurry

velocity of 2 m/s and 4 m/s. To compare the numerical results with experiments, the solid

concentration measurements were conducted with a sampling probe at 3 mm above the

end of the pipe, across the pipe cross−section.

L

D
Outlet

Flow

Inlet

Flow

φ

Figure 3.4: Schematic diagram of the horizontal pipe.

After we identify the appropriate Eulerian-Eulerian−based model for simulating two-

phase cavitating flows in a Venturi tube and two-phase slurry flows in a pipe, this Eulerian-

Eulerian model can be further implemented into the four-phase fluid flow system and

validated against experimental data. In this case, an experimental setup is built (see Fig.

3.2a) to investigate the behavior of four-phase flows through the cavitating Venturi tube.

In this study, the water tank was replaced by a mixing tank and filled with tap water and

solid particles. The tap water was used as the medium and silica particles with a volume

median diameter (D50) of 23 µm were used as the solid particles. An impeller driven by an

adjustable agitator (IKA RW 20 digital, USA) is used to mix the water and solid particles.

The impeller speed was set at 500 rpm, 700 rpm, and 900 rpm to mix solid particles with

a mass concentration of 5 wt% (Vs=1.94 %), 15 wt% (Vs=6.23 %), and 30 wt% (Vs=13.9
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%), respectively. The peristaltic pump (Masterflex I/P Easy-Load, Germany), which can

deliver the slurry flow from 0 to 10 LPM, is placed 1.6 m ahead of the inlet of the Venturi

tube.

For the measurements, the inlet pressure, Pin was measured using a pressure transducer

(Transducers Direct TDH40, USA) with an accuracy of ± 0.4% FS. The recorded data

is sent to an oscilloscope (Rigol DS1054Z, USA) in a voltage signal via a coaxial wire

connection. The outlet pressure, P∞ remains constant and is equal to the atmospheric

pressure. The slurry flow rate, Q is measured using a flow meter (Omega FLR 1001, USA)

with an accuracy of ±3% FS. The flow meter was calibrated before each run in order to

obtain the most accurate Venturi tube performance in the experimental measurement.

The transparent cavitating Venturi tube was designed using the computer-aided design

software (CAD) and manufactured by the Formlabs Form 2 Printer equipped with Stere-

olithography (SLA) technology. The Venturi tube is horizontally placed in the test section

between the pressure pump and the mixing tank. Fig. 3.2b and Fig. 3.2c respectively show

the photographs of the cavitating Venturi tube test section and the Venturi tube used in

this study. The schematic drawing of the tested Venturi tube and its specifications are

shown in Fig. 3.3a and Table 3.1, respectively.

3.3 Model formulation

To model a four-phase cavitating flow, solid, liquid, vapor and air phases were treated as

interacting interpenetrating continua with an Eulerian-Euerlian model. In this model the

liquid is considered to be a continuous phase, while the solid, vapor and air are dispersed

phases. The mass and momentum conservation equations are solved individually for each

phase. The solid phase is consided to be a granular flow and the fluctuations and collisions

between the particles are modeled with the the kinetic theory of granular flows (KTGF) [38].

The vapor phase and air phase are considered to be a non-granular flow and the collision

between the vapor-particle is not taken into account in the simulations. Additionally, we

neglect the mass transfer between solid-liquid, solid-vapor and solid-air. However to take

into account the air bubbles entrapped on the small unwetted cracks of the solid particles

we assume that the individual solid particles entrap bubbles on the surfaces. Then, we

consider an idealized case in which the size of entrapped bubble (Ra) is comparable to the

size of the crevice mouth. The range of crevice mouth size can be identified experimentally

by using the scanning electron microscope (SEM). After we obtain the size of air bubble,

the pressure inside the air bubble (Pa) can be calculated through the Laplace’s equation.

Finally, the calculated Pa can be used on the mass transfer between liquid-air phases.

The turbulence is described by the standard k-ε turbulence with enhanced wall treat-
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ment. The mixture turbulence model, which is applicable for stratified multiphase flows,

is utilized to estimate turbulent quantities (turbulent kinetic energy, turbulent dissipation

rate, and turbulent viscosity) for each phase. The turbulent dispersion between the solid-

liquid, vapor-liquid and air-liquid interfaces are estimated using the theory developed by

Simoning & Viollet [40]. The Schiller-Naumann drag sub-model [41] is used for liquid-

vapor, liquid-air, and vapor-air interfaces, and the Syamlal-O’Brien [42] drag sub-model is

applied to solid-liquid, solid-vapor and solid-air interfaces.

In ANSYS Fluent, three most popular cavitation models are: Singhal et al. model [43],

Schnerr-Sauer et al model [44], and Zwart et al. model [45]. The effect of non-condensable

gas are considered in Singhal et al. model but not in Schnerr-Sauer et al model and Zwart

et al. model. However, the main limitation of Singhal et al. model is that this cavitation

model cannot be used in Eulerian-Eulerian multiphase model [38]. Thus, the mass transfer

between liquid-vapor phases and liquid-air phases is described based on the Schnerr-Sauer

cavitation model [44]. The equation for the vapor or air volume fraction can be described

as [44]:

∂

∂t
(αv,aρv,a) +∇ · (αv,aρv,a~vv,a) = R (3.1)

where αv,a is the volume fraction of the vapor phase or air phase, ρv,a is the vapor or

air density, ρl is the liquid density and ~vv,a is the vapor phase or air phase velocity. The

phase change due to cavitation is governed by the net mass transfer rate R (=Re-Rc) on

the right side of Eq.3.1. Re and Rc are the mass transfer source terms connected to the

growth (evaporation) and collapse (condensation) of bubbles in the cavitating flows. The

phenomena such as, collision and coalescence are not taken into account in this study.

The net mass transfer rate can be written as follows [44]:

R =
ρρl
ρm

Dα

Dt
(3.2)

where ρm is the mixture density and t is the time.

The volume fraction of the vapor phase or air phase can be represented as [44]:

α =
Vv,a

Vm
=

nb
4
3πR

3
b

1 + nb
4
3πR

3
b

(3.3)

where Vv,a is the volume of the vapor phase or air phase inside the volume of the mixture

Vm, Rb is the radius of the vapor- or air-filled bubble, and nb is the bubble number density.

The bubble number density nb is defined as number of cavitation nuclei per volume of liquid

and it is the only parameter which needs be determined. In this study, the bubble number

density is assumed to hold a constant value of 1013/m3 as previously used by researchers
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[46, 47, 48].

Based on the simplified Rayleigh-Plesset equation [2], the bubble dynamics equation

can be expressed as [2]:

DRb

Dt
=

√

2

3

Pv,a − Pl

ρl
(3.4)

where Pv,a is the vapor pressure or the air pressure and Pl is the liquid pressure.

After Eq. 3.3 and Eq. 3.4 are inserted into Eq. 3.2, the final form of the equation

describing the process of evaporation Re and condensation Rc can be obtained [44]:

When Pv,a ≥ Pl,

Re =
ρv,aρl
ρm

αv,a(1− αv,a)
3

Rb

√

2

3

Pv,a − Pl

ρl
(3.5)

When Pv,a ≤ Pl,

Rc =
ρv,aρl
ρm

αv,a(1− αv,a)
3

Rb

√

2

3

Pl − Pv,a

ρl
(3.6)

The radius of bubbles can be computed by:

Rb = (
αv,a

1− αv,a

3

4πnb
)
1

3 (3.7)

The saturation vapor pressure, Pv is the pressure of a vapor when it is in equilibrium

with the liquid phase and remains constant with a value of 2338 Pa at 20◦C. The saturated

vapor pressure is calculated based on the Antoine equation [49]:

LogPv = A− B

T + C
(3.8)

where T is the temperature of the water and A, B, and C are substance-specific con-

stants. In the temperature range 1◦C and 99◦C, the values of A, B, and C are 8.07131,

1730.63, and 233.426, respectively. The governing equations for the four-phase cavitating

system is presented in Table 3.2. The governing equations for the two-phase cavitating

system and two-phase slurry system can be obtained in ANSYS FLUENT Theory Guide

[38].

At the inlet, a uniform velocity is used for the solid and liquid with a value of 0.01

to 1.2 m/s. The specified inlet solid volume fraction is 0.0194 (5 wt%), 0.0623 (15 wt%),

and 0.1390 (30 wt%). At the outlet of the Venturi, the atmospheric pressure boundary

condition is used. The boundary conditions for turbulence are specified with uniform
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value: 10% for turbulence intensity and 10 for the turbulence viscosity ratio. At the wall,

a specularity coefficient with a value of 0.451 and a particle-particle restitution coefficient

with a value of 0.9 are applied in the simulation. The wall boundary conditions are no-slip

boundary conditions for the liquid, vapor and air phases. The boundary conditions for

each multiphase system are shown in Table 3.3.

The phase-coupled SIMPLE algorithm is used for pressure-velocity coupling with second-

order discretization applied to the momentum and turbulent quantities in each instance.

The QUICK scheme [38] was used to ensure convergence in terms of discretization of the

volume fraction. The details of the models and schemes used in the two-phase cavitating

system, two-phase slurry system, and four-phase cavitating system are given in Tables 3.4,

3.5, and 3.6, respectively. The CFD simulations is calculated using a transient condition.

To avoid instability, a small constant time step of 10−5 s was used for each case, and the

number of inner iterations at each time step was set to 30. The maximum value of the

non-dimensional wall distance y+ near the walls is about 3.45. The physical properties for

each system are specified in Table 3.7. It should be noted that each phase are considered

to be incompressible flows since the value of Mach number is much less than 1.0 in this

multiphase flows study.

Name Model/ Scheme Name

Multiphase Flow Eulerian-Eulerian [38]
Volume Fraction Parameters Implicit Scheme [38]
Viscous Model RANS-k-ω model [38]
Cavitation Model Schnerr-Sauer model [44], [38]
Drag Model Schiller-Naumann [41], [38]
Pressure-Velocity Coupling Coupled Scheme [38]
Spatial Discretization-Gradient Least Squares Cell Based [38]
Spatial Discretization-Momentum 2nd Order Upwind [38]
Spatial Discretization-Volume Fraction QUICK [50]
Spatial Discretization-Turbulence k-ω 2nd Order Upwind [38]
Transient Formulation First Order Implicit

Table 3.4: List of different models and schemes used in Eulerian-Eulerian model for mod-
eling two-phase (liquid-vapor) cavitating flows.
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Volume of phase Vq =
∫

v αqdv
Volume fraction balance

∑n
q=1 αq = 1

Effective density ρ̂q = αqρq
Continuity equation ∂

∂t (αqρq) +∇ · (αqρq~vq) =
∑n

q=1(Rpq −Rqp)

Momentum balance ∂
∂t (αqρq~vq) +∇ · (αqρq~vq~vq) = −αq∇p+∇ · τ q + αqρq~g

+
∑n

p=1(
~Rpq +Rpq~vpq −Rqp~vqp)

Solid phase stress tensor τ q = αqµq

(

∇~vq +∇~vTq
)

+ αq

(

λq − 2
3µq

)

∇ · ~vqI
Interphase force

∑n
p=1

~Rpq =
∑n

p=1Kpq (~vp − ~vq)

Schiller-Naumann drag model Kpq =
αqαpρpf

τp
; τp =

ρpd2p
18µq

; f = CDRe
24 ; Re =

ρq |~vp−~vq |Dp

µq

When Re ≤ 1000, CD = 24(1 + 0.15Re0.687)/Re
When Re > 1000, CD = 0.44

Syamlal-O’Brien drag model Ksl =
αsρsf
τs

; τs =
ρsd2s
18µl

f = CDResαl

24 ; Res =
ρlds|~vs−~vl|

µl
;CD = (0.63 + 4.8√

Res/vr,s
)2

Solid pressure ps = αsρsθs + 2ρs (1 + ess)α
2
sg0,ssθs

Radial distribution function g0,ss =
[

1− (αs/αs,max)
1

3

]−1

Collisional energy dissipation γθs =
12(1−e2ss)g0,ss

dsπ0.5 ρsα
2
sθ

1.5
s

Kinetic energy transfer φls = −3 ·Kl,sθs
Solid shear viscosity µs = µs,col + µs,kin + µs,fr

Collisional viscosity µs,col =
4
5αsρsdsg0,ss (1 + ess)

(

θs
π

)1/2

Kinetic viscosity µs,kin = 10ρsds
√
θsπ

96αs(1+ess)g0,ss

[

1 + 5
4g0,ssαs (1 + ess)

]2

Frictional viscosity µs,fr =
pssinφ
2
√
I2D

Bulk viscosity λs =
4
3αsρsdsg0,ss (1 + ess)

(

θs
π

)1/2

Granular temperature Θq =
1
3(~vq

′2)
Standard k-ε mixture model ∂

∂t(ρmk) +∇(ρm~vmk) = ∇ · (µt,m

σk
∇k) +Gk,m − ρmε

∂
∂t(ρmε) +∇(ρm~vmε) = ∇ · (µt,m

σε
∇ε) + ε

k (C1εGk,m − C2ερmε)

ρm =
∑n

q=1 αqρq, ~vm = (
∑n

q=1 αqρq~vq)/(
∑n

i=q αqρq)

µt,m = ρmCµ
k2

ω , Gk,m = µt,m(∇~vm + (∇~vm)T ) : ∇~vm
C1ε = 1.44, C2ε = 1.92, Cµ = 0.09, σk = 1.0, σε = 1.3

Table 3.2: Eulerian-Eulerian model equations available in ANSYS FLUENT 16.2 which were used to model the four-phase
(liquid-solid-vapor-air) cavitating flows from [38].
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Flow Surface Boundary condition Input

Two-phase cavitating flows Inlet Pressure inlet Pin=110000 ∼ 400000 Pa
Turbulent intensity=10%
Turbulent viscosity ratio=10

Outlet Pressure outlet Pout=101325 Pa
Turbulent intensity=10%
Turbulent viscosity ratio=10

Walls No slip −
Two-phase slurry flows Inlet Velocity inlet and phase fraction Uin,w=0.2, 0.4 m/s; Uin,s=0.2, 0.4 m/s

φw=0.8, 0.6; φs,1=0.1, 0.2; φs,2=0.1, 0.2
Turbulent intensity=10%
Turbulent viscosity ratio=10

Outlet Pressure outlet Pout=101325 Pa
Turbulent intensity=10%
Turbulent viscosity ratio=10

Walls Slip Specularity coefficient=0.451
Restitution coefficient=0.9

Four-phase cavitating flows Inlet Velocity inlet and phase fraction Uin,w=0.01∼1.2 m/s; Uin,s=0.01∼1.2 m/s
φs=0.0194, 0.0623, 0.139
Turbulent intensity=10%
Turbulent viscosity ratio=10

Outlet Pressure outlet Pout=101325 Pa
Turbulent intensity=10%
Turbulent viscosity ratio=10

Walls Slip Specularity coefficient=0.451
Restitution coefficient=0.9

Table 3.3: Boundary conditions used for CFD computations in multiphase flows study.
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Name Model/ Scheme Name

Multiphase Flow Eulerian-Eulerian [38]
Volume Fraction Parameters Implicit Scheme [38]
Viscous Model RANS-k-ε model [38]
Drag Model Syamlal-O’Brien[42], [38]
Granular Temperature Algebraic [38]
Granular Viscosity Syamlal-O’Brien [42], [38]
Granular Bulk Viscosity Lun et al. [51], [38]
Frictional Viscosity Johnson-et-al [52], [38]
Frictional Pressure (Pa) Based-KTGF [53], [38]
Solid Pressure Lun et al. [51], [38]
Radial Distribution Syamlal-O’Brien [42], [38]
Pressure-Velocity Coupling Phase-coupled SIMPLE Scheme [38]
Spatial Discretization-Gradient Least Squares Cell Based [38]
Spatial Discretization-Momentum 2nd Order Upwind [38]
Spatial Discretization-Volume Fraction QUICK [50]
Spatial Discretization-Turbulence k-ε 2nd order Upwind [38]

Table 3.5: List of different models and schemes used in Eulerian-Eulerian model for mod-
eling two-phase (liquid-solid) slurry flows.

Name Model/ Scheme Name

Multiphase Flow Eulerian-Eulerian [38]
Volume Fraction Parameters Implicit Scheme [38]
Viscous Model RANS-k-ε model [38]
Cavitation Model Schnerr-Sauer model [44], [38]
Drag Model Schiller-Naumann & Syamlal-O’Brien [41],[42], [38]
Granular Temperature Algebraic [38]
Granular Viscosity Syamlal-O’Brien [42], [38]
Granular Bulk Viscosity Lun et al. [51], [38]
Frictional Viscosity Johnson-et-al [52], [38]
Frictional Pressure (Pa) Based-KTGF [53], [38]
Solid Pressure Lun et al. [51], [38]
Radial Distribution Syamlal-O’Brien [42], [38]
Pressure-Velocity Coupling Phase-coupled SIMPLE Scheme [38]
Spatial Discretization-Gradient Least Squares Cell Based [38]
Spatial Discretization-Momentum 2nd Order Upwind [38]
Spatial Discretization-Volume Fraction QUICK [50]
Spatial Discretization-Turbulence k-ε 2nd order Upwind [38]
Transient Formulation First Order Implicit

Table 3.6: List of different models and schemes used in Eulerian-Eulerian model for mod-
eling four-phase (liquid-solid-vapor-air) cavitating flows.
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Flow Material ρ (kg/m3) µ (kg/m− s) D (µm)

Two-phase cavitating flows water 998.16 1.001× 10−3 −
vapor 0.0173 9.727× 10−6 10

Two-phase slurry flows solid-1 2470 1.789× 10−5 125
solid-2 2470 1.789× 10−5 440
water 998.16 1.001× 10−3 −

Four-phase cavitating flows solid 2650 1.789× 10−5 23
water 998.16 1.001× 10−3 −
vapor 0.0173 9.727× 10−6 10
air 1.2047 1.825× 10−5 3, 6, 10

Table 3.7: Physical properties used for CFD computations in multiphase flows study.

3.4 Validation

In order to quantify the error and uncertainty in the CFD simulations, the population

standard deviations (Eq. 3.9 from [54]) were calculated to compare the experimental and

numerical inlet velocities.

σest% =

√

∑

(Ysimulation − Yexperiment)2

N
· 100 (3.9)

where σest is the standard deviation of the estimate and Yexperiment and Ysimulation

are the inlet velocity data for the experimental and predicted results, respectively. N is

the total number of data taken into account to calculate the standard deviation. The

predicted inlet velocity is calculated based on the mass-weighted average velocity at the

inlet surface. The population standard deviation is a reliable approach for measuring

deviation as compared to other approaches (e.g. the weight standard deviation) since this

approach comes from Linear Least Squares Regression, as used in curve fitting [55].

Fig. 3.5 shows the static pressure drop as a function of the inlet velocity for Grid−1

(310000 cells) and Grid−2 (1240000 cells). To describe the cavitation activities in the

two-phase cavitating flows, the Schnerr-Sauer cavitation model was applied and evaluated

in this study. It can be seen from the figure that the numerical results for the pressure

drop in line with the experimental data, with a clear indication of cavitation inception at

an inlet velocity of 0.96 m/s. The deviations from the experimental data are 2.07% and

4.36% for Grid−1 and Grid−2, respectively, which indicates that Grid−1 is sufficient to

provide accurate results at a lower computational cost. Therefore, we can confirm that the

Eulerian-Eulerian approach coupled with the Schnerr-Sauer cavitation model is capable of

capturing the physics of two-phase flows including liquid-vapor in cavitating Venturi tubes.
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Figure 3.5: Validation of two-phase cavitating flows: experimental and simulated static
pressure drop as a function of inlet velocity. Experimental measurement accuracy= ±1.7%.

0 0.5 1 1.5 2 2.5
φ

l,s
/φ

s

0

0.2

0.4

0.6

0.8

1

y
/D

Experiments
K-ε, Grid-1
K-ε, Grid-2
K-ω, Grid-1
Realizable K-ε, Grid-1
SST K-ω, Grid-1
SST K-ω, Grid-2

0 0.3 0.6 0.9 1.2 1.5
φ

l,s
/φ

s

0

0.2

0.4

0.6

0.8

1

y
/D Experiments

K-ε, Grid-1
K-ε, Grid-2
K-ω, Grid-1
Realizable K-ε, Grid-1
SST K-ω, Grid-1
SST K-ω, Grid-2

(a) (b)

Figure 3.6: Validation of two-phase slurry flows: experimental and simulated solid concen-
tration distribution in multi-sized slurry (Dp=125 µm and 440 µm) at (a) - Uin=2 m/s,
Rein=109598, φs=0.2; (b) - Uin=4 m/s, Rein=219196, φs=0.4.

Figs. 3.6a and b depict experimental and simulation results concerning the distribution

of mixture solid concentration along the y-coordinate at z/D=55, corresponding to inlet

velocities of Uin=2 m/s, φs=0.2 and Uin=4 m/s, φs=0.4. It can be seen that the higher

solid concentration is distributed along the region near the bottom wall due to the effect of

gravity. A distinct change in the shape of the solid concentration profiles along the vertical

plane can be observed as the inlet velocity increases from 2 to 4 m/s and the solid volume
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3.5 Results and discussions

To analyse the results, we use the cavitation number, σ, which is the most fundamental non-

dimensional parameter in the Venturi tube used to predict the occurrence of cavitation. It

is defined as the ratio of the pressure difference between the throat and downstream sections

of the cavitating Venturi tube to the kinetic head at the throat. The inlet Reynolds number,

Rein, is the non-dimensional ratio of the inertial force to the viscous force. It measures

viscous stresses in the fluid field. The pressure change is usually characterized by the

pressure loss coefficient, K. The formulations of the cavitation number (σ), pressure loss

coefficient (K), and inlet Reynolds number (Rein) are expressed as follows [2].

σ =
P∞ − Pv(T∞)

1
2ρlU

2
th

(3.10)

K =
(Pin − P∞)static

1
2ρlU

2
in

(3.11)

Rein =
ρlUinD

µl
(3.12)

where P∞ is the fully recovered static downstream pressure, Pin is the static upstream

pressure and Pv is the vapor pressure of the liquid at the reference temperature (T∞). ρl

is the density of the liquid, and Uin and Uth are the flow velocity upstream of and at the

throat of the Venturi tube, respectively. D is the inlet pipe diameter, and µl is the dynamic

viscosity of the liquid.

Based on the study of two-phase cavitating flows and two-phase slurry flows, we can

confirm that the Eulerian-Eulerian multiphase model is capable of satisfactorily predicting

the flow physics of multiphase flows. In this view, the Eulerian-Eulerian multiphase model

is applied to numerically solve the four-phase fluid flow system. One major challenge in

the prediction of four-phase flows using the CFD approach is simulating the stabilized air

bubbles on the small unwetted cracks and crevices on the surface of solid particles. To take

this effect into account in the CFD model, we assume that individual solid particles entrap

stablized air bubbles on their surface. As can be seen from Fig. 3.9, the solid particles

are added into the water tank, and a pre-existing air bubble is found inside a pit on the

particle surface after mixing. The size of the air bubble is related to the pressure balance

in an equilibrium situation (Laplace’s law). Since the air bubbles are usually stable, the

water surface is convex towards the air and the curvature of the air bubble interface is

negative [25].
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Figure 3.9: Principle sketch of the entrapped air bubbles in the crevices on the surface of
particle.

(a) (b)

(c) (d)

Figure 3.10: SEM images of silica microparticles: (a) - low magnification (×50); (b-d) -
high magnification (×1000).
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To determine the size of the air bubbles trapped in the crevices on the surface of

particles, we considered an idealized case in which the size of the entrapped bubble is

comparable to the size of the crevice mouth, for simplicity. In this case, it is critical to

evaluate the surface patterns of the particles first. A scanning electron microscope (SEM,

Zeiss EVO LS15, Germany) with an acceleration voltage of 25 kV is used to observe the

microstructures of the silica particles. As can be seen from Fig. 3.10, SEM images of

silica particles have been taken at two different magnifications (×50 and ×2000). Low-

magnification SEM images (Fig. 3.10a) shows that the silica particle has various shapes

with defined corners and edges. The particle diameter of the sample is analyzed using the

Mastersizer 3000 laser diffraction particle size analyzer (Malvern Panalytical, Canada). The

results indicate that the volume median diameter ofD50 is about 23 µm. Figs. 3.10b, c, and

d present detailed features of the microstructures on the silica particles. Noticeable micro-

scale crevices can be observed on the surface of the silica particles. The size of the crevices

varies from 2 to 10 µm. Accordingly, the size of the entrapped air bubbles is considered

in a range between 2 and 10 µm in diameter. In order to estimate the specific air bubble

size under different solid mass concentrations, we proposed a new correction to the air

bubble size based on the solid mass concentration. As we know, the solid particle collision

rate rose with increasing slurry concentration in the cavitating Venturi tube, causing an

improvement in bubble coalescence efficiency on the crevices and the concave surfaces of the

solid particles. Actually, as the fluid flows through the throat section, the reduction in the

local pressure leads to the rapid growth of entrapped bubbles. Meanwhile, multi-particle

collision is more frequently encountered in the throat section, playing a significant role

in intensifying the bubble coalescence. The highly localized, large-amplitude shock waves

associated with the cavitation bubble collapse is another possible reason of the increase

of the average air bubble size. The micro-jets can break the particle into small size and

increase its surface area due to the powerful forces created by each bubble in a cavitation

zone. As a result, the average size of the entrapped air bubble increases as the size of the

crevices increases. Thus, this simple engineering approach that associates the variations of

the air bubble size with the changes in the solid mass concentration allows us to solve the

four-phase cavitating flow problem using the commercial CFD software ANSYS FLUENT.

Based on the size range of the crevices on the surface of the particles, the air bubbles are

assumed to be Rb=1.5 µm, 3 µm and 5 µm in size for solid mass concentrations of 5 wt%

(Vs=1.94 %), 15 wt% (Vs=6.23 %), and 30 wt% (Vs=13.9 %), respectively. The pressure

inside the air bubble can be calculated for a specific bubble radius based on Laplace’s

equation [25]:

Pa + Pv = Pl −
2γ

Rb
(3.13)
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where Pv is the saturated vapor pressure (=2338 Pa at 20◦C), Pl is the liquid pressure

outside a bubble (=1 atm), γ is the liquid/vapor surface tension coefficient (=0.07275 N/m

at 20◦C), and Rb is the radius of the air bubble. For air bubble sizes of Rb=1.5 µm, 3

µm and 5 µm, the pressure inside the air bubbles, Pa is calculated to be 1987, 50487 and

69887 Pa, respectively. As a result, these specified values of Pa were implemented in the

Schnerr-Sauer cavitation model to describe the mass transfer process between the liquid

phase and the air phase.

Ws (wt %) 5 15 30
Vs (%) 1.94 6.23 13.9
Rb (µm) 1.5 3 5
Pa (Pa) 1987 50487 69887

Table 3.8: Air bubble pressure produced for various air bubble sizes.
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Figure 3.11: Validation of four-phase cavitating flows: experimental and simulated static
pressure drop as a function of inlet velocity for different solid mass concentrations. Exper-
imental measurement accuracy= ±1.7%.

To validate the numerical results obtained in the framework of the Eulerian-Eulerian

model, the simulations were carried out of an axisymmetric Venturi tube, as shown in

Fig. 3.3a. The Venturi tube considered has the following geometric parameters: D/d=4,

L/d=6.29, α=19◦, and β=5◦. Fig. 3.11 shows the relationship between the pressure drop

and the inlet velocity for both the two-phase and four-phase cavitating flows. Three solid
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mass concentrations are considered in the current work to illustrate the effect of the solid

mass concentrations on the flow characteristics and the generation of cavitation. As can be

seen from the figure, both the numerical and the experimental results exhibit a gradually

increasing trend in the inlet velocity, with an ascending pressure drop before the onset of

cavitation in all cases. After the cavitation phenomenon appears, the presence of cavitation

bubbles in the throat section produces an effect: the blocking of the flow, which results

in a significant decrease in the inlet velocity. The simulation results fit closely with the

experimental data in all cases. The deviations from the experimental data are 2.07%,

4.49%, 5.51% and 8.07% for solid mass concentrations of 0 wt% , 5 wt%, 10 wt% and 30

wt%, respectively. From the profile, the cavitation inception can be observed at Uin=0.9

m/s, Uin=0.6 m/s, and Uin=0.4 m/s for the Venturi tube with Ws=5 wt% (Vs=1.94 %),

Ws=15 wt% (Vs=6.23 %), Ws=30 wt% (Vs=13.9 %), respectively. At a fixed pressure drop

value, the value of the inlet velocity displays a slightly decrease in the 5 wt% slurry flow as

compared to the 0 wt% slurry flow (liquid-vapor flow). As the solid mass concentrations

increases from 5 to 30 wt%, an obvious decline in the inlet velocity can be observed. The

high concentration of solids results in intensive particle-particle and particle-wall friction

in the throat region, so the velocity in this region is lower than those in the same region

with a low solid mass concentration.

Fig. 3.12 presents numerical analysis results with respect to the solid mass concentra-

tion, employing different dimensionless parameters (the inlet Reynolds number Rein, the

pressure loss coefficient K, the cavitation number σ, the vapor volume fraction φv, and the

air volume fraction φa). Fig. 3.12a shows the pressure loss coefficient, K, as a function of

the inlet Reynolds number, Rein, for different solid mass concentrations under cavitational

and non-cavitational conditions. The characteristic curve in this profile is found to have

two distinct stages, separated by an inflection point. This inflection point is labelled the

critical inlet Reynolds number Rec, which indicates the inception of cavitation. In the first

stage (Rein<Rec), the characteristic curves for cavitation cases and non-cavitation cases

overlap and have decline briefly. In the second stage (Rein>Rec), all curves fall together

further for non-cavitation cases, while the value of K sees a sharp ascent for the cavita-

tion cases. This phenomenon is expected, since the appearance of cavitation bubbles in the

Venturi tube reduces the inlet velocity and further leads to a decrease in the inlet Reynolds

number. In addition, the value of Rec decreases from 11391 to 5063 as the solid mass con-

centration increases from 5 wt% (Vs=1.94 %) to 30 wt% (Vs=13.9 %). This suggests that

the higher solid mass concentration causes an early cavitation inception in a Venturi tube.

Figs. 3.12b and c present the relationship between the volume-averaged volume fraction

of the vapor, φv, the volume-averaged volume fraction of the air, φa, and the cavitation

number, σ, for various solid mass concentrations. From the profiles, the cavitation inception
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appears early, from σ=0.98 to σ=3.35 for vapor-induced cavitation and from σ=0.98 to

σ=4.35 for gas-induced cavitation, with an increase in the solid mass concentration from

5 wt% (Vs=1.94 %) to 30 wt% (Vs=13.9 %). This further confirms that the cavitation

inception appears at various times under the influence of the solid mass concentration. As

the cavitation number decreases from 4.5 to 0.1, both the vapor volume fraction and air

volume fraction exhibit an almost linearly increasing trend from 1× 10−5 to 2× 10−1.

Figs. 3.12d and e plot the numerical results of the volume-averaged volume fraction

of the vapor, φv, and the volume-averaged volume fraction of the air, φa, as a function of

the pressure loss coefficient, K, respectively. As indicated in Figs. 3.12d and e, the vapor

volume fraction and air volume fraction decreases step by step until a notable reduction

occurs at the critical pressure loss coefficient, Kc, indicating that the cavitation inception

appears at Kc with a value of 92 (Ws=5 wt% or Vs=1.94 %), 152 (Ws=15 wt% or Vs=6.23

%), and 157 (Ws=30 wt% or Vs=13.9 %). In addition, we found that the solid mass con-

centration plays a significant role in the power consumption. After the onset of cavitation

(K>Kc), the pressure loss coefficient K of the case with a higher solid mass concentration

is larger than that with a lower solid mass concentration, with the same-level vapor or

air volume fraction. This phenomenon is expected, since particle-particle and particle-wall

friction increases together with the increased particle concentration at the same velocity.

A higher friction corresponds to a relatively large pressure drop; thus, a significant power

consumption is required for the fluid flow with a higher solid mass concentration.

A further comparison is presented in Figs. 3.12f and g with respect to the volume-

averaged volume fraction of vapor and air as the function of the inlet Reynolds number,

Rein for three solid mass concentrations. From the profiles, the solid mass concentration

is clearly seen to have a significant influence on the production of vapor and air bubbles.

It can be seen that different solid mass concentrations share the same increasing tendency

in terms of the vapor and air volume fraction as Rein increases from 5000 to 16000. At

a fixed value of Rein, the cavitating Venturi tube with Ws=30 wt% (Vs=13.9 %) gives a

higher value of φv and φa while that with Ws=5 wt% (Vs=1.94 %) shows a lower value

of φv and φa. Raising the solid mass concentration from 5 wt% (Vs=1.94 %) to 30 wt%

(Vs=13.9 %) generally increases the number of entrapped air bubbles on the cracks or

crevices of particles’ surface. As a consequence, the higher solid mass concentration is a

means of intensifying the cavitation yield.
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Figure 3.12: Integral characteristics predicted numerically for Ws=5%, 15% and 30%
(Vs=1.94 %, 6.23 %, and 13.9 %): (a) - pressure loss coefficient as a function of inlet
Reynolds number; (b) - volume-averaged vapor volume fraction as a function of cavitation
number; (c) - volume-averaged air volume fraction as a function of cavitation number;
(d) - volume-averaged vapor volume fraction as a function of pressure loss coefficient;
(e) - volume-averaged air volume fraction as a function of pressure loss coefficient; (f)
- volume-averaged vapor volume fraction as a function of inlet Reynolds number; (g) -
volume-averaged air volume fraction as a function of inlet Reynolds number.
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Fig. 3.13 presents axial profiles of fluid characteristics along r/D near the outlet of the

throat section (z/D=3) for the four-phase cavitating flows at an inlet velocity of Uin=1 m/s

and Re=12656. The profiles are plotted at several solid mass concentrations (Ws=5 wt%

(Vs=1.94 %), 15 wt% (Vs=6.23 %), and 30 wt% (Vs=13.9 %)). As shown in Fig. 3.13a, all

the solid mass concentrations predict the same flow velocity distribution along r/D. There

is a higher flow velocity in the core region (r/D=0 to 0.09) and a lower flow velocity near

the upper wall region (r/D=0.09 to 0.125) for all solid mass concentrations. This can be

explained by the blockage effect produced by the significant number of cavitation bubbles

near the wall region.

Figs. 3.13b and c depict the vapor volume fraction and air volume fraction profiles

along the r/D axis. The slurry flow with 5 wt% solid mass concentration (Vs=1.94 %)

predicts the same amount of vapor volume fraction (φv=0.01) and air volume fraction

(φa=0.06) along the r/D axis. Meanwhile, the slurry flow with 15 wt% (Vs=6.23 %) and

30 wt% (Vs=13.9 %) solid mass concentrations shows an increasing trend across the r/D

axis. Higher vapor volume fractions and air volume fractions can be observed near the wall

region (r/D=0.09 to 0.125), which further confirms that there is an intensive decrease in

the flow velocity due to the presence of cavitation bubbles.

Fig. 3.13d shows the distribution of the solid volume fraction along the r/D axis. As

r/D increases from 0 to 0.1252, the solid volume fraction predicted in all cases exhibits

a downwards trend. The trend changes more intensively as the solid mass concentration

increases from 5 wt% (Vs=1.94 %) to 30 wt% (Vs=13.9 %). Fig. 3.13e reveals that the

turbulence viscosity ratio is affected by the variation in the solid mass concentrations in the

range between 5 wt% and 30 wt%. In particular, the turbulence viscosity ratio predicted

at a higher solid mass concentration (Ws=30%) is slightly higher than those calculated

at a lower solid mass concentration (Ws=5%). As r/D continues to increase from 0.09

to 0.1252, this trend becomes less obvious. This indicates that the presence of a higher

solid volume fraction generates strong turbulence in the center region (r/D=0 to 0.09),

while weak turbulence appears close to the wall region where the cavitation activities are

significant.
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Figure 3.13: The distribution of velocity magnitude - (a), volume-averaged vapor volume
fraction - (b), volume-averaged air volume fraction - (c), volume-averaged solid volume
fraction - (d), and turbulent viscosity ratio - (e) along r/D near the outlet of the throat
section Z/D=3, Uin=1 m/s, Rein=12656.

Studying the overall behavior of the cavitating flow in the cavitating Venturi tube

with solid mass concentrations of 5 wt% (Vs=1.94 %) to 30 wt% (Vs=13.9 %), the vapor

volume fraction and air volume fraction plots at a specific inlet velocity of 1 m/s are

presented in Fig. 3.14 and Fig. 3.15, respectively. As can be seen from both figures, similar

stable cavitation behaviors can be obtained from both the vapor-induced cavitation and
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gas-induced cavitation. The cavitation starts at the entrance of the throat section and

develops further along the wall of the Venturi tube. Higher vapor and air volume fractions

can be observed at the beginning of the divergent section in all cases. As the solid mass

concentration increases from 5 wt% (Vs=1.94 %) to 30 wt% (Vs=13.9 %), the vaporous

and gaseous cavitation zones expand and eventually fill the divergent section of the Venturi

tube. Additionally, the maximum value of the vapor volume fraction increases from 0.48 to

0.5 and that of the air volume fraction increases from 0.42 to 0.49 with increased particle

concentration.

(a)

(b)

(c)

Figure 3.14: Vapor volume fraction at inlet velocity of Uin=1 m/s, Rein=12656: (a) -
Ws=5 wt% (Vs=1.94 %); (b) - Ws=15 wt% (Vs=6.23 %); (c) - Ws=30 wt% (Vs=13.9 %).
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presence of solid particles has a significant influence on the cavitation behaviors. In gen-

eral, the higher the solid mass concentration, the earlier the cavitation inception and the

greater the vapor and air production, but accompanied by a higher energy consumption.

Accordingly, the required cavitation yield can be controlled by adding solid particles to the

cavitating Venturi tube, taking into account the effect of the energy consumption. In addi-

tion to this, it was shown numerically that the distribution of the solid volume fraction in

the four-phase flows is increased significantly in the throat section and the divergent cone

center of the cavitating Venturi tube. The numerical analysis also indicates that the flow

structure is altered and the growth of cavitation clusters is restricted by the presence of

turbulence in the downstream section of the cavitating Venturi tube.
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[4] Mark Duerkop, Eva Berger, Astrid Dürauer, and Alois Jungbauer. Impact of cavita-

tion, high shear stress and air/liquid interfaces on protein aggregation. Biotechnology

journal, 13(7):1800062, 2018.

[5] P Senthil Kumar, M Siva Kumar, and AB Pandit. Experimental quantification of

chemical effects of hydrodynamic cavitation. Chemical Engineering Science, 55(9):

1633–1639, 2000.

[6] V Ross, A Singh, and K Pillay. Improved flotation of pgm tailings with a high-shear

hydrodynamic cavitation device. Minerals Engineering, 137:133–139, 2019.

[7] SK Kawatra and TC Eisele. Froth flotation-fundamental principles. Research, Michi-

gan Technical University, pages 1–30, 2002.

[8] Roe-Hoan Yoon, Darrin H Flinn, and Yakov I Rabinovich. Hydrophobic interactions

between dissimilar surfaces. Journal of colloid and interface science, 185(2):363–370,

1997.

[9] Daniel Tao. Role of bubble size in flotation of coarse and fine particles—a review.

Separation Science and Technology, 39(4):741–760, 2005.

[10] ZA Zhou, Zhenghe Xu, JA Finch, H Hu, and SR Rao. Role of hydrodynamic cavitation

in fine particle flotation. International Journal of Mineral Processing, 51(1-4):139–149,

1997.

[11] HJ Schulze, B Radoev, Th Geidel, H Stechemesser, and E Töpfer. Investigations of the
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Chapter 4

Modeling of Cavitating Flows Past

a Micro-sized Particle1

4.1 Introduction

Cavitation is a multi-phase phenomenon that occurs between a bulk liquid and liquid solid

objects such as particles moving in it, or no-slip walls constricting that liquid, e.g. Venturi

tubes [1, 2]. The main features of cavitation are vapor bubbles forming and growing in

a liquid medium when the static pressure drops locally below the saturated vapor pres-

sure at a constant temperature [3, 4]. Cavitation has been widely researched as a useful

phenomenon which has been applied to many industrial fields such as mineral processing

[5], food processing [6], chemical reactions [7], water purification [8], etc. In the mineral

extraction process, a Venturi tube is used to improve the efficiency of fine particle sepa-

ration using flotation technology. The Venturi tubes are used in industry as a source of

cavitation. Venturi tubes mainly comprise a convergent section, throat section and diver-

gent section. When large pressure differentials are generated within the liquid medium as

the fluid passes through the throat section of the Venturi tube, an intense phase change

from liquid to vapor appears. Venturi tubes are used to generate micro- and nano-size

vapor and air bubbles. Injecting such bubbles from Venturi tubes into flotation columns

can significantly improve the performance of flotation processes by increasing the collision

probability between solid particles and cavitation bubbles. In this respect, hydrodynamic

cavitation plays a crucial role in the operation of fine particle flotation [5, 9].

The intensity of cavitation in a hydrodynamic cavitating Venturi tube mainly depends

on geometrical parameters such as the throat diameter, the convergent and divergent an-

1This chapter has been accepted as: Hongbo Shi, Qingxia Liu and Petr Nikrityuk. Modeling of cavitating
flows past a micro-sized particle. International Journal of Multiphase Flow, 2020.
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gles, and operating conditions such as the flow rate, the fluid temperature, the upstream

and downstream pressures, but more importantly it depends on the addition of solid par-

ticles to the Venturi tube. In general, the effect of solid particles mainly comes from the

air bubbles trapped in the cracks or crevices on the surface of the solid particles [10]. The

growth of air bubbles into larger bubbles has been identified as the source of cavitation

inception, leading to the promotion of cavitation generation. A considerable deal of ex-

perimental work has been carried out to gain an insight into multiphase cavitating flows

and the influence of solid particles on the cavitation characteristics [11, 12]. Unfortunately,

most of the experimental works cannot distinguish between the individual contribution of

trapped air bubbles on the particle surface and the solid particle itself. In fact, the charac-

teristics of the cavitation behavior of the solid particles utilised, in the absence of dissolved

gases, are still not well understood. Therefore, studying the impact of solid particles in the

development of the cavitation flow is most frequently addressed.

As more computational fluid dynamics (CFD) methods for predicting cavitation have

been developed and implemented in commercial CFD software, e.g. ANSYS FLUENT

[13, 14, 15] and open-source CFD software, e.g. OPEN Foam [16, 17, 18], notable numerical

works have provided valuable insight into the relationship between the solid particles and

cavitation. Gregorc et al. [19] performed experimental and three-dimensional (3D) CFD

simulations using an Eulerian-Eulerian model to investigate how solid particles affect the

turbulent cavitation flow over a hydrofoil. The author showed that the magnitude of torque

increases with the presence of solid particles in the fluid. As the solid mass fraction rises

from 0.001 to 0.0032, the vapor volume fraction increases significantly on the surface of the

hydrofoil. Li et al. [20] used molecular dynamic simulations to investigate the inception

of cavitation in water with solid nanoparticles. They observed that the presence of the

nanoparticles reduces the number and energy of the hydrogen bond network in the water.

The free energy of the critical bubble decreases and the nucleation energy increases as the

particle size rises from half to ten times the critical bubble size. On the other hand, the

effect of particle size on cavitation is limited if the particle size exceeds this range. In

addition, the results show that polyethylene particles can generate more vapor bubbles in

the water as compared to SiO2 particles. Kabeel and Abdelgaied [21] studied the influences

of the alumina nano-particles (AL2O3) on cavitation behaviors in the orifice using a two-

dimensional (2D) mixture model. The turbulent kinetic energy is seen to drop 21% in the

downstream and the turbulent intensity decreases 11% in the whole domain as the solid

concentration increases from 0 to 10%. In addition, the vapor volume fraction rises to a

maximum value of 0.17 as the solid volume fraction increases from 0 to 0.1.

Chen et al. [22] used a 3D mixture model to analyze how nanoparticles influence the

turbulent cavitation flow in the pipe. The results show that higher nanoparticle concentra-
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tions and a larger nanoparticle size increase the cavitation zone with a lower inlet pressure

(0.4 MPa), while the effects of the nanoparticle concentration and diameter are limited for

the higher inlet pressures (0.6 and 1.0 MPa). The vapor volume fraction increases signifi-

cantly as the particle size increases from 13 nm to 80 nm at a lower operating temperature

(25 ◦C), while the effect of particle size on cavitation is limited under a higher operating

temperature (40 ◦C).

Pendar et al. [18] used a 3D Large Eddy Simulation (LES) to investigate the wall-

bounded flow characteristics of sphere cavitation over a wide range of cavitation numbers

(0.36 to 1). The numerical results indicated that the vortical region behind the sphere

grows as the cavitation number rises from 0.4 to 1 because of the presence of the vortical

flow inside the cavity. The laminar flow condition can be observed inside the cavity, while

intense turbulent kinetic energy is distributed above the cavity leading edge. It was found

that the formation of a re-entrant jet appears at a cavitation number of 0.9, and the

thickness of the re-entrant jet decreases as the cavity length increases.

Cheng et al. [23] carried out 3D CFD simulations using a mixture model to study

unsteady turbulent cavitation flow over a spherical particle in a wall-bounded domain.

The numerical results are in line with the experimental data obtained from the literature.

Based on the simulation results, they found that the cavity length increases and the location

of the cavity inception point moves downstream over the particle surface as the cavitation

number declines from 0.95 to 0.36. The analysis indicated that the effect of cavitation

shedding on the lift force is significant when the cavitation number is lower than 0.8.

Gnanaskandan and Mahesh [24] performed 3D CFD simulations using a LES turbulence

model to investigate the unsteady features of the cavitating flow past a circular cylinder

in a free-stream domain. The author showed that the mean cavity length obtained in the

case of a laminar flow (Re=200) is much lower than that in the case of a turbulent flow

(Re=3900) at the same cavitation number. The shedding frequency cavity detachment is

found at a cavitation number of σ=1, while low-frequency and shedding frequency cavity

detachment are obtained at a cavitation number of σ=0.5 to 0.7. The cavity separation

location in the cavitating flow moves downstream as compared to the separation location

in the non-cavitating flow. In addition, the variation in the initial void fraction (αo=0.005

to 0.01) does not affect the inception of cavitation over the cylinder surface.

Alongside the numerical studies focused on the physics of three-phase (solid-liquid-

vapor) cavitating flows, there are almost no CFD studies considering a detailed numerical

consideration of a cavitating flow past fine particles with different particle shapes and sur-

face roughnesses. Also, the effect of the number of particles arranged in a line and the

heat transfer between the particle surface and cavitating flow has not yet been numerically

investigated. In fact, understanding and predicting the cavitation behavior of the utilized
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exists as Re > 300. Figs. 4.1a and 4.1b show schematics of the 2D and 3D domain,

respectively. The 2D free-stream domain is 130Dp in length (the length in front of the

particle is 30Dp and the distance behind the particle is 100Dp) and 40Dp in height. The

3D domain is 66Dp in length (the length in front of the particle is 18Dp and the distance

behind the particle is 48Dp) and 35Dp in height and width. A spherical solid particle,

with a diameter in the range between Dp=10 µm and 100 µm, is placed at the center of

the domain. Liquid water enters the inlet of the domain with a uniform velocity in the

range between 0.1 and 25 m/s at a temperature of 293.15 K. Four different particles were

examined in this study:

• Particle−1 is a smooth spherical particle, Fig. 4.2a.

• Particle−2 is a smooth cylindrical particle, Fig. 4.2b.

• Particle−3 is a rough spherical particle with a roughness coefficient of KR=0.08, Fig.

4.2c.

• Particle−4 is a rough spherical particle with a roughness coefficient of KR=0.18, Fig.

4.2d.

The formulation of the roughness coefficient is expressed as [26, 27]:

KR =
Ks

Dp
(4.1)

where Ks is the height of the irregular surface and Dp is the diameter of the particle.

The schematic diagram of a 2D axis−symmetric computational domain for Particle−1 to

Particle−4 is shown in Fig. 4.2a to 4.2d.
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Figure 4.2: Schematic diagram of a 2D axis−symmetric computational domain for single
Particle−1 to Particle−4 - (a) - (d) and multiple Particle−1 - (e).
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4.3 Computational model

In this study, the single-fluid mixture model is employed to simulate two-phase flows (water-

vapor) over a solid particle. The mixture model can model the liquid phase or vapor phase

by solving a set of governing equations of fluid flow including continuity, momentum, energy

and the transport of the volume fraction between two phases. In the mixture model, the

liquid phase and vapor phase of the cavitating flow are assumed to be in mechanical

equilibrium and the velocities and densities of both phases are identical at every position

in the multiphase fluid field [25]. The steady and unsteady Navier-Stokes solvers are used

to solve the two-phase laminar flow using 2D axis−symmetric (Re ≤ 250) and 3D domains

(300 < Re < 1800), respectively. The standard k− ε turbulence model with enhanced wall

treatment is used in a 3D domain to simulate the unsteady turbulent flow phenomenon

around the particle by Re ≥ 1800. k and ε represent the turbulent kinetic energy and the

dissipation rate of kinetic energy in the flow, respectively. It should be noted that the two

phases are treated as incompressible and the slip velocity between the water phase and

vapor phase is assumed to be low and neglected in the mixture model. Additionally, this

study does not take into account the effects of surface tension and gravity. The fluid flow

is considered to be isothermal and non-isothermal, respectively.

The Schnerr-Sauer cavitation model [28] serves as the mass transfer model to calculate

the net mass transition from the water phase to the vapor phase. It considers vapor

phase as the dispersed phase in the continuum liquid phase in the homogeneous mixture

flow field [25]. The Rayleigh-Plesset equation is applied to this model to describe the

condensation and evaporation of a spherical cavitation bubble in the liquid. The number

of spherical bubbles per volume of liquid is assumed to be constant during the simulation

procedure. Additionally, the presence and expansion of non-condensable gas in the liquid

is not accounted for in the Schnerr-Sauer model. For the isothermal simulations, the

saturation vapor pressure, PV is kept constant and equal to 2338 Pa (20◦C). For the non-

isothermal simulations, the change of fluid flow temperature is utilized to compute the

variation of saturation vapor pressure based on the Antoine equation [29]:

LogPV = A− B

T + C
(4.2)

In Equation 4.2, the absolute vapor pressure of the water, PV is in mmHg and the

saturation temperature of the water, T is in ◦C. A, B, and C are substance-specific co-

efficients with a value of 8.07131, 1730.63, and 233.426, respectively. The formulations of

the governing equations for the water-vapor system are presented in Table 4.1. In order to

distinguish between the individual contribution to cavitation activities made by dissolved

gases on the particle surface and the solid particle itself, this study did not take the effect

94



of dissolved gas into account in the fluid field.

The flow boundary conditions are defined in terms of inlet velocity and outlet pressure.

The inlet velocity is specified in the range of 0.1 ∼ 25 m/s, while a static pressure outlet

with a constant value of zero is adopted. The boundary conditions for a turbulent flow

are specified as 10% for the turbulence intensity and 10 for the turbulent viscosity ratio.

The no-slip condition is imposed on the particle surface and free-stream conditions are

set on all far-field boundaries. In the isothermal process, no particle-to-fluid heat transfer

occurs in the system and the temperature of the fluid flow is constant at Tf=20◦C. In the

non-isothermal process, the inlet flow is maintained at a constant temperature of Tin=20◦C

and the temperatures on the particle surface are set as Tp=40◦C, 60◦C, 80◦C, and 99.9◦C.

The mixture multiphase model is established and computed based on the commer-

cial CFD software ANSYS FLUENT 16.2. The 2D axisymmetric computational geometry

is discretized with four structured hexahedral meshes using a finite-volume method with

1328640 (Particle−1), 3522560 (Particle−2), 1391872 (Particle−3) and 1443520 (Particle−4)

computational cells, and the 3D computational geometry is discretized with 4817181 (Particle−1)

computational cells. A representative 2D mesh is shown in Fig. 4.1c and d.

The pressure-velocity-based coupled scheme [25] was utilized to solve the momentum

equations and the continuity equations together, corresponding to the two-phase cavitating

flow in the present simulations. The second−order upwind scheme was used to discretize

the momentum equations, turbulent kinetic energy and turbulent dissipation rate. The

Quadratic Upwind Interpolation for Convection Kinematics (QUICK) scheme [25] was em-

ployed for the vapor volume fraction transport equation. The PREssure STaggering Option

(PRESTO) scheme was adopted for the pressure interpolation. The transient simulations

with a fixed time step of 1×10−4 sec are required to obtain a stable converged solution.

Table 4.2 lists the details of the models and schemes used in the numerical simulation of

cavitating flow around a solid particle. The physical properties for isothermal and thermal

systems are specified in Table 4.3.
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Continuity equation ∂
∂t (ρm) +∇ · (ρm~vm) = 0

~vm =
∑n

q=1
αqρq~vq

ρm

ρm =
∑n

q=1 αqρq
Momentum equation ∂

∂t (ρm~vm) +∇ · (ρm~vm~vm) =

−∇P +∇ · [µm(∇~vm +∇~vTm)] + ρm~g + ~F +∇ · (∑n
q=1 αqρq~vdr,q~vdr,q)

µm =
∑n

q=1 αqµq

Energy equation ∂
∂t

∑n
q=1(αqρqEq) +∇ ·

∑n
q=1(αq ~vq(ρqEq + p)) = ∇ · (λeff∇T ) + SE

Volume fraction equation for the vapor phase ∂
∂t(αvρv) +∇ · (αvρv ~vm) = R

R = Re +Rc =
ρvρl
ρm

Dαv

Dt

Schnerr and Sauer cavitation equations When PV ≥ P∞, Re =
ρvρl
ρm

αv(1− αv)
3

RB
(23

PV −P∞

ρl
)0.5

When PV ≤ P∞, Rc =
ρvρl
ρm

αv(1− αv)
3

RB
(23

P∞−PV

ρl
)0.5

αv =
nb

4

3
πR3

B

1+nb
4

3
πR3

B

RB = ( αv

1−αv

3
4πn)

1

3

n = 1013

Standard k-ε mixture model ∂
∂t(ρmk) +∇(ρm~vmk) = ∇ · (µt,m

σk
∇k) +Gk,m − ρmε

∂
∂t(ρmε) +∇(ρm~vmε) = ∇ · (µt,m

σε
∇ε) + ε

k (C1εGk,m − C2ερmε)

ρm =
∑n

q=1 αqρq, ~vm = (
∑n

q=1 αqρq~vq)/(
∑n

i=q αqρq)

µt,m = ρmCµ
k2

ω , Gk,m = µt,m(∇~vm + (∇~vm)T ) : ∇~vm
C1ε = 1.44, C2ε = 1.92, Cµ = 0.09, σk = 1.0, σε = 1.3

Standard k-ω mixture model ∂
∂t(ρmk) +∇(ρm~vmk) = ∇ · (µt,m

σk
∇k) +Gk,m − Yk,m

∂
∂t(ρmω) +∇(ρm~vmω) = ∇ · (µt,m

σω
∇ω) +Gw,m − Yw,m

ρm =
∑n

q=1 αqρq, ~vm = (
∑n

q=1 αqρq~vq)/(
∑n

i=q αqρq)

µt,m = ρmk
ω

α∗
∞ = 1, α∞ = 0.52, β∗

∞ = 0.09, β∞ = 0.072, σk = 2, σω = 2

Table 4.1: Mixture model equations available in ANSYS FLUENT 16.2 which were used in the study from [25].
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Name Model/ Scheme Name

Multiphase Flow Mixture [25]
Viscous Model Laminar model, k-ε model and k-ω model [25]
Cavitation Model Schnerr-Sauer [28]
Pressure-Velocity Coupling Coupled Scheme [25]
Spatial Discretization-Gradient Least Squares Cell Based [25]
Spatial Discretization-Momentum 2nd−Order Upwind [25]
Spatial Discretization-Pressure PRESTO! [25]
Spatial Discretization-Volume Fraction QUICK [30]
Spatial Discretization-Turbulence 2nd−Order Upwind [25]
Transient Formulation 1st−Order Implicit

Table 4.2: List of different models and schemes used in the study.

Properties Isothermal system Non-isothermal system

ρl (kg/m
3) 998.16 ρl=765.33 + 1.82 Tf - 3.5×10−3 T 2

f

ρv (kg/m3) 0.0173 Ideal gas

µl (kg/m− s) 1.001× 10−3 µl=9.67×10−2 - 8.21×10−4 Tf

+ 2.34×10−6 T 2
f - 2.24×10−9 T 3

f

µv (kg/m− s) 9.727× 10−6 Kinetic-theory

Cp,l (J/kg −K) − Cp,l=31245 - 321.49 Tf + 1.43 T 2
f

- 2.85×10−3 T 3
f + 2.13×10−6 T 4

f

Cp,v (J/kg −K) − Cp,v=1609.8 + 0.74 Tf - 9.13×10−6 T 2
f

- 3.81×10−8 T 3
f + 4.8×10−12 T 4

f

λl (W/m−K) − λl=-0.575 + 6.4×10−3 Tf - 8.15×10−6 T 2
f

λv (W/m−K) − Kinetic−theory

Table 4.3: Physical properties used for CFD computations in this study at fluid tempera-
tures from Tf=273.15 K to 373.05 K, taken from [31], [25].

4.4 Validation

To evaluate the capabilities of a commercial CFD software to capture the physics around

a solid particle, the experiment by Brandner et al. [32] is numerically replicated. The

schematic of the experiment is shown in Fig. 4.4a. According to the experiment setup, a

sphere 0.15 m in diameter was placed on the centreline of the closed recirculating water

tunnel (with no-slip walls) with a dimension of 0.6 m × 0.6 m × 2.6 m. The upstream
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distance is 0.75 m and the downstream distance is 1.85 m. The 3D-mixture approach

in conjunction with the Schnerr-Sauer cavitation model was performed to replicate the

experimental conditions. Two different RANS turbulence models were tested: the standard

k-ω, and the standard k-ε with enhanced wall treatment. The grid resolution for the 3D

geometry was 4518215 cells. Transient simulations are performed with a constant time

step of 1×10−4 and the maximum iterations per time step of 30. The simulations converge

if the residuals are less than 1×10−4. The second−order upwind discretization scheme is

used to solve the momentum, turbulent kinetic energy, and turbulent dissipation energy,

while the PRESTO and QUICK discretization schemes are selected to solve the pressure

and volume fraction equations, respectively. In the experimental study, the inlet flow rate

is specified at 9 m/s and the outlet static pressure is used to adjust the cavitation number

σ ranging from 0.36 to 0.8. However, the CFD model cannot reproduce the experimental

results by changing the static outlet pressure. To obtain the same cavitation numbers, the

numerical simulation was carried out at varied inlet velocity between 24 and 36 m/s. The

cavitation number σ is defined as [4]:

σ =
P∞ − PV (T∞)

1
2ρlU

2
in

(4.3)

where P∞ is the outlet static pressure, Pv is the saturation vapor pressure at the

reference temperature (T∞), ρl is the density of the liquid phase, and Uin is the inlet

velocity. To compare the numerical results with the experiment, the measurements of the

position angle α on the sphere surface (see Fig. 4.4b) were conducted over a wide range of

cavitation numbers from 0.36 to 0.8.

(a)

α

Cavitation inception position

(b)

Figure 4.3: Schematic view of an experimental water tunnel - (a) and the position angle α
-(b).

Fig. 4.4 compared the predicted inception position of the cavitation from two different

turbulence models against the experimental data on the surface of the particle at various

cavitation numbers. The experimental data is adapted from the experiment carried out by

Brandner et al. [32]. As can be seen from the figure, the k-ε turbulence model can suc-
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cessfully predict the position of cavitation inception at various cavitation numbers between

0.36 and 0.8, while a significant deviation is produced from the k-ω model in comparison

to the experimental measurements. In this figure, the 3D views of the cavitation zones

are illustrated by the time-averaged iso-surfaces of the vapor volume fraction of 0.1 at

σ=0.36 and 0.8. The predicted mean angular position angle α increases linearly from 72o

to 87o as the cavitation number rises from 0.36 to 0.8, which indicates that the onset of

the cavitation is significantly affected by the cavitation number.

Figure 4.4: Experimental and simulated mean angular position of the cavity at a range of
cavitation numbers.

4.5 Results and discussions

In order to unify the results from the simulations, we use two dimensionless parameters:

the Reynolds number, Re, and the pressure loss coefficient, K, are considered in this study.

The formula of each parameter is expressed as [4] [32]:

Re =
ρlUinDp

µl
(4.4)

K =
(Pin − Pmin)static

1
2ρlU

2
in

(4.5)

where Uin is the inlet velocity, Dp is the diameter of a particle, ρl and µl are the density

and the viscosity of the liquid phase and Pin and Pmin are the inlet and minimum static

pressure.
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4.5.1 Grid independence study

The resolution of the computational grid has a significant influence on the accuracy of

numerical results. To define an appropriate grid size for the simulations, the smooth

spherical particle (Particle−1) and smooth cylindrical particle (Particle−2) were employed

at Re=240. Four different grids were tested for different particle types, containing 83040 to

220160 (Grid−1), 332160 to 880640 (Grid−2), 1328640 to 3522560 (Grid−3), and 1713963

to 4083659 (Grid−3) computational cells (see Table 4.4). A simulation with the same

boundary conditions was conducted for all four grids.

Particle shape Grid−1, cells Grid−2, cells Grid−3, cells Grid−4, cells

Particle−1 83 040 332 160 1 328 640 1 713 963
Particle−2 220 160 880 640 3 522 560 4 083 659

Table 4.4: The mesh resolutions for Particle−1 and Particle−2.

To select an optimum grid resolution for the laminar cavitating flow, the concentration

profiles of the vapor phase along the surface of Particle−1 and Particle−2 are illustrated in

Fig. 4.5. It was found that Grid−3 and Grid−4 show less deviation in results when com-

pared to the distribution of the vapor volume fraction with different meshes for Particle−1

and Particle−2. Fig. 4.6 presents the volume fraction of the vapor phase predicted by the

Grid−2, Grid−3, and Grid−4 mesh resolutions. The red color represents the maximum

value of the vapor volume fraction, while the blue color indicates the minimum value of the

vapor volume fraction. It can be observed that the Grid−2 mesh, with 332160 cells and

880640 cells, underestimate the magnitude of vapor on the cavitation region (Z/D=0.05 to

0.2) from the surface of Particle−1 and at Z/D=0 to 0.5 from the surface of Particle−2.

Meanwhile, the Grid−3 and Grid−4 meshes, with 1328640 cells and 1713963 cells for

Particle−1 and 3522560 cells and 4083659 cells for Particle−2, provide close solutions for

predicting the characteristic of the cavitation around the particle surface. In the view

of the influence of calculation accuracy, we performed our further simulations varying the

number of total cells from 1328640 to 3522560 (Grid−3) depending on the different particle

types. This provides an optimal value to ensure the appropriate accuracy in the numerical

simulations and reasonable computational cost is required.
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Figure 4.5: The distribution of the volume-averaged vapor volume fraction along the surface
of (a) - Particle−1 and (b) - Particle−2 at Re=240. The details of the mesh resolutions
for Particle−1 and Particle−2 are given in Table 4.4.

(a1) (b1)

(a2) (b2)

(a3) (b3)

Figure 4.6: Contours of the vapor volume fraction over (a) - Particle−1 and (b) - Particle−2
with Dp=10 µm at Re=240: (1) - Grid−2: 332 160 cells for Particle−1 and 880 640 cells for
Particle−2, (2) - Grid−3: 1 328 640 cells for Particle−1 and 3 522 560 cells for Particle−2,
(3) - Grid−4: 1 713 963 cells for Particle−1 and 4 083 659 cells for Particle−2.
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4.5.2 Effect of the particle shape and surface roughness

The influence of the particle shape and surface roughness on the cavitation is studied for

different particle types (Particle−1 to 4) under the same operation conditions explored in

the previous section. In particular, the simulations are performed based on a 2D steady

axis−symmetric model. The particle diameter was set to 10 µm and the inlet velocity was

changed in the range from 0.1 to 25 m/s (Re ≤ 250).
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Figure 4.7: The ratio of static pressure drop to vapor pressure ∆P/PV , as a function of
the ratio of dynamic head to vapor pressure, Pd/PV for (a) - Particle−1 and Particle−2
and (b) - Particle−3 and Particle−4 with Dp=10 µm.

Fig. 4.7 shows the ratio of the static pressure drop to the vapor pressure ∆P/PV , as

a function of the ratio of the dynamic head to the vapor pressure, Pd/PV , from cavitating

and non-cavitating flows for Particle−1 to Particle−4. A virtually linear relation can be

observed between the static pressure drop and dynamic head from non-cavitating flows.

However, the inflection point can be found concerning the cavitating flows. This inflec-

tion point corresponds to the onset of cavitation, where vapor bubbles start to form on

the surface of the particle. As the dynamic head increases from the onset of cavitation,

the maximum static pressure drop is reached and the static pressure drop becomes invari-

ant with respect to further increases in the dynamic head. Under different characteristic

curves illustrated in Fig. 4.7a, the critical Pd,c/PV for Particle−1 and Particle−2 are 77

and 10, respectively. This suggests that the cavitation starts much earlier over the surface

of the particle with a cylindrical shape (flat surface) than the one with a spherical shape

(curved surface). Fig. 4.7b exhibits the same static pressure drop profile for Particle−3

and Particle−4. It can be observed that Particle−3 (KR=0.08) and Particle−4 (KR=0.18)

exhibit the same trend in the static pressure drop over the full range of Pd. The corre-
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sponding Pd,c/PV is observed to be 36 for Particle−3 and 4, indicating that the cavitation

inception is not influenced by the height of the irregular surface on the particle. How-

ever, the inception of cavitation is earlier in the spherical particle with a rough surface

(Particle−3 and Particle−4) than in that with a smooth surface (Particle−1). This phe-

nomenon is mainly because the local pressure of the fluid drops significantly over the rough

particle surface compared to the smooth particle. Fig. 4.8 shows the pressure contours at

different Reynolds numbers. Examination of the pressure contours reveals that the loca-

tion of the minimum pressure moves upstream along the particle surface as the Reynolds

number increases from 1 to 250.

(a) (b)

Figure 4.8: Countour plots of pressure at (a) - Re=1 and (b) - Re=250.

Figs. 4.9a and b depict the calculated pressure loss coefficient K as a function of the

Reynolds number Re for Particle−1 to Particle−4. As Re increases from 1 to 10, the

value of K decreases dramatically for all particle types. In non-cavitating flow conditions,

a slightly declining trend on K can be found over a wide range of Re (10 to 250). In

cavitating flow conditions, the decreasing trend on K is more significant after the inception

of cavitation. We can clearly observe the predicted critical Reynolds number Rec, which

indicates the cavitation inception for all particles from the profiles. When the particle

shape changes from the sphere (Particle−1) to the cylinder (Particle−2), the value of Rec

decreases from 190 to 70. By contrast, the change in the surface roughness coefficient

from 0.08 (Particle−3) to 0.18 (Particle−4) presents the same value of Rec=130, further

confirming that the particle shape has a significant influence on the cavitation inception

but that changing the height of the irregular surface on a particle exhibits a negligible

effect on this.

To assess the influence of the particle shape and surface roughness on the generation of

cavitation, the numerical results for the predicted volume of the cavitation are compared

for Particle−1 to Particle−4. Fig. 4.9c shows the volume ratio of vapor to particle Vv/Vp

as a function of the Reynolds number Re. From this profile, the particle shape and surface

roughness are clearly seen to have a significant influence on the production of the vapor. As
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can be seen in the figure, the higher vapor volume is produced from Particle−4, Particle−3,

and Particle−2 except for the lowest computed value from Particle−1. Moreover, the

trend for the vapor volume to rise when the Reynolds number increases from 180 to 260 is

clearly seen for all particle types. Fig. 4.9d presents the relationship between the volume

ratio of vapor to particle Vv/Vp and the pressure loss coefficient K. The development

of the vapor volume is seen to increase as the value of K decreases from 0.7 to 0.3. In

particular, the smooth cylindrical particle (Particle−2) generates more vapor than the

smooth spherical particle (Particle−1) and the particle with a higher roughness coefficient

(Particle−4) produces more vapor than that with a lower roughness coefficient (Particle−3).

This higher value of the vapor volume can be attributed to the expanding lower static

pressure region around the particle surface as the particle shape and surface roughness

change.
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Figure 4.9: Integral characteristics predicted numerically for particle with Dp=10 µm: (a) -
pressure loss coefficient as a function of Reynolds number for Particle−1 and Particle−2; (b)
- pressure loss coefficient as a function of Reynolds number for Particle−3 and Particle−4;
(c) - the ratio of volume-averaged vapor volume to particle volume as a function of the
Reynolds number; (d) - the ratio of volume-averaged vapor volume to particle volume as
a function of the pressure loss coefficient.
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To analyze the cavitation behaviors, the distributions of the vapor volume fraction

around Particle−1 to Particle−4 with Dp=10 µm obtained from various Reynolds number

are plotted in Fig. 4.10 to 4.12. From the plots, different performance can be seen between

different particles with variations in the Reynolds number. As shown in these figures,

the cavity first appears on the top region of each particle surface, then grows further and

attaches along the particle surface to the back of the particle as Re increases from the

critical Reynolds number to 250. For Particle−1 and Particle−2, a clear cavity region

can first be observed at Re=190 and 70, while an earlier appearance of cavitation can be

seen at Re=130 for Particle−3 and Particle−4, respectively. This can be observed in Figs

4.10a2,c2, Fig 4.11a2, and 4.12a2, which presents the zoomed view of the vapor volume

fraction distribution on the surface of each particle.

(a1) (a2)

(b1) (b2)

(c1) (c2)

(d1) (d2)

Figure 4.10: Full view - (1) and zoom view - (2) of vapor volume fraction for Particle−1
and Particle−2 with Dp=10 µm: (a) - Re=190; (b) - Re=250; (c) - Re=70; (d) - Re=250;
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(a1) (a2)

(b1) (b2)

(c1) (c2)

(d1) (d2)

Figure 4.11: Full view - (1) and zoom view - (2) of vapor volume fraction for Particle−3
with Dp=10 µm: (a) - Re=130; (b) - Re=200; (c) - Re=210; (d) - Re=250;
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(a1) (a2)

(b1) (b2)

(c1) (c2)

(d1) (d2)

Figure 4.12: Full view - (1) and zoom view - (2) of vapor volume fraction for Particle−4
with Dp=10 µm: (a) - Re=130; (b) - Re=200; (c) - Re=210; (d) - Re=250;

4.5.3 Single−particle versus multiple−particles

To investigate the effect of the particle number on the flow characteristics and cavitation

generation, single Particle−1 and multiple Particle−1, with a diameter of Dp=10 µm, are

used, respectively (see Fig. 4.2a and e). It should be noted that the multiple-particle case

consists of 10 particles in a horizontal line, and the distance between two particles is 10 µm.

Fig. 4.13a compares the ratio of static pressure drop to vapor pressure ∆P/PV of the single

and multiple Particle−1 at different ratios of dynamic head to vapor pressure, Pd/PV . As

seen, the value of ∆P/PV increases linearly with Pd/PV for single and multiple-particle

cases in the non-cavitating flows. In the case of a cavitating flow, the onset of cavitation
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appears at Pd,c/PV = 77 and 94 for single-particle and multiple-particle cases, respectively.

The comparison reveals that as the particle number increases in a horizontal line, the

onset of cavitation is delayed. This can be explained by the relatively high-pressure region

established between the particles. Given the high pressure in this region, the local pressure

over the particle surface is affected. Hence, the inception of cavitation is delayed with

multiple−particles in a line.

Fig. 4.13b shows the relationship between K and Re with different numbers of particles

under non-cavitational and cavitational conditions. It can be seen that a rapid decline in

K occurs in the range of Re between 1 and 10 and a gradually decreasing trend can be

found over the range between 10 and 250 in the non-cavitating flow conditions. On the

other side, the value of K starts to decrease significantly when the onset of cavitation takes

place in the cavitating flow, contributing to a critical Reynolds number of Rec= 190 and

210 for the single-particle and multiple-particle cases, respectively. This further confirms

that the multiple−particles arranged in a horizontal line delay the inception of cavitation

as compared to the single−particle in a free-stream domain.

Figs. 4.13c and d present a comparison between the trends of a volume ratio of vapor

to particle Vv/Vp as a function of the Reynolds number Re and the pressure loss coefficient

K for the single-particle and multiple-particle cases. As can be observed from the figures,

the trends for single- and multiple-particle cases are qualitatively similar. In particular,

the value of Vv/Vp is reported to increases from 1× 10−8 to 3× 10−3 as Re increases from

180 to 250 and to decline in K from 0.55 to 0.32 for the single-particle case, while the

value of Vv/Vp ascends from 1× 10−8 to 9× 10−4 as Re increases from 205 to 250 and K

decreases from 0.46 to 0.32 for the multiple-particle case. At a fixed Re or K value, the

single-particle case gives a higher value of Vv/Vp, while the multiple-particle case shows a

minimum value of Vv/Vp. This suggests that the single−particle, in the absence of bubbles

trapped on its surface, produces more cavitation bubbles than multiple−particles under

laminar cavitating flow conditions.
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Figure 4.13: Integral characteristics predicted numerically for single−particle and
multiple−particles with Dp=10 µm: (a) - the ratio of static pressure drop to vapor pres-
sure ∆P/PV , as a function of the ratio of dynamic head to vapor pressure, Pd/PV ; (b) -
pressure loss coefficient as a function of the Reynolds number; (c) - The ratio of volume-
averaged vapor volume to particle volume as a function of the Reynolds number; (d) - The
ratio of volume-averaged vapor volume to particle volume as a function of the pressure loss
coefficient.

4.5.4 Effect of particle surface temperature

To study the effect of non-isothermal conditions on the flow characteristics in detail, cal-

culations are performed on Particle−4 with surface temperatures of Tp=40◦C, 60◦C, 80◦C

and 99.9◦C. Fig. 4.14a demonstrates the effect of the particle surface temperature on the

pressure loss coefficient K for various Reynolds numbers Re. One can see that in all cases,

the value of K declines significantly as Re rises from 1 to 250. The particle temperature in

the range between Tp=40◦C and 80◦C leads to a slightly earlier inception of cavitation from

Rec=140 to 110. Going beyond this range, the effect of the particle surface temperature is

significant. In particular, an increase in the particle surface temperature from 80 to 99.9◦C

shifts the inception of cavitation to a lower value of Rec from 110 to 25, which indicates

that the higher particle surface temperature is beneficial to the inception of cavitation.
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The variation curve for a volume ratio of vapor to particle Vv/Vp with the Reynolds

number Re is shown in Fig. 4.14b. As can be seen from the figure, the value of Vv/Vp

increases as Re rises from 1 to 250, and the rate of increase declines gradually beyond the

critical Reynolds number for each particle surface temperature. Raising the particle surface

temperature from 20◦C to 99.9◦C leads to notable changes in the vapor production. In

particular, a higher Vv/Vp can be found at a constant value of Re when the particle surface

temperature increases from Tp=20 to 99.9◦C. The averaged vapor production increases

200% as Re >200, which indicates that the higher particle surface temperature generates

more cavitation bubbles. In fact, with a fixed inlet fluid temperature, the increase in

the particle surface temperature means that more heat is transferred from the particle

surface to the fluid flow, thus more molecules absorb sufficient energy to overcome the

intermolecular forces of attraction and subsequently more cavities form in the liquid.
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Figure 4.14: Integral characteristics predicted numerically for Particle−4 with Dp=10 µm:
(a) - pressure loss coefficient as a function of the Reynolds number; (b) - The ratio of
volume-averaged vapor volume to particle volume as a function of the Reynolds number.

Figs. 4.15a1-a4 show the temperature fields around Particle−4 with particle surface

temperatures of Tp=40◦C, 60◦C, 80◦C and 99.9◦C. Here, the Reynolds number Re is set

to 200 and the inlet fluid temperature Tin=20 ◦C. As can be observed from the figures,

the use of different particle surface temperatures shows that there is the same extent of

fluid temperature on the particle surface, while the magnitude of the fluid temperature

increases as the particle surface temperature arises from 40◦C to 99.9◦C. Figs. 4.15b1-b4

show the vapor volume fraction contour plots for Particle−4 with corresponding particle

surface temperatures. It is evident from the simulation results that the cavitation area near

the surface of the particle expands rapidly as the particle surface temperature increases
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(a1) (b1)

(a2) (b2)

(a3) (b3)

(a4) (b4)

Figure 4.15: Contours of (a) - fluid temperature and (b) - vapor volume fraction for
Particle−4 with Dp=10 µm at Re=200: (1) - Tp=40◦C; (2) - Tp=60◦C; (3) - Tp=80◦C; (4)
- Tp=99.9◦C.

from 20 to 99.9◦C. This means that a higher particle surface temperature promotes the

development of cavitation.

Studying the relationship between various particle sizes and the inception of cavitation

in the isothermal system, Fig. 4.16 depicts the comparison results between the approx-

imation and the CFD model for the diameter of Particle−1 between 10 and 100 µm.

The cavitation flow over the particle with a diameter of 10 µm was modelled in a 2D

axis−symmetric free stream domain, while the cavitation flow around the particle with a

diameter in the range between 20 and 100 µm was simulated in a 3D free stream domain.
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As can be seen from the figure, the critical Reynolds number, Rec, increases from 190 to

1800 as the value of the diameter of the particle, Dp, rises from 10 to 100 µm. To pre-

dict Rec based on any given value of the particle diameter, a linear regression method is

proposed to generate an empirical model using the statistical toolbox of MATLAB. The

equation seen in the figure corresponds to the linear regression line fitted to the CFD data

points using the least square method. A good agreement is obtained between the empirical

and the modelled measured values, revealing that the empirical model developed here is a

reliable and accurate means of predicting the cavitation inception for various particle sizes

between Dp= 10 and 100 µm. Table 4.5 shows the critical Reynolds number, Rec, and

the corresponding volume ratio of vapor to particle, Vv/Vp, for various particle sizes. The

predicted critical values of Vv/Vp are 3× 10−5%, 0.15%, 2.5%, and 1.63% for particles with

diameters of 10, 20, 50 and 100 µm, respectively. It should be noted, that the critical value

of Vv/Vp for the particle of 10 µm is significantly smaller than for particles of 20 µm, 50

µm and 100 µm. This is mainly due to the fact that the numerical result for the particle of

10 µm was obtained from the 2D model, while that for other particles was obtained from

the 3D model.

Figure 4.16: Global fit between the approximation and CFD results: critical Reynolds
number as a function of the diameter of Particle−1 in the range between 10 and 100 µm.
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Dp, µm Rec Vv/Vp, %

10 190 3×10−5

20 380 0.15
50 1000 2.50
100 1800 1.63

Table 4.5: The critical Reynolds number and the volume ratio of vapor to particle for
various particle sizes.

Fig. 4.17 depicts the particle Reynolds number contours for three solid mass concen-

trations of 5 wt%, 15 wt%, and 30 wt% at the critical inlet velocity of 0.9 m/s, 0.6 m/s,

and 0.4 m/s, respectively. The particle size of Dp=23 µm was used in the simulation. It

can be observed that the large velocity difference between the liquid and solid phases is

mainly distributed near the inlet and outlet of the throat section. The maximum value

of Rep decreases from 30 to 8 as the solid mass concentration increases from 5 wt% to 30

wt%. Based on the empirical model (see Fig. 4.16) developed in the micro-scale cavitating

flow study, the Rep can be calculated for a special particle diameter. For particle size of

Dp=23 µm, the Rep is calculated to be 488. In the macro-scale study, we considered that

the entrapped air bubbles on the crevices of the solid particles is mainly responsible for

the enhanced cavitation activities. In the micro-scale study, we found that the cavitation

behavior is affected by each particle-flow interaction near the particle surface. However,

the maximum value of Rep obtained from the macro-scale cavitating flow study (Rep=30)

is significantly less than the value calculated from the micro-scale cavitating flow study

(Rep=488). This indicates that each particle-flow interaction has negligible effect on the

macro-scale cavitation activities in comparison to the entrapped air bubbles on the crevices

of the solid particles.
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(a)

(b)

(c)

Figure 4.17: Particle Reynolds number, Rep =
ρlDp|Ul−Us|

µl
, at critical inlet velocity of

Uin,c=0.9 m/s for Ws=5 wt% - (a); Uin,c=0.6 m/s for Ws=15 wt% - (b); and Uin,c=0.4
m/s for Ws=30 wt% - (c).

4.6 Conclusions

In the present study, the cavitation around a solid particle in a laminar and turbulent free-

stream domain was analyzed numerically using a 2D and 3D mixture-based CFD-based

model available in the commercial CFD software ANSYS FLUENT 16.2. The liquid-

vapor phase-mixture-based model combined with the Schnerr-Sauer cavitation model was

validated with the experimental data from the literature and good agreement was obtained.

The influence of the particle shape, the surface roughness, the number of particles, and

the surface temperature on flow characteristics and cavitation behaviors were studied. The

following are the main conclusions that can be drawn from this study:

• The results of the CFD study clearly illustrate that the particle shape and sur-
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face roughness strongly influence the cavitation behaviors. In particular, the critical

Reynolds numbers (Rec) for Particles−1, 2, 3 and 4 are 190, 70, 130, 130, respec-

tively. This reveals that the cavitation might depend on the particulate Re number

for different particle types.

• The studies of the isothermal process clearly showed that the particles with a cylin-

drical shape (Particle−2) and rough surface (Particle−3 and Particle−4) lead earlier

cavitation inception and greater vapor production than the one with a smooth, spher-

ical shape (Particle−1), while increasing the number of particles from one to ten in

the horizontal direction leads to a corresponding delay in the cavitation inception

from Rec=190 to Rec=210 and a reduction in the vapor production.

• The influence of the thermal conditions on cavitation behaviors was potentially very

large. Increasing the particle surface temperature from 40◦C to 99.9◦C is beneficial

to the development of cavitation. In particular, the cavitation inception starts to

develop much earlier from Rec=130 to Rec=25 and the average vapor production

increases 200% for Re >200.

• An increases in the particle size from 10 to 100 µm results in an increase in the Rec

from 190 to 1800. Meanwhile, a CFD-based empirical mathematical model for the

particle size was proposed to link the particle diameter and critical Reynolds number.

The empirical model provided good agreement with the numerically predicted data,

which indicates that it can be used to accurately estimate the inception of cavitation

for particles with various particle sizes ranging from 10 to 100µm.
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Chapter 5

Numerical Study of Mixing of

Cavitating Flows in a Venturi

Tube1

5.1 Introduction

Hydrodynamic cavitation is the process of vapor bubbles forming and growing in a flowing

liquid as a result of a decrease in the local pressure at a constant temperature [1, 2].

Hydrodynamic cavitation is one of the candidate technologies that have been successfully

adopted in various industrial applications ranging from biodiesel synthesis, food production

and water purification to mineral processing. In the mineral extraction process, cavitating

Venturi tubes offer the prospect of significantly improving the efficiency of fine particle

separation using flotation technology. The main features of Venturi tubes are a convergent

section, throat section and divergent section. When the pressure falls to the value of the

vapor pressure of the liquid medium as the fluid passes through the throat section of the

Venturi tube, cavitation begins to occur at the throat section. A cavitating Venturi tube

is a device commonly used in industry to generate micro- and nano-size vapor and air

bubbles. Conventional flotation columns produced by injecting cavitation bubbles through

Venturi tubes can significantly improve the performance of flotation processes by increasing

the probability of bubble-particle collision and adhesion. In addition, Venturi tubes have

been widely applied as a passive mixer to the fluid mixing area, such as when mixing

gas−gas components [3, 4] and liquid−liquid components [5, 6]. The major advantages of

using a Venturi mixer are the high level of mixing efficiency, low energy consumption and

1This chapter has been submitted as: Hongbo Shi, Qingxia Liu and Petr Nikrityuk. Numerical Study
of Mixing of Cavitating Flows in a Venturi Tube. The Canadian Journal of Chemical Engineering.
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short mixing length [6]. In this respect, the hydrodynamic cavitation process involving the

mixing of two flows is of particular interests in the mining and chemical industries.

With the development of the computational fluid dynamics (CFD) technique, numerical

simulation is becoming a common method to provide a detailed understanding of the flow

of fluids and phenomena associated with the cavitation system. Since the flow fields in

the cavitating Venturi tubes are usually highly turbulent, an accurate computation of

the turbulent flow is required in order to evaluate how realistic the flow characteristics

of the Venturi tube are. In CFD modeling, two different approaches are commonly used

to simulate turbulent flows in cavitating Venturi tubes: Reynolds-averaged Navier-Stokes

(RANS) (e.g. Refs.[7, 8, 9]) and Large-eddy Simulations (LES) (e.g. Refs.[10, 11]). Shi

et al. [12] used a 2D k − ω model to develop an empirical model to predict cavitation in

different Venturi tubes. Ashrafizadeh et al. [13] employed a 2D k − ε realizable model

to simulate cavitating flows in different Venturi tubes and observed that the cavitation

activities can be promoted by a lower divergence angle, higher throat diameter and shorter

throat length. Margot et al. [14] studied how the precision of numerical results gathered

in a throttle channel was affect by seven different 3D RANS-based turbulence models

((k− ε/ low Re/ hybrid, k− ε/ high Re/ standard, k− ε Re-Normalisation Group (RNG)/

standard, k − ω shear stress transport (SST) and standard/ high and low Re/hybrid and

standard). Nouri et al. [15] used a 3D LES turbulence model to predict the cavitating

flow in two different Venturi tubes. They found that the LES model has some merits over

the RANS models in capturing the inherent unsteady turbulent structure. Orley et al.

[16] numerically investigated cavitating flows in a Venturi nozzle using the LES turbulence

model, observing that the cavitation promotes the liquid jet break-up in a lateral direction.

Dittakavi et al. [17] employed the 3D LES turbulence model to study turbulence-cavitation

interactions within a Venturi tube. The numerical results indicate that the collapse of the

vapor bubbles in the divergent section is the major source of vorticity production.

Alongside the numerical studies focused on single-liquid flows from many different as-

pects, there are almost no CFD studies considering a detailed numerical consideration of

a mixing of two-liquid miscible flows in a cavitating Venturi tube. Therefore, the aim of

present work is to conduct a computational analysis of two miscible turbulent water flows

with a high viscosity difference (µ2

µ1
=1 and 10) mixing in a cavitating Venturi tube. In this

study, 2D axis−symmetric steady RANS and 3D LES turbulence models are used to pre-

dict the mixing behavior of two horizontal water flows for a static pressure drop of 297487

Pa (Case−1) and 297571 Pa (Case−2). Particular attention is paid to the turbulence-

cavitation interactions. The numerical simulations are carried out using the commercial

CFD software ANSYS FLUENT 16.2 [18]. The following sections describe the model for-

mulation, and numerical results.
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D1 (mm) 12.7
D2 (mm) 11.43
d (mm) 3.18
L1 (mm) 6
L2 (mm) 14
L3 (mm) 20
L4 (mm) 54
L5 (mm) 56
Z1 (mm) 40
Z2 (mm) 49
α (◦) 19
β (◦) 5

Table 5.1: Specifications of the cavitating Venturi tube.

The calculations reported in this study represent two sets of cases that differ in the

properties of the flow entering into the inlet of the Venturi tube. In the first set of cal-

culations, liquid water with a viscosity of µ1=0.001 kg/m-s (component−1) was fed into

the inner tube and the outer annulus. In the second set of calculations, liquid water with

a viscosity of µ1=0.001 kg/m-s (component−1) and µ2=0.01 kg/m-s (component−2) was

fed into the inner tube and the outer annulus, respectively. The mixture mass diffusivity

of 10−9 m2/s is used, corresponding to the Schmidt number of 103 (calculated based on

the properties of component−1). The physical properties for each material are specified in

Table 5.2.

Material ρ (kg/m3) µ (kg/m− s) Di,m (m2/s)

water−1 (component−1) 998.16 0.001 −
water−2 (component−2) 998.16 0.01 −
vapor 0.0173 9.727× 10−6 −
mixture (water−1−water−2) volume-weighted mass-weight 1× 10−9

-mixing−law -mixing−law

Table 5.2: Physical properties used for CFD computations in the mixing flows study.

In the present paper, the numerical simulations for the Venturi tube were executed in

the commercial CFD software ANSYS FLUENT 16.2. The single-fluid mixture model is

selected as a multiphase model to simulate the cavitating two-phase flows (water-vapor) in

this study. The mixture model solves a single set of mass and momentum equations for the

mixture and the volume fraction equation for the disperse phase [18]. In the simulation,

the flow is assumed to be isothermal, incompressible, and with zero-slip velocity between

the liquid phase and vapor phase.
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5.2.1 RANS model

The steady-state RANS solver and transient LES solver are used to solve the two-phase

flows with turbulence effect in a Venturi tube. The k − ε and k − ω turbulent models

are chosen to solve the 2D axis−symmetric, Reynolds-Averaged Navier-Stokes equations.

Within the RANS approach, convection by eddies is considered as additional diffusion and

involves transport equations for the turbulent kinetic energy, k, the turbulent dissipation

rate, ε, or the specific dissipation rate, ω. The RANS-based turbulence models involve

affordable computational costs and acceptable prediction accuracy. The main drawback of

the RANS model is that the turbulence-cavitation interactions cannot be fully captured.

In the RANS approach, the mass conservation equation and the momentum equation are

defined as follows [18]:
∂

∂t
(ρm) +∇ · (ρm~vm) = 0 (5.1)

∂

∂t
(ρm~vm) +∇ · (ρm~vm~vm) = −∇P +∇ · [(µm + µt)(∇~vm +∇~vTm)] (5.2)

where ρm, µm, and ~vm are the density, viscosity, and velocity of the mixture phase,

respectively. The turbulent viscosity, µt, in the k-ε RANS model is calculated as follows

[18]:

µt = ρmCµ
k2

ε
(5.3)

The transport equations for k and ε are then written as follows [18]:

∂

∂t
(ρk) +

∂

∂xi
(ρkvi) =

∂

∂xj
[(µ+

µt

σk
)
∂k

∂xj
] +Gk − ρε (5.4)

∂

∂t
(ρε) +

∂

∂xi
(ρεvi) =

∂

∂xj
[(µ+

µt

σε
)
∂ε

∂xj
] + C1ε

ε

k
(Gk + C3ε)− C2ερ

ε2

k
(5.5)

where

Gk = µtS
2, S ≡

√

2SijSij , Sij =
1

2

(

∂vj
∂xi

+
∂vi
∂xj

)

(5.6)

In these equations, Gk is the production of kinetic energy due to the mean velocity

gradients. S is the modulus of the mean rate-of-strain tensor and Sij is the mean strain

rate. The model constants have the following values [18]: C1ε=1.44, C2ε=1.92, Cµ=0.09,

σk=1, σε=1.3.

In the k-ω RANS model, the turbulent viscosity is calculated as follows [18]:

µt =
ρmk

ω
(5.7)
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The transport equations for k and ω are then written as follows [18]:

∂

∂t
(ρk) +

∂

∂xi
(ρkvi) =

∂

∂xj
[(µ+

µt

σk
)
∂k

∂xj
] +Gk − Yk (5.8)

∂

∂t
(ρω) +

∂

∂xi
(ρωvi) =

∂

∂xj
[(µ+

µt

σω
)
∂ω

∂xj
] +Gω − Yω (5.9)

where

Gk = µtS
2, Gω =

ω

k
Gk, S ≡

√

2SijSij , Sij =
1

2

(

∂uj
∂xi

+
∂vi
∂xj

)

(5.10)

In these equations, Gk, S and Sij are defined in the same ways as for the k-ε model.

Gw is the generation of ω. Yk and Yω is the dissipation of k and ω due to turbulence [18].

The conservation equation for component i (Yi) takes the following form [18]:

∂

∂t
(ρm,lYi) +∇ · (ρ~vm,lYi) = −∇ · ((ρm,lDm +

µt

Sct
)∇Yi) (5.11)

where Sct is the turbulent Schmidt number and Di,m is the mass diffusion coefficient

for component i. In this study, the Sct and Di,m are assumed to be 0.7 and 10−9 m2/s,

respectively. In the liquid phase, the mixture density ρm,l and mixture viscosity µm,l of

two components (Y1 and Y2) are determined using the volume-weighted mixing law and

the mass-weighted mixing law, respectively.

5.2.2 LES model

The LES turbulence model is selected to solve the 3D spatially filtered Navier-Stokes

equations. In this approach, the large eddies that can be captured by meshing are resolved

directly and the small eddies that cannot be captured by meshing are modeled with a

Subgrid-Scale (SGS) turbulence model. In the present study, the WALE model [19], which

has been successfully applied in many contexts [20, 21], was used as the SGS turbulence

model. The characteristic length of the unresolved small components is smaller than the

size of the control volume of the mesh. Thus, a finer mesh and a smaller time step than

those for the RANS model are required to resolve more total kinetic energy in the LES

model. Because the LES turbulence model calculates directly for large eddies and relies

less on the modeling, it can provide a more accurate and more reliable prediction of the

flow motion than simulations based on the RANS model. The basic equations of LES

simulations take the following form [18]:

∂

∂t
(ρm) +∇ · (ρm~um) = 0 (5.12)
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∂

∂t
(ρm~um) +∇ · (ρm~um~um) = −∇P +∇ · [(µm + µt)(∇~um +∇~uTm)] (5.13)

∂

∂t
(ρm,lYi) +∇ · (ρ~um,lYi) = −∇ · ((ρm,lDm +

µt

Sct
)∇Yi) (5.14)

In the WALE model, the eddy viscosity is modeled using the following equation [18]:

µt = ρL2
s

(Sd
ijS

d
ij)

3/2

(S̄ijS̄ij)5/2 + (Sd
ijS

d
ij)

5/4
(5.15)

where S̄ij is the rate-of-strain tensor for the resolved scales, Sd
ij is the velocity gradi-

ent traceless quadratic symmetry tensor, and Ls is the mixing length for subgrid scales.

Detailed information on the LES model can be found in the ANSYS FLUENT Theory

Guide [18]. The volume-weighted mixing law and the mass-weighted mixing law are used

to calculate the mixture density ρm,l and mixture viscosity µm,l of two components (Y1

and Y2) in the liquid phase.

5.2.3 Cavitation model

The Schnerr-Sauer cavitation model [22], based on the simplified Rayleigh-Plesset equa-

tion, is applied to describe the mass transfer between liquid-vapor phases. It should be

mentioned that the dissolved gas effect and collision and coalescence phenomena are not

taken into account in this study. In this model, the vapor volume fraction is computed

from a transport equation for the vapor phase [18]:

∂

∂t
(αvρv) +∇ · (αvρv~vm) = Re −Rc (5.16)

where αv is the volume fraction of the vapor phase, ρv is the vapor density, and ρl is the

liquid density. The phase change due to cavitation is governed by the mass transfer source

terms, Re and Rc, connected to the growth (evaporation) and collapse (condensation)

of bubbles in the cavitating flows. The form of the equation describing the process of

evaporation Re and condensation Rc can be obtained thus [22]:

When Pv ≥ P∞,

Re =
ρvρl
ρm

αv(1− αv)
3

Rb

√

2

3

Pv − Pl

ρl
(5.17)

When Pv ≤ P∞,

Rc =
ρvρl
ρm

αv(1− αv)
3

Rb

√

2

3

Pl − Pv

ρl
(5.18)
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where P∞ is the fully recovered downstream pressure.

The volume fraction of the vapor phase can be represented as [22]:

αv =
Vv

Vm
=

nb
4
3πR

3
b

1 + nb
4
3πR

3
b

(5.19)

The radius of bubbles can be computed by:

Rb = (
αv

1− αv

3

4πnb
)
1

3 (5.20)

In this study, the bubble number density nb is assumed to be 1013 since this value has

been validated against a wide range of flow cases (see the works in Refs. [23, 24, 25]).

The saturation vapor pressure of water, Pv is calculated to be 2338 Pa at 20◦C using the

Antoine equation [26]:

LogPv = A− B

T + C
(5.21)

where A, B, and C are substance-specific constants with a value of 8.07131, 1730.63,

and 233.426, respectively.

5.2.4 Boundary conditions and numerics

For boundary conditions, a constant total pressure inlet is used for the water with a value

of 400000 Pa. The atmospheric pressure boundary condition is used at the outlet of the

Venturi tube. The no-slip boundary condition was imposed for the liquid and vapor phases

on all walls. In the RANS approach, the turbulence intensity and turbulent viscosity ratio

are set as 10% and 10, respectively. The Wall-Adapting Local Eddy−viscosity (WALE)

subgrid scale model is employed to model the turbulent viscosity in the LES approach. The

calculated inlet Reynolds number, Rein=
ρlUinD

µl
, for Cases 1 and 2 are 19738 and 19286,

respectively.

The coupled algorithm is used for pressure-velocity coupling, with the PRESTO! dis-

cretization scheme applied for the pressure. The Quadratic Upwind Interpolation for Con-

vection Kinematics (QUICK) scheme is used to discretize the transport equation for the

volume fraction of vapor. The third-order Monotone Upstream-Centered Scheme for Con-

servation Laws (MUSCL) is used to discretize the components conservation equation. The

second−order upwind scheme is utilized to discretize the convection terms in the RANS

model. The second−order upwind scheme and the bounded central differencing scheme are

used for momentum conservation equations in the RANS model and LES model, respec-

tively. The first−order implicit and bounded second order implicit transient formulations
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are used in the RANS model and LES model, respectively. The details of the models and

schemes used in the two-phase cavitating system are given in Table 5.3.

Dimension Name Model/ Scheme Name

Multiphase Flow Mixture [18]
Viscous Model RANS−k − ε & k − ω model[18]
Cavitation Model Schnerr-Sauer model [22]
Pressure-Velocity Coupling Coupled Scheme [18]

2D Spatial Discretization-Gradient Least Squares Cell Based [18]
Spatial Discretization-Pressure PRESTO! [18]
Spatial Discretization-Momentum Second−Order Upwind [18]
Spatial Discretization-Volume Fraction QUICK [27]
Spatial Discretization-Turbulence k − ω 2nd−Order Upwind [18]
Spatial Discretization-Species Third−Order MUSCL [28]

Multiphase Flow Mixture [18]
Viscous Model LES model[18]
Cavitation Model Schnerr-Sauer model [22]
Subgrid-Scale Model WALE [19]

3D Pressure-Velocity Coupling Coupled Scheme [18]
Spatial Discretization-Gradient Least Squares Cell Based [18]
Spatial Discretization-Pressure PRESTO! [18]
Spatial Discretization-Momentum Bounded Central Differencing [18]
Spatial Discretization-Volume Fraction QUICK [27]
Spatial Discretization-Species Third−Order MUSCL [28]
Transient Formulation Bounded Second−Order Implicit [18]

Table 5.3: List of different models and schemes used in 2D RANS and 3D LES models for
modeling the two-phase flows.

The 2D axis−symmetric and 3D computational geometries are discretized with block-

structured (hexahedral) meshes using a finite-volume method with 310000 (2D) and 3041280

(3D) computational cells. The mesh independence study was conducted by Shi et al. [12].

The 2D RANS simulations are calculated using a steady condition, while the 3D LES

simulations are calculated using a transient condition. The total flow time of 0.03 s was

completed for each simulation. The time-averaged values were obtained from the last 0.025

s after a stable transient converge solution was reached within 0.005 s after the process

initiation. To avoid instability, small constant time steps of ∆t= 1× 10−4 s and 4× 10−6 s

were used in the RANS model and LES model, respectively. The maximum number of iter-

ations at each time step was set to 30 for each simulation. The maximum value of residuals

for each time step is about 10−8 and 10−3 in the RANS model and LES model, respectively.

In the 3D LES calculations, the maximum value of the non-dimensional wall distance y+

near the walls is about 3.86 and the Courant-Friedrich-Levy number (CFL=U∆t/∆x) is
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about 3.15.

5.3 Results
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Figure 5.2: Scaled velocity over time for 3D LES simulations.

<U>= 1
V

∫

V

(√

u2x + u2y + u2z

)

d V ; t∗=L/Uin; t∗=0.0965 s (Case−1), t∗=0.0988 s

(Case−2); Uin=1.557 m/s (Case−1), Uin=1.521 m/s (Case−2); L=0.15 m.

To study the transient dynamics of the mixing flows in a Venturi tube, we use the di-

mensionless velocity, <U>
Uin

, of the mixture phase in the entire Venturi. The value of the

volume-averaged flow velocity, <U>, and the inlet flow velocity, Uin, can be calculated

from the following equation [29]:

Uin =
ṁ

ρmπ(D1

2 )2
(5.22)

< U >=
1

V

∫

V

(√

u2x + u2y + u2z

)

d V (5.23)

where ṁ is the mass flow rate, V is the volume of the Venturi tube and u is the velocity

of the mixture phase. This dimensionless velocity is used to calculate a spin−up or start up

time for volume-force−driven flows [29]. Time histories of <U>
Uin

calculated using different

values of viscosity for 3D LES approaches are depicted in Fig. 5.2. The flow time, t, has

been non-dimensionalized by the length, L, of the Venturi tube and the inlet flow velocity,

Uin. A noticeable narrow peak in the dimensionless velocity profile within t
t∗=0.08 is

captured in all cases. This peak corresponds to the start-up time. Therefore, the mixing
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flows reach a stable transient state within t
t∗=0.08 of the process initiation. After the start-

up period, steady fluctuations in the vapor volume fraction are observed in the Venturi

tube that might be explained by the continuous evaporation and condensation of vapor

bubbles. The analysis of <U>
Uin

time history shown in Fig. 5.2 reveals that Case−1 and

Case−2 exhibit a similar trend regarding the flow velocity in a 3D model. This suggests

that the flow velocity is not sensitive to the change in the component viscosity in the range

between µ=0.001 to 0.01 kg/m− s.

To characterize the flow characteristics predicted using the LES approach, Fig. 5.3 and

Fig. 5.4 show time-averaged results gained by means of the 3D LES turbulence model for

Case−1 and Case−2, respectively. The iso-surface contour plots of the volume-averaged

volume fraction of vapor, φv=0.25, and volume-averaged component−2, Y2=0.25, are used

to visualize the distribution of the vapor bubbles and component−2 in the Venturi tube.

As can be seen from Fig. 5.3a-b and Fig. 5.4a-b, the cavitation bubbles are mostly

formed at the beginning of the throat section, and develop further along the divergent

section of the Venturi tube. On the other hand, the component−2 injected from the

inlet of the Venturi tube travels a significant distance further downstream to the divergent

section. The similarity of the cavitation region and component−2 region found in Case−1

and Case−2 confirms that the change in the component viscosity in the range between

µ=0.001 to 0.01 kg/m − s has a negligible effect on the cavitation and mixing behaviors.

Fig. 5.3c and Fig. 5.4c show the iso-surface contour plots of the subgrid turbulent viscosity

ratio, µt

µo
=1.8 and µt

µo
=1.6 × 10−3, for Case−1 and Case−2, respectively. The subgrid

turbulent viscosity ratio−defined as the ratio between the subgrid scale turbulent µt and

the molecular µo dynamic viscosities−is necessary to estimate the subgrid turbulence levels

within the 3D simulation domain. It is observed that the maximum magnitude of µt

µo

decreases significantly from 7 to 6 × 10−3 as the the component viscosity increases from

0.001 to 0.01 kg/m − s. The subgrid turbulent viscosity ratio is shown to significantly

influence the development of cavitation. A higher subgrid turbulent viscosity, which is

mainly concentrated in the divergent section for Case−1 and Case−2, leads more cavitation

bubbles collapse and thus restricts the cavitation development. To visualize the vortices in

the mixing flow, Fig. 5.3d and Fig. 5.4d show the instantaneous iso-surfaces of Q−criterion,

equaling 5 × 107 s−2 for Case−1 and Case−2 at t/t∗=0.3, respectively. Similar vortex

structures are displayed in both the low- and high- component viscosity cases. A higher

Q−criterion value is located in the throat and divergent sections, where the local pressure

is lower than the atmospheric pressure. This reveals the strong vortical nature of the flow.

The vortex which is generated by the Venturi tube increases the turbulence intensity in

the divergent section.
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(a)

(b)

(c)

(d)

Figure 5.3: Iso-surface contours of 3D LES simulations for Case−1: (a) - time- and volume-
averaged volume fraction of vapor; (b) - time- and volume-averaged Y2; (c) - time- and
volume-averaged subgrid turbulent viscosity ratio; (d) - instantaneous Q criterion (1/s2)
at t/t∗=0.3.
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(a)

(b)

(c)

(d)

Figure 5.4: Iso-surface contours of 3D LES simulations for Case−2: (a) - time- and volume-
averaged volume fraction of vapor; (b) - time- and volume- averaged Y2; (c) - time- and
volume-averaged subgrid turbulent viscosity ratio; (d) - instantaneous Q criterion (1/s2)
at t/t∗=0.3.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.5: Contours of 3D time-averaged LES simulations in the middle plane: (a) -
Case−1, volume-averaged volume fraction of vapor; (b) - Case−1, volume-averaged Y2; (c) -
Case−1, volume-averaged subgrid turbulent viscosity ratio; (d) - Case−2, volume-averaged
volume fraction of vapor; (e) - Case−2, volume-averaged Y2; (f) - Case−2, volume-averaged
subgrid turbulent viscosity ratio.
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To illustrate more clearly the overall flow structures predicted by the 3D LES turbulence

model, contour plots of the time-averaged vapor volume fraction (φv), component−2 (Y2),

and the subgrid turbulent viscosity ratio ( µt

µo
) in the middle plane are shown in Fig. 5.5.

As can be seen from Figs. 5.5a and d, a wide range of vapor volume fractions (0−0.99)

is distributed along the wall of the throat section and then extends into the end of the

divergent section for both cases. Figs. 5.5b and e depict the distribution of Y2 with

different viscosities. The mixing of two components in the divergent section is apparent,

as is the decay of Y2 along the centerline. Figs. 5.5c and f compare the µt

µo
obtained from

Case−1 and Case−2. The higher component viscosity case exhibits a similar distribution

of µt

µo
to the lower component viscosity case. However, the magnitude of µt

µo
decreases

significantly as the component−2 viscosity increases from 0.001 to 0.01 kg/m− s.

To compare LES results with RANS, Fig. 5.6 presents the predicted vapor volume

fraction (φv), component−2 (Y2), and turbulent viscosity ratio ( µt

µo
) contours from the

2D k − ω model for different cases. As can be seen from Figs. 5.6a and 5.6d, similar

stable cavitation flow behaviors are displayed in both Case−1 and Case−2. In contrast to

the results of the 3D LES simulations, in the RANS simulations, the mass transfer from

water−1 (Y1) to vapor starts from the end of the throat section and then extends to the

beginning of the divergent section. The cavitation zone predicted by the RANS model is

significantly smaller than that predicted by the LES model. A comparison of Figs. 5.6b and

e shows that the distribution and magnitude of Y2 is similar in both cases. However, the

mixing behavior obtained with the RANS model is clearly different from that of the LES

simulations. We note that the mixing zone predicted by the RANS model occupies nearly

the entire downstream area of the Venturi tube. A reasonable explanation for the cavitation

zone and mixing pattern predicted by the RANS model can be suggested by considering

the results in Figs. 5.6c and 5.6f. Figs. 5.6c and 5.6f show the contour plots of turbulent

viscosity ratio calculated using the RANS model for Case−1 and Case−2. Similarly to the

results of the LES simulations, in the RANS simulations, there is higher turbulence in the

divergent section for all simulation cases. However, the maximum value of µt

µo
predicted by

the RANS model is 250 orders (Case−1) and 100000 (Case−2) orders of magnitude larger

than that predicted by the LES model. Similar findings were reported by Sepehr et al.

[30] who used the LES and RANS models to simulate the mixing of two different miscible

oils in a 3D channel. They observed that the turbulent viscosity predicted by RANS is

higher than the comparable LES. This is caused by the fact that RANS model, based on the

Boussinesq approximation, overpredicts the eddy viscosity and causes excessive damping of

unsteady-flow motion. As a result, the overestimated turbulent viscosity in the cavitation

zones prevents the development of cavitation. On the other hand, the higher turbulence

viscosity leads to enhanced mixing through turbulent dispersion.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.6: Contours of 2D k − ω simulations: (a) - Case−1, volume-averaged volume
fraction of vapor; (b) - Case−1, volume-averaged Y2; (c) - Case−1, turbulent viscosity
ratio; (d) - Case−2, volume-averaged volume fraction of vapor; (e) - Case−2, volume-
averaged Y2; (f) - Case−2, turbulent viscosity ratio.
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The qualitative difference between the predictions of the RANS and LES models is

shown in Fig.5.7. A cross-section and volume-averaged evolution of the main variables

such as the volume-averaged vapor volume fraction (φv), volume-averaged component−2

(Y2), and turbulent viscosity ratio ( µt

µo
) as a function of the r/D have been collected at

different locations. Two different locations have been identified, namely, (a) - end of the

throat section (Z1=3.15D), and (b) - front of the divergent section (Z2=3.86D). These

locations are shown on the Venturi tube geometry in Fig. 5.1.
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Figure 5.7: Axial distribution of (1) - volume-averaged volume fraction of vapor; (2) -
volume-averaged Y2; and (3) - turbulent viscosity ratio along r/D at (a) - Z1 = 3.15D and
(b) - Z2 = 3.86D.
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Comparing Figs. 5.7a-1 and 5.7b-1, it is easy to observe the differences in φv generated

by the simulated Venturi tube, using two turbulence models. The increasing vapor volume

fraction can be observed from both turbulence models. However, the vapor volume fraction

predicted by the LES model is higher than that by the RANS model at the location of

Z1. A different effect of the turbulence model is observed at the location of Z2. The vapor

volume fraction predicted by the LES simulations is slightly lower than the comparable

RANS simulations. Figs. 5.7a-2 and b-2 show the radial Y2 profile distribution at Z1 and

Z2, respectively. The results from the RANS model show the steadily increasing trend

along the radial direction. The results from the LES model indicate a rapid increase in Y2

over r/D=0.09 to 0.11 and a dramatic decline near the wall at both locations. Figs. 5.7a-3

and b-3 display the distribution of the turbulent viscosity ratio at two different locations.

It can be observed that the turbulent viscosity ratio is large in the central region and less

in the near−wall region. Note that the distributions of φv and Y2 are similar in Case−1

and Case−2, while µt

µo
predicted in Case−1 is higher in comparison with the value obtained

from Case−2. For Figs. 5.7a-3 and b-3, the subgrid turbulence viscosity ratio profiles for

the LES model are not shown here since their value is significantly small ( µt

µo
=0 to 7) in

comparison with the value obtained by the RANS model ( µt

µo
=0 to 200).

LES and RANS predictions for the volume-averaged vapor volume fraction, volume-

averaged component−2, and turbulent viscosity ratio profiles along the midplane line

(r/D=0) of the Venturi tube are shown in Figs. 5.8a, b, and c, respectively. Compared

with the LES vapor volume fraction profiles, in the RANS profiles, the length of the vapor

volume fraction appears to be much shortened (see Fig. 5.8a). A higher vapor volume frac-

tion (φv=0.0001 to 0.1) predicted from RANS simulations is present in the region beween

z/D=3 and z/D=4.5, while that from the LES model is located in the region between

z/D=3 and z/D=8. This indicates that the RANS solutions underpredict the rate of va-

por production along the axial direction in comparison with the LES solutions. Fig. 5.8b

shows the axial component−2 distribution along the centerline (r/D=0). Accordingly, the

curves present two different trends in different turbulence models. The Y2 profile is gener-

ally higher in the case of the RANS simulations. The Y2 predicted using RANS shows a

considerable increase in the throat section, and remains constant near the outlet. However,

the Y2 predicted using LES tends to rise first but then decreases sharply close to the outlet.

In particular, the RANS models overpredict by 113% (Case−1) and 140% (Case−2) Y2 in

the divergent region (z/D=6) and by 192400% (Case−1) and 180000% (Case−2) near the

outlet region (z/D=11). This highlights the enhanced mixing in the RANS cases relative

to the LES predictions. Additionally, the results from the LES model indicate that the Y2

predicted under non-cavitation condition is relatively higher than the value obtained under

cavitation condition. For Fig. 5.8c, the µt

µo
predicted in Case−1 is higher than the value
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obtained from Case−2. The peak of µt

µo
in Fig. 5.8c is consistent with that of Y2 in Fig.

5.8d. It confirms that the turbulent viscosity promotes the mixing intensity.
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Figure 5.8: Axial distribution of (a) - volume-averaged volume fraction of vapor; (b) -
volume-averaged Y2; and (c) - turbulent viscosity ratio along z/D in the midplane line
(r/D=0) of the Venturi tube.

Case Dimension Turbulence model ∆P (Pa) φv

2D k − ε 297488 1.58× 10−2

Case−1 (µ2/µ1=1) 2D k − ω 297426 1.55× 10−2

3D LES 297487 2.77× 10−2

2D k − ε 297733 1.17× 10−2

Case−2 (µ2/µ1=10) 2D k − ω 297593 1.26× 10−2

3D LES 297571 2.55× 10−2

Table 5.4: The calculated static pressure drops and volume-averaged volume fraction of
vapor for Case−1 and Case−2.

The quantitative difference between the predictions of the RANS and LES models are

presented in Table 5.4. As can be seen from the table, the static pressure drop calculated

by the LES model and RANS model are basically the same, with a devitation of 0.01%
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for Case−1 and 0.03% for Case−2. However, the value of φv in the LES model is about

two orders of magnitude larger than that in the other two RANS models. It indicates

that the cavitation intensity is sensitive to the turbulence model. Therefore, CFD mod-

eling of multiphase flows in cavitating Venturi tubes could not be sufficiently validated

by performing a direct comparison of the relationship between the pressure difference and

flow rate. Further comparison of the numerically and experimentally measured cavitation

region (location and size) should be considered to guarantee the reliability and accuracy

of the CFD solvers.

5.4 Conclusions

In the present study, numerical simulations of mixing in a Venturi tube were performed

using the 2D axis−symmetric and 3D CFD-based models available in the commercial CFD

software ANSYS FLUENT 16.2. A model based on a water-vapor−mixture was used to

study the cavitating and mixing behaviors of two miscible turbulent water flows with high

viscosity differences. Simulations were carried out for inlet Reynolds numbers of 19738

(Case−1) and 19286 (Case−2) and a Schmidt number of Sc = 103.

Numerical results indicate that the turbulence restricts the development of cavitation

but promotes mixing behaviors. To ensure the reliability of numerical results, it is key to

select a suitable turbulence model based on the flow characteristics. The comparisons of

LES and RANS results reveal a small differences (0.01%−0.03%) in the pressure. However,

the vapor volume fraction predicted in the LES model is two orders of magnitude higher

than those in the RANS model. The mixing characteristics in RANS are overpredicted

than that in LES. In particular, the RANS model resulted in a higher (113%−140% in the

divergent section and 180000%−1924000% near the outlet) volume-averaged component−2

along the centerline of the Venturi tube than that in the LES model. The comparisons

of the CFD simulation and experimental data based on the pressure difference and flow

rate provide little information about the cavitation activities, and thus are not sufficient to

validate the accuracy of a CFD solver. Therefore, a validation methodology that quantifies

the performance of a CFD solver by evaluating the cavitation region (location and size) is

required to ensure the reliability of numerical results.

5.5 Acknowledgments

Financial support from the Natural Science and Engineering Research Council of Canada

(NSERC) is greatly appreciated.

138



Bibliography

[1] Robert T Knapp, James W Daily, and Frederick G Hammitt. Cavitation. McGraw-

Hill, 1970.

[2] Christopher E Brennen. Cavitation and bubble dynamics. Cambridge University Press,

2014.

[3] Dominicus Danardono, Ki-Seong Kim, Sun-Youp Lee, and Jang-Hee Lee. Optimization

the design of venturi gas mixer for syngas engine using three-dimensional cfd modeling.

Journal of mechanical science and technology, 25(9):2285, 2011.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

Cavitating Venturi tubes play a significant role in mineral processing and their performance

depends to a great extent on the geometrical parameters, operation conditions, and pres-

ence of solid particles. The main purpose of the current study was to experimentally and

numerical studies of hydrodynamic cavitation phenomenon in the Venturi tubes, in order

to validate and further develop numerical multi-phase flow models with the obtained data.

The CFD simulations were preformed in the commercial CFD software ANSYS FLUENT

16.2. Laboratory-scale experiments was designed in order to validate the simulations.

In the study of two-phase (water-vapor) flows, the numerical simulations of cavitaitng

Venturi tubes were performed using a 2D axis−symmetric CFD-based model. A mixture

model based on a water-vapor-phase mixture is used to reproduce the experiments. The

numerical results generally agree well with the experimental data, with a deviation in

the pressure drop within [2.23−15.32]%. Both the numerical and experimental studies

reveal that the averaged vapor volume fraction in the divergent section increases rapidly

with decreasing divergent angle from 90◦ to 2.5◦. The average vapor volume fraction in

the throat section increases with increasing convergent angle from 15◦ to 90◦ but higher

power consumption are required. In this view, a required cavitational intensity can be

controlled by the convergent and divergent angles of the cavitating Venturi tube taking into

account the effect of energy consumption. The effect of scale-ratio on cavitational activities

was investigated numerically. It was shown that the scaled-up Venturi tubes produce

more vapor as lab-scale Venturi tubes, which is favorable to achieve commercialization

capacity and greatly benefit industrial operations in mineral processing. Additionally,

a simplified empirical model enabling of cavitation to be predicted in different Venturi

tubes was established employing regression analysis based on CFD results. The developed
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empirical model serves as a valuable tool for industrial engineers to accurately estimate

the significant dimensionless parameters (the inlet Reynolds number Rein, the pressure loss

coefficient K, the cavitation number σ, and the vapor volume fraction φv) and involves in

the design of cavitating Venturi tubes with different geometrical parameters and scales.

In the study of four-phase (water-solid-vapor-air) flows, the numerical simulation of a

Venturi tube was studied using a 2D axis−symmetric CFD-based model. A new global

model of four-phase (liquid-solid-vapor-air) cavitating flows was developed based on the

simple engineering approach, and validated against the experimental measurements. The

experimental data obtained provided good agreement with numerical results, with a devia-

tion in the pressure drop within [4.49−8.07]%. To the best of our knowledge, this appears

to be first time that a four-phase cavitating flows through a Venturi tube has been suc-

cessfully simulated using the CFD model. In particular, the results of the experimental

and CFD studies clearly illustrate that the presence of solid particles (Ws=5∼30 wt%)

has a significant influence on the cavitation behaviors. In general, the higher the solid

mass concentration, the earlier the cavitation inception and the greater the vapor and air

production, but accompanied by a higher energy consumption. Accordingly, the required

cavitation yield can be controlled by adding solid particles to the cavitating Venturi tube,

taking into account the effect of the energy consumption. In addition to this, it was shown

numerically that the distribution of the solid volume fraction in the four-phase flows is

increased significantly in the throat section and the divergent cone center of the cavitating

Venturi tube.

In the study of particle-flow interaction, the cavitation around a solid particle in a lami-

nar and turbulent free-stream domain was analyzed numerically using a 2D axis−symmetric

and 3D CFD-based model. The liquid-vapor phase-mixture-based model was validated with

the experimental data from the literature and good agreement was obtained. The results

of the CFD study clearly illustrate that the particle shape and surface roughness strongly

influence the cavitation behaviors. In particular, the critical Reynolds numbers (Rec) for

Particles−1, 2, 3 and 4 are 190, 70, 130, 130, respectively. This reveals that the cavitation

might depend on the particulate Re number for different particle types. The studies of the

isothermal process clearly showed that the particles with a cylindrical shape (Particle−2)

and rough surface (Particle−3 and Particle−4) lead earlier cavitation inception and greater

vapor production than the one with a smooth, spherical shape (Particle−1), while increas-

ing the number of particles from one to ten in the horizontal direction leads to a corre-

sponding delay in the cavitation inception from Rec=190 to Rec=210 and a reduction in

the vapor production. The influence of the thermal conditions on cavitation behaviors was

potentially very large. Increasing the particle surface temperature from 40◦C to 99.9◦C is

beneficial to the development of cavitation. In particular, the cavitation inception starts to
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develop much earlier from Rec=130 to Rec=25 and the average vapor production increases

200% for Re >200. An increases in the particle size from 10 to 100 µm results in an increase

in the Rec from 190 to 1800. Meanwhile, a CFD-based empirical mathematical model for

the particle size was proposed to link the particle diameter and critical Reynolds number.

The empirical model provided good agreement with the numerically predicted data, which

indicates that it can be used to accurately estimate the inception of cavitation for particles

with various particle sizes ranging from 10 to 100 µm. In the macro-scale study, we found

each particle-flow interaction has negligible effect on the cavitation activities in comparison

with the entrapped air bubbles on the crevices of the solid particles.

Finally, a model based on a water-vapor-mixture was used to study the cavitating

and mixing behaviors of two miscible turbulent water flows with high viscosity difference.

Simulations were carried out for inlet Reynolds numbers of 19738 (Case−1) and 19286

(Case−2) and a Schmidt number of Sc = 103. Numerical results indicate that the turbu-

lence restricts the development of cavitation but promotes mixing behaviors. To ensure

the reliability of numerical results, it is key to select a suitable turbulence model based on

the flow characteristics. The comparisons of LES and RANS results reveal a small differ-

ences (0.01%−0.03%) in the pressure. However, the vapor volume fraction predicted in the

LES model is two orders of magnitude higher than those in the RANS model. The mix-

ing characteristics in RANS are overpredicted than that in LES. In particular, the RANS

model resulted in a higher (113%−140% in the divergent section and 180000%−1924000%

near the outlet) volume-averaged component−2 along the centerline of the Venturi tube

than that in the LES model. The comparisons of the CFD simulation and experimental

data based on the pressure difference and flow rate provide little information about the

cavitation activities, and thus are not sufficient to validate the accuracy of a CFD solver.

Therefore, a validation methodology that quantifies the performance of a CFD solver by

evaluating the cavitation region (location and size) is required to ensure the reliability of

numerical results.

6.2 Recommendations for Future work

Following recommendations for future work can be made based on the findings of this

thesis:

• The presence and expansion of non-condensable gas in the liquid phase was not

considered in the study of two-phase cavitaitng flows. In reality, a small quantity of

micro-bubbles of non-condensable gases (nuclei) are always present in the liquid. It

remain unknown how much impact it will have on the cavitation inception and the

development of cavitation in a Venturi tube. Therefore, this work can be extended to
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include the non-condensable gas to account for actual cavitation activities observed

in numerical studies.

• The four-phase (liquid-solid-vapor-air) global model was developed and validated

considering problems of cavitating particulate flows with hydrophilic particles (e.g.

bare silica). For applications to cavitating flow problems in that the four-phase flows

with hydrophobic particles (e.g. coal, treated silica), further improving the global

models would be desirable, for example, by considering the change of contact angle

between liquid and the particle surface.

• Based on the micro- and macro-scale studies, we found each particle-flow interaction

has negligible effect on the cavitation activities in a Venturi tube. For further quan-

tification of the cavitation, modeling the particle-flow interaction would be desirable

in other geometries (e.g. sharp edged orifices, valves) including various influential

parameters (e.g. sizes, shape, particle surface roughness and surface temperature).

• Studies should be undertaken for obtaining high quality reliable experimental data.

Though simulations presented in this thesis show quantitative agreement with ex-

periments based on the pressure drop and flow rate. Light sources and high-speed

camera can be used to provide visual observation to predict the inception and de-

velopment of cavitation in a Venturi tube. The further comparison of numerical and

experimental measured cavitation region (location and size) should be considered to

guarantee the reliability and accuracy of the CFD solvers.
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