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Abstract
A serious difficulty for low frequency radio asfronomy
either on thg earth’s surface or in any unshielded location
near the earth is the presence of interfering terrestrial
radio transmissions. Generally, however, interference will
not exist simultaneously at all frequencies. Gaps in the
spectrum which do not contain significant interference may
be used fo allow astronomical observations at times when

adjacent interfererice would normally make observing

N

impossible.

An experimental system isfdesigned and built to
investigate the possibility of(on-line detection and
rejection of narrowband terrestrial interference. Digital
cross spectral analys1s via the fast Fourier transform
allows narrowband interference to be identified as peaks in
the spectrum. A low-cost FFT processor designed and built
for this purpose is described. The processor is capable of
calculating a 256-point FFJ] in 2.458 msec for a real-time
bandwidth of 52 kHz, |

The expected distributions of cross and auto spectral
components in the absence of interference are derived.
Robus't est}mation which weights outlying points less heavily
than those near the center of a distribution is employed to
reject interference and estimate the centers of the cross
spectra. The first deciles of the auto spectra are used as
simple but accurate estimates of scale for the cross

spectra. A robust procedure combining outlier rejection,



|
\

\

Huber M-estimation and' biweight M-estimation then
determines the correlated broadband noise levels of the
cross sp;ctra while minimizing the effects of outliers,
Exper imental testing of the system using an
interfefometer at 22.25 MHz during the winfer of a solar
maximum is described. Interference removal is found to be
highly successful during periods with less than 30% and
occasionally up to 50% of the bandwidth being occupied by
interference. Low level inter ference during the night was
encountered oﬁ 13 of 15 nights and was eliminated
completely. Additional observing time of from 60 to 90
minutes was geherally obtained in both the mornings and

evenings. The distribution of interference amplitudes was

found to be reasonably well represented by a power law.

v
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1. Introduct ion
Nearly all of man’s knowledge of the universe beyond our own
planet has been derived from the study of electromagnetic
radiation emitted by the cosmos. Astronomy began at visible
wavelengths and was confined there until 1932 when danSky
discovered extraterrestrial radio emissions and opened the
door to an exciting new field of radio astronomy. Presently,
astronomy is conducted from radio wavelengths up to gamma
rays, with additional studies of cosmic rays, gravitaf{io
waves, and neutrino emissfons.

Radio astronomy had its beginnings at decametre
wavelengths, but quickly moved to higher frequencies as
radio technd}ogy progressed. Because of a number of
difficulties mainly associated with the ionosphere, low
frequency astronomy has received cQomparatively little
aftention. In recent times, new regions of the spectrum have
often yielded new and and unexpected discoveries. A thorough
explbration of the sky at dgsametric and longer wavelengths
could therefore add considergbly to our understanding of the
universe. '

The subject of this thesis is an exper%menta] attempt
to overcome one of the problems which plagues low frequéncy
astronomy, namely interference from terfestrial radio
transmissions. Digital spectral analysis is employed to
produce ;pectra in which narrowband man-made signals stand
6ut from broadband cosmic signals. By applying robust

estimation -techniques to the spectra, it is possible to



exclude the narrowbaﬁd, interfering < gnals and accurately
measure cosmic signals.

It is hoped that through the removal of terrestrial
inter ference it-@i]l be possible to considerably enhance the
accuracy of observations and to greatly extend the amount of
time during which suitable observing conditions are preseﬁt
for low frequency astronomy. N

This chapter will discuss Aecametric astronomy and the
difficulties which.it preseﬁ?%. The ionosphere and its
effects on terrestrial and astronomical radio signals will

be described. Previous attempts to deal with the problem of

terrestrial interference will also be discussed.

1.1 Decametric Astronomy
The longest wavelengths where astronomy has been

attempteo to any degree are in the decametric region. There-

are a . her >f areas of astronomy for which decametric
observa' . -~ important and can contribute significantly
to the rd¢ '“ng of astrophysical phenomena. Thg‘
following ~:: on is based upon Routledge [1], Dewdney

[2] and ‘rau. :
/\

Decame "~ .s -~ v may be divided into studies of
discrete source: : - ex e-_ed ¢ _-ces. Discrete sources are
point-1-Ke soui ~es wk .~ are sma.ier in angular extent than

the resolving power o' = tele ~ope, for example some distant
galaxies. Intensities of discreie soLrces are expressed in

termé of total observed flux density, S(f), with the unit



being the Jansky (10-26 watt m-2 Hz-'). Extended sources are

larger in angular extent with an intensity which changes

smoothly over the source, for example_lirge interstellar

clouds of ionized bydrbgen (HI1). Measurements are in terms

of brightness, B(f), in Jansky-steradian-', of equivalent e

black-body temperature, T(f), in degrees Kelvin. {
One of the most important featur;s of radio éources is

the spectrum (intensity vs frequency). No strong spectral

lines have been found below 1000 MHz, thus at low freqg =ncies

radio emissions are not frequency selective. Instead, all

frequencies are present producing a continuum of radiation

with no discontinuities. Intensity is found to vary with

frequency in a smooth fashion,

S(f) = (const) f—a(f)

or T(f) = (const) f—B(f)

a(f) and B(f) are Known as the flux density spectral index
anc temperature spectral index, respectively. They are
generally positive, implying that intensity increases as

frequency decreases.

1.1.1 Discrete Sources

Discrete sources may be classified as galactic or
extragalactic. Galactic sources include supernova remnants
and small HIIl regions. |

Supernova remnarts radiate due to the synchrotron

mechanism. A supernova explosion produces an expanding cloud



of matter containing relativistic electrons (about 10'2? ev)
and magnetic fields. The electrons, which may continue to be
generated by remnants of the explosion, interact with the
magnetic field to produce synchrotron emission. If the

electrons have an energy spectrum of the form

N(E) = (const) EV

where N(E) = number of electrons as a function of energy

E

energy of electron

v energy spectrum index
then the synchrotron radiation will have a characteristic

speétrum given by .

S(f) s t-—(v—l)/Z

. ¥

Observations have shown that the above spectfum is
typical of many non-thermal radio sources over a wide range
of frequencies. However, at low freﬁuencieS'the intensity
would tend towards infinity, thus at some point a turn-over
in the spectrum is necessary. Low frequency astronomy is
necessary for investigations of the turn over of non-thermal
radio‘sources, in order that the nature of such sources may
be more clearly understood.

The study of synchrotron emissions produces information
about the physical structure and the evolution of the
sources. Calculations may be made of plasma densities,
magnetic field strengths and relativistic particle

densities. A number of mechanisms believed to cause

g s —on -



o
deviations from a straight power-law spectrum can also be
examined. These include variations from a power law in the
source of relativistic electrons, multiple sources of
electrons with different energy spectra, thermal absorption
by ionized gas either within the source or between the
source and the earth, and synchrotron self-absorption within |
the source.

An interesting class of sources which has been
discovered through decametric astronomy is steep spectrum
sources possessing higher spéctral indices than expected at
low frequencies. Study of these objects, for example the
source at the center of tﬁe Crab Nebula, may QEoduce clues
to the history of supernova remnants.

Extragalactic sdarces are generally galaxies or
clusters of galaxies, some of which emit.enormous amounts of
energy. These extremely powerfuliradiation sources have
attracted much attention because they defy many previouély -
accepted notions about the universe. Optical counterparts of
strong radio sources include giant elliptical galaxies,
N-type galaxie: and quasi-stellar objects (quasars).

Extragalactic sources aré non-thermal in nature and
often emit because of the synchrotron mechanism. Low
frequency studies of such objects may help to explain the

origin of the enormous energies produced.

1.1.2 Extended Sources

With the comparatively low resolution of present



decametric telescopes, observable extended sources are
confined to our own galaxy. The major type of extended
source is interstellar plasma produced by low-intensity
ultraviolet radiation from early-type stars and by |
low-energy cosmic rays. Although ionized hydrogen does emit
thermal radiation at decametric wavelengths, it is most
‘easily observable because of its absorption of non-thermal\
emissions from the galactic background. free-free absorption
causes HIl regions to appear as localized areas of reduced
brightness or reduced spectral index against the brightness
of the galaxy. Low frequency telescopes provide oné of the
most sensitive methods of .detecting interstellar HII.
Decametric mapping of the distribution of HII in the
galaxy would be an important contribution to studies of

galactic structure and galactic dynamics.

1.1.3 Existing Decametric Telescopes

High4quality low freguency radio telescopes are
difficult and expensive to build. The frequencies and
angular resolutions of 21 telescopes constructed since 1958
for use below 100 MHz are summarized in a CCIR Report [4].
Below 20 MHz the best resolution obtained has been'a few

i

> degrees, and major studies-have been limited to two source

surveys ([5], [6]) and measurements of the galactic

background ([7], [8]). : T



1.2 Limitations to Low Frequency Astronomy
There are three major factors which tend to discourage
attempts at low frequency astronomy:

1. Very large antenna dimensions (several Kilometers or
more) are required for good resolution.

2. Low frequency signals are highly susceptible to
distortion by the ionosphere. The ionosphere can cause
refraction, scintillation and absorption of signals from
cosmic sourcee.

3. No frequencies below 20 MHz have been set aside
exclusivel§ for radio astronomy'. The radio Specfrum in
this region is used extensively for terrestrial
communications. Long distance propagation vie ionospheric

‘reflections is possible, making it extremely difficult
not impossible to find sites for telescopes which are
immune to terrestrial interference. k

The resolution of an antenna in a plane is about equal
to the half-power beam width in that plane [3]. IF ag
idealized situation, the number of resolvable sources

A
distributed uniformly over the sky is approximately given by

where &, = antenna beam solid angle, rad?. Beam solid angle

is related to antenna effective aperture, A., and wavelength

astronomy during the 1979 World Administrative Radio
Conference in Geneva. This allocation is not exclusive but
is to be shared with the Fixed service.

4
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A as follows:

) nA - A*/Ae

To maintain a given esolution the linear dimensions of an
antenna must increase proportionally with wavelength. For
example, to ob{;in a resolution of 5 prc mihﬁtes, as is
possible at microwave frequancies with large dish anteﬁnas.
uould rgquiéeﬂpn antenna 10 in extent at 20 MHz. No
antennas of that size presently exist,‘The‘largest-ones
built to date are about 3 km.

. Fortunately, an antenna 10 km in extent or 100 km? in
area n@?d not be completely filled to prbduce the desired ,
resolutid;. Early telescopes (for example Mills [9]) were
built in the form of crosses, T's and circles to take
advantage of this fact. Develoument of the principles of
aberture synthesis by Ryle and iewish [10] showed that an
aﬂenna may be decomposed into a number of elemental units,
and that-it is only the rélatiye positions or spaéings of
the unfts which are fundamentally important. Measurements
with a resolution equivalent to that of a Very large filled
antenna may be made by combiping signals from smalier
antennas with all the e]emenial spacings between them.

_ For sources which are not time-variable, the
observations at differept spacjngs need not be made
simultaneously.kTherefore an antenna of any chosen size may
be synthesized by usind just two small elementary units

which can’be moved to all of the required positions to
Py



produce the spacings of the desired large: antenna. Indeed,
it is possible to let the rotation of the earth prUVfde part
of the movement of the two antennas relative to the sky.
Such earth rotation aperture synthesis as described in

Fomalont [11] is now commonly used for high resolgtion
mapping of the sky. / ST
The result of all this is that resolution ;f\Jow_
frequencies is not fundamentally limited by‘the large
antenna sizes required. Limitations due to the ionosphere

are much more difficult to overcome.

»

1.3 The lonosphere

The féﬁlowing discussion is derived mainly from Davies
[12]. K

The earth’s ionosphere is produced by high-energy
radiation from the sun, mainly in the ultraviolet and soft
X-ray regions. Electron density depends upon many factors,
includ{ng the ihtensity‘and spectrum\af incoming radiation
(some of which may be screened by higher ionospheric
layers), atmospheric‘gensity, and chemical composition at
the altitude in question. Solar control results in a strong
dependence on the time of day (or night), the season,
latitude, and the level-of solar activity at a given time.
Also, the electrieel nature of the ionosphere causes it to
interact a great deal with the earth’'s magnetic field.

The ionosphere has attracted a tremendous amount of

study since4the 1940's, largely due to its importance in

i
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radio communications. Afthqygh most of its properties have
been characterized and its long-term behavior is reasonably
well understood. day-to-day ionospheric activity is highly
variable and somewhat unpredictable, much like the earth's
weather.

The ionosphere is generally divided into a number of
regions, the most‘important of whigh are termed the D, E and
F regions. The D region gxtends in height from approximately
50 km to 90 km, the E region from 80 km to 130 km, the F
region from 130 Km td perhaps 500 km.

D-region ionizatién is largely a daytime phenomenon, as
the relatively high atmospheric density allows rapid
recombination after the ionizing radiation disappears. The D
- region is mainly responsible for the~apsorption of radio
signals. AM radio frahsmissions, for &xample, are limited in
daytime propagation djstance,by D-;egion absorption, whereas
at night they can propagate much farther.

The £ region is a]éo norma]iy significant only in
daylight. It‘ref1ects radio signals below a maximum of about
10 MHz. The usual E-region ionization is not important for
terrestrial propagation above this frequency. However, there
is a veriion of the E region Known as ;poradic E which is
sometimes very significant. Sporadic E, as the name
suggests, is a tranéieﬁt,'unprédictab]e and often localized
phenomenoﬁ. When it is present, sporadic E can allow much
longer distance radio communicatioﬁ at higher frequencies

than would normally be expected.



During the day the F region splits into two layers. The
lower one is termed the F1.1ayer and the upper ohe, the F2
layer. The F, layer, which disappears¥at night, reflects
radio frequencies somewhat higher than those reflected by
the E region. Like the E rggion, the electron conte =~ of the
F1 layer is higher in summér than in winter.

The part of the ionosphere which is the most important
for HF radio communication, and also the most detrimental to
radio astronomy, is the Fz layer. This layer almost always
contains the maximum electron density in the ionosphere.
Recombination occurs very slowly, hence the F2 layer 1is
present at.night and reaches ‘a minimum é]ectron density just
before sunrise. The seasonal! minimum is during the winter
night, as it is for other layers. Surprisingly, however, the
seasonal maximum c _ irs during the winter day rather than
during the summer day. This peculiarity of the F2 er is

termed the "winter anomaly"”.

"1.4 Ionospheric Radio Propagat ion

The refractive index of an jonized medium depends upon
the electron:density. If the collision freguency between
electrons and neutral moJeches or ions is low (as in fﬁe
rarified upper‘étmosphere of the E and F regions) then
absorption of radio energy is negligible. If the magnetic

field is assumed to be zero, then the refractive index is

[13]
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n o= H—(fp/f)Zﬂ‘”2 (1.1)

where fp is the plasma frequency given by

o) 1/‘
_ Ne -
fp = L;;TEEJ (1.2)
with N = electroh density
e = electronic charge
€g - permittivity of free Space
m = electron mass

If a magnetic field is present the situation becomes
more complex. Two electromagnetic waves which are Tircularly
polarized in opposite directions (termed "ordinary" and
“extraordinary” waves) will propagate with two different
indices of refraction. The refractive index for the
extraordinary wave is the -higher of the two.

The frequency at which the refractive index becomes
zero is termed the critical frequency,.ﬁ . At this frequency
or below it a normally ;Bc1dent wave cannot propagate but =«
instead ent1rely reflected. Extraordinary waves exhibit a
higher critical frequency, fx, than do ord1nary waves, % ,
due to the difference in refractive indices.

At frequencies above Q an oblique]y incident wave hay
still be completely reflected. The ma X imum frequency which

will be completely reflected at a given angle of incidence

¢, is given by

12
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q /

l f = f_ sec ¢ (1.3)

{
m
) ax

In propagation studies: the term maximum usable frequency
(MUF) is used for the maximum frequency which can be
reflected between two points a given distance apart on the _
earth’s surface. The angle of incidence for reflection at a
given distance depends upon the height of the reflecting
layer. If the curvature of the earth and ionosphere plus the
normal height of the F2 layer are considered,:it may be
shoWn [18] that the largest angle of incidence possible for
ref]ection’back to the earth’s surface is usually aboufl74
degrees. The maximum usable frequency at{this liﬁiting angle
is

MUF = f_ sec 74° = 3.6 f, (1.4)

From a pfopagation viewpoint, maximum usable frequency
is quite important. D-region absorption increases with
wavelength, so it is advantageous to operate on the hfghest
frequency which will support reliable reflections. HF radiP
users, with the help of ionospheric propagation forecasts,
of ten change operating freduencies to obtain maximum
‘propagation distances.

Critical frequeﬁcy and hence MUF vary regularly through
the day as the sun’s angié changes and tﬁrough the seasons
. as the length of day and solar angle vary. In addition, a -

strong dependence exists on the 11-year sunsbot cycle.



Figure 1.1, taken from Jordan and Balmain [18], illustrates
diurnal critical frequency variations for the E, Fl, and F2
layers in winter and summer, and at sunspot minimum and
maximum. The critical frequency of the F2 layer, fon, is
higher during the day than at night, and‘higher_in winter
than in summer. At sunspot maximum f’OF2 is approximate]y

)
twice its value at sunspot minimum.

ot

1.5 lonospheric Effects on Radio Astronomy
The major effects which the ionosphere has on
astronomical signals are absorption, refraction and

scintiliatior..

1.5.1 Absorption

Virtually all absorption at decametric wavelengths
occurs in the D region which is present only during the day.
The degree of absorpfion is dependent on frequehcy and
reaches a broad maximum near the gyromagnetic fgsquency for
an electron in the earth’s magnetic field (1.2 to 1.4 MHz).
A device ca]léd a riometer [20] may be used to measure
absorption by monitofing the average signal strength from a

broad area of the sky.

1.5.2 Refraction
For a plane, stratified ionosphere, incoming waves at a
frequency f above the F-layer crifjcal frequency fc will

propagate through the ionoéphere provided that the source ié

14
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within a cone centered on the zenith and defined by a .

limiting zenith angle [4]

$. = arc cos (f./1)

For a spherical ionosphere the actual limiting angle will be
slighgﬁy Tﬁrger. Spherical stratification produces a slight
refraction of signals pas;ing throughvthe ionosphere such
that the apparent zenith angle is less than the true zenith
ang]é by a small amount [21].

| Unifﬁrm horizontal variations in .ionospheric electron
density, such as occur at sunrise and sunset, are another
cause of refraction [22]. Such gradients may cause
refraction of a few degrees if the observing frequency is
less than twice the critical frequency.

Correction for refr;ction may be accomplished by
monitoring the apparept positions of‘calibration souﬁces.
provided one is using an antenna which can provide a narrow
beam to track the sources at any given time. However, as
refraction is a time-varying phenomenon, it would be -
extremely difficult to correct for in the case‘of aperture

£

synthesis which relies on time-invariant source positions.

1.5.3 Scintillation

A transient phenomenon which can seriously distort
signals traversing the ionosphere is scintillation. If the
ionosphere contains irregularities or inhomogeneities in

electron content, then the index of refraction will vary for
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}ays having different paths. As a result, a plane wave
impinging on the ionosphere will have horizontal phase
variations when it emerges below the ionosphere. Such phase
variations are converted to both phase and ampli tude

variations due to interference effsfﬁs as the wave

propagates towards the earth’'s surface. As a result, a radio
source appears to "twinkle" just as a star does optically
when seen through the turbulent atmosphere. A discussion of
scintillation is contained in Briggs [23].

The irregularitids which cause scintillation occur
mainly in the F region and have beén correlated with
6bservations Known as spread F" during ionospheric sounding
[14]. Spread F consists of multiple reflect1ons of probing
radio signals from points withih the F reglon and is
cons1stent with the idea of irregularities in electron
dens1ty in this region.

Fortuhately, scintillation is present only on occasion.
‘It is most frequently observed near the eqbinoxes of a solar‘
maximum [15]. Durinq)solar minimum, scintillation occurs
mainly at night, whereas ering solar maximum it is equally
likely by day or night. Geographically, scintillation is
least likgly at temperate [atitudes. For a§tronomy, the
.severity of Ecintillation is dependent_upoh the scale of
irregularities and upon antenna size. Irregularities are
generaily #ound to be from about 0.5 to 10 km in extent [4].

For antennas larger than 2 Km, a@p]itude and phase

variations will be produced aéross thé}aperture and may

|
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distort the antenna beam. For smaller antennas (and\Targer
beam widths) larger phase‘variations can be tolerated.

The effects of scintillation are most severe at low
frequencies because the ionosphere’'s refractive index goes
from 1.0 to 0.0 as fregquency decreases and apr~oaches the
critical frequency. Fortunately, periods whici a free of
scintillation do occur, particularly during yez . Tow
solar activity. Such periods'may last for weeks ¢ even

months. Maximum use must be made of these favorable

conditions when they are present.

1.6 Terrestrial Interference

For radio telescopes operating at below 3 or 4 times
fc, interference from radio transmissions is a continuous
problem. There are many paths which interfering e1gnals can
take, including single hobe. multiple hops with intermediete
‘refiections from the earth’s surface (possibly at almost any
angle), or multiple hops with intermediate refTections from
the tops of patches of'sporadic E ionization. —=

Often a signal will reach a receiving antenna
simultaneously v}a a number of slightly different _paths. The
result is fading [24], as the signals will generally be
djfferent'in phase. If all received components are
approximately equal in.amplitude but H;ve rendom relative
phase, the probability density of the resultant
instantaneous amplitude A will have 3 Rayleigh distribution

f(A) given by
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f(A) ='§"ézexp(—/\2//\ 2) (15)
m m

where A.? is the mean square value of A. A Rayleigh
distribution is found to give a good approximation to the
short-term distribution of wave am51%tude at long distances
when only sky waves (1gnospheric reflections) are involved
and no ground Qave is received. In the case qf a strong
undisturbed component (such as a ground wavevor specularly
reflected sky wave) plus weak randomly scattered sky waves

the resultant amplitude will have a Rice distribution given

by

) - A - (A+B? AB

) ?P[—;—l] Io[r] (1.6)
where ¥ = total power in signal

A
B

I = modified Bessel function of the first Kind &f

amplitude of resultant

amplitude of undisturbed component

A

“order zero
If/fﬁg“réﬁdom components are very small relative to the

"undisturbed component, the Rice distribution converges to a

- normal distribution.

| The above distributions are commonly observed for
‘Fignals for which fading is~pre$ent due to intgrference
among multiple wavelets. The rate of suéh,fadidg is

. generally quite rapid, occuring on a time scale of seconds

to a few minutes.
W



Slower, long-term variations in signal strength occur
~due to changes in ionospheric conditions. Long-term

variations in signal power p are experimentally found to fit

\ -

a log-normal distribution [25] given by

1 -[log(p/m)]?
f(p) ‘mexp{-l-—-%-ég——ll] (.7)

L4

-

where m = median signal power, m>0

o standard deviation of the natural logarithm of -

signal power ‘
If signal strength is expressed logarithmically (in dB) then
a normal distributjon results.

f(p) ?\B%;Eﬂ—exp[vmz:l (1.8)

20°

~ where p signal strength in dB

m median signal strength in dB

g

"

standard deviation of signal strength in dB
Measurements of hourly median stgnal strengths for a given
time of day and a given season of the year have been found
to~fit the above distribution reasonably well [26]:
Decametric interference is aifficultwto escape
entirelymlAstmentioned before, propagation via ionosbheric
reflections is generally possible only if the tfansmitting
frequency is not more than 3 or 4'times f.. Most .
inter ference therefore subsides if the 1onosphere’; critical
frequency drops, as radio users are fofced to switch to
lTower freduehcies to maintain reliable jonospheric skKip.

However, ground wave communication over shorter distances is-



still possible, so not allohigher frequency transmissions
will cease. Also, if observations are carried out at night
when electron densities are low there is a possibility that
the critical frequency on the other side of the earth will
be high enough to squort'propagation. Signals from the
sunlit side may find ways to reach ; telescope at night. A
prime candidate to allow such an oécurence is sporadic E
ionization [16]. At middle latitudes, sporadic E is more
prevalent in summer than in winter and during the day rather
than at night. However, it\pan possibly occur ‘at any given
time. One suspected source of sporadic E is meteor trails.

In any case, interference to low frequency astronomy ‘
Can potentially occur at any time and any place on the
surface of the earth.

~Suggestions have been made that low frequency
telescopes cbﬁld be freed of iono§pheric limitations by
being built in space. ‘An orbiting telescope, however, c&uld
be subject to as much or likely even more terréstria]
interference than ground-based telescopes> One locatinn
which would perhaps be the most ideal is the far side. of the

moon [27]. However, such a telescope would appear to be a

fair distance 'in the future.
Anot:;h;jnterésting idea which has been proposed is the
‘creation of a temporary window in the ionosphere through
which decametric observations could be conducted [28]. Such
P

a window might be creéted by injecfing hydrogen into the

night-time ionosphere to reduce electron densities,

21



Interfer :-nce removal during observations through an
artificial window would be highly desirable, as interference

could be reflected from the remainder of the ionosphere

surrounding the window. If one went to the trouble (and

2

expense) of creating an artificial window, one would want to

maximize the chances of successful observtng.

1.7 Previous Atteﬁiﬁs to Deal with Interference

Most low frequency astronomers in the past have simply
waited for opportunities when ionospheric.electron densities
are low enough to prevent significant interference problems.
Low freqUency astronomy is most successful during a period
of sunspot minimum, Winter nights are parti?ularly
attr§ctive, However, even at such favorable times observing
conditions are often unsuitable. For example, Dewdney [2]
found thét out of 70 nights of bbsérving during a solar
minimum only about 12 produced results;of adequate quality
for ﬁaking synthesis maps. The remaining 83% of observations
were lnsatisfaétory due to interfgrence, scintillation and
}efqaction. |

A few limited attempts have been‘made in the past to
‘elimipaté interference received by low frequency teleséopes.

In 1958, Shain [Z used a series of manually tuned
filters in conjunction with a Mills cross telescope at ¢
19.7 MHz. Four 4.5 KHz bandwidth filters could be‘
adjusfed to interference-free gaps in'a 100 kHz wide section

of the spectrum gt 18.7 MHz. Adjustment was done by an

22
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operator who monitored the filter outputs on a ‘loudspeaker .
Sﬁain reports that there were genera]ly'a few gaps in the
spectrum which would remain clear of interference, and the
filter system was successful in reducing problems with /
terrestrial transmissions.

In Tasmania ([7], [30]) a swept filter technique has -
been used to avoid interference at frequencies of 4.7 aﬁé \“\
10.02 MHz. A narrow filter of 2 to 3 rﬂz bandwidth was Ewept \
through a region of the sp;;trum 10-to 12 KHz wide at a rate
of about 5 times per second. A minimum detection circuit
then measured cosmic noise in clear channels between
transmitting s?gtions. Although this method does work, it
limits the totai observing bandwidth to a few KiloHertz and
is relatively insensitive to interference as the spectral
resolution is poor. Effective integration times are also
short.

Russian astronomers using the UTR-1 telescope at
Grakovo [6] in 1966-68 have also reported on their methods
of handling interference. Their receivers employed a
variable bandwidth of from 3 to 14 kHz. The bandwidth was
reduced at times when interference wasHPeing received. In
addition, they mention "fast radiometer<;etuning" to avoid
terrestrial signals, evidently implying the presence of a
human'opérator who monitored received signals and kept the
receivers away %rom interference.

Human interference detectors as at Grakovo and as

mentioned by Shain are undoubtedly very sensitivé tb ‘



interfering signa1§, particularly if auditory discrimination
is employed. Howe%ér, mos t humansiwould find 12 consecutive
hours or éq (in the middle of the night) of straihing to
hear radio<$ignals sompwhat tedious. A sensitive automatic
system which could maximize theravailable interference-free
bandwidth at any given time would probably be welcome.

With a view to characterizing the e]ectromagnetfc
environment from 1.5 to 6.0 MHz, Wheeler [31] condicted a
study which involved frequency-domain interference excising.
The eventual 6bjective of this work was the identification
and rejection of narrowband interference from wideband
(spréad-spectrum) communications systems, which in principle
isvthé same problem faced in radio astronomy. Wheeler
recoraed,radio signals on magnetic tape and analyzed the
power spectra digitally. identifiable interfering signalg
were found to fit log-normal distributions, with
distribution parameters depending upon the time 6f day and

e

the season. .

1.8 1nteﬁference Detection via Spectral Analysis

The proposed interference rejection system is based
upon the correlation recegver, aé this type of receiver is
commonly used throughout radio astronomy for interferometry
and aperture synthesis. ‘ v
g The simplest method of detecting’;ﬁterfering signals is

through spectral analysis, as aipriori Knowledge of the

frequencies and modulation of the signals is not required.
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Terrestrial communications signals at decametric wavelengths
are narrowband (except‘for military spread-spectrum systems)
and may be distinguished from astronomical signals whiéh are
essentially Gaussian noise on that basis. Typical bandwidths

-

of communications signals are 6 KHz for ahp]itude modulation
(AM),,3 KHz for single-sideband (SSB), 1.2 kHz for '
frequency-shift-keyed telegraphy (FSK) and 100 Hz for
continuous-wave telegraphy (CW). International agreements
and government licensing restrict various classes of users
to certain allocated freguency bands.

For a correlation receivér, spectral analysis is
possible through calculation of thé crcss power spectrum.
Such a spectrum consists of real and.imaginary components at
each frequency, with the real components (the in—phése or
co spectrum) showing correlated signals which are’in-phasé
(or in anti-phase) and the imaginary components (the
quadrature spectrum) shdwing correlated components which
differ in phase by 90 degrees (or 270 degrees).

In correlation analysis the process of averaging is
usec to improve signal-to-noise ratio if uncorrelated noise
iS'present'and signa}s are relatively stationary over the
averaging interval. In astronomy, averaging or "integration”
s usually essential as signals from sources are often very
weak compéred to uncorheiated noiée received from other
fedioné of the sky in the antenna beam at low freguencies or

compared to receiver noise at high frequencies.

For the purpose of interference detection, the

25



sensitivity of a system employing cross spectral analysis
will depend'upon the resolution and the amount of averaging.
For maximum sensitivity the resolution should be less than
the bandwidth of the most distinguishing features of the
spectra of interfering signals. AM and CW both involve the
modulation of a continuous carrier. A steady carrier has
zero Bandwidth, implying that the sensitivity for detection
of such signals will increase without Timit as resolution is
made finer. An FSK signal may or may not exhibit/sharp peaks
in its spectrum. A SSB signa' generally will not contain any
| peakﬁ. If peaKs are not present phen there is no advantage
in having a resolution which is less than the signal’'s

bandwidth.

Through averaging, the sensitivity will increase in

proportion to 'the square root of the length of the averaging

interval. The maximum avéfaging interval which may be used
is limited by thé duration of time over which the signal
remains stationary (if the signal disappears or reverses iﬁs
phase, continued averaging is counterproductive to its

detection). ~

1.9 A Method of Rejecting Interference ]

The subject of the remainder of this thesis isv;n
experimentql system employing cross spectral analysis which
was designed and built to investigate }he possibility of
detecting and,removing terrestrial interference from signals

received by a low frequency radio telescope. Spectral

26
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.’analysis is abcomplished in real time by a digital fast e
Fourier transform processor. Automatic computer analysis of
the spectra is usgd to identify interference and to estimate ‘
the levels of broadband astronomical signals after

inter ference has been excluded.
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2. The Fast Fourier Transform Processor

2.1 Introduction

.Spectral analysis in radio astronomy was initially
accomplished with banks of analog filters dividing the
spectrum into many separate channels. Analog filters,
however, exhibit a number of problems. Precise filters
require careful construction and are expensive. Temperaturé
sensitivity and component aging cause the performance of
analog circuits to change with time. These problems made
astronomers look to stable digit;; circuits as an
alternative.

Digital spectral analysis was pioneered by Weinreb [32]
'in }963. Weinreb’s technique involved the quantization of an
analog signal into a one-bit digital signal. The digital
signal was thenfcorﬁelated with delayed versions of it;&ﬂf
to produce an autocorrelation function. A Fourier transform
of the autocorrelation function produced the power spectrum.
The advantage of Weinréb’s method is that inexpensivé and
stable digital hardware replaces expensive and unstable
analog hardware. The method can be easily adapted to cross
spectral analysis and its performance can be improved by .
using moré levels of quantization, as for exémp]e in the
Dominion Radio Astrophysical bbservatory’s synthesis
telescope [33]. |

Digital correlation spectrometers of this Kind are well

suited to high freguency radio astronomy where bandwidths of

8 O,
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many megaHertz are necessary and can be obtained by
employing a large number f corre’ tors operaiing in
parallel. In addition, € T < br “~r observed are
relative]vaeaK in comparisorn o the - pov 2r being
received, hence the dynamic range of .he correlators need
not be large and quantization can be relatively coarse.
Coarse quantization allows the correlators to be simple and
inexpensive, thereby makKing correlation spectrometers
economically attractive.

In more recent years, the advent of the fast Fourier
transform and improvements in digfta] technology have made
spectral anaiysis by d}rect Fourier transformafion a
possibility. As is well known, the FFT reduces the number of
arithmetic operations needed to calculate a discrete
Fourier transform of N points from the order of N2 to the
order of N 1ogzN. For large N, savings in computation time A
are quite considerable.

By reducing the amount of computation required, the FFT
has the pofehtfal'for the construction of simpler
spectrometers thanEthe correlation spectrometers described
above. A number of FFT Spectrometers such as one at the
Dud1ey Observatory [34] are already in use for radio
astronomy. However, though the number of.a;ithmetic
opehationé is less, the complexity of the operations is much
greater. For example, the number}of bits vaaccuracy must be
larger to avoid the accumulation of‘rouﬁdoff 'errors. Also,

the control circuitry needed is far more complex than for a
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correlation sbectrometer where all stages are essentially
identical. Thus, the greater overhead in circuitry required
for FFT spectrometers has tended to reduce their
attractiveness in high frequency astromomy where maximum
bandwidth is essential.

For interference removal at low frequenciesl'in
contfast, spectrometer’ require~ents are reversed from those
above. As radio sources ten. - or‘gnt at low
frequencies, wide observing bandwidth 1s not needed for
adequate sensitivity. As bandwidth after a certain point
must be obtained by adding more parallel hardware, the cost
of spectrometers at the limits of a particular digital
'technology is essentially proportional to the bandwidth. Ebg
éost of a spectrometer with 50 kHz bandwidth should | -
 therefore be 1/100 of one with 5 MHz bandwidth.

Wide dynamf; range is essential for inferference
removal. Interfering signals can be received at levels far
Qigher than'bgFKground noise. Therefore, quantization of the
incoming signéls must be relatively fine to preserve
in;ormation over the entire range of received signals. Also,
the numbef of bits of accuracy‘retained in arithmetic
calculations must be sufficient fo n;t cause degradation of
.signal-to-noise ratio. «

The requiréments of low bandwidth and wide dynamic
range give the FFT spectrometer an advantage in cost and

complexity over the correlation spectrometer for low

frequency interference removal.
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The faSt Fourier transform emerged from obscurity in

2.2 FFT Basics

1965 with the publication of a paper by Cooley and Tukey
[35]. Since that time the FFT has found widespread
application in all areas of data and signal processing. The
derivation and properties of the FFT are well Known and are
described in many papers aﬁd texts such as [36], [38], [39],
(401, [41], -[42]) and [43]. Some relevant aspects of the FFT

are discussed below.

2.2.1 Calculation of the Cross and Auto Spectra
A method will be described Qﬁich allows both the cross
. 4 '
and auto spectra of two real series to be calculated with

one FFT - poperation. Let f(n) and g(n) for 0<n<N-1 be two real

series corresponding to digitized samples of radi® signals

from two antennas forming an interferometer. Assume f(n) and
g(n) have diécrete Foufier transforms (abbreviated DFT)

given by F(m) and G(m) for 05m§§—1.

« N-1
F(m) Vnéo f(n) exp(~j 2mnm/N)

N-1
G(m) = alp 8(n) exp(-j 2mnm/N) (2.1)

Note that F(m) and G(m) are complex.

The two real series fin) and g(n} may be combined into -

one complex series x{n) as follows: : g )

<)

- x(n) = f(n) + 3 g(n)

[T S PR
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Then by the linearity property, the DFT X{(m) of x(n) will be

X(m) = F(m) + j G(m) (2.2)

Symmetry properties for the DFT's of purely real or
imaginary series may be used to find F(m) and G(m) from

X(m). The symmetry property for real series states that

F(N-m) = F*(m)
G(N-m) = G*(m) , ' - (2.3)
, hY
Therefore
X(N-m) = F(ﬁ-m) + J G(N=-in)
= F*(m) + ] G*(m)

¢ X*(N—m).= F(m) - j G(m) (2.4)

Adding equations 2.4 and12.2 and solving for F{m) gives

F(m) = % [X(m) + X¥(N-=)] (2.5)

Similarly, subtracting g

-

r -
' . G@m) = -3/2 [X(m) - \K*(N-m)] | 2.6)
From the above results, expres;}oa&>+df .= cross and
A o
auto spectra are readily found. First of ,all, express X(m)

in terms of itg real and imaginary components’

X(@) = X_(@}+Y X, (n)

The cross power spectr f f(ni and g(n) is given by

e
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FG*(m) = F(m) ¢%(m)

(7X@ + X @m 1) -3/2 K@ - x*oem D*

(3 XM + X*0-m 1) (172 [X*m) = X(N-m) ])

374 [Xm)X*(m) - X(N-m)X*(N-m)]

+ 374 [=X(m)X(N-m) + X*(m)x*(N-m) ]

3/6 (Re2(m) + X§2(m) - Xp2(N-m) - Xq2(N-m)]

ﬂ%
x

/4 FIXp(m) 4 1 Xy (m)) (X (Nem) + 1 Xy (N-m) )

+ [Xp(m) - j X3(m)] [Xp(N-m) = § Xj(N-m)}

which after some algebraic manipulation produces

1

FGT(m) = (moXg(em) 4 Xy (m) M(N-m) |

4 ¢ (m) + X4%(m) - sz(N—m)-— X {2(N-m) ] (2.7)

The real components of FG*(m) are the in-phase or co
spectrum whereas the imaginary components are the duadrature

spectrum.

The auto spectrum of f(n) is given by

FF*(m) = F(m) F* (m)
[X(m) +X*(N-m)] [X*(m) + X(N-n)]
[X(m)X*(m) + X(N-m)X*(N-m)

X(m)X(N-m) + X*(m)X*(N-m) ]

Lo A N [ S

(X 2(m) + X;2(m) + X, 2(N-m) + X;2(N-m)

[(Xp(m) + j Xj(m) ] [Xp(N-m) + j X{(N-m)]

+

+ X (@) = 3 X ()] [Xp(m) -3 X4 (N-m) ]}

which after algebraic manipuiation gives
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FF™ (m) *v% fxrz(m) + X312 (m) + X 2(N-m) + X;2(N-m)
‘ !
+ 2X (m)Xp(N-m) - 2X1 (m} Xi (N-m)) ‘ (2.8)

Similarly,

66" (m) = 7 (X 2(m) + X;2(m) + Xe2(N-m) + X12(N-m)

- 2X,(m)X (N-m) + 2X{ (m)X{ (N-m) } (2.9)

The above equations demonstrate the algebra used by the
FFT processor to simultaneously calculate the cro§s and auto

spectra of two real series with one FFT operation.

2.2.2 Leakage and Windowing
A”Aﬂproblem which bccurs&auring use of the DFT for
spectral analysis is the phenomenon of leakage. An excellent

discussion of leakage and the measures éalled'window{hg or

-

smoothing used to correct it is contained 11, Harris [44].
The DFT may be viewed as a spectral décomposition in an
N-d%mensional or thogonal yector,spacel The basis vectoré are
of course N/2 equally spaced sinusoidal and cosinusoidal -
functions. Leakage occurs because there are a finite number
of bagis vectors whereas.a\pﬁysical signal, even though
bandiimited, may have an infinite. numbe- of speétra] /
‘components. Those components which do not precisely match
any of the basis veetors (or equivalently abeunot precisely‘
periodic in ‘the finite observation interval empioyed) will

' exhibit non-zero projections on all of the basis vectors of
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the DFT. The non-zero projections on DFT spectral components
which may be far from the frequency of the actual signal are
called leakage.

Windowing may be used to reduce the undesirable effects
of spectral leakage. Data prior to DFT processing is
multiplied by a weighting flnction, or window function,
which goes smoofhly from zero at the end points of the data
to 1.0 in the'center of the data. The effect of windowing is
to reduce the order of discontinuities at thé boundaries of
5the data, as from one viewpoint it is discontinuities
Setween the periodic extensions of the data.which give risek
to leakage. Ay

There are a large numberr?f diffeJént window functions
from which to choose, all having somewhat different
characteristics ‘and different effects on'sigﬁ;;s being -
proceésed. Harris describes many of theséLandows and d*i;?
a number of figures of merit for them which are useful for
comparvsons One of Harris’ conclusions is that a window
called the Kaiser-Bessel is a superior chojce for tone
detection using the DFT. The Fourier transform of this
window has a highly concentrated central lobe and very Tow
sidelobe levels. For the problem of removing interference
from the radio spectrum, it is crucial that a maximum amount
of interference energy be concentrated into a few points -and
a minimum remain in the s1delobes For thls reason, the‘w‘
Kaiser-Bessel window was chosen for use with the

interference-excising cornelator

\
\\ v
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The coefficients for the Kaiser-Bessel window are

defined'pz\

~——

w(n) = Ia[7a/1.0 - (2n/M?] , 0<|n|<N/2 -
Ig(nal (2.10)

i
.

where Io is the modi fied Bessel function given by

- f 2 | o
= \Jo (G2 (2.11)

k!

The choice of the parametef a allows a trade off between

sidelobe levek and main-lobe width. An intermediate value of

az2.5 was chosen for this project. The highest window
sidelobe level is then -57 dB and the 3 dB bandwidth of the
main lobe is 1.57 bins, where one bin is equal to the

di fference in frequency between DFT spectral components.

For ~e FFT processor, the window coefficients w(n) had
to be quantized with 8 bits of accuracy. There was concern
that quantization would affect the sidelobe levels. A
Fourier transform of the quantized version of the window
showed that there was indeed some effect, but it‘was not

serious. fFor an unquantized window the sidelobe levels

-decrease at a rate of -6 dB per octave with frequency. The

quantized window, however, exhibited sidelobes which‘did ndt
decreaée monoton1cally w1th frequency, but stayed relatively
constant and varied from -70 dB td -80 dB relative to the

main lobe level. These sidelobes are one of the factors

,l1m1t1ng the dynamic range of the FFT processor . IS

|
'

§
i
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2.2.3 The Effects ef Windowing

| Windowing has a number of effects on signals being
processed. Three parameters describing the most important of
these effects are coherent gain, equivalent noise bandwidth,

p

and equivalent{integration time. .
The cohereht gain (CG) is the gain for a purely

s1nus01da1 signal, \and 1s equal to the dc gain or simply the

sum of the window terms. Generaily, CG is expressed relative

to N, the gain of a rectangular window {win)=1.0 for all n}.
Thus

CG = 1/N ngo w(n) | S 2.12)

p

Because the:width of the main lobe of the Fourier —
transform of a»window function is generally larger than that
of a rectangular window, another effect is apparent when
broadband noise is ‘analyzed. The amplitude of/a given
spectral estlmate contains contributions from neighbor ing

spectral components, resulting in an increase in the

equivalent noise bandwidth (ENBW) of each estimate. ENBW may .

be defined as the width of a rectangular filter, with the

same coherent gain, which would accumulate the same noise
%

power as the w1ndowed spectral\est1mate. An expression for

ENBW is found to be [44)]

(M (2013)
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For a Kaiser-Bessel window with a=2.5, the coherent
ain is 0.44 and the equiyalént noise bandwidth is 1.65. The
ma jor consequence of having an ENBW greater than 1.0 is a
reduction in the signal-to-noise ratio for the detection of
a tone in the presence of noise. For‘the above window the
ohange in SNR relative to a rectangular window with ENBW=1.0
is -10 log 1.65=-2.17 dB. Fherefore, in order to have low
.sidelobe levels one must pay a small price Qith poorer SNR. = -

Another result of using windowing js an éffective
reduction of integration time and a consequentﬁxﬂgzﬁht>in
the sensitivity of the FFT spectrometer. The decrease in
sensitivity’occurs because points near the ends .of the data
are ﬁo; weighted as heavily as points near the_cemtgr. Some

. 4
of the information in the sample is therefore discar

For the analysis of Gaussian noise, the resu i$ a

decrease in the stability (i.e. an increase in fhe variance)

" for éstimates of noise level. The increased variéqiih:iizkzﬂﬁ\\\‘
not occur for individual spectral components but rat or

the average of a number of components. Wi&dowing causes a
certain amounf of correlation between spectral components
which are near one another. As component§ are then not
ihdependent (as they would be -wi thout Qihdowing) the
‘variance of the average Qf N cbmponents is greater than 1/N
times the variancéwa each inéividual componenf. .

The correlation between components of spectra of Whgt?
| Gaussian noise due tc windowing has been calculated by

Persson [45] and by Durrani [46]. Their results fndicate

A

Pk



that the correlation coefficient °(k1'Ko) between power

spectEhm components separated by KI-KZ bins is given by

{N_I'Z ) /N 2
o(ky-ky) = ]n§0 w2(n) cos [2mn(k]-ko)
[ Ngl 2( )
o = (2.14)

The abova result holds as long as néither'component is near
the frequercies 0 or N/2. For a Kaiser-Bessel window with
@=2.5, the correlation coefficients evaluated as above are
given in Table 2.1.

An origina]'defivation of the effect which correlation
has upon the spectral average when used as an estimate of
noise level is presented below. Consider an average Y of K
components Y(k), JsksJ+K each with variance 0,2 and with a
correlation p(Kl,kZ)=p(K1-K2) as above between any two

components Y(Kl) and Y(Kz). Assume J>0 and J+K<N/2 to avoid

problems with the correlation coefficients at 0 and N/2.

Y =(1/x)::£§ ¥ (k)

:vd the variance of Y will be

- RNEES :
T - (2| g VYO0 + 255 Gov[¥(ig), Y(ko))

where the double sum is ovef all pairs (Kl'kz) with Kl>k2.

The covariance is

39
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Table 2.1. Spectral Correlation Coefficients for
Kaiser-Bessel Window

Lag Value[(Kl-Kz) p(K)

1 0.544

: 0.0810
0.00250
0.711x10-5
0.241x10- 190
0.0

D A B w N

&

Cov[Y(ky), Y(ks)] = p(ky-ky) V[Y(k)]

and hence 9.

: - J+K ’
VI =(1/x2_) [k;J VIYGO] + 28 T pliako) vmm]

2
= (1/%2 2 ' - 2
(1/K>[K o + iz;)ﬁzp(kl ko) O‘Y}

=(~ 2/x2 -
_(cY /x) [K + 12<}1:>§2P(k1 kz)J
(2.15)

The double sum may be evaluated by noting that for K
components there will be K-(kl-Kz) pairs a distance kl-kz

- apart. Letting K=K1—K2

T e .‘_”*':,_u...:_wv-« -
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_ - K-1 1
VY] =(Z:Y /Ki> K+2 2, (K-k) o(k)J ‘ (2.16)

Only a few terms in the summatiﬁﬁ/arn required, as p(kK) for
most windows goes to zero rapidly as K increases. -

For the FFT processor in this projegt an average of 108 g
spectral components is employed. With a rectangular window ’i
and white Gaussian input, all spectral components are
uncorrelated and hence p(k)=0 for k21.

.

v[T) = % k=% = %
Rect. XY =Y
ec K2 K 108

With the Kaiser-Bessel window and p(K) as given Table 2.1,

~ R
VTl - [ios+z<107)( 544)42(106) (1, °(105)(.oozsﬂ
-5 108 ?
§
2 2 2 :
=% (262.1) =% 2421 =% 2.2
1082 108 102 T0F fﬂi

S o e s Sl m b S 1 b

The variance of 7}15 increased by a factor of 2.24 when the

’ g
window is used. An equivalent intC:;j}XG% time (EIT) may be
defined as the reduction in integ ion time proddéing the

same increase in the variance of the power spectrum average
for wh1te Gaussian noise as the use of a particular window
function does. For a Kaiser—Bessel window with a=2.5,

EIT=1/2.24=0.446.




An a]terﬁate derivation of EIT, basedvupon the
time-domain correlation of two windowed Gaessian series and
producing identical results to the derivation above, is
presented in Appendix 1. ‘It is found thatﬂEIT is given by a

-simple function of the window coefficients.

(2.17)

The loss of information‘due to wihdowing could be
overcome through the use of everlapped processing as
suggested by Welch [47]. However, overlapping increases the
number of transforms required and therefore necessitates
. either a faster FFT processor or a reduction in samp11ng
rate and bandwidth. As the decrease in variance with
over lapping would not be as large as the increase in
variance due to reduced bandwidth, the most efficient use of
the FFT processor is with nonover lapped processing.

2.2.4 FFT Ohantizatioﬁ Errors

The finite word lengths necessary in digital
computations generally introduce quantization errors during
signal processing. In the case of the FFT, there are two
sources of error: coefficient quaﬁtization errors due to
ine;act representation of the sine and cosine basis vectors,
and arithmetic roundoff erraze produced by rounding after

additions or multiplications.

42
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2.2.4.1 Coefficient Quantization Errors

//-\

The effect of quantization errors in the sine and

cosine FFT basis vectors is to convolve the Fourier

transform of the input siénal with a pattern of spur%ous
sidelobes. The spurious sidelobes can'be found by taking the

)

Fourier transform of the quantized version of the basis
vectors. dJames [48] and Tufts, et al, [48] have investigated

spurious sidelobes in FFT's,
In addition to the number of bits used for

coefficients, James noted that the spurious sidelobe levels

are dependent upon whether or not coefficients identically
equal to 1.0 are represented exactly. The use of fixed point

binary coefficients generally results in a truncated version

of 1.0. This problem is analogous to the fact that 8 bit
$1nary twos complement numbers ﬁay be used for all integers
between -128‘and +127, but cannot represent +128. Improved

L
per formance in an FFT processor can be obtained if specfa]

measures are taken to recognize the coefficient 1.0 and

ensure its exact repfesentation.
For 8 bit FFT coefficients (7 magnitude bits plus 1

sign bit) the largest spurious sidelobe found by James ‘for a
sinusoidal input signal is 56 dB below the main lobe. The
levels of these sidelobes are therefore somewhat higher

than those resulfing from a quantized window function as’

N i
described in Section 2.2.2. The sideldbes due to FFT

coefficient quantization errors are a major factor in

limiting the dymamic range of the FFT processor.




2.2.4.2 Arithmetic Roundoff Errors

of A second source of error in digital FFT’s is roundoff

R'

follow1ng arithmetic operations. Roundoff 1s necessitated by

the f1n1te numbers of bits available for storage in digital
machlnes.ﬂAnalyses of roundoff errors in refergnces such as
[50], [51], [52], [53], [54], [55] and [43] have shown that

the combined effect of mahy roundoff errors during an FFT

can be represented by an addition of white noise to the FFT

results. The level of this roundoff.noise depends upon a
number of factors including how often rounding is performed,
the number of bits used in digital representat1ons and the
accuracy of the FFT coefficients. Another important factor
is the type of arithmetic employed. Floatinc soint
arithmetic allows a wider dynamic range for digital signals
and therefore generally produces less roundoff no1se than
fixed point arithmetic where no exponents are used. An .
intermediate form of arithmetic called biock floating point

uses a common exponent for blocks of numbers and produces an

amount of roundoff noise between that of fixed and floating'

point operations.

| With fixed point arithmetic, Oppenheim and Weinstein
[52] show that roundoff noise is constant whereas with
floating point or block floating point the noise level
increases ag siénal levels increase. For floating point
arithmetic and a Gaussian input signal, roundoff noise

variance is djreétly proportional to input signal variance.

Roundoff noise levels are very sensitive to the

R N
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rounding procedure employed. Sihple truncation, for
instance, produces high noise levels. Mugh better results
are obtained with conventional rounding where if a
fractional part is greater than 1/2 the number is rounded
upwards or if less than 1/2, downwards. However, Weinstein
[51] noted that the case where the fractional part is ’
exactly equal to 1/2 is quite important. If this case is
always‘rounded in one direction, a slight.correlation is
introduced between the roundoff error and the sign of the
number. This correlation contradicts the assumption
generally made in analyzing roundoff errors that fhe noise
and signal are independent, and is enough to cause higher
than expected noise levels. A "randdmized" rounding
procedure which randomly rounds th1s 1ntermed1ate case .
upwards or downwards w1th equal probab111ty corrects the
situation. H ' | )

FFT roundoff noise places-a lower limit on the‘dynamic

range of an FFT processor.

2.2.5 Arithmetic Overfiow
A problem which océurs during fixed point digital
signal prdcessing<is arithmetic overflow. The addition of
two lérge fixed point ﬁumbers may produce a sum which
~exceeds the maximum representable by a given number of bits.
If it is allowed to happen, overflow causeé large errors.
Overflow is not generally a problem with floating point

numbers because of the wide dynam1c range poss1ble With

%



fixed point processing, however, precautions must be taken.
T?e simplest precaution is to never allow numbers to grow
large enough to produce overflow. A common method is to
divide the results of all additions by 2. An FFT of 2L
samples is calculated in L separate stages. In a fixed point
FFT processor, the results of each stage of computation may
be scaled by 2 to ensure that overflows do not occur.
However, scaling by 2 at each stage may not be
necessary, particularly if large sinusoidal signais which
would cause some FFT components to grow dur1ng computat1on
are not present. A better approach to fixed po1nt processing
is to scale only when necesso:; The result is block
floating point processing, where all computat1ons are scaled
an equal number of times. The number of scalings forms a
common exponent for all FFT results. The reduction in the
number of scalings compared with fixed boint'processing
produces moré accurate results and lower levels of roundoff

¢

noise. .

Most block floating potnt methods work by scaling the
results of a particular stage only if an éctua] overflow is
 detected. A problem with this method is that a number of
unscaled computations hay be completed and the results

stored in memory before the overflow occurs and the

necessity of scaling is realized. As the previously computed

results for the stage have been rounded before storage, a
scaling by 2 followed by a second rounding will introduce

additional error and lead to higher levels of roundoff

46
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noise. To correct this problem, results would have to be
stored with some ofithe fractional bits intact in order for
correct rounding to be accomplished later on, In addition to
the extra memory required for this storage, the FFT
processor must remember which results~havelbeen scaled and
which have not. Considerable extra hardware is therefore
required. |

A simpler implementation of block floating point
developed by the author involves the anticipation of.
possible overflows hrior to the beginning of a stage of
computation. For instance, if some of the results of the
previous\stage had an absolute value greater.than one-hatf
the maximum alliowable fhen the addition of two such numbers
could produce én overflow. If the possibility of overflow
exists, all results for the stage could be scaled and the
overflow avoided. If overflow would not have occurred then
all néw results will be less than one-half the maximum and
scaling will not be necessary for the following stage. Such

\\: block floating‘pofnt scheme is less difficult to implement
than one based on the actual occurence of overf]owf and

avoids the problems of rounding described above.

2.2.6 Overflow Correction
The basic equation emp loyed ddring FFT computation has

a

the form
Cr = Ap + ByWp - ByWy



as described in Section 2.3.1. The coefficients %? and Ui
represent points of cosine and sine functions respectively,

and have a maximum combined value when lwr|=|wi|=o.7o7. If

)

1.0 - (o.§)7)q(1.0) - (-0.707)(1.0) = 2.414

. B SO :
In such a case, scaling by 2 would not be sufficient to

prevent overflow. Eveh with scaling, overflow during an FFT
is a possibility. HowéQer, it will.ocgur very infrequently.

The most drastic consequence of overflow is a reversal
.of the sign of the number. If overflows can be detected and
the maximum allowable number with the correct sign
substituted then the errors caused by overflows can be
Feducedfappqgciably. In signal processing where overf lows
may occur bui with Tow probability, such an overflow

correction technique performs well in controlling errors.

2.3 Design of the FFT Processor

Design and construction of the fast Fourier transform

processor occupied a large part of the,time spent on the -

thesis project. When the project began in 1976 there were a
few commefical FFT processors being marketed. None of these
‘ machines were‘capablgfof real time procgssing wi}h a
bandwidth of more thaﬁ about 20 kHz, and very few’had cross
spectral capability. In addition, all werk extremely
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expensive and consumed considerable amounts of power .

The availability of a number of new signal processing
integrated circuits made the construction of a specialized
FFT processor appear feasible, and this course was chosen.
The design goal was a minimum of .50 kHz real time bandwidth,
divided iqto 128 channels. Each channel would then be
50 kHz/128=390 Hz in width, which is somewhat greater than
the minimum expected bandwidth to be observed Qﬁich is about
100 Hz for marine CW transmissions. - j

For a bahdwidth of 50 kHz the sampling rate must be
100 kHz, and for 128 channels the number of samples per FFT

\must be 256. For real time operation the processor would
Eave\to calculate a 256 point FFT in
256x1/100 kHz=2;56 msec. A 256 point FFT can be computed in
log,256=8 stagés. each stage consisting of 128 butterfly
operations. The time available for each butterfly is then
2.56 msec/(8x128)=2.5 usec. A butterfly processor consisting
of four multipliers and six adders and operating at the
above rate forms the heart of the FFT processor designed for
the projgct, An in-place, deciﬁatioﬁ-in-time FFT aigorithm
is useﬂég;:;wo-Seciion input buffer allows a new set of 256

-samples fo be collected while thé~5}evious set of samples is
Fourier transformed. Eight-bit block floating point
arithmetié was choseq'fon\}he FFT pr622§§0ﬁ as a compromise

between a simple, lq&ipower_and low cost machine and'one

- with wid&wdynamic range.

~—t
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2.3.1 The FFT Algorithm
The discrete Fourier transform of a series x(n),
0snsN-1, is defined by
N-1
X(m) = foox(n) W - (2.18)

where Wzexp(-j2n/N). This equation may be rewritten in

matrix form as [40]
X= [W] R

‘where X and X are column vectors of length N and [W] is an
Nlematrix.l -
The fast Fourier transform éan be viewed as a matrix
factorization of [W]. 1n general if N is the product of L
prime factors, then [W] can be factored into the product of
L sihplg; matrices where many of the terms become zero, *1
or *j. ' | |
 Matrix factorization of [W] works particularly well if

N is a power of 2. In this case, [W] can be factored into

L=1ogzN matrices

(8] = (W 1 (W, )1

where each row of the matrices contains only two

non- zero‘};égﬁ one of wh1ch is unity with the other being

wk -exp( J2wK/N) 0sSKsSN-1. A pecular1ty of this factorization
"1s that in order for the matrices [W ]?to be ngfﬁarger than
NxN, e1ther the input vector X or the output vector X cannot

rema1n'in its natural order. Rather. the terms must be
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permﬂted in a fashion lleg bit-reversed order. The

.sequence of the terms [can be found by representing the
indices i of each ter 0sisN-1, as a binary integer and
then reversing the order af th; bits.

.There are two possible factorizations of [W] which
result in NxN matrices as above when N=2". The |
factorizgﬁigns correspond to the‘FET/alogrithms Known as
‘decimation-in-time and decimatigﬁq}ﬁ-frequency. Jhe
decimation-in-tiﬁe algérithm was chosen for this project.

R The'basic‘arithhetic comﬁutation for a radix-2

decimation-in-time FFT is given by

C-AfWkB

D=A+ L R - (2.19)

«

~where A and B are complex input values and C and D are
afdmplex results. Note that

ge/2 expl 2 (e48/2) ]
T exp(.-j%-k) exp(-jn)
- "/ .

= —exp(-j2rk/N) = -Wk s )
' »

The operation in equation 2.19 is called a butterfly
4 \ . | . _
operation from 155 ghaph1c1;,%epresgntét1on in Figure ¢.1.//A\
Let : ’
A= A + jAy R
B = Br +jB1

’ - ~ éS”Yk“wr"'jwi o,

arrit s &0

Then“the butterfly operation can be expretsed as

/
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C=Cr + jCi = (Ar + BrWr - BiWi) & 1(A{ + ByW{ + BiWy)

(D Dr + 3D =a(Ar - BrWp '+ ByWi) + j(Af - BrWy - Bi¥r)  (2.20)

v“In terms of real rather than complex operations, the
N, - n
butterfly computation can be per formed with four
. multiplications and six additions as shown in Figure 2.2

[56].

2.3.2 FFT Addressing

An FFT * . oerférmed by executing a sequencé of
butterfly operatiQns as described above. It is necessary, of
course, to Qupplyfthe cérrect data A and B plus the correct
coefficient Wk f&f each operation, and to store the results
C and D in some form of memqﬁy. This control of memory
access is provided.'by a scheﬁe of memory addressing. The
addressing scheme outlined below is an original method
developed by%the author . .

To illustrate ho& addressing can be accomplished y the
eiample of an 8-point FFT in Figure 2.3 [37]) is given. The
dots or nodes?in Figure 2.3 represent variables stored in
'mem?ty 1ocatuons. Lines entering each node from the 1e%f f
représent adg;tive contributions to that variable, while ’
* arrows with a;factor'wk beside them represent multiplication

by the factor, The 8-point FFT is computed in 10928 = 3
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¢
stages with each stage consisting of 8/2=4 butterfly

}operations. Note that the results are in bit-reversed order.
Only 8 complex memory locations are required for the above
FFT because the results C and.sD of each operation can be
stored.back into the.same memory locations from which the
data A and B were read.

A simple pattern in the addressing of the memory
locations can be noted from Table 2.2 which Shah; the binary
representations of the addre;ses for each buttgrfly in
Figure 2.3. The A and B addresses are different in only’One'
bit.

The column of this bit starts as the most significant
column for the first stage and moves rig§fyone column per
stage to finally become the least significant coluﬁh.’
Disregarding this particular column, the remaining bits form
a binary counter which is incrémented by one for each
butterfly operation.

A simple pattern is also present for the integer k
corresponding to the coefficient Wk; as shown in Table 2.3.w
The exponent Kk follows the pattern bf a bit-reversed binary(
count, with the counting rate doubling with each stage of
the FFT. One method of obtaining the required coefficients
we during the FFT is.to store the coeffic{énts in a
read-only memory in bit-reversed order, and to address the
memory with a variable-rate binary counter where the rate is

determined by the: number of the stage of the FF~ eng

compqggb. & ~



56

Table 2.2. Memory Addresses for an 8-Point
Decimation-in-Time FFT

bata First Second Third
Stage Stage Stage
Address Address Address
A 00%Y ™ 000 000
B 100 010 0 01
A 001 0 01 010
B 101 011 011
A 010 100 100
B 110 110 101
A 011 101 110
B T 11 111 111
T“’r‘“ 1
Counts 1" Counts
A Alternates Alternates

3
Table 2.3. Powers of W for Coefficients in 8-Bit
Decimation-in-Time FFT
First Stage Second Stage Third Stage
00 00 00 . =
.o <«
. 0_0 00 10 -
L )
-0 10 0 1
FY \5/1.
, O 0 g 1 0 1 1 ~
' ":'J/' -
cew
"2.3.3 Layout of the FFT Processor .

2
A block diagram of the FFT processor appears in Figure

2.4. The processor can be broken down ihto six stages:

A [ 53 . .
1) analog-to-digital.conversion; 2) windowing; 3) fast
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Fourier transformation; 4) power spectrum computation;

5) accumulation; and 6) the microcompUter.

2.3.3.1 Analog-to-Digital Conversion

| The intermediate frequency outputs of the receivers are
bandlimited to between 416.7 kHz and 468.8 kHz (3 dB points)
by 8-pole Chebyshév bandpass fi]ters. These filters provide

| sharp cutoff at the bandpass edges and an asymptotic

rq}]-offvin the stopband of 48 dB/octave to prevent aliasing
of‘out-of~band siQﬁ#ﬁg. The 52.1 kHz bandpass IF output
centered on 442.75 kHz is sampled at a rate of 104.2 kHz by
A/D converters with a resolution of 8 bits.

Because the frequencies being sampled are relatively

"~ high, the times at which samples are taken must be very

accurate to ensure that errors due to variation in the
sampling time are sma]i. A measure of this variation is
given by the'éperture uncertainty specification of a
sample-aqd-hold amplifier. Aperture uncertainty is defined
to be the difference between the maximum éﬁﬂ minimum delays
from the fime a samplg-énd-hold command is given to the
.point when‘the output ceases to follow the input. o

The aperture uncertainty time of the sample?and-hold
amplifiers used in this project was 2 nanoseconds. The
maximum expected error in the sampled sign;% due to aperture
‘uncertainty, assuming a full scale sighal at 450 KHz, can be

found by noting that the maximum rate of -change of the

signal in bits/sec will be

58
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(28bits) sin (2m x 450 x 103 x 21

P‘

1
2

o
[

(128) (27 x 450 x 103) cos (21 » 450 x 103 x .o

= 3,62x108 bits/sec.

Hence the uncertainty will be

(2%x1079 sec)(3.62x108 bits/sec) = 0.724 bits.

The expected error is less than 1 bit.
The A/D converters used ih the project had a conversion
time of 2.4 usec, which is much less than the 9.6 ysec

between samples.

2.3.3.2 Windowing . b

Blocks of 256 sgmples from each receiver are weighted
\ using a-Kaiser-BgsSel window function to reduce leakage. The
'windowipg stage is diagramméd in Figure 2.5.

Sambles f(n) and g(n) from the A/D converters are gated

through a muitiplexer onto a bidirectional 8-bit Window Data

Bus. From this bus, the'samples can be read into the Window
Register. This registe} converts the sample into a serial
bit streém and passes it one bit at a time to an 8-bit
serial/parallel multiplier. Here the twos complement sample
is multiplied by an unsigned 8-bit window coefficient from
the Window Coefficient Memory.

The resulting 16-bit serial product goes t? a serial

adder ‘'which rounds it to 8 bits. Randomized rounding is used

59
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.for the case where the fractional part of the product is
exactly one-half. The rounding direction is determined from
a pseudorandom binary sequence 2'®-1 bits long produced by
an 18-stage shift register with feedback through
exclusive-OR gates, as described in [57].

The rounded result is clocked back into the Window
Register and is then gated via the bus to the Input Buffer
of the next stage. A feature of the windowing stage is that
multiplication by the coefficient 1.0 is possible even

though 1.0 cannot be stored as one of the coefficients in.

the memory because it requires an extra bit. Because 0.0 is

not needed as a window coefficiént, a Unity Detection
circuit which detects all 0's at the memory’s output is used
to inhib;t the multiplication process. The original sample
is then transferred directly to'the input buffer, in effect
being multiplied by 1.0. |

The windowed ‘ata is stored in one half of the
two-section Input Buffer. Samples from‘one receiver are
stored as the real components of the data to be Fourier

transformed while those from the other receiver form the

imaginary components’

2.3.3.3 Fast Fourier Transformat ion

h mﬂe a new set of 256 samples is being taken,  the
prev%ous_set in the second half%f the Input Buffer is fast
Fourier transformed by the butterfiﬁ processor. A block

diagram is shown in Figure 2.6. Address generation circuitry
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using the pattern in Section 2.3.2 supplies data from the
Input Buffer and FFT sine and cosine coefficients from a
read-only memory to the butterfly processor. Butterfly
results are calculated as in equation 2.20 and are stored
back into the Input Buffer locations from which the data
were read.
During the eighth and final stage of the FFT the

results are stored in an Output Buffer. Addresses to the

Output Buffer are supplied i bi‘-reversed orcausing
the Output

the ﬁiT‘results to be.unshuffled and to appeal
Buffef in their normal order.

The butterfliy processor performs the arithmetic
computations for each FFT and as such forms the heart of fﬁe
FFT processor. Its operation is detailed below. | !

“The Butterfly Arithmetic Unit near the center of Figure
2.6 does a butterfly operation as shown in Figure 2.2. Four

8-bit data words AL, A Br and Bi are read into the Data

5
Registers from the Input Buffer. The Data Régisters convert
the words into serial bit streams for processing by the
serial mulfip]iers and adders whiqh perform the arithmetic
computations. Thg devices used are Am250S14 multipliers and
Am25LS15 adders from Advanced Micro Devices.

Comghtation results Cr.‘Ci. D, and D, are passed to a
Rounding stage where they are rounded to 8 bits prior to
being transferred back in¥¢ the Data Registers for
conversion to parallel format.

dbunding.fs an important aspect of the butterfly
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" processor, particularly in view of the limited accuracy of
8-bit dbmbdtations. In order to keep rouRJ('f noise to a
minimum, no rounding is done on intermecinie results such as
products or sums during the butterf computation. All bits
are preserved until the last point prior to the transfer of
Eeshlts back go the Input Buffer. The level of'roundoff
noise‘whiéh-results is approximatelyié dB below levels
predicted in analyses such as lsb]'and [51] where all _
‘}‘intefmediate results are assumed to be rounded individually.
In addition to the minimum amount of rounding above, |
randomized rounding js used for cases where a remainder is
exactly 1/2. Randomized rounding preVents roundoff errors
from being correlated with the signs of numbers as they are
rounded. A’20-§tage shift register with feédback}via |
exclusive-OR gates provides a psgudorabdom binary sequence
220-1 bits long for the determination of rounding direction.
Special circuitry is used to ensure an exact value for
the FFT coefficient +1.0. The Unity Detection circuit
monitors coefficients from the FFT Coefficient Memory. The
coefficient Bqﬁ. which norma]ly represents a twos complement
'-1.0, is also used for +1.0. By examining the addresses
supplied to the memory, the Unity Detection circuit can
distinguish betweeh -1.0 and +1.0 and instructs the
Arithmetic Unit to perform multiplications accordingly.
‘Block floating point operation is impleménted using the
overflow anticipation method. The Overflow Anticipation

circuit monitors the absolute values of qwmbers as they are

. >

[



stored in the Input Buffer by gh exclusive-OR of . - sign
bit and the next moet significa;t bit. If numbers larger
than one helf the maximum absolStj value are detecteq
scaling is performed in the next stage of FFT computat1on
The Exponent Counter yeeps-grack of~the number of scalings
So that resutts can be normalized later on.

If e?;overflow should occur, Eﬁe Overflow Detection and
Overflow Correction circuits'reébaad by substituting the
maximum allowable number of the correct sign for the

overflow resUlt.

2.3.3.4 Power _Spectr-un Conputation/ i

The power spect}um computation stage is out]jned in
Figure 2.7. It consists of the 4-part Output Buffer, two
B-bit busses leading to two registe - Y1‘anﬂbY2 aéd
connected by transmission gates, an, 8-bit para]lel
“‘mu1t1p11er, a 23-bit adder/subtractor and -accumulation

register, a storage register, and assorteﬂ.control and

r

addressing circuits. !

By gating the correct FFT results from the{Output
Buffer into registers Y1 and Y2 and add1ng ar’ subtracting
the resultant multiplier products appropr1ately in the
accumulator, all the required auto and cross. spectrfm : ﬁ
components can be computed. The computations are done '
according to equations 2.7, 2.8.and 2.9 ,. except that scaIing
by the factors 1/4 a7d 1/2 in these equations is not doneﬁ,
and the auto spec{va)are computed in complementary form
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2
Correc‘-' fior thesevdiscrepancies is made later by the
miorocr ; er.
Control signals for the power spectrum stage are
‘dédé?%?ed wi'th a combination of random logic circuits and
fast\read-on1y memories The md]tiplier and'accumulator
sections are 1mplemented us1ngﬂk.TDC 10080 o X
mult1pl1er/accumulator from TRW S tconQu%}orsﬁ o o %
. s ‘ | ’ ﬂ v
~2:3.3.5 Aocumlauon RPN o . ,

Ly

The process of accumulht1on is. equTvalént to the
1ntegratlon or averag1ng of a 1arge number«d* spectra.
Averag1ng is common]y used 1n}cross spectral ana]ys1s to

1mprove the sqgnal to- no1se ra@?o when weak s1gnals are

va*#comb1ned wtth“h1gh Ievels@&ﬁﬁ

requires 2.458 msec, the FFT processor isLapable ofv

averaging (60 sec/min) x (.1/2.458x10-3 sec) = 24,400 spectra
per minute. ’ ' ”
. R L 5~ ‘
A block diagram of the accumulation stage is shown in
Figure 2 8. Power spectrum results from the prev1ous stage
are flrst of altl scaled in order to align. dec1ma1 points
with those of previously accumulated results. Scal1ng is
necessary because the output of the FFT processor is in
block float1ng point form with a common giponent The value
.of the exponent from the FFT processor is used in the
scaling step to normalize the power spectra Scaling is
| accompl1shed by 51mpﬂy sh1ft1ng the power spectra in a

, of places,accord1ng to the

48-bit sh1ft reg1ster a_ numb

“corre]afed noise! As each FFT , ~

et m e o meeie et -
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1

R 'y

e 1ent value,

The speed of the scahng operation is enhanced by. usmg
-

a b1d1rect1ona1 shift register and loading the power spectra

in the center of this. ~register so that the total nunber ‘of

shifts required is never more than half the total scahng
range. In addition the shift registers are arranged to shift

results by two places on each clock cycle because the -

e

required number of shifts 1sv.alu§iys even (i.e. a shift of
s produces a shxfyof 2

s

one bit position in the FFT reste "
places in the power spectrum as the power is a product)
These measures }o prov1de fast scaHng are necessary for the
accumulatyon process to keep pace with FFT production.
A A scaled power spectrum 1s passed to a 24-bit adder
“x. wh1ch adds the new spe€trum to the accumulatmg total of
| pr‘e\nous spectra. The actual length of the numbers being +
. added 1s€8 b1a which the adder handles in two steps, ‘
saving t carry between add cycles. The large nunber of
b1ts used during /accun'ulatlon is necessary because of the

o . .
long aqcumulatmn t1mes

a

Accumulahon results are stot-ed ivn a 'cha,f"ge coupled

device (CCD) shift register memory w1th a capac1ty of 3072 .,i{ *'
« ‘,ar“,:;_
bytes. The memory ‘can hold 128 spectra] conponents, each of '

A& bits, for the two auto and two cross spectra. The CCD
memory has advantages over random access memory of low power
cons{mptwn small s1ze and fast read/modify/w-:te
capab111ty. | 5 ——_—

The '24-b1}~_ﬂggister_i_n Figure 2.’iserves to latch old
- - . < ]v -

< g7
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”
CCD contents for input to the adder during accumulation and

also t. hold accumulation results during dala transfers to
the microcomputer. Data transfers occur aftér a specific
ndmber of spectra ha\:e been added. The CCD contents are then
z&oed and a new accumu]at1on begins,

Results are transferred directly to the microcomputer’s
memory using a direct memory access (DMA) technique. The FFT

processor gains control of the microcomputer data and

address busses, and supﬁ'ﬁes thewaddresses to write

T e

.av “

accumulated spec‘tr‘a d1r‘ect1y into memory. The complete DMA,,.‘;'
tnpnsfer‘ requires one F T_cy‘cle, or 2.458 msec. % '

Y

8 VN x
; o

J * ol ° » A
The Accumulation stage perfdrms one more function,

n'amely synchronous ,demodu]ation. In order to eliminate
crosslal’Klbetween réceiver‘s in raoio a's-'tronomy, a techm’que
called switching or synchronous modulation and demodulation
s is commonly employed. The. FFT pr‘oce's.sor accomph'shes
switching by inverfing the phase of 't‘he RF signal from one

of 'the antennas with, each consecutive FFT + The sw1tch1ng is

equivalent to modulatwon by a 'b\polar square wave with a

<

frequency of about 203 Hz.

<

Modulat1on is accorrphshed using a diode ring ba]anced
‘w-_“' Nt 4 e "\, ) '
mixer drwen by current sources of equal amplitude but® ) a
opposite sign. The rise and fall times of the square wave ‘
are carefully controlled to reduce problems of ringing in
the receiver filters and other undesir‘ed modulation of the
incoming signals The timing of the square wave- is ad_]usted ;

so that recewer and cable delays are- compensated for, and
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\ R
the phase transﬁkions at the A/D converters coincide with = **
the beginnings of new blocks of FFT samples. Further

\
discussion of the modulation circuit is contalned in Sectt¥orf
u\“ Lo .

3.4, _
In order to undo the above" modulation, the accumula?io@@

stage per forms synchronags demodulatlon Rather' than adding

consecuﬁhye spectra the’ add is changed to a subtract on

a]ternate spectra for the in- Rhase and quadrature spectra1

Crosstalk occur1qg after the mpdulatlon thereby tends to
J\ . oz

'xwl 'cancel itsel flE

2.3.3.6 The ﬁicrocomputgr ) ‘
- The final stage of tne FFT processor is the =
microcompgter. A‘ptock diagram of the computer system °
appears in Figure 2.9, -
The m1crqprocessor which forms the central processor of
the m1crocomputer is’ a Motorola MC6800. The m1crocgﬁputer

can be operated with either of two operating systems Dne of

these is Motq:ola s MIKBUG wh1ch uses a teletype. and the

—

;other is an operat1ng system written by the author for'z

) small console w1th a 30- Key.keyboard and 7- segment readouts
@if. ﬁrograms for the mwc ocomputer were wr1tten/ﬁn assembly
1anguage on ‘the Un1vers1ty s central computing facility.-

Machlne £ode fqr the programs was then loaded into the

3

'Synchror modulaticn is qgssible for the cross spectra
‘only, as the auto spectra are always positive.
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9.

playback of programs and datqu

One of the features of the microcomputer is a high
speed arithmetic processor. This processor, an Am8511 from
Advanced Micro Devices, allowed fast 32-bit floating po1nt
arithmetic calcu’at1ons for robust estimation after spectra
were received from the FFT processor. The improvement in
speed over software arithmetic was a factor of about 100.

The microcomputer has 64 lines available through

Peripheral In;’fface Adapters for parallel d1glta1 idput or

-

output. Half e were required for 1nterfac1ng to the

v .

FFT processor urﬁng normal operation. The remaining lines’

-

. could.be connected to various points in the FFT processor
via ribbon cables during testing and debugg1ng 7
Eight chapnels of digital-to- analog output were .
inc]uded.,These were used to drive'the X and Y axes of an
oscilloscope'go dlsplay sﬁg;tra as they. were received, and
also to dr1ve chart recordens for a record of fr1nges and

other information such. as the number of po1nts be1ng deleted

-'l\
n

and “the amount of cl1pp1ng encountered

v A serial interface to the programmable frequency
synthes1zer used for the second local osc1llator was y
provided to allow control overthe receiver center

frequency.

4
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2.4 General Cons;ruction

The FFT processor, w§’des1gned with two major goals 1n
mind: cost-effectiveness and low power consumption. Power
consumption was a cons1derat1on in the early stages of the
project because initially the FFT processor was téﬁge |
operated at a remote observing site with no availab]e
commercial  power.

The processon}used a combination of étandard TTL,
'Schottky TTL, low-power Schottky TTL, MOS and CMOS digital
1ntegrated circuits. Generally the type aqf. logic consuming
the least power. was used wherever p%§s1ble ~Schottky TTL was
emp loyed in sections with fast clock speeds (up to 20 MHz)
and where short propagat1on delay times were critical.

The circuits were wire- wrapped on a number of
approx1mately 10 inch by 10 inch perforated boards
Wire-wrapping allowed dense packing of the I( - and also
easy wiring changes. The circuitry was de;ignep and tested
in smalllsgction§. High speéd sections «in part;cular were
Kept compact to*minimize‘the lengths of'iptePCOnnectiong'

Good ground1ng/1s an important cons1dera{1on in digital
design. The'best /approach is a solid ground Plane for Tow
inductance, but this would have been difficult to imp lement .
A satisfactory approximation to a 'ground plane was the use
‘of two grids consisting of~1hterconnected¥heavy bus wires to

wh1ch ground and V connections were made. Bypass

- capacitors at regula# 1ntervaf§-on the grid kept no1se to a

minimum. - P 3
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A problem commonly encountered in digital systems is RF
radiation and consequent electﬁomagnetic"interferencé with
communications services. In a radio astronomy environment,
electromagnetic interference can be disastrous. Spectrum
analyzer measurements'sﬁbwed that the FFT processor. and £
mwcrocomputer produced conswderable RF radiation with
harmon1¢s up to many hundreds of megaHertz. The highest
levels of RF happened to be right at 22 MHz, creating the
spectre of an intefference-exoising system‘with a paramount

ted interference.

self-inf o
v&his drggur

grbfnd‘problem was the
essor and theé microcompUter inside

purpose of removi

The solution’

placement of the Fl

.’

a shielded enclosure built from copper screen. Aﬁl
connect ions passing through the enclosure were low-pass

& .
filtered by LC sections, feedthrough capacitors and ferrite

beads to prevent RF from escaping. The sH}elding and
, .oy

filtering were quite succesgf@ Ynse¥iminating

electromagnetic interference problems. . i

Ee]

P ) P ) .
2.5 Laboratory Tests of the FFT Processor
A nun&r of laboratory tests of the FFT processor were

conducted in order to verify the cornect.operat1on of fthe

~

habdware and to measure the pefformance of the completed

-
A

machine.

-
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comm’_tment was made to hardware.

76

2.5.1 COnpaMsohs to Computer Simulations

A software model of the FFT proceséor was generated in
FORTRAN for testing purposes. The model could simulate
combinations of sinusoidal and Gaussian noise signals and |
calculate cross and auto spectra using arithmetic identical
to that of the FFT hardware: The samé signals were then fed
to the FFT processor and its .résu,ltx; .compared to the model’'s
results. By this method, fault{ ﬂ'bthe hardware could be
found very easi ly

v 3‘:“«“; .
The microcomiiter was used ﬁ contrm lement for -

Ner 5
the FFT hardwaro durmg these cmtﬁr- 0 s. st pomts were

provided throughout the processor to allow the microcomputer o

ta control hardware operation, to provide s1mu]ated ‘data, s
s

and to monitor results. MaJor sections Mhe hardware wld
be tested independently or in tamgiem, allowmg faults to be .

)
. [
Due to the complexity of &«enhre machine, the above

testmg method proved to be invdluable both during the

isolated verydxmckly

original construction and debugging of the hardware and fqr

maintenance following construqtiog. The software model also

%

allowed aspects of the FFT processor to be tested before a'

3

>

K3 u”

2.5.2 Windowing . | ' \
| Four photographs showing the spectrum of a sinusoidal
signal as analyzed by the FFT processor appear in F'igures

2.10 and 2..11. In pﬁoto A of 2 TO a r’ectangular window was -
i _ S a

Yy
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A. Input Frequency = Basis Vector -
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B. Input Frequency Between Basig Vectors

Figure 2.10. FFT Processor Spectrum of Sinusoid Using

Rectangular Window
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Figure 2.11. FFT Processor Spectrﬁm of Sinsoid Using
N

Kaiser-Bessel Window
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employed with the frequency of the sinusoid being exactly
equal to the frequency of one of the FFT basis vectors. No
significant sidelobes were present. In photo B, the input
frequency wag exactly between two of the FFT basis vectors
and sidelobes appeared with the characteristic (sin x/x)z
amp]itudes . ‘
*In E;gure 2.11 a Kaiser-Bessel window was employed for
the sgge sxnuso1da1 svgnals as above. Sidelobe levels due to
leak;ggewere now controlled Spur1ous sidelobes due to FFT
. coefficient quant1zation may be seen in 2.10 A and 2.11 A

and B. The largest of these occurs at 47 KHz and is between

T

7

. 58°dB and 60 dB below the peak “of the signal at 5 KHz. . . s
: VA B L
"
| | : g K
2.5.8 Phase Relationships of the Co and Quadrature Spectra’
Tko tests, one with'a'variable'phaée sinusoidal source
and one with delayed Gaussian noisg. were coqpucfed to

verify the cg:rect'phase relatidhships of cross spectral

»

components.,
. S !
The results of the variable phase sigesoid test are

illustrated in Figure 2.12. The powers of the peaks of-ép
and qgadréture spectra are plotted against thevbhase

difference between the two sinusoids correlated by the

processor.'Aé expected, the co and quadrature cbmponents are

_alwa§$ 80 degrees apart.

9 i ~-

‘. Ebr {hé second test, noise from an audio noise

generator "was fed 1n parallel into twn 512-§tage

bucket br1gade analcg sh1ft reg1sters The'clocklrates-of}
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the shift registers could be controlled independently to
produce any desired relative delay between the register
outputs. A'delay t should produce a phase shift 4 which

varies ¢n proportion to frequency f,

¢ = 2nfr - . (2.21)

Figures 2.13 and 2.14 show the spectra produced with !
relative delays of 100 usec and 200 usec, respéctive]y. The
in-phase and quadrature spectra have cosinusoidal and "
sinusoidal variations of amplitude vs frequency', as

expected from the phase difference vs frequéncy in &quation
2.21. | /
. ‘ . > !

2.5.4 Roundoff Noise | o

Roundoff noise is one of the factors which plgggf/g)
tower 1imit on the dynamic range of the FFT processor. In a
olock floating point design, the level of roundoff noise is
dependent upon tne amount of scaling which occurs during
processing and is therefore dependent upon signal levels
(particularly sinusoidal signals asntbeir power if .
concentrated in a few spectral components) Measurements of
roundoff no1se were made both w}th and without the presence
of sinusaidal s1gnals

Figure 2.15 shows a plot of equivalent input noise

levels for the auto and cross spectra vs actual correlated

noise 1nput levels (no s14flo1ds present). As the input

N e P

'The éca]e in ‘the figures is logarithmic, hence the peaks
appear to be flattened.
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level decreases, the auto spectra depart from a linear curve

(dashed 1ine) much earlier than the cross spectra. The
reason is that roundéff noise for the auto spectra is fully
correlated and 1ts‘power has a positive mean value which
appears as an additive contribution to the ;uto spectra.

For the cross spec(ra, however, roundoff noise is
uncorrelated and has zer6 mean. The cross spectruﬁ therefore
more accurately reflects the true input noise level,
departing froh it only as.levels become very small. The
curve for the cross spectra approaches a lower limit equal
to the quantization noise of the A/D converters. As the

maximum allowable input levels are 0.5 volts and the number

)
of bits is 8, the quantization step size S is M

i S =1,0 volt = 3.91 mV,
B A
) _
The well known theoretical rms vaiue of quantization noise
is then

S
0, = —— = 1.13 mVrms
1z .

[
As'tﬁb signals being correlated in Figure 2.15%are

identical, t;e quantizatioh noise dgé to A/D conversion i§
correlated and appears as an additive contribution to the
in-phase cross spectrum. |

A number of measurements ofnroundoff noise in the
presence of sinusoidal signals are plotted in Figure 2.16.
The noise level is approximately proportional to the

sinusoidal level. The method employed in makihg these

85
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measurements is outlined below:
1. The signals analyzed consisted of a common sinusé%d to

]
which uncorrelated Gaussian noise was ‘added in two op

amp summers.

2. After analysis By fhe FFT processor, the_frequency
components cont/adning the sinusoid were deleted from the
auto spectra and averages of the remaining components
taken. -

3. The averages of the auto spectra when analyzing the same
level Pf uncorrelated noise alone were subtracted from
the averages in step 2 to find the excess noise due to
roundoff.

4. An equivalent input noise level was found which would
produce the same changes in the au}oéspectra as the
roundoff noise in step 3. | |

L4

5. As roundoff noise is not windowed, it exhibits/no

correlation from one component to another. Its effect on

the variance of cross spectral estimates is therefore
not as large as that of the windowed input noise found
in step 4. This noise level was divided by */EIT to find
- yan equivatent windowed input noise level which would
Cause.the.same increase in variance of cross spectral
estimates as the roundoff noise. '
The addition of extra noise is necessary because without it,
many of the spectral components containing roundoff are so
smail that they are rounded to zero. A true measurement of

the roundoff noise is then impossible.

87
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3

2.5.5 Correlation Tests

A number of long term correlation tests of two
fndependént noise sources were conducted to investigate the
FFT processor’s performance as a correlator. A small offset
waé found to occur when synchronous demodulati;n or
switching was not employed, but otherwise the correlations
were as expected g:bm the theory described in other sections
of this thesis.

Correlation tests were carried out using two Geﬁeral
Radio 1390B random noise generators as noise sources. The
number of spectra accumulated per integration was K=10%,
equivalent to an integration time of
105 x 2.46X10-* sec = 246 sec. An average of 30 trials with
K=10%5 was taken making the total integration time 123
minutes for each test.

Equivalent levels of correlated input néise for a
number of levelé of uncorrelated input with and without
switching are shown in Table 2.4.

With switching no detectable corre]atgon is present in
the cross spectra. Without switching a small offset occurs,
probably*d?e to either stray pickup of a common signal by ¢
the input l?ﬁés or a small amount of crosstalk between the
A/D converters. The first is-more likely because the offset
is independent of level. ) .

The relationship between the levels of the auto spectra
and thg variance of the cross spectra for uncorrelated noise

inputs“%s‘shown in the results in Table 2.5, As derived in

\d -
}3
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»
4

Section 4.2.3 the product of the ?)ans of the auto spectra

divided by 2K gives an ‘lccyratélg%te of the variance of

the cross spectr‘, : 7N

-

‘».

Finally, in ‘}able 2.6 h‘&y\mriance of the means of 30
cross spectra ‘Is c’bnp:5~0d with %e expected variance if all
couponents are independent The average ratio of the actua)
variance to the expected variance if ell components are
1ndependen“t is 2.25 which is very close to tne predicted
increase in variance due to windowing found in Section

2.2.3. | O



Table 2.4. CorrelatJon‘Test Results

Uncorrelated Switching Equivalent Equivaleht
Input Level ' Correlated Correlated
(mVrms ) - . In-Phase Quadrature

Level (mVrms) Leve) (mqus)

100.0 ¢ YES  .28%1.54 . .85%1.54
31.6 YES .26%. 49 14449
10.0 YES .07¢. 15 .04%.15
100.0 NO 1.14%1.54 .301.54
31.6 NO © 180t.49 v, 691 . 49
0.0 NO .75%.15 .53%. 15
»

—

) Table 2.5. ?uto S?ectrum Levels and Cross Spectrum Variance
K=108%

Input Auto!  Auto2 Autol x  In-Phase Quadrature

Level Mean Mean Auto2 Variance Variance
~. (mVrms) : R ¥)
© 88.6 154300 155309 119800 119900+£200 1140004200

28.0 15500 15500 1201 1120£110 1150%110
8.86 1700 . 1654 14.06 133 1223



Table}2.6. Variance of the Meanq'of the Cross Spectra
(K=1Q%, No. of Components = 120)

Inmput 1 Varisnce of Variance of Ratio

Level or Cross Spectrum Means of 30
(mVrms) Q 0620 Cross, Spectra
B88.6 1 1000 24001000 2.421.0
P 850 ‘ 22001900 2.3t.9
31.6 1 9.3 T 24110 2.6x1.0
Q 9.6 - 27411 .2.8%21.1
10.0 1 At ' .16%.06 1.5¢.6
Q .10 .194.08 1.9¢.8

Average 2.25%.4
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A block diagram of the réceiging system used for the projeci

appears {n Figure 3.1. The antennas, RF emdkifiers. first
mixers, first IF amplifiers and first local oscillator were
part of a previous project at the Dominjon Radio

Astrophysical Observatory. This pro}ect was the first low
‘ : _ ’

. frequency earth rotation aperture synthesis mapping of the

nor th polar sky and is. described-ig Dewdney [2]. i

The present system used the 300" KHz bandw1dth outputs
of the first IF ampl1f1ers at 5.0 NHz to feed second mixers
and second If amplifiers, forming a sharply bandl1m1ted i
swgnal from 416. KHz to ﬂ68 KHz su1table for samp11ng and A/D

convers1on The rece1v1ng equipment designed and bu1lt

‘during the course of the present project is descrxbed in

-
-~

this chapter.

|

3.1 Second Mixers’ and: IF: ﬁap]ifier's oo~

A schematic of a second m1xer and IF ampthe' is shown

»

»

in Figure 3.2.
‘The mixer consists of an MC1436 balanc%d'modulator.

-This device was*cho%fn because of its good linearity and

. i . IS ,/
high isolation (>60 dB) between RF, IF and local oscillator

ports. The high isolation reduces'crosstalk between the two™

'rece1vers~yia the common local.osc1l1ator Isolation is asSO“

1nproved through the use of a balanced hybrid splitter for

second- local osc1llat0r d1stribut1on

. .,” .
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‘ ) 4.4-47 MH2
SECOND | | HYBRD | |  secont
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= The 440 kHz IF amplifier following the mixer consists
of three LM371 cascode ampli;ier stages and an output buffer
stage. Coupling between stages is accomplished via
double-tuned tank circuits. The 8 tank circuits form an
8-pole Chebyshev bandpass filter with a design ripple of
0.01 dB. '

With thebQ of about 150 available ‘in commercial IF
transformers at 455 KHz, a Chebyshev filter with 0.01 dB
ripple was the best filter characteristic attainable. Sharp
cutoff at band edges can be obtained in filters by the
édditidn of zeroes in the transfer function at the edées, as
for example in 3ﬁliptic filters [58]. Howevgh, such zeroes

ak.

the out-of-band response. It was deemed

cause ripples
mor, desirable/to minimize the response to out-of-band
signals as mu%A as possible rather than>having an extremely
sharp cutoff. For fhis reason; a minimum-phase -Chebyshev
filter seemed most suitable.

In order to,achiéve é symmetrical bandpass response it
was neceSSary to use inductive coupling for the first two
double-tuned‘circuits‘and capacitive coubling for the second
two. Such a combfnafibn is necessary to get-fhe correct
number of zeroes in the bandpass transfer function. Very
briefly, consid:§ an 8-pole low-pass Chebyshev transfer
function [59] |

K

GLP(S) = LP

8 4+ 7T 4 ..
s 3,8 + +a]s+a0

A low-pass to bandpass transformation replaces s with

4
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. (s2+42) /(s BW) and produces a bandpass transfer function

with 8 zeroes.

8
s K
P GBP(S) BP

o 16 4 15 4 .ov
\ -] blss- + + bls + bn

The correct number of poles can be obtained by
cascading the transfer functions of 4 double-tuned stages,
each contributing 4 poles. However, with either transformer
or inductive coupling a doub Te- tuned stage éontributes only
one zero. The transfer function is

G (s) = )

b 3+ <+ +
s’ + €4S C,S €8 Co

A cascade of four such stages would result in an overall
Ggp (s) with only 4 zeroes. The result is a éomewhat skewed
fbequenéy response which is particularly noticeéble when the
filter bandwidth is an appreciable fraction of.the center
fne&uency. !

A capacitively coupled'double-tuned circuit, on the
other hand, exhibits 3 zeroes: -

. 3
Go(s) = ' sk _

4 3 2
gt + das + dzs + dls + dO

By using two gﬁbacitively coUpled and two inductivefy~1
coupled stages, 8 zeroes can be obtained.

‘ The.desired filter response was obtained by the choice
of component Values in the double-tuned gtages. The
Qéalculations are lengthy and will not be\inc]uded herein. A
short description of the design and tuning procedure

v » ,
follows. Sy _
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Each tank circuit inductor could be tuned individually
to allow pole locations to béw:ajusted. However, since no
. identical poles were needed, overcoupling of the
‘double-tuned circuits was used to ensure maximum energy
transfer If the two tank circuits of an Fvercoupled
doub}e tuned stage are tuned identically, then the actual
double-tuned poles occur at different frequencfés. with the
di;ference being dependent upon -the degree of ovefcoupling.
Element Values in fhe second IF amplifiers were chosen to
produce differences in poleé of slightly less than the
desired values so that tuning could be used to set the poles
exactly. A ) |

Pole damping to obtain a Chebyshev response was
acCominShedeby resistors marked with asterisks in Figure
3.2. Agproximaté~resist6r values were found through
calculation but the'finaj selection was made experimentally
by physically measuring the Q's of each tank circuit with
all components except the damping res1stors connected. :

\Interact1on between the two halves of the double- tuned
circuilts did not present.any problems during tuning of the
\ IF‘ampiifiqrs. It was possible thfough careful adjustment of
the inductor cores énd by some trial-and-error fine
adjustment of resistor values to obtain a frequency response
with lessbthan 0.1 dB of ripble. Phase matching of the two
IF amplifiers was to within 5 degrees. |

QQSNproblem which was enbouq;éred was-a lack of

mechanical, stability in the IF transformer cores. The

F:S



amplifier frequency response was found to change,
particularly in response to physical shocks.or movement.
Regular monitoring of the frequency response was necessary
to maintain proper tuning.

The final stage of the second IF amplifiers is an
output buffer consisting of an LM318 operational amplifier
and an LH0002 current driver. This stage is capable of
driving a 50 ohm load at high levels (£10 volts) with low

distortion. The required input level for the A/D ca:zsy(éig\\

is much less than this (0.5 volts).

3.2 RF Amplifier, First Mixer and First IF Amplifier

‘A schematic of the RF, first mixer ana first IF stages
is shown in Figure 3.3. The circuit is a modified version of
the receivers originally usgd for the north polar synthesis
telescope.

The original receivers used a bipolar transistor in the
first stage of the cascode RF amp}ifiér and a bipolar
integratéd circuit (an MC1550)Pas the mixer. These bipolar
stages were found to producé hﬁgh levels of intermodulation
distortion when obserying was attempted dufing periods of
strong interference.

Bipolar transistors are highly susceptible to

intermodulation problems because their large-signal i-v

characteristic is exponential in nature [60]:

_IC = a21[exp-(VE/\.’T) - 11 + azz[exp(\'C/VT) - 1)

98
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where 1. = collector current
a,, . 8,, = constants depending upon transistor
construction
Ve (V) = voltage drop across emitter (collector)

junction
d,——.-

Vo voltage equivalent of temperature %r
“"(

temperature/11600°K{/volt
A series expansion of this cHaracteristicAcontains many
odd-order ierms which give rise to intermodulation.

Field effect transistors are well Known to produce Tow
levels of intermodulation distortion. The i-v characteristic

for a FET is a simple square law [61]:

1 = - 2
ps = Tpss1 = Vgg/Vp)

where IDS_= saturation drain current
-vcs = gate-source voltage
I = | |
DSS IDs sz-o

VP.; pinch-off voltage
As no terms of higher order than two are present (at least
idea]ly) FET's can amplify or mix high-level signals with
little intermodulation. o
Replacement of the RF amplifief and mixer stages with
FET's as shown in Figure 3.3 reduced problems of
intermodulation in the receivers cbnéiderably. The third |
order intermodufatioﬁ infercept point {as measured in a:

standard two-tone_intermodﬂjation test) was found to

increase from -60 dBm to -1 dBm.



The noise temperafures of the two recgivers after
modification were measured to be 900°K and 1500°K.

The first IF amplifiers consist of two cascode
amplifiers (MC1550's) and an 6utput buffer stage. The

double-tuned circuits which provide interstage coupling are -

adjusted for a Butterworth filter response with a bandwidth
of 300 KHz éentered on 5 MHz. Following front end -
modifications the responses of the two RF and first IF
stages together were adjusted to be .matched within $0.15 dB
in amplitude and *1.25 degrees in phase over the ocentral
200 kKHz of the pass band, as it was only this region of the
first IF output which was ag}ually used.

L ¥

~ <
3.3 Input Bandpass Filters

Most of the RF selectivity of the receivers was ’
provided by the tuned circuits ajzggdated with the RF
"amplifier stage in Figure 3.3. These tuneq circuits were
adjusted for a 3 dB bandwidth ;f 600 kHz.

Additional out-of-band rejection was prdvided by
external bandpass filters. These filters had a bandwidth of
.5 MHz centered on 22.25 MHz and were specially designed for
Ahigh rejectidn at frequencies far below and above the center
of fhe pass band. The filters had a 3-poie Chebyshev
response with 0.01 dB ripple and are shown in Figure 3.4.

The filter’s rejection at 1 MHz was greater than 100 dB
and from 50 MHz to 350 MHz was greatér than 50 dB. To obtain

good performance over such a wide frequency range required
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selection oﬁ components with low parasitic impedances. for
example, - the/SSO pf capacitors were chip capacitors with )
extremelx/lbw inductance and the 0.074 uH coils were toroids
with hV6; Q and a high self-resonant frequency. High Q
inductors limited the insertion loss at 22.25 MHz fo 1.0 dB.
Construction was also crudiil. Low frequenéy rejection
was fouﬁd to be highly dgpendent on good grounding and the
use of a solid ground plane. Good high frequency rejection
required shielding between the two halves of thé'filter,to

prevent radiative coupling.

3.4 Synchronous Modulation

Synchronous’modulation of the RF signal from the east
antenna was acccomplished with a Hewlett Packard 10534A
bafanced modulator. The diode ring in this mdduiator was
driven through a length of coaxial cable from the
observatory building by a reversible current source
d1agrammed in Figpre 3.5. ‘ |

The phase switch control input was a binary s1gna1 from
the FFT processor which alternated between +12 V and -12 V
at a rate of 203 Hz. The input circuit consisting of an 7
adjustable RC network and back-to-back Zener diodes allowgd
a variable delay to be introduced. fhe delay was adjusted to
produce phase transitions of 180 dégéees at fhe east
receiver A/D input which coincided with the be’ginp\ings of

“new blocks of FFT samplﬁf. *

N
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The first op amp formed a Schmitt trigger with its
output limited to 28.8 volts by feedback through ZenerA
diodos( The second op amp was a voltage-to-current converter
which responded to its £8.8 volt input with an output of

210 ma.
An R@ network at the output limited the rise and fall

times of the current output to reduce ringing, as the output

-drives a long length of cable.
A low-pass fijter just before thg‘balanced modulator

prevented RF signals being conducted by the éynchronous

modulation cable and introducing crosstalk between the ‘5
receivers. ‘
N . 4
N
3.5 Local Oscillators — p

The first L.0O. was a crystal controlled oscillator at a
frequenéy of 27.25 MHz. This oscillator signal was
disfributed from a central point via separate buffer stages
and cables to the ‘east apd west receivers. The RF, firséﬁ
mixer and first IF stages of each receiver were physically
located near their respective antennas and were connected

via coaxial cable to'tpe second mixers and IF amplifiers
which were located in the observatory buil&ﬁng., |

The second L.0. consisted of a digitally control led
Fluke 6039A frequency syqthesizer. A serial’digital

' conngction to the microcombutqr allowed the frequency of the'

.'usepond‘L.O. to be-changed under computeér control. As the
synthesizer required about 40 parallel gontrol lines; a
. i

O



serial-to-parallel 1nterface'enpl¢5y1ng shift registers andd a
simple binary pulse width modulation scheme was built to
raduce the number of control lines needed to only one.
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’ 4. Robust Estimation

4.1 Introduction .

In this cﬁapterﬂ\én estimation procedure well suited to
the problem of minimizing the.effects of terrestrial
interference in the cross power spectrum is derived. Section
4.2 begins g; defining the estimation problem and finding
the expected probability density functions of the cross and
auto spectfa. Histdgrical aspects of rejection rules and a
branch of statistics known as robust estimation- are
discussed in Section 4.3, and the concept of Eobust
. maximum- 1ike1ihood estimafion (M-estimation) is introduced.
The. characteristics andvperformance'of some‘M-esﬁimators are
prgsented in Section 4.4. A short discussion of adaptive
estimation follqys in Section Z;b. Fina]Ty,'Section 4.6
‘proposes a-robust estimation Prbcedure combining réjection
rules and M-estimates which the author believes is a good

choice for ‘excising terrestrial interference.

4.2 Definition of the Estimation Problem
The underlying assumbtioh which makes the removal of .

terrestrial interference from the cross power spectrum—

e

possible is that the interference will be narrow bénd and
will cohtaminétefonly.a certain beﬁcent;ge of the components
of the spectEUm.;At least some of the components at any
'givgn time will‘beifree of iﬁterfgreﬁce and these

éombonents, if they can be identified, can be used for
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astronomy as if there were no‘interference at all.
Components with no interference can be expected to

exhipit a normal probgbility d?stribufion,-the.parameters af

which are found below for both the cross and auto spectra.

’

Components containing interference will dev: .e from the /
- normal distribution, introducing contaminated points andlkg\
heavier tails in the distribution. Such cohtamination wou 1d™,
be disastroué if a simple mean of all points was used as an
estimate of the center of the distribution, as the mean is
very sensitive to outlying points. The hobu;t estimation
procedures described later in this chapter are designed to

provide protection from outlying points when estimating the

( ~
center of a contaminated normal distribution.

4.2.1 Probabiility Density Function of Averaged Cross
Spectra |

This section will show that, in the absence of
interference, an averagedfﬁ?os; power spectrum will have a
normal'probability density function (pdf). Comsider the two
signals being correlated as two real séries f(n,k) and
‘ gin,K), where 0snsN-1 and,1$Kst’The index n represents
" points within a eloék of FFT sampies, whereas the index K is
incremented with successive FFT’s. The FFT's of fin,k) and
gin,K) for a pagticular value of k will be called
instantaneous FFT's, denoted by'Fim;K) and G(m,K), where
OSmSNj1 and.F and G are complex.

The instantaneous. cross power. spectrum, denoted

e

f
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FG (m,K), will be

FG*(m,k) = F(m,k) G*(m,k)
= Fp(m,k) Gr(m,k) + Fi(m,k) Gj(m,k)

+ j[Fy(m,k) Gy(m,k) - Fr(m,k) Gi(m,k)] (4.1)

The subscripts r and-i denote real and imaginary components.
; OBefo;e‘determining the pdf's of the real and imaginary
componenté above, a number of assumptions will he stated..
First, f(n,k) and g(n,K) consist of samples of Gaussian
‘noise bandlimited to exactly the Nyquist frequency. Second,
the correlation bétween f(ﬁ,K) and g(n,k) is identical in
~amplitude and phase at all freqﬁencies. Then Fr(m,K) and
F, (m,k) will be normally distributed with meah 0 and
variance‘<@2, denoted as'N(d,oF 2), and G_(m,K) and G (m k)
will be N(0, o.2). The relationships between the four
componenfs.abovg_can be segn'in the variance-covariance
matrix in~Tablgl4;1: Here, o, and p, refer to the
correlatiohfioefficientsof the real and imaginary

components of} the.cross power‘spectrum (the co and

quadrature';pectra). | .

From Table 4.1 it is possible to ;alculéfe the expected
mean and variance for the cross pOWér épectrum. Consider the
real part first, FrGr+F1G1' Using results derivedvin
Appendix 2 for the product of two Gaussian variables, the

expected mean ‘and varianée will be
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Table 4.1. Variance-Covariance Matrix for the Complex
' Spectra of Two Partially Correlated Gaussian
Signals :
Fr Fi Gr- %.
2
Fr op 0 Pc9F% 0 °F%
[ 2
Fi} 0 9p onFGG P95
Gr P9k PF%G ocz 0
- 2
Gi P%F% P c% 0.‘ %
'E[FG, + F4G;] = E[F.G_] + E[F4G;]
" Pc % % * Pc % % T %Pc °F % T (4.9)

t

V[F.G, + FiG4] = E[(FpGy + F4G4)2] - E2[F G, + FyGy] <r\~/“.
= E[F 26,2 + F42642 + 2F/G,FyGy) = 4p 2 op? o’

= E[F.26,.2] + E[F42642] + 2E[FyG,F3Gy] - 4p 2 0% o.?

= 2 2 2
op° 01 + 2pc°) + o

2 2 2 .
F o, (1 + 2pc )

F

2 2

: 2 2 2 o 2y - 2
+ 20.° 0,°(p. Pq ) —bpf op® o

e a2 2 2 4 0 2 9a o oap 2
9" 9% (2 + APC +. ch ZPQ ltpc )

= - 2 :
29F2 °G2(1‘+ Pc’ Pq) _ - (4.3)
| Similarly, for @he imaginary'part.of the crpss'power

.

spéctrum,-
E[FiG, ~ FiGy] = ZPQ dp'oc ' o (4.4)

.
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v - = 2 42 2 _ o, 02y
[F,G. - F G, ] 20,2 0.%(1 + Po P2 _ (4.5)

~

Although the meaﬁ and vaﬁiance of the spectra will be
as.denivéd above, the pdf will not necessarily be Gaussian.
However, our con;;rn is with the average of many
instantaneous cross spectra, for which the pdf as shown
below will tend fc be Gaussian.

Let the average over K instantaneous cross spectra be

|
tepx

Fx(m = Fem + 3Fgtm = 1  (4.8)
In the absence of interference, each instantaneous cross
~spectrum will be independent and by the Central Limit
Theorem of statistics, P (m) and P (m) will tend to be

normaily distfibuted. The mean and variance of Pc(m) wil} be

= 1 FG_ + F,G.].
E[P(m] = 2 ks E{ "
= i’ kE]. . ch(k) UF(k) Oc(k) . (4 . 7 )
VIPL(m] = 72 I 29_F2(k) ocz(k>[1‘+ [ P ()] (4.8)

. ‘Note that Ops °G '°c

of K in order to allow for the var1at1on of these parameters

and pQ have now become funct1ons

with time. In practice,p, and o, may change significantly

c Q
" during one averaging interval determined by K, due to the
movement of discrete radio sources through the lobes of the

antenna beam formed by the interferometer. g and % Qi]l

’
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change much more slowly, as they reflect the total power
being received by the beam of each individual antenna from
the entire sky. o and o, may be considered to remain
constanf over the averéging interval. This is fortahate, as
‘otherwise the requirement for identically distributed
variables during'summation'for the Central Limif Theorem
would be violated and the normality of the cross powef
spectra could not be expected.

-Taking o and o, as constant,

. ’ K —
E[Pc(m)] = ZOF 9 % k’);lpc(k) = ZGF o. Pe (4.9)
' = v
V[P ( = 20202 L % 1+ p.2(k) + p2(K)] ’
[Petm] = 2067 06" 2 iky & * () T Pq - (4.10)

Now », and Po were'defined‘as the correlation
cdefficients of the instantaneous co and QUadratuEe spectra.
A complex correlation coefficient Py may'be defined as

Py = Pc * iPq i | (4.11)

P

where the magnifude of Py is equal to the fraction of the
total power received by either antenna (assuming identical
anténna patterns) which is correlated, OSIpx|S1, and the

phase of determines how the correlated power is

p
X .
distributed between the co ahd quadrature spectra. It

' @
follows that

o

0 s‘px(k) pr(k) = pcz(k) + pQZ(k) <1 (4.12)

i
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[1+p02(k)+p02(k)] < 2K - (4.13)

K< &
VS kel

and 201,2 oGZ/K < V[Pc(m)]vg 40F2 002/K (4.14)

At this point, an assumption may be made about
5 decametric antennas which will place V[P, tm)] close to the
lower limit in equation 4.14. Practical decametric antennas
generally have relatively broad beam widths, thus the total
correlated power received from a discrete source will
generally be small (lpx|(0.1) relative to background noise
received‘frqm'the rgst of the sKy. Hence pcz(K)+ pJ(K)<<1

and

. 2 52 '
‘V[PC(.m)] 20F oG /K | (4.15)

The probability density function of Pc(m) is then found to :
be a normal distribution described as N(20,0.65 , 20,2 0 2/K).

ﬁmﬂaﬂy,Uw;ﬁfdfﬁ“m)isNMofé5,2%2%2M).

4.2.2 Probability Dens4ty Function of Avebagéd Auto Spectra

The instantaneous auto power spectra of -the twofsignals’

will be

FF*(m,k) = F(m,k)F*(m,k) = Fy2(m,k) + giz(m’k) (4.16)

. CG*(m’k) -‘G(m)k)' G*(m9k) ' Grz(m,k) + Giz(m,k) (4. 17)

As F_is independent of Foand G_ is independent of G, for
‘the case of nb'interferehce, the pdf's of' FF* and GG* will
,_correépohd t&'dpz and 'ag, respectfvely, t imes abphi-squarg

distribution with two degrees of freedom, 2(2). The
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averaged auto spectra will be

K
- 1 * .
N Ppm = 2 &y FF(mk) - (4.18)
P (m = 1 lé CG*(m k) ' | (4.19)
G X k= ’ :

1
and will consist of the sum\_of the squares of 2K
independent, normal variables. If o2 and oG2 are assumed to
remain constant over the averaging interval, then PF(m) and
Po(m) will have pdf’s corresponding to op2/K and 9. 2/K,
respectively, times v 2(2K), a chi-square distribution with
'2K degrees of {Freedom. For large K, ¥2(2K) will converge to

2 normal distribution N(2k, 4K), and so the pdf of P_(m)

will be
& 5. 2 0.2 o b
. F - °F : F . .
K VKK = NOK 5, 4K —pp) = N(Zop?, dog") (4.20)
and the pdf of P (m) w1ll be .
",2 . ‘ o
£ N(2K,4K) = N(20.2, 4ot (421
. K -
ﬁ . 4

4.2.3 Estimating the Variance of the Cross Spectra

In the discuss1on of robust est1mat1on later in this
‘chapter, it will be found that an accurate estimate of the
varlance of a distribution is 1nvaluable when attempt1ng to
estimate the d1str1but1on 3 center It will now be shown
that the auto spectra can be used to provide én accuraté

estimate of thé'variancg)éf'thé_éross speqfra. *
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. ¢
kirst of all, it can easily be demonstrated that the

sample variance is a poor estimator of the<gross spectrum
variance. From Section 4.2.1, the pdf-of Pﬁ(m) is

N(20 °cPe 2°F ¢?/Kk). The usual sample variance for Pc(m)

‘would be

M

- o= (Po(m) - P (4.22)

2
S M-1 m-l

where F-=(1/M)mglPC(m) As the P, (m) are independent for
Gaussian noise, S2 will have a pdf corresponding to

o2/ (M-1) times y2(M1), where o is the variance of P, (m).
The expected value of S2 wf\l then be oC2 (because S? is an

unbiased estimator of o,2 [62]) and the expected variance.of

S2 will be

2]2 4 i )
v[s2] = 2(M-1)[f£_] =2 %
S P (4.23)

The expected percentage error in S2 can be ‘found by taking
‘the ratio of the expected standard deviation of S2 to the
expected mean.

A[s2 | 20

Z‘Error 'f_or Sample Variance = 100 E[sE ~ 100 M‘e/;i?
=100 [ 2 T
gy (4.24)

For example, if there are 100'sbectral poiﬁts..M=100, the
-expected error 1n the sample variance will be
100(1575—) =14, 2% Clearly, this error is qu1te large ané a
Abetter estimate of the cross spébtrum var1ance is des1rable

A better estimate can be found by noting from equat1ons";
4,15, 4.20, and 4. 21 that

S
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062 - 20F2 ocz/x - (20F2)(20G2)/2K

= E[P(m)] - E[P (m)}/2K = F(m) P_(m)/2K (4.25)

.

The éxpected error of this estimate is determined by first
finding the error in 5;(m) agpd Eg(m).
¥ M
| .
P (m) % ok Pp(m (4.26)
As P.(m) is distributed as N(20.2, 40,¢/k), the variance of
3}(m) will be (1/Ml40 */K and the percentage ratio of the

standard deviation to the mean will be

- cr—— 4ep
% Error for ?;(m) = 100 [PF(m)] = 100 V MK
. E‘[FF(m)] ZUF‘ ‘ >
. _ 100 ' (4.27)
_ g

A typical value of K such as 10,000 (corresponding to an
raveraging interval of 25lseconds) will résult in a very

small percentage error. The result for 37(m) is, iﬁenticé]

and the overall expected error in °c2' which 1sy§er1ved from .
the product of two quantities with small percentage errors,
will be twice that error or

i 2 Error for o’cz = % | (4.28):

For M=100 and K =10,000 the resu1t1ng error w1ll be 0.2%.
Even if a single point from each auto spectrum is used (i.e.
M=1)t-the percent_error is only 2%. Hence, the auto spectra_
can providgga.much‘better estimate of the variance of the

‘cross spectra than the sample var iance.

- \
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4.2.4 Some Practical Considerations +

Two assumptions were made in Section 4.2.1 before
“deriving the horﬁal distributioﬁs of the cross specira and
also the auto spectra. These assumptions must be justified.

The first assumption was that the signals being
correlated consist of Gaus;ian noise bandlimited exactly
the Nyquist frequency. Because ideal filt not exist,
in practice it is necessary to bandlimit an inalog sigﬁ;l to
less than one-half the Nyquist frequency in order to preveﬁi
aliasing.. The spectrum of the signals is then not flat, but
rolls off on“the ends. In order to have a true normal
distribution in the spectra, the frequency response of the
receiving system and anti-aliasing filters must be fla&. The~
simplest way to attain a flat spectrum is to discard the end
points which are affected by the roll-off. -

y‘The.second assumption was that the correlation between

the two signals is identic;l in amplitude and phase at all
frequencies.'This requirement first of all means that the

frequency response of the receiving §ystem and anti-aliasing

filters. must be very flat in the center df the spectrum

(diéregarding the roll-off on the mentioned above), ;nd
that the phase responsehqf the channels must be very
closely matched. Also,. the p;;éagafion delays from the
antennas to the correlator must be identica] as a ffme
difference will'éause a linear phase shift/;cross the
spectrum. Finally, the signa1s PéceiQed at theijﬁo antennas
themselves must have a correlation which is identical in

b}
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amplitude and phase across the portion of the spectrum being
observed. Identical amplitude of correlatioh is relatively
assured because at decametric wavelengths the strength of
known radio sources changes very slowly as a function of
frequency, and can be assumed to be constant ovér~a small
bandwidth such as 50 KHz. Id;ntical phase, however, will not
always be the case as there will generally be a time- delay )
between the arriva] of the signal at the two antennas. In
Section 5.4 it will be shown that the maximum phase shift
across the spectrum[{or‘the system during field trials was
quite small and ccuid be ignored. |

- Thé measures taken to ensure the flatness of the
spectra and phase matchiné are discussed in Chapter 3 on
receiver design,gnd Section 5.6 on field test1ng These
precautions assure that the cross and auto spectra w1ll be
norma3ly d1str1buted in the absence of 1nterference and
alliow the robust est1mation techn1ques described in the

remainder of this chapter to operate w1th maximum

eff1c1ency b ~

4.3 A survey of Robust Estimation '
\\;f.3f1~A Brief History : .

Perhaps_since‘the tfme’that the sample mean was first

used as an estimate of the center of a set of‘measurementé,

practical people have realized tﬁat5medsurements'whicp are

grossly in error should not be included 1n the calculation o
of the mean Houever. use of the sample mean has becomé’so
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entrenched that its users rarely consider that it is an
optimum estimate only for errors which are independently,
identically and normally distributed. Unfortunately, such
normally distributed errors aré often not the case. In the
introduction to his survey of robust estimation, Ershov [63]
ment ions mgny reports of engiveeriqg~heasurements, -
industrial data, clinical medicine results .and other
situation§/3here from 1 to 20% of data points may be

considered to be anomalous, or "outliers” (i.e. not part of

a

a normal distribution). In [64] Tukey quotes Geary:
) .
"Normatity is a myth; there never has been, and never will

be, a normal distribution."

Gauss himself [65] introduced the normal or Gaussian
distribution as that distribution of ‘errors which was best ™
suitéd in the sense of least squarés to the Sample mean,
rather than vice versa. '_Befc‘we this, -in the first published
work od least squares, Legendre [66] notes that sample
values which appeab-to be‘anbmaious shoUId be rejected
before using least sqparesimethods (and, in particular,f;hgf
sample'meanL\') ) ‘ L 1
A dogma of normality, and the sacredness of the sample
- mean, were helped by the Central Limit Theorem, which states
i“that the sbm»of'many small, indepehdent;elementary errors s
approximately normal. Over the years, the s;mpleimeqn h;s
come to be used automatically in most situations, often

without régard«to‘whether dr an it may be appropriate. o
Anscombe [67], on questioning the assumption of,ndrmality,

. R - ! R /
_ R o -
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refflarked: "The disposition of the present-day statistician
theorists to suppose that all error distributfdns are
exactly normal can be ascribed to their ontolégical
p;rception that nofmality is tgg,good not to be true.”

Good stafiéticians and engineers have always beer!
careful to exclude grossly outlying observation in mean
calculations,'énd published accounts such as [68], [69],
[70), (71}, [72) have probosed rules for rejecting outliers.
But it was not uq}l} the 196qP§ that a serioﬁs effort began
to find estimation pfocedurég with predictable properties
which would provide immunity from erroneous observations.

Section 4.3.2 outlines a history of rejeétion rules and
literajyre on the per formance of tests for outliers. Section
4.3.4 describes work since 1960 in the area known as robust '
estimation. Curiously, the literature on robust estimation
does not generally encompass tests for outliers although the
two topics are Very ciésel; related and 6verlap in sbme ;f‘
their objectives. |

‘Mbré detailed and quite 1nf§resting discussions of thg'
historiéa] developmpnt of ideas in robust statistiqa]
methods can be found irt (631, [73], 1741, [75], [76] and
(771. | . -

\v

y

4.3;2 Tests for Outliers - - .
In 1936, Pearson and Chandra Sekar -[72] published an

-analysis of a rejection crjteéion attributed to Thompson

[78]). Thompson's proposal Qa; to reject observations y‘lfor

L
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which

lyn-¥] > s » - (4.29)
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I

where ¥ and S are the sampie. mean and standard deviation and
T is chosen such that, for a normal population, the
probabil1ty of rejection is small. This test ha; come to be
Known as the Student1zed deviate test. Pearson and Chandra
Sekar point out a number of drawbacks of this test.'namely
that for small sample sizes it ks only suitable if there is
a s1ngle outlying observation and for larger sample s1zes

there is a fixed 1imit, depending upon sample size, to the

number of outlying points which can possibly be rejected.

The Possibility is then suggested of applying the

Studentized deviate test in a sequential fashion, as

follows: (1) apply the rejection criterion to theyn
observations; (2) if K21.0Ufliers are rejected, apply the

criterion again to the remaining n-K‘obsé}vations{

'llregﬁlcu]ating y agﬁ S each time; (3) repeat until no more

RYrI

observations are rejgzzed.fPearsoﬂ’and~Chandra_3ekar note
two,disadVanfages of this process: (a) if there are more
outliers of a given amplitude than can be rejected for the

sample size being,considered, rejection will not occur and

' _the process will stop; (b) care must be taken in choosing

1’ ;2, etc., to reduce the risk of

rejecting points which belong to a normal distribution.

In 1950, Grubbs [79] proposed a test using the ratios

of the sum of squares of deviations for-a reduced samb}e/to.

4

-

4
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the sum of squares’ for the cdtpleté sample,

Dn = Sn?/S2
e2. o 2 ;-1 7
where S = i£1 (y(i)— vl) ’ y n 1?‘:1 Y(i)
a2_ nzl TN - 1 ngl
_Sn 181 Oegy™ ¥% v a1 151 V(o)

3

and the Y1) are ordered sample values, Y1) Sy(z) s.. .Sy(n) .

A similar test statistic Ql is found by omitting the

smallest sample y(l) rather than the largest y&ﬂ . Préscott

[B0] shows_-that Grubbs’ criterion is algebraically related

to the Studentized deviate test and produces identical

regglts, so in effect it is rea]ly the same test.

Kudo [81] deﬁonstrated in 1956 that the Studentized

deviate test is én.optimum test for the case where there is

122

exactly one observation which deviates from a common norma } &

distribution, the variance of which is unknown. Furthermore,

if the variance o2 is Known, the optimum test is

Iy, - 7] > e

" (4.31)

where T is again a consfant which depends upon the éample

size and is chosen to keep the probablilti of rejecting

points belonging to the mormal distribution small.

Other rejection\brbcedurés have beeh proposed but have

been found to‘bé unsatisfactory due to insensitivity or

difficulties when more than one outlier is present. These

tests 1nclU¢e’DixonFs [82] criterion, Déyid,VPearsoh and

Habf1ey’s [83] critér?oﬁ} and the bkéwness and Kurtosis

' criteria of Ferguson [84]. A grhphipél comnariéon of the

J
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. behavior of all of the above tests when more than one
outlier is present is given by. Prescott [80]. |

The conclusion arrived at by Prescott is that‘the mos t
satisfactory rejectjon prodedure for more than one outlier
is a version of the sequemtially applied Studentized deviate
[test ‘introduced by Rosner [85]. For his method, one first of
all selects a maximum number K of observations which one is
prepared to regard as being outliers. The $tudent1zed‘
deviate test (or-equivalently Grubbs’ test) is applied k
times, each time rejecting the largest observation whether
- or ndtvthe'rejection,criteridn is satisfied. The re;ectiom
procedure is then carried out in reverse, starting with the
n-K remaining observations“ahd'reincludind one additiomal
observation at a time, in the oppoeitekdrder to that in
which the9 were rejected,'until an actual-outlier is
1dentified} This pdint.plus afl of those’beyond it in the
.order of reinclusion are then regarded as outliers. Rosner’s
method overcomes, at least for up to k outlying points, the
Studentized deviate test’ s d1sadvantage of not 1dent1fy1ngg
any'odtliers if too many of the eame amplitude are present.
4.3.3 Rejection of Outliers in Robust Estimation

Some- statisticians working in robust estimation seem to-
harbor a stranée distaste for rejection rules. Huber [73]
cites a. crit1cism of outlier reJect1on by Anscombe [86] and
states 'The trad1tional philosophy behind reject1on
"procedures is highly objectionable.” Huber’s main objection

> [
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b 4

‘appear%s to.be that the performance of rejection procédures
is not easily amenable to analysis. Ershov, in his survey
‘paper [63],wsays: "The fundamental_deficienéy in the 3
procedures for rejecting anomalous data is the fact that
they become complicated and net practically suitable for any
significant amount of anomalous Ya]ues (for exampie, 5 to
20%), as well as distributions with heavy tails.” However,
Rosner’s method (which Ershov includes as a reference) -
apbears.to be neither complicated nor unsuited to many
anomalous values. , J |

Robust statisticians then proceed to include among
‘their methods their own versions of rejection rules, under
various guises, and.to expeund at length ﬁpon the merits of
thesefpbocedures. A number of robue;\ggtimation techniques

which may be called d1sgu1sed reJectlon rules are described

below. /f\

EaY

4.3.3.1 The o-Trimmed Mean
The a-trimmed mean consists of throw1ng away the [un]
_largest and- smallest observat1ons of a sample and tak1ng the
mean of -the remaining observations. [ ] denotes the largest
- integer in the quhntity in brackets, “and 0<a<0.5. The
estimate is then | _ \ ’
. n-[an]
c (‘,n)”" —-—l——.— z y (40 32)
where y(i) are the ordered samp les, yk1)§yzz)s...5y(n).
0The a-trimmed mean has a long history dating/froﬁ its
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use in certain provinces qf France for calculating a mean
annual harvest [87] to Poincaré [71]. Bickel [88]
iﬁvestigates the properties of this estimate and its close
cousin, the Winsorized mean. The ao-trimmed mean was inc luded
in the extensive study of robust estimation carried out at
Princeton University in 1972 [89]. .

Major drawbacks of the a-trimmed mean are thet the
trimming proportion a cannot be chosen properly unless oﬁe
has information on the distribution of contaminating points
(outliers), and that because equal numbers of observations
‘are trimmed from both sides of the sample the estimate does
not perform well if the contamination is one~sided}or
asymmetric. | " .

If a has its maximum value of 0.5, the a-trimmed mean
becomes the median of the sample. The median is 15;elat1vely
robust estimate of the center of a contaminated distribution
(it is much less sen51t1ye to outliers than the mean). For
;his reason the.median is often used as an initial estimate
of location for the iterative robust methods to be described

later.

4.3.3.2 Skipped Estimates

Tukey [90] proposed a class of estimates based on the
: rejectiod of outliers and called skipped estimates in the
Princeton robustness study [89]. Some of these estimates
Qere found to be ameng the best of the'68 different

estimates considered but they have received suprisingly

.//




"126 -

little attention since that study. As an example of this
fype of estimate, th; one designated 5T4 (one of the better
ones) will be described belouw.

First of all, from the ordere Jservations y(i).

Y(1) SVXZ)S"'Sy(n)' the first anc third quartijes are found.

These are designated hi and h2.

Y([n/41) » N not a multiple osz ~

hy = | | | _ (4.33)
%.(Y(n/4) +'Y(1+n/4)) , n a multiple of 4
y(n+1—[(n+3)/4]) "» N not.-a multiple of 4

h, = '

2

a multiple of 4

3

1 h
3(?’(n+”1-n/4) + y(n-n/&)) , (4.34)

h, is the value below which the smallest quarter of the
obsefvations lies, and h2 is the value above which the‘
largestvquarter lies. The interquabterile~raﬁge, h2~h§. is
used as an estimate of the scale (dispersion) of the data.
Two points t, and t, further from the center of the

data than hl and hz are thén’found:

' (4.35)

t, = hl - 1.5(h2-h1)‘

ty = hy + 1.5(h,~h,) o (4.36‘)
The estimaiion procedure for 574 is as follows:.(1) Delete
all points less than t, and greater than t,. (2) If K points”
were deleted in (1), delete a further L points from each'ehd

»‘ofithe sample where

Y
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L =Ymin[max(1,2k), 0.3n - k/ﬂ (4.37)

(3) Take the mean of the remaining samples as the éstimate.
Though it is very simple and easy to calculate, even by

hand, fhis estimate was found to perform well in tﬁe
Princeton study .and later in a study by Wegman and Carroll
[81]. It is superior tc = . -trimmed mean because the
 decision of how many puints tv celete is made on the basis
of the number of outlying po{nts detected in the sample
itself, Eather than being fixed beforehand. The
disédvantages.of the 5T4 estimate are .that the interquartile
range, used as an estimatevof scale, is not the best (see
Hampel [92]), and also that the estimate of the cer@r of

" the distribution used {ﬁ réjecting outliers, namely the
. center of the interquartile range} is also not particularly
good. In Eddition, the rejection of an'additfénal-t points
based on the number Kk originally deleted hay or may not be
appropriate. It is not surprising, then, that in-[81] the
5T4 estimate was generally inferibr to anbtﬁer class of’

estimates called M-estimates, described in Section 4.3.5.

4.3.4 Maximum Likelihood Estimation.

Oné of the most important estimation technigues in
statistics is the method of maximum 1ikelihood reviewed in
this section. |

The 1ikelihood L of an observed sample X, X,,..., X

[ 4
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from random variables Xl. X2""' Xn is deﬁ}ﬁ%d to be the

joint pﬁbbability of Xpr Xgpenny xn if Xl, Xz,..., Xn are

discrete random variables, or’the:joint density function

evaluated at x_, x_,..., x if X, X ,..., X are continuous
1 2 n 1 2 n :

random variables. A maximum .1ikelihood estimator produces an
estimate of a parameter such that the likelihood (i.e. joint
probability or joint density) of the sample is maximized.

To illustrate, assume some density function F(x) is
displaced by aﬁ uhknown amount 8 to form a density f(x-e).
To find a maximum'likelfhood estimafe of the location
parameter 6 from a sample of independent observations Xy
, x_, first of all note that the likelihood function

X2,...

L(e) will be the joint probability of Xpo Xyueeey X for

some value of ¢, and will be given by the product of the

. individual probabilities. .

L(e) = 1§1 f(x,-0) o (4.38)

Because it is simpler to deal with sums rather than
products, it is often cMWenient to maximize the logarithm "3
of L(g) rather than L(g) itself. _ , o ~-;

n | ]
In L(O) = iEi‘(ln f(xi~0)

n : :
= -igl P(xl—e) . . ' (4-39)

where p(x)==1n f(x). TQgAmaxiMum'is found by setting the

derivativeiwith respect to » equal to 0 and solving for 6.
T

e

g
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; P In L(8) = - ll do p(x )]

151 *(xi-o) (4.40)
where v(X)=-p’ (x). The'solution of

n

1 ¥(x;-0) = 0 ' (4.41)

"which naximizee L(e) is the maximum likelihood estimate of 6
and is frequently deneted.as 8.

It is easily shown that the maximum likelihood estimate
for the normal distribution is the sample mea: Dropping'

"some 1rre1evant multiplicative constants gives

f( ) [—xz]
x) = exp =W,
2no . 2‘_
' 2
. T~
Wx) = x ™~
n
i(x -9) = 15 (xi-a) = i£1 X - n® =0
il L n _
Therefore, ? = 151 X, =X

-The importanee of the fnnction v(x) for rohustfmaximum
likelihood estimation will become ¢’ -ar later. For now._
consider the significance of pix) First of all, the sample
mean is Known as a least squares estimator because p(x) has
the fo?m plx)=x2/2. The estimate 9 minimizes the sum of the
squares of the deviations from 8, i.e: © max1mizes
3;1 pix;-6). A maximdﬁﬁiikeiihood estimator may also be

thought of as imizing a correlation between thez .f
\ /

. %
- . . . 3
- &
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~

non-displaced sample density function f(x) and the function
-p{x). _

To illustrate this idea of a correlation being
maximized, ¢oﬁsider the case of an infinite sample size,

n+=. Maximizing the log of the likelihood function,

In 1(®) = - 3 p(x,~8) (4.42)

9

as n+e will be“accohplished if the expected“valué of
-p(xi*e) is maximized. X, may be replaced by a continuous

variable x, and the expected value is
‘ El-p(x-0)] = T -p(x-8) £(x) dx (4.43)

The integrc has the form'of‘! corﬁelation, R(e)x between
the func‘ion - (x)=In f(x) and f(x). The correlation will
have its maximum value for 6s8. | (

The purpose of demonstrating this connection between
maximum 1ikelihood estimation and correlation is to contrast
the estimation problem to the optimum receiver problem in
communications theory. It is well known [93] that the
optimum receiver for a s1gnal in the presence of noise is
one which correiatqs the signal plus noise with a dupl1cate
of the signal alone. Tg: corre]ation will then be a maximum
compared to the correlation with all other signals of equa1
energy. However, for max1mumllike11hood est1mat1on one
attempts to maximize the correlation between a probability
deﬁsityifﬁpction‘f(x) and its logarithm rather than a copy

of f(x) itself. For exampie, if one correlates a normal

:
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”distribution with a -p(x) having the same Gaussian form, the
resulting estimator performs rather poorly (c.f. the MEL
‘es\timate_used An the" Princet:Z study [89]). There is an
“intrinsic difference in the turo of the two problems. The
optinum receiver problem attempts to deteot the presence or
absence of‘a particular wavefonm{ whereas the estimation
pnoblem attempts to deternine the IOCation of a density

function as accunately as possible.

4.3.5 Robust M-Estimators . ™

One of the major advances in robust estimation occurred
in 1964 when Huber published a paper [94] introducing a
class of maximum 1ikelihood type estimators, subsequently ‘
556wn as M- estimators These estimators are solutions 6 to
the general maximum likelihood estimation equation 4.41,

- n
151 "(xi‘ﬂ) =0

-

for various forms of the function w.uHuben'showed that under -
quite general conditions (nonmaily encobntered in practice)

8 converges to an asymptotic value ea»defined by

Teece) £ ax = o (4.44)
-0 ) ’

for a given donsity,function>f(x). If f(x) is éymmetric and
¥(x) is an odd function, then e; is the center of f(x),
~¥6Jso. as N-w, n“’(é-eai is asymptotica]]y normal with

_asymptotic mean:Q and .asymptotic variance omZinen by

~R— .
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0% -Z [*(x‘gi)lz f(x) dx '7 y |
[Z., ¥ (x-0 ) f(x) dx )3 (4.45)

Scale invariant versions of M-estimators are obtained
by dividing by the standard deviation o (or an estimate of
o). The estimation equation then'becomes |
& “’[:-;-—o-]- 0 (4.48)

24

This equation is usually solved iteratively from some
initial estimate ®,0f 8 (such as the median) using the

Newton-Raphson met' od. Thus, -

A

n x,-0.. -
L il [ 1'c : \ A
k+1 © ] - N
ook, oy -[_,.__xi k] (4.47)
™ i=1 o . ‘ :
‘Some of the oinly uséd v functi)o/us recommended by ;
Hogg [95] are given. below: K_Es A % ‘
" 1. Huber Proposal 2 : ‘ .
‘-
W(x) = -x, x <k
X, ‘k £ x =<k .
k, x > k °
(4.48)
A good value for Kk is 1.5,
2. Hampel | .

Wx) = (sign x)e. ‘.' 2& x <

x| < b . -

A ac-'[xl,b<‘lx,<c,
\c-b ’
o cs [x|-

(4.49)

A\

‘L
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Reasonbly good values of the constants are a=1.7, b=3.0,

and c=6.4 which correspond to an estimate known as the
~—— 2 . )
Hampel 25A.

3. Wave of Aﬁdrews

sin(}-! l | sk
Y(x) ={ k)

0 x| >k |  (4.50)

‘with K=5.0 or 6.0.
4. Biweight of Tukey’ , : - )

_(xD-xm0 2%, Ixl sk \
Y(x) = {  xls (4.51)

(.

with k=5.0 or 6. 0‘

Because the last three y funct10ns above go to zero for
|x| beyond spec1f1ed limits (a desirable pnnperty because
extreme outllers are peJected completely), there may
sometimes be convergence problems with their associated
estimates. ForAinstance,_i% the initial estimate of 6 used
is not close to the bulk of the data there may be too few
points within the 1imits of the y function for proper ‘
coﬁvepgeqpe. These problems can generally be avoided by -

assuring that the initial estimate of o is reasonably close

to the final value. Hogg [95] recommends that Huber’'s

v

function (which dees not suffer from convergence problems)
w1th K=1.5 be used for several iterations to provide an

\

initial value for est1mators (2), (3) or (4).
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)
4.3.6 Other Robust Estimators

Besides M estimators, there are two other general
classes of rong{jestimators called L-estimators and
R- estimaths ~L estimators consist of linear combinations of
order statistics (i.e. observations are weighted according
to their rank rather than their actual vatue). R-estimators
are based entirely upon the ranks of observations rather
than their actual values. Both of these classes of estimates
are described in [89], [73] [63] and [95]. It has been
shown'(lgel. [97]) that M-estimates can generally be found
which are asymptotically equivalent to L- and R- estimates.’
Also, in Monte Carlo studies such as [89] and [91], )
.M-estimates‘are generally foundvto be.supeEior to th’lLf and
R-estimates studied. Therefore, these*two‘c1assesk8;

estimators will not be considered further herein.

'Y

4.4 Th; Performance of M-Estimators

4.4.1 The Influence Curve

An 1mporta;t‘tool fop.studying robust estimators\fs the
influence curvé developed by Hampel [82]. The influence
curve is essentially the first derivative of an estimator
evaluated at some distribution.‘an&_can be used to derive )
asymptotic variances and several otﬁer robustness propertie;
which will be explained below.:

To define the 1nfluence curve, Tet-f(x) denete a

\

function defined for a subset of all probabil1ty B

probability distribution and T(F) denote some esfimation

o~

G
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distributions, including F. Consider a probability
distribution consisting,of a mixture of F and a delta
function at some point x, written as (1'€)F+56xl 0<e<1. Then
the influence curve ICT'F(x) of the estimator T at the

under lying distribution F i's defined pointwise by

i
[O T

IC p(¥) = lim ,T[(l‘C)F+t‘x] - _T(F)
e+0 € (4.52)
1 .
- The value of the influence curve at a point x is equal to
the change produced in the estimate T by the addition of a
point;mass 1 of value x to the underlying probability
distribution. | |
-For M-estihators. the influence curve‘is very clcsely

related to ‘the v functions. In particular ([s2), [89]), if
f(x) is- symmetr1c and v is odd then

‘ICT,F(x) = _ P ’ *(3‘,) | .
, . ."L*‘ (y/e) £(y) dy cv : (453)

where the term in square brackets is Just a scal1ng factor

The asymptotic variance in- this case can be found from the
expected value of the square of t?e influence curve. '
. ,
' [.r ¥ (x/v)f(X)dxlz '

Influence curves for the four M- estimdtors from Sectlon
4.3.5 are shown in Figure 4.1. A fifth M- estimatoﬂtb
.corresponding to'a rejection rule which deletes pdlnts |
beyond ko (K=3.0 in_the figure), is also shown for * :

3 £,
‘ 2%



. 136

a) Huber k=15

-
-8 -6 4 6 8
b) Hampel 25A
+ i’
s
L3
8
f
4
-
8
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FIGURE 4.! influence ‘bu'r‘ves for Robust M- Estimates -

.
-
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4.4.2 Properties of M-Estimators

Thiee important properties of gobust estimators cén be

4

derived from their influence curves. These properties are

2 .
gross-error-sensitivity, local-shift-sensitivity, and

-t

rejection point.’
| Gross-error-sensitivity meisurés the wors; pbssible

effect which a single contaminating point can have on the

value of an estimate. It éorresponds to the maximum absolute

value of the influence curve, and will be denoted GES.

GES = max |IC(x)| s (4.55)

/

Good GES is obtained by placing a bound on thé inf luence
curve and making that bound as small asipossib}e,(the’g.
influence curve of the mean, in contrast, is IC(x)tﬁﬁhnd is

- uﬁbounded).’lh general, the goal of liﬁitihg the influence
‘curve (and hence limiting errors dué to- outliers) conflicts
with the goal of having an asymptotically efficient (i.g.LL‘\
smallest variance) estimator. As the bound is made éméf1éf,’ N
the efficiéncy relative to a most efficient estimate such as'
a maximum likelihood estimate generaliy decreases.
Fortuﬁately, the price which must be paid in efficiency is
very small (a few percent) to obtain far.greaten gains in
protection from the effects of outliers. The beneficial
tradé-qff is what makes robust estimators-ptactica[ and .-

attractive. ‘ i .-ﬁqg

J

0



138

i

A second property of robust estimates is called
local-shift-sensitivity, denoted as LSS, and is a measure of
the worgt possible effect on the .estimate of a small change
in the value of a single observation divided by the size of

the change. The LSS is found to be the maximum absolute

‘value of the first derivative of the influence curve.

Lss = max | 1003 ] (4.56)

A large Q#lue for LSSﬂdbes,not imply that an estimate will
necessarily be inaccurate, but means that the estimate is
very sensitive to changes in the distribution of

observations near some particular values of x and as a

result could behave erratically. This fact is particularly

relevant‘when one considers that for a finite sample size

'the distribution function wi]lxnot be smooth but can exhibit

local group1ng of points Contamination may also cause local
grouplng A very high local shift sensitivity turns out to
be the major disadvantage of rejection of out];;g estimates.
The third property of estimators is the rejection
boint, which is the point beyond which the value of the
influence curve becomes zero. All observations beyond the
reJect1on po1nt ar: rejected complete1y A HFN reJect1on
po1nt is des1rable to eliminate as many outliers as-
p0551b1e, bqt its attainment conflicts with the requ1rements'
for high aséﬁptotic efficiency and a sh§11 ‘ |

local-shift-sensitivity. Generally['a compromise must be

reached.
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4.4.3 Comparison of Some Estimators

\ The numerical properties of the M-estimates discussed
above for a standard normal distributioﬁ are summarized in
Table 4.2. The mean and median are included for compar 1son
purposes. Figures for eétimators,a,ib, d, and e were taken
from [82]. No published-figUres for the reﬁainder‘were"
available, so thgy were calculated numerically by computer
using equation 4.54 for om2 and equation 4;53 for the

influence curve.

4.4.3.1 30 Rejection Rule .

A 30 rejection rule, wﬁich takés the meén of all
observations withiﬁ +3¢ of the center, has low asymptotic
variance and a Tow rejection poiht. However, GES is the
largeét_for any of the estimates'cqnsidered and LSS ise~ , \
indicating extremely high sensitivity of the estimate to
observations close to the rejéctidh poinf. This estimate =
- could be'expééfed to behave badly in the presence of |

low-level contamination, butAwould perform well for

contamination greater than 3c. -

 4.4.3.2 ﬁuber's M-Est imator

The Huber estimate has'loﬁ asymbtotic variance, low
GES, and Tow LSS. In fact, tHeAHuber estiméte‘can be'éhown
‘tc have the smallest asymptotic variance of any;estimatg
with a given‘gross-e%or‘-sehsivtivity (i.e. it is a minimax
estimate [94]). Its disadvantage is an i;finite‘rejection

-

14
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a)
b)

c)

e)

f)

g)
"h)

i)

Estimate

Mean

Median

30 Rejecfion
Huber k=1.5.
Hampel 25A
Wave k=5
Biweight k=5

Biweight k=4
Biweight k=3

.000
571
1,026
.037
.026
.026
.041
.100
295

GES

3.08

1.73
1.86
1.95
1.83
1.68

LSS

1.15¢

1.10
1.22

1.28

1.46

“Table 4.2. Ndmerical Properties of Some-Robust<!;§§timates

Rejection
Point

.41
.00
.00
.00
.00

w » OO 0N O

point, which as mentioned in Section 4.3.5 aids in its

is simply a Huber estimate which redescefids to zero rather |

" 4.4.3.3 Hampel's Redescending M-Estimate

convergence fo the true.center of a distribution regardless
of the initial estimate used, but which degrades its

‘performance -in the presence of large contaminafion.

As seen from their irifluence curves, a Hampel estimate

140

than staying constant. Thus, a Hampel estimate overcomes the
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Huber’'s deficiency by having a fin{te rejection point (at
the expense of slightly increased o ? for the same GES).
Hampe 1 estimafes are therefore recognized as being good in
all respects ([89]), [92]). By vary}ng the constants a, b,
?ﬁd c various performance factors may be traded off with one
another. For instance, the rejection poiﬁt may be improved
at the expense of some of the other factors. |

4
«@

4.4.3.4 Wave M-Estimate
. The use of a smoothly changing v function such as the
biweight or wave has some siight adv;htages over one

compdqed of straight,]ine'segments like the Hampel. For

~instance fn‘Tablé 4.2 the wave has the same variance and a

slightly higher GES than the Hampel, but it must be noted

that the region for which the influence curve is a maximum

~is much smaller than that for the Hampel. The wave has a -

lower rejection'point which is paid for mainly by a larger

LSS.

 4.4.3.5 Biweight M-Estimate

The wave and biweight estimates are very similar and as
Hogg [95] 5ugge$ts, almost'interchanéeéble. The performance
of -the biweight with k=5.0 is very clbsé ot tﬁat of the-wave
with K=5,0. Both of these estimates have very good qualities
and in the opinion of the author of this thesis are the best

choices for most appfﬁcafions.
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4.5 Adaptive Estimation

Three versions of the biwe;ght are shown in TaQ}é 4.2
with values of the parameter k of 5.0, 4.0, and 3.0. Note
that as the rejection point is decreased, the variaﬁcech 2
increases. LSS alsg increases but GES is actuilly'reduced
someqhat.

‘The asymptotic variance %nz is the variance for very
Iarge‘samplé sizes (nfﬂ). Because the actual variance of any
estimate varies with the sample size as 1/n, for n+=the
actual variance should approaéh Zero. The'ihtérpretation of
°m2 in Table 4.2 is that am2 is the ;ariance for a very .
large but fiﬁite sample sizé,‘ﬁelative_to>the.variance of
the mean (the optimum estimate for a normal distribution).

If one is dealing with a large enough sample size the

expected variance may be small ehough that one would, in

some. situations, tolerate an‘incrensed variance in order to

‘gain greater protectibn‘from'butliers which are relatively

close fg the center of the distributidn fwiihin a fewo).
Such a situation wouid occur if there was evidence or
susp1cmon of low-level contamination, and one wished to
minimize its effects on the est1mate In such a case, a
biweight parameter of k=4.0 or 3.0 m1ght be'more appropriate
than k=5.0. | | |

Adapt1ve estimation consists of ch0051ng which estimate

to use after looking at the data and making some decision

. . ‘ ,
about the nature of the contamination. If one could through

some choice of reliable statistics dg@ermihe that there was
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a signfficant amount of close-in contamination and could
then choose the value of biweight paraméter which would
produce the most accurate estimate in the présencé of this
confaminatiop, then adaptive robust estimation would be a
ma jor improvement over-estimation based on a Single biweight
v function.

| A few Eelatively_simple forms of adaptive estimators N
have been suggested and evaluated in [89], [98], [99], [91]:1
and [100]. These estimators have not been spectacularly
successful, for though they may be better than non-adaptive
‘estimators in WOrst-case situations, they are generally
sgmewhat wbﬁse’?h;”run-of—the-mill“ cases. The problem
appears to be audifficulty in judging ‘the nature of‘clo§¢~in
~contamination. Often the adaptive prodedure will'selectqa
non-optimum v-function (i.e. one‘for more contaminaiioh than
Js actually present), and consequently*oveba]l per formance |
tendsvto suffer. Howe;er, most authors express much hope
that ‘adaptive prodedures can be improved (little effort
seemé.to havé been expended in this area as of yet) and so
adaptive estimation should bear considerible attention in
the future. Adaptive estimation would be of the greatest
benéfit in case§ of asymmetric contamination. If outliers
are concentrated on one side of the center of a distribution
but are closé enough to.not'be'rejécted, they will cause the :
‘estimate of the center to be biased in the direction of the
contamination. A natural criterion for judging the

per formance of an estimate is the mean squared error

A



considered by Jaeckel [96], who show§ that the.mean squared
errbr with asymmet;ic contamination.can be minimized by“
trading off increased variance for decgeased bias. This
could'be accomplished by reduéing the value of the parametér
k for a biweight estimate. '
Asymmetric contamination is a majdr problem in the
develop%ng\theory of robust estimation. An observatién by
Hogg is mentioned in [91]: "In particular, as Hogg has -
suggested'in private-comm&hication, although a sample may bé
~drawn from a symmetric population the sample may have
sighificant asymmetries.” For .the rejection of terrestrial
interferencé considered Here%n. asymmetlry is very ]{Kely
because oneyconfamiggting signal may'affect a large number
 of po}nts in the séectrum; first'of all through leakage and

secondly through a large occupied bandwidth (e.g. amplitude .

144

modulation). As of yet, no consensus has been reached on how .

robust estimation should handle asymmetric situations. §Eﬁé'
discussion of the problem is contained in [96], [101]

<

and [102].

Y o :

4.6 An Est.imation Procedure

There is no one estimation procedure which is optimum

fpb all situations. Each of the methods described in Section

4.3.5 has some disadvantages. A combination of procedures,
or "hybrid" approabh, cén’be used to overcoﬁe some of the
"ihdividual disadvantages and is most appropriate where a

wide range of contaminating signals must be handled.
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However, éven a very complex hybrid procedure is unlikely to
work in all conceivable cases. A practical compromise is to
keep the estimation procedure as simple as possible, yet

able to handle the most commonly encountered contamination
£ ' .

E Vaees to be at least reoogn1zed and perhaps

_l[ In th‘k.Way one could evaluate the estimator’s
perforoance and note 1mprovements which could be made in the
handling of difficult contamination.

The estimation prooedure'described below is not claimed
to be thevbest possible, nor is it the only way to achieve
comparable results. Rather, it is one of many possible
combinatfons, but one which the author believes will work
well for the problem of contamination of the radio epectrum
with terreStrial interference. Possible additione'and,
_1mprovements to the procedure are mentioned in Section

4.6.5.

4.6.1 Estimation of Variance , |

As described in Section'4.2.3,the'Variance of the cross
spectra may be estimated from the auto spectra The auto
spectra wi]] be contaminated by the same 1nterference as the
cross spectra hence some form of robust estimation is again
" required. The first: deC11e (see below) is proposed as a
‘-simple but tive estimator. 4?F~,

The auto'spectra are different fromethe cross spectra
| - | | B “



146

in that the auto spectra are always positive and the
contamination'is‘entirely one-sided. Interference may

- increase the power received at some frequenoies, but can
never reduce the powe? below the level of background noise.

- With no interference, the dispersion of the auto spectra
will be very small relative to the mean. From equation 4,20
the probability density with no interference (and asSuming a
perfectly flat - -frequency response) will be N(2o 2, 4o ‘/K)

The ratio of the standard deviation to the mean is then

% - v’lw 5/1( :
RNETX: | (4.57)

which will be .01 or less for a typical K of 104 or more.
Almost any estimate of the mean, as long as it is not
drastically affected by interference. will provide
reasonable accuracy. \

In addition, the variance ot the cross spectra need not
be known;with'extreme accuracy. Good robust estimators
(especially those with small local-shift-sensitivity)'are
relatively 1nsensitive to small changes in the estimate of

sc used (this corresponds to ‘the notion of qualitative |
' tness” discussed in Hampel [82]). Accuracy of the scale

" estimate to within a few percent would appear to be more

* than adequate o : ' .
‘ The estimator proposed for”xhe centers of the auto
spectra: is theﬁ*irst deq1le (1 e. the point -below which 10%

angmabove~which 90% of the observations are’ found) This

-

; . e
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estimate is robust in the présence of single-sided
contaminat fon and, as will be shown, has sufficient accuracy

for the required'purpose.

4.6.2 Accuracy of the First Decfle as anisstimutor |
Let X represent some fraction, 0<A<1, of the cumulative
* fog

area under a standf;d normal curve, f(X) Let a, represent

the value of x at(wh1ch the area A has been accumulated, as

ghown in Figure 4. 2.

‘ @ L .
A= mexp(—xzﬂ)dx : : .}(4.58)
If'n‘indepen&ent observa‘ﬁons, Y15 ¥pi-e0y ¥ from an
N(0,1) distribution are ordered to’ form n order statistics,
y(i)sy(Z)s ++SY 1y + then the expected value of the k'th
order statistic.y(k)._will be o, as above with x=(k-1/2)/n.

It is known [103] that the asymptotic distribution of order
statistics approaches a normal distribution given by N(a '
A(T- A)/nfz(a )). The mean and standard deviation of this
distribution is evaluated for n=100 and various -values of A

in Table 4.3. |
When using an order’statistic P, corresponding to the

first decile (k=[ArT+1) to estimate the center of the auto -

""Sw a..

underestimate the mean by 1.3 °P and have a standard

P
deviation of 0.17 op. . From equat1on 4, 57‘\the ratio of the
L . F
standard deviation-oPF to the m%ﬁn PF is' 1/K . A small
correction factor of 1/(1-1.3//&) will correct for the

mate will from Table 4.3 typically

B s
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FIGURE 4.2 Cumulative Area Under o Standard Normal Curve
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4
Table 4.3. Asymptotic Expected Value and Stanqard Deviation
of Ouantiles of the Normal Curve "

- ..,

-t
@

-~

- ' - . . ’
Quantile Expected . Standard® J
. Value o Deviation
o - a £-1(a) A=V /n
L "
0.1 -1.3 0.17 = ' o
- w . -~
0.2 -0 85 0.14 /
0.5 0.0 0.13 -
. a J‘ N o
R /
ot e,
W -y P
underestimation and provide-.-an unbiased estima té PE of the
mean P. -Thus . Pl |
R . . )
P = 1 P ’ . '
EST ———— +1)
| TRIETr
= (1+1.3//K) P ]+1) A for K>>1 | '(4'59)
The stat:dard deviation of Pesr W Jlfffbe o {'

« Opgp = (1+41.3/4K) 0.17 v‘“#; (1+1.3/{‘l?)‘ 0.17 /K

S . 0.9017 ¥ f‘gr K = 10% S . (4.80)
If no interference“"is pr‘esent the Hrst decile plus the

‘ correction factor above provides a very accurate’ estimate of

the means of the auto spectrp. ‘ .

If there ts inter ference, the estimate is affected onty
\slightly For emuple, if 50% of the points of an autd
| spe;truﬁ oontain 1nterference and are larger than they

v . : e J if

. ~ . o _".“;
| “ . § gt L

]
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) should be, then the remaining 50% will sti]l belong to a
ndrmal distr1but1on and the order statist1c P([mﬂ+1)_uM1ch
prevﬁpusly QOrreSponded to the first decile will now
wucorres’ond to the second decﬂle (r=0.2) of a normal
. :sttributioq The new estimate with the old correction
—factormwill be ’
P - ) “ '.
psp = (141310 P ({0.2n ) | -,
= (1+1 3//K) (1-0. 85/.4?) P = 1.0046 P (4.61)

for K=104. The error with 50% contamination is only 0.44%.
The first decile is therefore incensitive to ewen iarge
amounts of interference and will serve as a very simple but
accurate estimation\for the means of the.;uto spectra, and
hence the var1ance of the cross spectra.

It must be noted that this estimator will be affected
by any anomalies, especially dips, in the ‘frequency response
of the auto spectral, The spectraumust either be flat or any-
‘ripples must be corrected for before the f1rst dec11e will |
functiﬂon properly as the auto mean estlmator |

-

2; alterd!t1ve to the f1rs$ decile wh1ch would prov1de

better accuracy would be an_M-estimator such ag a b1we1ght

However, the addit1ona1 computat1onal compleXTty of an

M- estgamtor is not warranted in this case.

4.6.340cation Estimation o L
The estimation p'ro.c_edur'e‘us to find the IOCatlon ‘.

parameters (centers) of.the crosIaspectra descr ibed below is

.,)‘“" . ‘ ‘ ) .
. Sl
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[

a hybr1d o th~ee different procedures A Huﬁi ‘st imator
with k=1.5 is combined with a 6o reJectionQﬁQ*t to obtain a -

Jeliable 1n1tial estimate for a final biweight M-estimate.

The rejection rule takes advantage of expected sidelobe X

levels to reject additional contaminated points on each!;py

1teration,/and combines rejections from both the co and’

quadraturJ cross spectra.:

poeiib1e First of al], end points affected by roll- off are |

Prior to estimation, all spectra must be as flat as

deleted. Ten points are deleted from each end leavingya

total of n=108 spectral components of the or1ginal 128. The

.auto spectra are ccrrected for amplitude ripples, and the

cross spectra are corrected for amplitude ripples and, if

possible, phase ripples.

SRR
' -

Lo v

S

S

The steps in the estimation prQCedpre are as follows: ,

o

Order the componehts of the auto spectra according to

magnitude. Find the location parameters of the auto

spectra, 6, and e, using the first decile plus the
F a' v

. appropriate correction factor as the estimate. The order

, statistic which most clcsely'approximates the first

decile is found us1ng
. k=[An]+1=1 (0. 1)(108) ]+1=11

{*where [ S is. the largest integer function. Thus,

OF’PF ( .3/&) - | . (4'62)
. (11)‘5-%“_ v

e a¥

i}%s::
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- no éignifieant interference and proceed to biweight
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(11)

The standard deviations of the cross spectra are then

estimated as

() :
&P =g =g = F°G
x ¢ 0 /== . (4.64)
¥ - . , .
Find the medians M and MQ of both th co and quadrature
fr?-« .

spectra. Do not- disturb the order of fﬁa,spectral

components in do1ng so. Use the med1ans as'ﬂnttia1
§‘,,.x .

estimates of the location parameters. of the spectrai'

(i.€, let 8, -M and GQ-MQ) Calculate the standard

deviations abput the location’iarameters:

r n . ' ‘
e uo-d!ﬂﬂl/z o |
S¢ = 1‘1, C o (4.65) .
s = 1£1(PQ(1) 6y ]1’2 . (4.66)
. Q NE— ] , o
ﬂ - .

If both SCS1,250x_and st1,250x. conclude that there is

4

estimation, step 10. _ . o qﬂ'

If-either S, or gf'is greater than 1.250_, outliers may

‘be present. Starting with the spectrum (co or -

L F

quadrature) with the largest standard deviation, proceed

‘to‘delete«cut]iera. Fihd tbe~spe3tra1 component

corresponding to the largest standardized deviate from.

the location estimate: ' - : R o
. ; o . N

L e iemlweed
. omax © T et (4.67)
X |
_ b | A ‘

wisgt

Q
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If D 26 0,. detete this observation from the sample.

. DeTete adjacent spectral components which wili also be

_ contaminated due'to leakage. If %mx 210.0, delete two

~adjacent observdtions on- each side. Otherwise, delete

one adjacerfibburvation on each side.

‘Repeat step 3 a maximum of 5 times on the reduced

sample. Stop'after'S iterations or if no more points are

" found with D26.0,

| components rejected from both spectra upon complet1on of .

For the other spectrum. first of all delete the spectral
components corresponding to those deleted in steps 3 and

-4 from the first spectrum Then proceed as in steps 3

and 4 to delete additional points The combined

&.
-~ this step are cons1dered to be contannhated with

1nterference and are: subsequently rejected from both the
co and quadrature spectra

Use a, Huber M- estimator (equat1on 4 48) with k=1.5 to
estimate. the location parameters of the rema1n1ng
components 1n both spectra Use the Newt n- Raphson
gmethod of 4 47.

TR marad e
. 'i.'.% oo [ )= ok] | o (-4.687
. ,%;* | 1-1 _

| Exéin’rdeleted observat1ons from the summat1ons and

start w1th the medians from step 2 as 1n1t1a1 estimates°

p of 8. Iterbte until e1ther the change in 8 is less than

some fraction of o (. 01, for example) or unt11 some

fixed nuﬁber of Iterations have been completed. The
G . _

?

. .1‘
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resulting estimates of 6. and aQ should be reasonably

-

accurate,

1f either of the estimates has changed by more_than
0.1, , indicating considerable asymmetric contamination,
go back to step 3 and repeat'the rejectjon anQ’Huber
estimation using the new estimates of 6, and 8-
Reinclude all observations prjor'to starting rejection,
as some previous?&brejected points may now not be |
identified as outliers. Continue steps 3 to 7 until the
estimates become stable. This should normally happen
after very few‘iteratioh;.

Calculate the eta ard deviations of the remaining

[

poihts aﬁter delé, Jhs in equat1ons 4.65 and 4.66. If

‘both 5,51.254_ and st1 1250, , conclude’ Ehat o
s1gnif1cant interference remains undeleted and proceed
:to biwe1ght ‘estimation, step 10. \ '
rIf.eithergSC or SQ are largervthah 15250x. some
“interference which should be deleted may remain. Note
 whether or}npt the.maximum'ofUS outliers wasvdeteaafd in
steps 4 ahd 5 for either the co or quadrature spectrum.
If less than 5 were detected, proceed to step 10.'
' Other@jse. return-to step 3 and proceed to delete_up to
ahother~5 points (plus adjacent observationa) frcm both
spectra Continue on‘?rom step 4 to recalculate new |
estimates of 8¢ and eQ ‘Repeat steps 4 through 9 until
( e1ther {a) the ¢riteria in step 8 are satisfied or (b)

no more points meeting the reJect1on cr1ter1on in step 3

—~ N

¢
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remain, i " ”o

10. Use a biweight M-estimator with K=5.0 to find final
estimates of 8. and eQ from the spectral components
remaining after the largest outliers have been rejected
in steps 1 through 9. Starting with the last Huber -
estimate from step 6, use Newtoh-Raphson iterations

until 6 changes by less than 0.010*.

6 ~

e

*

4.6.4 Eg;Jhation of the Estimation Procedure

The above procedite is quite conservative and will

operate successfully to minimize the effects of interference -

in the majority of cases. Steps'1 to 9 together provide a
very good initial estimate for step 10, a biweight
M-estimate. A Huber estimator is used in step 6 because of
its good convergence properties while the iterative -
rejection procedure removes large and easily distinguishable |

outlikrs to overcome the Huber estimate’'s infinite reJection ‘

point. e

The procedure should not break down except iﬁ extreme
51tuations One such’ possibiiity would. be one- sided

contamination of more than 50% of the spectral components,

in which case the median would be unreliable as an initiai

estimate of location.- W1th symmetric contamination the
procedure>should work properly w1th ‘even more than 50% o?
the points being contaminated _ ' -
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'4.6.5 Possible Improvements
Two‘possible improvements- would be to provide a more

reliable initial estimate than the median to reduce the
1ike.l thood offbreakdown when more than 50% of points are
contaminated and to use some form of adaptive estimation to
reduce the mean squared er:or when considerable low leve]
_interference is present Yy ' ' .

‘Dne‘way‘of increaSing the reliability of the initial .
Oestimate would be to note that there is a certain range ’
beyond which the centers of the cross spectra are not
expected to be found. Other a priori information such as
'tﬂe~values.of‘estimates for previous spectra, ‘might also be
used.‘Aﬂcorrelation of the histogram'ot the cross spectra
with-the expected normal distribut¥, B Eould be employed to

initially locate the center of the distribution.

-.:4 7 Sunnary
' ’ The cross and auto spectra are shown to have normal
‘ probability distributions with interference cau51ng.‘
contamination and therefore heavier tails. The expected
_means and variances of the ‘under lying:-normal distributions
are found. It is shown that the location parameters of the
| auto spectra will provide a reliable estimate of the
varian%gf the cross spectra.

' Published literature in the . areas of rejection rule
| and robust estimatjon is reviewed M-estimators are singled4

:,out as. the best class of estimators and prOperties of a 7

%
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The order statistic corresponding to the first decile

number of M-estimators are described.

is proposed as a simple but effective estimator for the
location parameters of the auto spectra and thereby the
variance of fhe cross sbectra. The pe}formance of this
estimate is discussed.

An estimation procedure for the ce;ters of the cross
spectra consisting of a combination of an oﬁtlief rejection
test, a Huber M-estimator and a biweight M-estimator is
presented and evaluated. Some possible future improyemenﬁs‘
to Ehis procedure’, including the addition of an ada;tivé5 )

biweight M-estimate, are suggested.
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5. Field Trials

5.1 Introduction

Field testing of the complete interference excising
system was carried out between Nov. 12, 1979 and Jan. 6,

1880 at the Dominion Radio” Astrophysical Observatory (DRAO)

in Penticton, British Columbia. Reasons for the choice of

DRAD were the availability of a large 22.25 MHz T-array
radio ¢elescope and the expertise and experience of DRAO'
staff #rom a long-standing program of research in
low frequency radio astronomy. ‘ '
The timing of the observations, by chance rather than
design, coincided with an approximate maximum in the .Y1-year
sunspot cycle Due to increased solar and hence 1onospher1c |
act?vity. terrestrial inter ference and also scintillation

and refraqwlon of radio signals were expected to be quite

The part of the year from November to danuary is ideal

'\\\_jfy'low ffequency}astronomy as a result of the long winter

nights. Electron density in the F .layer of the ionospﬁhhe
reaches a low yalue a few hours after sunset and remains low
until sunrise. Hence there is a long period during the night

with lTow levelsgof terrestrial 1nterference Dur1ng the day,

* Fever electron den51t1es reach max1mum values (due to the
w

inter anomaly) and so- da!’1me interference is at 1ts worst'

. The diurnal variation in eleiiron dens1ty, with steep

gradients at sunrise and sunset, is reercted in graph (d)

J
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of Figure 1.1. .

The interference excising system was not e£pected to
handle the very high levels of interference during the
winter day, and so the periods of transition at sunset and
sunrise were of particulér interest as a test of the system.
Late fall was deemed a good time for‘testing' because the
strong radio source Cassiopeia A has an upper trensit in tne
evening and a lower transit in the morning. and could be
expected to provide easily observable 1nges from which

interference could be excised at the 's.

5.2 Antennas | | | ) e
The antennas were originef%y‘part of a 22.25 MHz
T-shaped :rray #elesccpe at the Dominion Radio Astrophysical
Observatory [104]. The ma jor='arm of the T was oriented |

east-west and had a length of 1300 m (961 at 22. 25 Miz)._The |
minor arm extended 312 m north from: the center of the
-east west arm A photograph of the Junct1on point, fac1ng"
west down the east-west arm and show1ng the north-south arm
901ng off to the right. appears in F1gure 5.1.
“ ‘The array ccn51sted of 624 full- wave d1poles strung
, between wooden poles. A reflect1ng ground screen of
J,add1tiona1 wires was s1tuated ‘a distance 2/8 be low the
dipoles. o o : |
| The basis@ltﬁ.y.,element consisted of a pair of
ful!-wa:e dipoles as pictured in F1gure 5. 2 For the north

»

! polar.sky synthesjq project [21‘ sets of four such basic

LA , . : .
- Tas : F. o \ : .
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Figure 5.1. A View of the DRAO
22,25 MHz Telescope



161

edodseje) ZHN G2°2¢

le—

94 uewe|3 Aoisy o_aom, 2'S 3¥n9l4

V_“
A S 2/X

e e o
e I e
WOV IIVYIIVIIIIIIIPIIDPY; LLLLLLLL2L v 2/ RIIIIIIIIIIIIIIIIIIIIDD LLLLLLLLLLLS S
NHOMLIN ) «
ONINIGNOD L
VNRELNY S\ S30d
] 'NIdOOM
NOILO3S ;
ONIHOLYN~_ | NNve _
8/Y N33M0s§ .
ONLLOITIIH N .
g L ) ms ¢ s ‘ o]
S — 75 ———
. ) X ¥8°0 o r X¥8'0 |

. 370413 3AvM-1In4

L 3

370410 3AVM -3

_ £

|




elements in the east-west arm were combined ~gether to form
48 sub*ar(frays. each 2 vby 2», as shown in Figure 5.3. An
additive combining network ptus precise cable lengths for
each of the four basic elements allowed control of 'the
rbrth-south poinfing and beam shape for each sub-array.

For the potar. synthesis‘ telescope the sub-array beams
were centered on the north celestial pole. The 3 dB beam
,width in both ‘the E-plape. (edst-west) and H-plane
(north-séuth) was about 24 degrees, and the beam width
\‘between first nulls was about 60 degrees.

For the interference-excising broxject two of the
sub arrays near the center of the egst-west arm and a
distanee '350 ‘m (261). apart re chosen; to for/w an
interferometer. . ‘ /

As the sub-array beam pattern ha& an ap&roximate null
for Cassiopeia A during transft fringes from\Cassiopeia A
were initially not very strbng The jlntennas were changed .
-part way through the observattons. }nstead o# using the

. '.M‘

sub-arrays. signals were mn from just one of  the four

162

dipole-pair elements. A singie element prO)/ided an antenna 9.«“

pattern centered on the zenith wi th an E‘plane 3 dB beam .
rwidthef—~24»degrees and an H-pM width of 96 degrees.
Signals from Cassio_peia A were then much mpr‘o.ved.. Y '

2

2
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fwagle Lerfyths and Losses ' ' .
{-VV One of the requirements for an interferometer is h
accurate knowledge of the phases,pﬁ signals from the
5:3; antennas To determine phase, the electrical lengths‘of all

cables in a system must "be known. s b

JThe only unknown &ible lengths in qpe project (and also
Bu
.isthe longest) were for the ﬁi?lés betwepg the first IF. @
amplifier? (16cated near the- abtenﬁee)'\ﬁd ‘the second mixers
L BMPIE
(located in the obsnghtory building) Measurement of the
cable lengths was as%ipted by thﬁiavaidability of a_number

A of cable runs begyeen the bujlding'dﬁd the antennas Three

¥

cables.'all of unKnouy‘iength - were connected at the antenna

s . 1Y g
*end via a resistnvg 5jf-litter ‘as ‘in #iguxé 5. 4 A signal

.'

ﬁfn accurately Known frequency dowr) offe
of the cables Measurement of ‘the jﬁplitudes and relative

~genérator transmi‘*j‘

’phases of the signals at the terminated ends of all three

.cables were made. The generator‘frequency was then changed'
. slightly and the measurements repeated The'signal generator

o

was connected to the other two cables in turn and the adee

processsrepeated . h' o L
. l From the amplitude measurements it was possible to .
determine the loss of each cable“in3§v1dually, and from the

phase’ measurements d"t different reduericies the electrical

lengths of each cable cbuld be calculated The length

calculationsqwere slmilar to. those for a cable measurement 4

- ) ,
.,,__Npronedure _kndwh .s,jt_h_e__ extended m:d:e method [2]. Sl
. The lones end . E rical iengtm at 5.0 u& mured

- «;_, ! Ay :

B L L, R . . :
. Co Ly - I : ' L
. . < . N c ‘e L ’ N
T L L R A EER ) R .
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for the cables to ‘tW# @ast and west receivers are given in A

+JTable 5.1. The'difference_in losses is due to the use of | ,;t
ldw-lqss heliax for a large part of the cable to the east

recejver, rather than RG-8 as useg for the west receiver.

Al

P
T

'Table 5.1. Losses and Electrical Lengths of Receiver Cabies
e ‘at 5.0 MHz ,

S .~ . a,w"‘ %

Receiver' fg;' ble Loss Electrical ., .
| "‘C‘ . Length

~ v N )

West T 12.0dB  11.4a

)

# East v 8:4d8  11.0x

S .

Al s . . ~
E =0 - | K

’ 5?~Bandwiqth Decorrelation ~ .o
- A possible problem whibh.may occur with radio 7 a
telescope/,is bandw1dth decorrelation If there is.a large = - <
relative delay between two sigpals being correlated a phase.
shift results across the bandwidth of the'Signals, thereby
reducing sensitivity ' f e . .uj&”“' &;qgﬂ'w
Because the 52 KHz bandwidth: of the. F$T procesSor is%» ‘

small bandwidth decorrelation is not serious. At the first
null of the antennas in the east-west direction the position
of a source would be 8 = 30 degrees from the zenith. With a

baseline of D, = 26 wavelengths ‘the ow ey 1, between the .

«~»~-signales.acriyaleat_the two_ agfenﬁis ’”e;"_,e;e_-weeuvﬂﬂfjeeeﬁf

o ._ N o . - i - RN » » . e i ) R } . T
S ) ‘s A - . = . ) B . ' ) : .
T pooTo e B H L L
. \ . .
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AN

D, stne o

1 v ,
s 26 sin_30° 106
m 0.59 10 sec
\
lay T, due to the difference of 0. 41 in the

"icjles, should be added.

N ® Al

" 044 .

N . 72 = = o 08*10" sec . n
| 5%108/s

.

(o
The phase shift?acrossx bandwidth of BW = 52 KHz for a
delay. oﬁu:r = o‘a?mq ¢ seconds will be L g

21r)<57>']03/sec. .0, 67><10 “6 gec x 180/7
’ ld

» F 12 5° «v s ' > | .
» e o S
(b A M
This smaH phase ‘shift will not produce any significant
bandwidth dec?elahon over the field of v1ew of the
'antennas coa | ‘

: corrected for by addinb\a conpens’atmg amount -of phase ;f't‘

If ban&ndth decorrﬂation were a problem. it could be:

to’ the*in phase and quadrature spectra ‘The amount of

cohpensahon would be calculated to produce zero -
o TR Ay o «

decorrelatidn for a desired point in the sky o o ‘

SSSystemOporation S IR ' S

[

* The conponent part?’of the entk'e system. including : .
antennas, receivers, FFT prooessor and microomputer were |

1ntarconnectad as outlinad 1n tha praviOua chaptars. Figure

S
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5.5 shdtus,‘he equipment in. the observatory building. T&on .
second mixers and IF amp11f1ers were rack mdaﬁted above'ﬁnd
below the Fluke synthestzer at right center of the Rhoto.

The FFT processor and microcompute; Were enclosed in a

. shielding cage (end removed) to.the left. A view o&trsﬁ FET

~ set to provide a_noise-level;oﬁ between-30 and BOJnVrms-ﬁgto oy

‘instability of the 1F.tran$former cores. Frequent monitorFﬁg

processor from above An Figure 5.6 shows‘the circuits boards

<
ﬁi,a rack at the back and the-keyboard and reaabu .

at the front & ) 'Jﬁ,' o o _ S ta
For the receivers the major operating cons1derations

e,
frﬁncy response and gain adjustment As men®ioned - .

previous]y, the freqygﬁ4&~responses of the second IF .
& %
amplifiers wereﬁfound to change due to mechanical

* .

-

and adjustaent‘uas therefore necessary. Receiver. gains were .

'the A/D converters. Thistlevel ensured that signat leVeTs

were above rodhdoff noise, even in the presegté“of strong

. 51nusoida] 1nterference The l‘rgest siﬁuso1d which would

AN

not cause. significant cli ping was about 300 mVrms . “
~N-
Most aspects of the sYstem s operation were‘control]ed>

by the microcomputer For~example thé mlcrocomﬁuter

f contro]]ed the §eEE;d Tocal 05c14Pator frequency ané the

.
i
P

; frequencies were 22 325 MHz, 22. 275 MHz 22 225 MHz and RS
22 175!&: ‘ ° T

1ntegrat1on time.- For mdny of the observatlons the second LO
was sequenced through four values 4.483 MHz 4.533 MHz,
4, 5&3 iz and 4. 633 MHz. The. resultgng rece1ver center

v : -' . & Dol
’ . N FAP I - . /.' . . . . .o .
L - . . . T - .
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| A ma jor function of the microconpt.gter was the recording
of observ&tion results. %order for detatled analysis of
the obseri)etions to be carried out at a later time, the raw
'spectra from the FFT processor were recorded on magnetic
tape. Spectl'a directly from the FFT processor consis’ted iof
48 bit in\ﬁgers These were converted by the micro_conputer,
to 32 bit floating point numbers with a &ign bit, a 7 bit

o=

tuos coupl'ement exponent and a 24 bit unsigne‘d mantissa To:
reduce twmount of data stored on tape, _spectas.\,were &

recorw bi\t floating point. numbers by truncating the, .
mantissa bits A header containing an identifymg fi‘le '

nunber. the time of recording, the accunulation time the

local oscillator frequency and the nulber of clips counted
_ during A/D conversion was recorded with each spectrung A
checKsuﬁ i’or error detection was also included. . .
The microconpu% euployed a 4a rejection . procedure for
robust éstimaﬁ:ivon of *5'33 centers of the in-phase and

¥
_quadrature spectra Esti;:ation results were recorded.on a

-,,v‘_n"‘%wo pen chart recorder so that fringes could be observed a¥

i 'they were received A second multiple input chart recorder

. was used for the nunber of points»deleted durmg robust

. .estimation the - local oscf'(ator frequency and the ané'unt of
““clipping An assenbly language‘ Hstmg of the microcqnputer _ >
J _'Program used during thd oése&vations is mciuded in | S
‘, ';-Appendix'a TR T | :

| A prob‘iem mwwtgc%with*’t microcouputer during the




Y oa
Processing Unit. This device ‘was discovered on occasiol *ﬁgfi
refuse to ciear‘itg.bUSY flag As a result, the

get hung up in a loop waiting for

microccmputer woul
arithmetic computations. A program modificat;lwon which timed
Am9511 operations and reissued commands ifgi e device
'remained BUSY for too longuuas partial;;‘successful in
overcoming this problem.” However , further testing revealed
that the’de*ice was dperatinp incorrectly in other. ways. 1'1
Correct Operation was. found to be hithy dependent on clock *
frequency which the manufactufer odaimed could be anything

from 0.3 to 3 MHz but which ggtually exhibited only a few
windcws'a few tens'of-Cycles'wide near 3 MHz within which

the device wou ld work properly The windows were dependent

on temperature and would slowly drift, caus1ng the -author
considerable consﬁernation . '

- Thig strenge behavior appeared to be the result of a  §
manufacturing defect . A second device (from the same .‘ -‘5f
' 3jmanufac1uring lot) performed in~a similar manner . This |
.tintegrated circuit was a reiatively é; and highly ccmplex

.Lsl chip, gt
' The roblem was finally alleviaﬁed by the simple |
. addition of a heat sink to the- IC Though not called for in
 “the manufacturer s informa’tion, the heat sink kept ‘the ICs
-teuperature ‘sufficteNtly- stabl\/s%zx;hat it would continue to.
: operate satisfactorily‘once the clock frequency ‘was " set .
'Fortunately. spectru stdred on tape were not af:;cted by the . - :
r=:.-ﬂetfﬂwlties mth&ho aritme-tic unit. B o

manufacturing difficult ES were not unexpected
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5.6 Data Analysis
The spectra from the tapes were analyzed on the

University of Alberta’s computing facilities The FORTRAN

program used for robust estimation is listed in Appendix 4.

| Analysis results presented in the nextlchapter wé?% plotted

‘, by the computer on a CalComp plotter. oo ) S
Prior to robust est'arnation a correction was made to

the spectra to force the frequency response to be as flat as

possible This correction was necessary because of ripples

=|n the fr*e

pr‘ov"ided by
mterference were chosen, and fifth order polynocmals f1tted

e

tp estimate the receiver anphtude responses All of the

ncy-re se.of the receivers , . “

' r'efer #ee for 4nphtudepqrrections was

e auto spectra Auto spectqa containing no

, | auto spectra received on the samer night were then divided by

these reference polyrgnmls &o produce a flat f‘reqh!ncy

)

response

N

‘ The cross.spectra were div1ded by the square root .of "f B

the product of the polynonna'ls for the twb recewers in

- order to correct for aapl‘itude ripples. Unfor nately a good s

- ..Q
: re%rence for the. relative phases of the two receivers was - - y
8. ‘5‘-. -
"ot - available .Therefore no -correction could be made for .
. ..’. . R

differences in the phase responses of the receivers S '
' The snplitude ripples found m the speetra before | | |
ﬂorrectian ranged ‘From 0. 15 dB to 2 4 dB with the mdun
| umount of ripple being 0 88 d8. Spectra of strqtg fringes
uere exmin-d for evidence of phue ripples but no Lo
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detectaBle ripples were found.
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6. Observation Results
This chapter describes observation results obtained usmg

79

the interference excising correlator at the Dominion
‘Astrophysical Observatory in Penticton. British Columbia
‘during the period from November 12, i979 to January 6, 1980.-
Section 6.1 contains a m.nber of plots of in- phase and , | y
quadrature fringes both before and after' intenference has |
been removed. Some exanplesa of rui: spectra .and their
histograms are included {’% number of plots of. morning and
evening. observations' are%ivem, illustyatingv"the range of
. Yinterference levels encountered '
s
and phase in Section 6. 2 in order to demonstrate the
prese“nce of scint;illat’ion Vargi»ations in the anplitude of &
the fringes are carpared to similar - variations inoted in the
'au.-to spectra The performnce of the first. decile as an
}es'timator for the auto spectra is: investigated,m,sPction
6. 5 The subsequent sectiomdescribes an attenpt at dayhme .
- -observation euploying an experiufental frequency changing
Co An en'pirical probability distributtlgﬂn for inter.ference
B all'plitude is given in Section 6.5. -The probability of
mterferenoe is found to exhibi/t a power law relationship to

- ¥
' -9

’

"‘ﬂiterference level R L e
. The chapter ooncludes‘with s&me general comuents on the

Observatims . -

S
Some of the fringes are p’f‘otted ‘in ms. of anplgtude,.:y

‘. ) .
¥ N

'
lrae

‘.- .‘
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6.1 Plots of the Observations
" 6.1.1 Exmmples with No Interference Removed |
Figures 6.1 and 6.2 show records of fringes from which.
interference has not been removed (i.e. the sanple mean is
used as tlg.estimate of the centers of the co and quadraturp

spectra) In. 6.1 fringes from Cassiopem A (lower transit

t'lme.as 441, fringe period 17.0 min at trensit) are evident

'unt11‘6ﬁ25‘:heh ‘interference oblLterates them. Figure 6.2 m
'contains small fringes from -Jugiter (trensit time 4:00,

frfege period 8 9 min. ) with high leve‘l‘.s of terre&;rial

’ ' .interference at 5:30 and after 7:00. The peaks are truncatedl
fy at £100, but some of those shovm were actually as. large as
41000 Th,e nterference peaks ,;ere periodic because the “

system 1s scanning sequentially through four adJacent éo KHt

L regi¢1s of the spectruu between 22.15 and 22.35 MHZe Records

of terrestrial interference s\uch as these are comnonly

sy
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631.2 Examples with Interference Removed
The same records as above are shown in Figures 6.3 and
6.4~following interference removal via the robust estimation
method of Section 4.6.3. Four traces are shown in these
plots. Traces A and B are the, in-phase and guadrature
fringes. The sélid lines are the robtust estimates, while the
x'8 are the sample means (no interfere ce : emoved). The
central regions of these plots are 1./~ whereas beyond
+10 the plots become logarithmic in order to show the actual
magni tude of thé fringes when contaminated with
interference. It should be remembered that the x's represén;
the means of 108 spectral components, only a few of which
contéin interference. Therefore, in order to cause the mean
to have a magnitude of 103 the interference, if it is
contained predominantly in a single channel (as is usuai),
~must have a magnitude of about 105'and is thus at least
40 dB larger than the fringes (which are less than *10).
Figure 6.4 contains some examples of interference of this
amplitude Being successfully rejected from the spectra.

Trace C shows the expected standard deviation o, of the

>y

underlying normal distribution as derived from the auto
spectra using the estimation technique of Section 4.6.2. An

approximate idea of the expected error in the fringes due,to,
-

//,»»fluctuation noise can be obtained by dividing the value of
trace C by v(n)(EIT), where n is the, number of spectral

components containing no interference and EIT gives the loss
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in stability of the estimate due to windowing. Trade D
represents the percentage of components deleted by {he
robust estimation procedure (i.e. beyond iSax from the
final qftimate). This trace may be thought of as showing the
percentage of points posi}ively identified as outliers.
Close-in contamination is not included though its effects
are stfl] minimized by the biweight estimator.

From Table 4.2 the efficiency of the biweight estimator
relative to the mean from a normal distribution is 1.041.

The expected standard deviation o_ of the fringes due to

f
fluctuation noise will then be

o, = o[ '1.041 1/2 (6.11
*{(100-%Deleted) (108) (EIT) 1)

For example, if X¥Deleted=0 and EIT=0.44 then pf=.1480x . In
most of Figure 6.3 only small percentages of the points are
deleted, thué cf=(0.148)(1.0)=0.148 which is very small
compared to the magnitude of the fringes. Similarly in
Figure 6.4, 0, =0.53 which is, small relative télthe fringes.

e
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6.1.3 Examples of Spectra and their Histograms

Three examples of in-phase cross spectra and their
histograms are given in Figures 6.5, 6.6 and 6.7. The
examples correspond to cases of no interference, low-level
interference, and strong interference. Each figure shows
four consecutive in-phase spectra and their histograms. The
spectra are all from observations on November 28-29 in
Figure 6.3. The spectra and histograms are linear between
the dotted lines but become logarithmic beyond the dotted
lines in order to show the complete range.of points
necessary.

Figure 6.5 shows four spectra from between 5:08 and
'5:13. In each case the histogfams have a Gaussian shape with
a standard deviation o of about 1, which is as expected
from the levels of the auto spectra (trace C in Figure 6.3).
The centers of the four spectra change because the fringe )
ftpm Cassiopeia A at this time is just passing through zero.

h Low to moderate interference appears in the spéctra of
vFigure 6.6, t;Ken from between 6:24 and 6:28. A centraT
Gaussian distribution (0x=1.3) is present with a few
outlying points. |

Large amounts of interference areiseen in Figure 6.7
from between 7:15 and 7:19. The underlying Gaussian
distribution (ox=1.5) has been badly contaminated'Q{th
interference. Between 25 and 45% of points are identified as

outliers by the estimation prodedure for these spectra

.
e i e £t s e £ it 20
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(trace D in Figure 6.3), but there are sufficient numbers of
non-contaminated points for the centers of the under lying

normal distributions to be accurately determined.
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6.3.4 Morning Observat ions

Figures 6.3 and 6.4 were both examples of morning
observations, with increasing interference at the approach
of sﬁnrise. Figure 6.8 is another example, in this case
conti;uing until after spnrfse.. Fringes from Cassiopeia A
(Tower transit time 6:48) can be seen. A rapid increase in

‘both levels And numbers of interfering signals begins at
about 6:00: as would be expected due to the rapid increase
in ionospheric electron density at sunrise.

At 7:30, sometﬁing unexpected happens. The fringe
estimates begin to swing wildly, the standard deviation
estimates jump erratically, and up to 100% of the
observations are deleted. The estimates have broken down
completely. The cause of this behavior was sweeping
narrow-band signals which appeared over most of the
shor twave spectrum at the same time nesrly every morning
during the obsérvations. g ' -

-The sweeping signals were strong and easily observable
on a spectrum analyzer. They continued throﬁghout the day
and gradually diminished as evening apprbacﬁed, usually
becoming undetectable by about 16:00. Two or three separate
sweeping signhals were often seen simul taneously. Some
started above 30 MHz and swept slowly down to below 15 MHz ,
while others appeared and disappeared rapidly and moved
about the specfrum very unpredictably. The most troublésome

swept signal at 22 MHz was one which recurred regularly with

~

&Q,
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a repetition period of 1 seconas. N
EnquiN{s were made to/the' local Depar tment of ’
Communications offidbe as to the source and legality of-such
sweeping signals Monitoring stations eventpa]lyvidentified a
two locetions producing the signals Denver, Colorado and
San Francisco California. The signals were belieVed to bef‘
ionospher ic soundings which are conduoted wor Idwide for |
ionpspher ic research and radio propagation studies. A
discussion of jonospheric sounding is contained in
Davies [17]. Local Departmert of Communications officials
indicated that the observed sweeping signals might be
i1legal, though confirmation of this has not been received.
The presence of sweeping signals ;Ede observations
beyond 7:30 and during the day impSssible. Before 7:30,
however , normal interference was excised successfully in al)
cases, as illustrnted by the previous examp les. Generally.{
the removal of interference COnsistently allowed from 60 to
90 minutes (occasionally much more) additional observing

time in the mornings during the field testing period.



6.1.5 Evening Observat ions

In the evenings it was necessary to wait until some
time after sunsEine?g;e observations could begin. Strong
interference‘caused the receivers to overload until
ionospheric electron densities decayed sufficiently to
reduce {nterference levels. After interference decreased”:\
heavy scintillation was observed for ajnumber .of hours.
Scintillation was apparent in all of tg‘ fringes observed

during the field trials, and was always  severe in the
evenings. |
e . 7

‘6.1.5.1 November 28°

One record of evening fringes from Cassiopeia A is
" shown in Figur; 6.9. Transit time is 18:48 and the frin
period at transit is 17.0 minutes. 4 large amount of
interference is initially present, with the strengths and
numbers of interfering singé]s decreasing slowly over 1 1/2
hours. Here again the received frequency is beiﬁg
sequéhtiallv fcanned through four adjacent 50 kHz regions of
the spectrum between 22.15 and 22.35 MHz. From the first
hatlf of trace D 't may be noted that one of the four reg1ons
regu]arly has little or no interference presen{’wh11e the
others have much more. The region of least interference is
_between 22.15 and 22.2 MHz. | |

From trace C the expected standardcaeviation varies

from 19 to 6, imp!yingoé standard deviation of the fringes

190



due to fluctuation noise of fr&m 2.9 to 0.9 or slightly more
if a signicant number of pofnts_are deleted. Most of the
scatter in the fringes is therefore due to fluctuation
noise. The fringes aréwrelatively noisy because the antenna
pattern af this time is centered on the nqrfﬁ'celestial pole
] and has an approximate null for Cassiopeia A at upper

- »

transit.
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6.1.5.2 December 4 7 ,

A second evening record ap;;yfs in Figure 6.10. The
antenna pattern his been changeﬂ tb have a maximum at the
zenith, thus the signal from Cassiopeia A (transit time
18:17) is much stronger as evidenced by an expected standard
deviation of o_=0.8, or fluctuation noise of ¢.=0.12. The
receiving frequency is constant for this record and is
centered o& 22.225 MHz.

A relatively constant amount of interference is
received between 19:00 and 19:50, after which reception
becomes quiet. There are many spikes in the fr1nges which
are too large to be due to fluctuation noise. 'These appear
to be due to strong scintillation and will be discussed

furtbher in Section 6.2.1.
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v

6.1.5.3 December 5

A record showing severe evening interference is shown
in Figure 6;11. Very strong interference approaching 10% in
some cases with up to 75% of points deleted continues from
18:15 to 20:00. A single interferer would have to be 60 dB
larger than the fringes to produce the levels shown. A
considerable amount of clipping at the A/D converters was
recorded a number of times until 19:45,

The receiver frequency was again being scanned across
four frequencies between 22:15 and 22:35 MHz. For most of
the record, trace D shows one frequency which is usually
free of any interference (22.15 to 22.2 MHz).

The fringes from Cass1opeia A (transit time 18: 13) are
v1rtually unrecognizable for most of the record. For the
first half of the record the fringes are being d1storted
because h1gh interference levels are exceeding the dynam1c
range of the system. Periods of excessive clipping produce
hermonics e%d contaminate the entire spectrum. Large single
interferers such as those 60 dB above the fringe level
produce spurious sidelobes (a result of FFT coefficient
quantization) and thereby contaminate the rest of the
spectrum Finally, intermodulation d1stort1on in the
rece1vers was observed d1rect1y on a spectrum analyzer
monitoring the first I.F. outputs during the time this
record was made. Two very strong, steady shortwave s1gnals

were observed below 22.15 MHz which were clearly overload1ng
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the first mixer and producing intermodulation products
t%roughout the first 1.F. pass band. It was'oﬁly after 19:30
that the level of these two signals decreased
sufficiently to allow normal observations to begin.

After 20:00 the interference has become quite small.
However, much larger variations are present in the fringes
than would be expected due to.fluctuation noise. These

variations appear to be due to scintillation.

~
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6.1.5.4 December 6

A final record of evening observations is shown in
Figure 6.12. The received frequency was centered on
22.175 MHz. Considerable interference occurs from 18:06
until 19:15 with 10% to 30% (and in one instance 70%) of
points being deleted. No clipping at the A/D converters was
recorded during this record, but from 18:12 to 18:36 there
is an increase in the levels of the auto spectra._as
evidenced by trace C, which may be due to intermodulation or
soﬁe form of broadband interference. .

Fringes from Cassiopeia A (transit time 18: 0S8) appear
after 18:15. However, these fringes are badly distorted by
scintillation. At a few points, such as at 19:12, large
peaks occur. Exam1nat1ons of the spectra for these points do
not show any signs of the peaks being due to interference:
hence they seem to be a result of severe scintillation and
possibly momentary focuss1ng %;jthe radiation from
Cassiopeia A on the anteneas by the ionosphere.

-An interestieg observation for tn4s record is the '
extreme rapidity with which the interference di€appeared. In
a sbaee of 20 minuteS»interference goes from occupying 40%
of the spectrum to zero percent . Also on thws night the
interference remained at zero from this t1me until 5:30 the
next morning. Scintillation cont1nued until at least 21 00.

The absence of 1nterference during the night was unusua] and

was seen only twice (December 5- 6 and December 6-7) durlng
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 fifteen nights of observing between November 19 and daﬁuary
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6.2 Scintillation

6.2.1 December 4 “

In Figﬁre 6.13 the in-phase and quadrature -fringes from
part of Figure 6.10 are plotted in terms of amplitude and
phase rather than real and imaginary componénts The phase
changes in a linear manner, as eXpected but the amplitude
fluctuates considerably |

Nearly identical amplitude fluctuations can be obsérved
riding on top of both auto spectra as illustrated in Figure
6.14. Traces A and B are of the two auto spectra, showing
only'the varialibns on the tops of the spectra. In trace D

—the_amplityde of fhé cross spectra from Figure 6.13 is
redrawn. Trace‘(C 1s mos t 1nterest1ng, as it shows the
geometric mean of the fluctuat1ons in A and B. There is a
‘striking si}ilarity bétween C and D;-in fact, they are
almost 1dént1cal. The same pattern of fluctuations is

observed on the auto spectra. v

The conclusion is that a single broadband source w..n a -
rapidly varying amplifude,is being received by both
‘antennas. The source is Cassiopeia A a;d the amp litude
variations are due to scintillation. According to the -
preSently‘accepted view of'§¢infjllation as desg?iged by
Briggs [23],‘irregu1arities-in the ionospheré impo§e random -
‘phase'Variafiohs on an incoming wavefront. At the earth’'s
surface, thé;e bhase Variations are converted.by

- constructive and destructive interference into a combination



of both Shase and amplitude variations. Evidently, the 350
meter baseline used for the above observations is short
enough that phase variations appear nearly simultaheeusly at
both antennas, as do the amplitude variations in Figure
6.14, Therefore. the phase difference in Figure 6.13 chanqes

in a fairly linear fashion.

(
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6.2.2 December 6

Two‘more plots of fringe amplifude and phase appear in
Figures 6.15 and 6.16. These plots correspond to two
pbrtions of Figure 6.12. In 6.15, both amplitude and phase
variations are evident. This is also true in 6.16, where
thefe is. good correspondence between peaks in both the
amplitude and phase fluctuations. )

The auto spectra for 6.16 and the geometric mean of
their variations are shown in Figure 6.17. As bef .re, there
is a close similarity am;ng all four traces in this figure. {
However, on very close examination it may be seen fhat the
peaks in trace B generally lead those in trace A by a very
short time (approximately 20 seconds); The difference in the
t:ming of the heaks is caused by ionospheric .irregularities
drifting between Cassiopeia A and the antennas with a
velocity of at least 350m/208e¢§17.5$/sec from west to east.
The drifting of rionospheric irregglarities has been observed
in a similar manner since studies of the structure of the

ionosphere firs: 5egan (e.g. Booker [105], Briggs [23]).

3
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6.2.3 November 28

-A fourth record of fringe amplitude and phase, in this

case corresponding to the fringes in Figure 6.3, appears in

Figure 6.18. These fringes are from the lower transit of’

Cassiopeia A during the mornihg. Once again there are
amplitude variations while the pﬁése,is quite linear. .
Scintillation is therefore occurring'in the morning when
ionospheficvelecfron density should be at a minimum. As

Cass1ope1a A is just above the horizon at this t1me

sc1nt111at1on is 1ncreased by the long path the signals must

take through the 1onsphere
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6.3 Estimation for the Auto Spectra

Two examples demonstrating the performance of the'first
decile‘ae an estimator for the location parameter of an auto
spectrum are.preSented in this section,

Figure 6.19 shows estimates for one of the ‘auto spectra

associated with the fringes in Figure 6.10. In trace A, the

solid line repreeents an estimate derived from a *3¢
rejection procedure. The x's are uncorrected estimateshof
‘the first decile (i.e. the eleventh order statisbtic. Rty -
Trace B gives the standard dev1at1on of the po1nts remaining
after iterative $3¢ rejection, and C gives the-percentage of
points deieted. 4 | |

A compar1son of the solid line and the x's in trace A

1nd1cates that the first dec11e is cons1stent1y below the
reJecﬁfbn estimate by about 2.0, or 2. 0/100 2% The
1ntegrat1on tlme dur1ng this record is 20 seconds, which |
corresponds to K=8137- The correct1on factor requ1red in
equatlon 4.63 is then (1+1, 3//573_)-1 014.. After correct1on
the first decile estimates of eF will therefore be

(1-0. 02)(1 014) 0.994 times the 3¢ rejection est1mates, f
produc1ng a bias of -0. 6%. The s11ght d1screpancy is -due to
'a small amount of r1pple in the auto spectrum.

A The expected standard deviation of the auto_speofrum
~ from equation 4.58 is 100/ 8137=1.11. From trace B, the .
standard*deviation after deletions is actually about 1.5, as
~would resuit if a ripple of sbmething less than {% Q;:Z"“'"f

>
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present in the auto sbectrum. The fluctuations in the level
of the auto spectrum are due to scintillation of Cassiopeia
A, as shown in Figure 6.13. | .

A second example of auto spectrum estimation. is given
in Figure 6.20, correSpbnding to the fringes in 6.4. In this
example, the first decile estimates are less’than the '
reJection estimates by about 10. 0, or 10 0/830 1.2%. The
correction factor. with K= 24411 is (1+1, 3A/532777-1 0083. The
final estimate is then (1-0. 012)(1 0083)=0.996 times the
correct value, resulting in an ecror of -0.4%.

Overall the f1hst dec1le performsavery well as an

est1mator for the centers of the auto spectra
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6.4 An Attempt at Daytime Observation

| From an interference standpoint, daytime in the winter
of a sunspot maximum»}s the worst possible time to attempt
low frequency astronomy..lndeed, the levels of interference
were found to be very high in the daytime. Intermodulation
distortion in the receivers initially made daytime
observations impccsible.fModifications to the RF and first
mixer'stageé of tq§ receivers detailed in Chaptec 3 ‘wére |
under taken to improve their intec%odulaticn performahce.

An attempt ct dayt ime obserVatioﬁ was ﬁade on ‘.

January 6, IQBO.AThe ma jor objective of this attempt was to
test a scheme'cf automaticaliy changing the receiver center
fbequency if excesstve igterference was encountered in crder
tc look for a quieter-pert of the'sbectrum |
\ A fortunate c1rcumstance was the absence of sweeping
interference on the day of the tegt _probably because the
"day was a Sunday. Sweeping 1nterference was not detectable
‘Oﬁ’a spectrum analyzer at any time dur1ng ‘the day, as 1t had

1nvar1ab1yvbeen_during the dayc of previous observations '’

which were all weekdays.

6.4.1 Frequeh‘cy.._Changin'g - o~

) 2 very simple method of frequency changiné was
'_employed. The spectrum betWeen 22:15 and‘22.35~MHz was
4»'dividec‘into four 50 KH? slots, any of which could be

selected for observing. Changes were always made in order,
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starting from the highest slot, 22.325 Wz, through 22.275, '
22.225 and 22.175 MHz and then back to 22.325 MHz.

| The center frequency was changed on either of two
cojditaons. 1) an excessive amount of clipping occurred at
the A/D converters due to very large 1nterference 2) more
than 40X of spectral ecomponents were deleted due to a large
number of smail'interferers. Thé above scheme wés easy {o
implement and seemed adequate to test the merits of having a

frequency-changing capability.

~

Id

6.4.2 Daytime Results ,

The res&lts of the daytime test wére mixed.
Iﬁterference levels were high enough that, even with the .
improved‘receivers; ser ious intermodulafjon wasvat times
noticeable on the spectrum analyzer. Iﬁ‘addition; | c o
interference of a broadband nature (100 kHz or méré) was

_ ”sométfmes seen. However, there were also times when two of
the 50 KHz slots, centered on 22.175. and 22. 225 MHZ, were
v1rtually free of 1nterference “ :

’ Some fringes from Cygnus A (trans1t t1me 12:56) were
seen between JO.OONand 14:00, but these were interspersed
~with periods of severe interference which the system could
not rémove completely. The frinbés were extremely ifregular
~ in both amplitude and phase. A portion of the .daytime \
) observations can>be;seen.in Figuée 6.21. B

The ability to change frequencfes was of vé’i l1m1ted

value The two h1gher slots, 22.275 and 22 325 MHz,
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contained strong interference at all times. The system }:_~“
therefore spent more>than 99% of its time in the two lower
slots. The system changed between these two"frequencies only
three times during an éight hour obsefving period.
Frequency changing would be of the greatest advantage
if there were many regions of fhe spectrum from which one
could choose, with an equal and ‘independent probability of
interference at any frequency. Such was not the case during
the daytime test above, hence frequenéy changing was of

little benefit.
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6.5 A Probability Disthibufion for Interferegpe _

A very important point in predicting the success of
interference .cising is some knowledge of how interference
tends to be distributed in amplitude. In particular it is
desirable to Know to what degree very small and undectable
inter ference can be expected to be present. |

An analysis/of the records of the observations hade at
the Dominion Radio Astrophysical Observatory was conducted
to determine whether or not the distribution of jnterferénce
followed a pattern. The analysis consistéd of producing’
histograms of the magnitude of deviations of cross spectral
components from the centers of the spectra. The %ringes
found by robust estimation were subtracted from the co and

qQuadrature spectra to center the spectra about zero, and

then the rms deviation (Jcoz+quadﬁature2)bof}each component ¢
of the spectrum was found. The rms deviations of many hours
of observing were tabulated to form each Hﬁstégram. n
Because interference varied over a range of about
60-dB. it was imbractical to perform tabulation in a linear
manner. Instead, a tabulation with equé] sized iﬁterva]s was
perférmed on the logarithms of the rms deviations. Inl'
‘ effett, the size of the intervals’'or bins into which
_ spectral combonents were collecied then increased in .
proportion to the amplitude of the components. The number of
| counts in-each bin was then;diQided by the sizecbf the bin

\

to restore linearity.
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4

A histogréh of results from part of the night of
December 6-7 when almost bo interference was received
gbpear§ in Figure 6.22. The dashed line represents a
Rayleigh distribution, which is the expected disgribution
with no interference. Only 0.031% of the 38,700 p01nts ‘
tabulated in this histogram were found to deviate
significantly from the Rayleigh distribution.

A second histogram, this time with considerable
interference, is shown in Figuﬁe 6.23. This histogram
corresponds to the first ‘two-thirds of the record -in Figure
6.10. There is now interference extending for over four
decadés pabt the end of the Rayleigh distribution. The most
important feature is the nearly linear manner in which the
histogram decreases over the four decades of interference. A
power law relationship between the probability of
1nterference and its magnitude is suggested.

Five additional histograms pontaining inferference are
presenfed. Figure 6.24 shows a period of considerable
intebference from the evening of\danuaby 4, while 6.25 is a
period of very small interference later the samé night.
Figure 6.26 is frbm the daytime observations of danuary 6.
Figures.6.27 and 6.28 are from the evening-bbservations of
December 5, but forQ?ifferent benter frequencies (22.175 and
22;325 MHz, respectively). For 6.28, spectra from periods‘of
excessive clipping have been excluded to prevent distortion
products from contaminating the histogram.

In each case above, the probability of interference is

-

<
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functionally related to amplitude by a power law. The slopqs
of tﬁe linear portions of the histograms vary from -1.23 to
-1.33, with the average being -1.3. 1t therefore appears

that the probability density function for interference has

the form

%, f(p) = ap~1-3 (6-24

over the range of amplitudes shown in the histograms, where
p is the interference power and a is a ¢onstant of o
proportionality which varies with the degree of interference
being received. The above power law does not hold true |
beyond a normalized count of about 10~4 in most of the
histograms, perhaps due to there being too few points to .
count accurate]y and also due to limits on the system's
dynamic range. Also, the power law cannot hold as o}
approaches zero, as f(p) would go to infinity. |
Unfortunately, the behavior of f(p) as p becomes small
is masked by the Rayleigh distribution of fluctuation noise.
' Because fluctuatien noise is contained in é\l spectral
components, the combined d1str1but1on.1sfﬁ\{ually a
convolutlon/?f the Rayle1gh distribution and the
inter ference dwstr1but1on The interference distribution
alone, without fluctuation noise, includes a delta function
at its center which represents components with zero
interference. The very regujar nature of the interference
distribution for a number of decades beyond the Rayleigh

distribution suggests that the power law may hold for

/\
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inter}erence at lower levels as well. It is only
contaminated points near the junction of the interference
distribution and the Rayleigh distribution which are
important, because smaller interference will not affect
location~estdmates significantly and larger interference is
. rejected by the robust estimation procedure. The power law
should perform reasonably well for predicting average
numbers of interferers near the junction point.

It must be emphasized that the power law found above is
derived from the long term behavior of interference (over a
few hours, at least) and as such is only a statistical
average. Over the short‘term, interference is less
predictable and the.power law loses much of its
- significance. Also, the proportionality factor a in equation
6.2 is not a constant, but'will exhibit its own statistical
distribution reflecting jonospheﬁ%c activity. A
determination of the dependence of « on such factors as the
timg of day, the season and the solar cycle would require a
lo;§ ferm program of observations and data collection. -

A relative, idea of the range of ¢ encountered duqégg
the observations can be found by measurihg the distance
betweerl the peak of the Rayleigh distribution and the
junction point of the Rayleigﬁ and- 1inear sections of the
curves in the histograms. The junction pofnt‘variesyfrom a
facfor of 10*° below the peak in Figure 6.24 to 1024 below
in Figure 6.25, implying a change in a« by a factor of

102263 between these records. Over this range of a the
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power law f(p) =ap-*8 reniains unchanged.

It must be noted that the value of a, 6P“alternatively
.the incidence of int¥-ference, is strongly dependent upon
fhe obserVing’frequency. This fact is clearly demonstrated
by a comparison of Figures 6.27 and 6.28, which were
tabulated‘at the same times but at frequencies 150 KHz
apart. The values of a are different'by a factor of

approximately 10 for these two figures.
18

6.6 Comparison to the Log-Norma1 Distribution

A previous study by Hheeler_[31] found that the
statistica]vdistribution of inteEfering signal powers could
be approximately described by a log—ndrmal fuhctionf The
inter ference diStributions in the preceedinﬁ sectioﬁ also

fit portibng-of Iog-nOrmal curves reasonably well. The |

author stresses that the fitting of his o&n obeervations or

7/
others to a curve such as a log-normal or power Law is

purely empirical and- shouldgnot be extrqp61ated or
genera’ i1zed to any degree without further evidence.

The fitting of interference'distfibutions to a
log-hormal function has one serious drawback, namely"é;
somewhat arbitrary choice of function parameters To
illustrate this d1ff1culty, two log-normal curves w1th
d1ffepent parameters are shown in Figure 6 29. The

express1on for a log- normal density funct1on is gtven in

equatlon 1.7. Over a range of p from 10-2 to 10% (ten

decaggs) the two curves in Figure_6.29 are near ly i@entical,

L 4
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with a slope (on the log:1og plot) ranging from -1.0 to
-2.0. A portion of either curve over a selected four decade
range within this region would undoubtedly fit the observed
data, which has a fairly linear slope of about -1.3.
However, there are no unique choices of parameters m and ¢
which produce the desired fit. | 4
Note that the two curves in Figure 6.29 diverge sharply
as p becomes small. Measurements of interference levels down
to extremely low values of p would be necessary to determine
whether any particular distribution is truly:representative.
‘The author believes that the equipment designed for this o |
inter ference excis1ng project moy be the most sensitive ever '
~ used for measurements of interfering s1gna1 levels.
-Nheeler s method for example, was not as sensitive because

averaging to reduce background noise was not possible.
6.7 General Comments on the Observations

A number of general comments on the observat1ons may be
made. First of all, terrestrialvinterference‘during the

observations was extremely'common. In aqdition to mornings

and evenings, a great.deal'of inter ference was received

during thejnights. The incidence of‘nighttime interference
changed during‘the\obserVing period. Between November 20 and
November 30, .1ow-level interference was v%rtually continuous _
each night. On December 5 and 6, the nights were free from

interference. The remainder of the’reconds showed intervals

of louflevel interference at night lasting from a few
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e
- minutes to many hours.

The part of“the spectrum chosen by the Dominion Radio
Astrophyéical Observatory for their 22.25 MHz telescope is
extremely Qood from an interference standpoint. A view of
daytime radio transmissions on a spectrum analyzer showed
signals to be less common and generally lower in"amp]%tude

-
by as much as 30 dB Qg$more near 22.25 MHz than in

eighboring parts of the spectrum. Even within this region
of low interference, so&e #reqdéncies were better than
others. As indicated by the results in this chapter, there is
a marked difference in the incidence of interferenée across
the 200 kHz band from 22.15 fo 22.35 MHz. There was
consistently less inten%erence in the lower half of this
band, and the 50 kHz region from 22.15 to 22.20 MHz
general]y had the least of all.
Scintillation was continually preSent during the
observations. As both the incidence of terrestrial
& jrﬁerference and scintillation are strongly correlated with
- solar activity, the amounts of both experienced during the
field testing were not unexpgbted; |
Jdverall, the jnterferqnée excising system performed.
very well as long és interferehce levels were nog too 1arge.
Genérally this was thevcase for'periods of frdm ., to 80"
minutes in both the mornings and evenings when interference
was incheasing or decreasing. In addition numerous occasions.
of low-level interference were encountered during the night.

Interference was removed successfully on these occasions.
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. 7. Conclusions //
What are the conclusions to be reached following this
project? First of all, interference detection and removal
through spectral analysis and robust estimation has a great
deal of promise for enhaﬁcing the quality of low frequency
observations and for extending the amount of time during
which observations may be conducted. Second, the very k
important aspect of the distribution of interference
amplituqes requires more investigation befpre a definitive =~ |
answer as to how much improvement is possible can be-gi;en.
This chapter bégins by outlining the performance of the g
presenf system and‘notihg additions or changés which could - ?
be made. The question of the distribution of interfe:enCe is

then examined, and recommendations for further research are ;

made.
: ‘ i
7.1 System Performance o
A number of comments about the receivers, the FFT
processor and the rdbuszestimation method may be made. G-

3

Overall, the receiveré worked well but could-cértain]‘;
‘be improved Upon. In particular, dynamic range and frequency

responée stability were two problem areas. During the

reception of strong interference, the avoidance of nonlinear
' ‘ (W

operation in ahy stage of the receivers is crucial. A‘l'.” AP
calibration éystem wﬁich would have allowed the'monitoring

of both amplitude and phase response of the system would
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have been desirable for maintaining proper filter guning and
for allowing correction of residual response ripp}es

The FFT processor, though not designed for large
interfering signais, was certainly adequate for the ma jority
of SIQnals encountered during the observations. Improvements'
in dynamic range cou]d be made through the use of more than
8 bits for FFT processing, but the benefits such as the
incremental gain in observing time and quaiity should be
weighed against the cost. An increase in spectrai
resolution, as discussed further on, would undoubtedly be
beneficial. The calculation of auto spectra as well as cross
spectra‘is quite valuable .for robust estimation.

Careful containment of!electromasnetic interference
generated bx\the digital cjrcuitry is most essential. An
oscilloscope probenconnected to the FFT processor and
brought outside the shielded.enclosure was enough ‘to radiate
detectable RF interference. Electromagnetic interference
'produced by digital equipment at low frequencies could be a
serious problem to radio astronomy.

The robust estimation procedure deve loped foc the
project worked very wegll. Some poss1b1e improvements, such
- as the use of adaptive estimation, have a]ready been
mentioned. Additional possibilities could include the
jdentification of specific modulation types'and'thgfdeletion |
of an appropriate amount of bandwidth, or the use of past
spectral information to determine if some frequenc1es should

be weighted less heav1hy than others due to a higher
‘ ®
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probability of interference.

A major difficulty encountered during the observations
was the occasional“presence of signals which were/not fixed
in frequency or were not narrow in bandwidth. Sweeping
signals from ionospheric sounding were one such problem. If
sweeping signals could be readily identified and were
present only intermittently. as they appeared to be during
the field tests, then it should be possible to operate
between the sweeps. A more serious potential problem could
Be spread-spectrum communicaiions systems used by the
military. The author does not know to whatqextent such
systems are presently in use or at what frequencies, but
attempts should be made to fing-out. ’ '

The interference power distribution observed during the
field trials is quite interesting due both to its
consistency (a power law f(p) = ap-"3) and its variability
(a ﬁide range of « depending upon frequency and time of day,
and varying considerably from one day to the next). The
relatively weak dependence of the probability of
interference upon interference power_(as compared to an
exponentisl dependence, for exemple) suggests that if o is
large enougn for significant interference'to be present,
‘then the largest of 'the interfering Signals should certainly
be detectable via spectral analysis. Also, if the number of
detectable interfering signals is not too large, then it 1S>
unlikely that there will be many just below the detection

1imit which could produce significant errors in observation
. , N
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results. The obvious conclusion is that an interference
detection and Eemova] system as described in this thesis
will be extremely successful if the number of interfering
Signals is small. If the amount of interferenée is too large
then errors due to undetected interference will at some
point begin to dominate.

The results in this thesis show’the intehference
excising system operating on occasion with up'to>50% of —~
channels being déleted because of interférence._Mqﬁe
typically, successfu1199;ration is possible with 20 to 30%
of the overall bandwidth being rejected. The nominal
increase in 6bserving time without disruption from
interference in the mornfngs and'evenings is from 60 to 90
minutes. In addition, night-time interference was noted on

the majority of nights and was removed with no difficulty.

.
™~

7.2 Recommendations for Furtheb'RéseJrch

This thesis has demonstrated that interference excising ]
-is highly successful during the wihter nfghts of a solar
maximum. However, it is not successful dbring the days. The
mafh question which arises is how well such a scheme can
'operate during a sélar minimum wheh conditions are more
- favorable for asfronomy. A; typical critical frequencies
during the summer day.offa solar minimum are nearly the‘same
as those during the night 6f a solar maximum, it is

. conceivable that interference excising could allow very long

periods of continuous, interference-free observing during
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the summer and pgesibly the winter of a solar minimum.
Further research should therefore include the use of the
present or a similar system in conjunction with a large
decametric telescope to evaluate its performance during the
next solar minimum in 1984-86.

As the brobability of interference aﬁpears to be highly
qgependent on frequency, studies could be undertaken to
identify other regions.of the spectrum below 22.25 mHz where
an interference excising system of the tybe described herein
would b® most effective. In particular, spectral regions
with very narrowband signals and phase-cohereht carriers
should be sought. 1

Far more about the probability distribution of
interfering signals needs to be.Known.‘Is it similar at all
freqhencies and<for all classes of signals? How does it vary
from day to day, season to season, and over the sunspot
cxcle? And, most importantly from an interfefence excising
viewpoint, how is interference distributed below the
threshold of detectab1l1ty where it can produce observation
. errors? In order to answer this quest1on more sensitive
‘measurements of interfering signals are required. The_ .
simplest method would be higher resolution_spectral
analysis, perhaps down to é few Hertz. The basic question to
be asked is does the interfenence‘distﬁibution turn over at
some point (1like .the log-normal curve) and if so, at what
point? |

There is a massive amount of literature on ionospheric
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radio propagation which would shed a great deal of light
upon and perhaps even answer some of the above questions.
The decreasing costs of digital electronics and the-
improving performance -of signalhprocessing IC's makes
interference detection and removal quite feasible for
decametric telescopes. The ability to ?void terrestrial

[

interference using the methods developed in this thesis will

“undoubtedly be of much benefit to low  frequency radio

- astronomy.
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Append { x 1‘1 A Derivation of Equivalent lntegrat{on Time

Consider two real Gaussian series f and g with zero means
and variances a?z and ogz, respectively. Assume that

consecutive sémple: are independent, hence

Cov 7yl = ELE £ = (o2, 103 ﬁf
B CITE ol

g

Cov[g,, gj] -{o 2, i;j
0 , i¥j

-

Let the covariance of f; and gj be nonzero only if i=j, thus -~

Cov(f,, gi] = (Pog0, i=] | '
0 ’ i*j . ' ‘ ’

where p id the correlation coefficient of f and g.
| Define:the product P‘of f and g to be .
4 ‘ n
= 1f) 138
Finding P is equivalent to-cornﬁ&hting thé two series. The
expeoted value and variance of P can be fqymd by considering
/f\\lo be a linear function of a randdlhvar1able fg It is
well Known ‘that the expected.value and variance of a
| weighted sum U of independent terms Y; are given as follows:

n

U= I e

n
E[U] = 4E iE[Y ]
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n
V(U] = £ aiZV[Yi]

7

N
For P, the weights a, are all 1.0 and §o
E(P] = I, Elf,g,)
= nE{fg]
n

V[P] = I, VIf

\ :

= anfé]

181]

The reldtive grror RE in P is given by the ratio of VV[P]

- -
L

and E[P]: o RE. = JTPT ' A“:q'-hf'f
| PR Vg
CATER
- /IW fg' "\;.e.‘._ ,]__‘. .
nE[fg] ? pooT
. ’ ."“.‘""iﬂ LS | T
T = LAlER]
o /n E[fg)
This result is as expected for'a'rectandhiar window Qhere '
all points are weighted equally. | . 2 8" " |
Now consider two weighted series f' and g’ formed by
multiplying f and .g by a set of window coefficients w :
B0 = vy
P , &
By T ViBy
The new product P’ is o ﬁg?
. . - . n 2 . . .
- Poo= k) vytEyBy >
' e ..f '
with expeCted value and~varian¢e given by _ N
: : . Y,
. 4:& | i . . . ,‘V
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E[P") = 121 ‘_rwizé[fg]

VIP) = T (w,212[fg)

n
-3 oo
FORAME

The relative error for P’ _is

REp™ = i) v, *ViEg]

9 v, 2E[fg]

I“am

i v,2 E[fg]

Equivaient ] tegration time (EIT) for a windowéd series
may be defined as \the square of the ratio of the relative

error with no wind to that. With the window:

‘EIT ={RE ]2

: —
» b
¢ : ) n _ Ll.w

w'y__ .. A. ’ . . ’ ’ ’ £

,{,. i : Some eqxanples of equivalent mtegratwn time for a few

Q.iu‘indows Ysmg the above express1on are EIT=1.0 for a

. -~4restangular7-‘inww EIT 0.516 for a Hanning window, and
d~ EIT=0.444 for a“Kais;r-‘Bessel window with parametera 2.5.

-
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Appendix 2 - Products of Gaussian Variables ’

1

1. Expected Value of the Prodyct of Two Gaussian Variables

Start with two independent standard normal variables X,
and x,. Two partially correlated Gaussian variables y1&§hd

Y, may be created ﬁs foﬁlows:

-

17 %%
y, = a.z(px1 + Jl—p!xz), O<psl

Then

E[yl] °1E[x1] =0

Vly,] = 0,2E[x] = 0;°

‘-

osz[xl] + 62¢1—p2E[x2] = 0

Ely,]
VIy,l = 0,%p2V[x] + 0,2(1-p2)V[x,]
= 0,2(p*+1-p?) = 0,2

The expected value of the product of Y, and Y, is

Elyy,] = E[(‘ )%(px + ip2x )]

| ‘ = Efo osz + 0 1° Ml—p X ]. -
0

f - oy0y Bl + A

- 27 o
closz[xl ] 0,9,p

as x, and x, are independent.
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2. Variancé of‘the Product of Two Gaussian Variables

The variance of the pboduct of y, and Yo defined above
will be given by
: L

"= Ely.2y 2] - g2
Viy,y, Ely,“y,1 - E [yy,)
However ,
2y 21 = 2, 2, 2 + /isoZx)2
Ely,%y,%] = Elo)%x,%0,%(px, pex,) %]

x,20 2(p 2 + (1-p2) 2 + 2p71 -pix x )]

E[o Xy

0,20,2 (p2E[x,"] + (1-p?)E[x,?]E[x,?)

. 0
+ 2p/1—p2E[xl3]ELK;])

olzozz(sz[xl“] + 1-p2?)
‘.l

~

To find E[x,*], define the fourth moment as

'-Ugl 4 - f . 'l‘ - 2 . . -
E[x ]¢3 7 x, 7§-vexp( X, /2)dx

- ﬂ§ 7=- 7 X, exp(*x /2)dx

‘Using integration by parts, let

-y 3 . 1 2
u x1 | du '3x1 d*l

dv = xlexp(-x12/2) v = exp(—xlz/Z)

Then, using standard integration tables,
E[xlul = 7%§[uv - Z vdu]

= '/'22-;[-)(13exp(-x12/2) l: +'Z 3¥,ngxp('x12/2)dxlj

L2 -

P

§|~ »

é{p

T -
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Hence, 2 21 m 52 2/94.2 - 2
Ely,%y,%] 0)%0,%(3p +1-p9
)

= 0,20,%(2p? 4 1)

1

Finally, .
Vly,y,) = Ely;?y,?) - E2[y,y,]

- 2,4 2 2 - 2~ 2.2
9 o, (2p + 1) o 0,°p

= 2, 2.2 :
9,%0, (pc + 1)

3. Expected Value of the Product of Four Gaussian Variables

Start with four independent standard norma 1 N(OD,1)
variables . x1. X2, Xz and Xq. It is des1red to create four

Gaussian variables Fro F5 4 Gp and G with the following

j
. variance-covariance matrix:

F_ F,
Fr on 0
F N PO °F2
S | Pc°Fc °°Fc.
- € 17P°%°c P

These variables will represent real and imaginary components
of the complex spectra of two Gaussian .seéries. The desired

re]ationsh1ps above can be obtained by lett1ng

= GF?]_
Fi = osz

W
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G = oglp x) + pyx, + 1P Py xg

Then,

because all

Similarly,

ot

Gy = 9%6(Pyxy + pox, + "op *=py® %))

i

E[Fr] E[Fi] = E[Gr] = E{Gi] =0

\ .
VIF,] = E[F 2] & ong)xzzj = a2

V[F{) = ¢ 2
[ ;] O

2
v1cr] E[cr ]
% E[(Prxl +pyx, + 1~-pr2-pi2 x3)2]
- °czE[Pr2x1“+ Pyxp® + (U-p 2=p, H)x,?]

-

cross products have an expected v: ue of 0.

. 1 1 1’
vie,] = °GZ(Pr2§Lx;3] + Piqu‘;g] + (I“Prz'Piz)gj‘;zl)

<
—
e )
la]
of
(7Y
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(2]
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et
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Cov([F G ]-E[FG]

re’r
(p E}/]"'rpil‘:’[,l/']*"v'lp -pi E[}i{’])

Cov[Fi.Gi] - o'Fonr
CQV[Fr’Cil - ~0:0aP 4
Cov[l’ G ] = 0pOgPy
With four varisbles as defined above, it is possible to
find the expected value of the product of all four:
EIFF,G,C ) - F Elog?og® %y (pyxy + pyx, + fiop 20,2 %)

Ll E.d S ) - — s
Py + %, + T, Py %))

= g0 ®Elx %, (-p p .2 + p Zxox, +p /1p Zp 2 x x
1 r "172 r r 1 T174

" %F %

pixx +Prpix22 +pi 1-pr2-p ? x

-
2

S
-p /1P, Pyt "1%‘_\3 RIS
+ (1~pr2-piz)$3xa] | ) (2
°F2°G2[~9rpiE‘lx IEM, ¥ PR ;F‘J‘é )
+ pTp Top 2 EL(’IE)(IWI
.;?35'_& u,(l!]%] + prpi%]”"zal
- Pim Mi%g%?
s el
+ lop e s Seacs e

- 2, 2 2., 2
O % Pr Py

>
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The following 1$\gn MCSBOO assembly language listing of the
program used to control the microcomputer end FFT processer
during observations. The program enables DMA transfers after
a specified'integration time, displays and records the
spectra, and performs robust estimation using 4 standard
deviation deletions. Estimation results, numbers of points
deleted, amounts of clipping. and second local oscillator

frequencies are recorded on chart recorders.

-

oy
ey
i
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00001
00002
00003

00005
00007

00010
00011
00012
00013
00014
00013
00016
00017
00018
0018

00020
00021

00022
00023
00024
00025
00026
00027
00028
00029
00030
00031
0Qo32
00033
00034
00038
Q0036
00037
Q0038
Q0039

- 00040

Q004 1
00042
00043
00044
00045

- -

Motorola MGASAM Cross-Assembler Page. 1

MEBSAM {s the property of Motorola Spd, Inc.
Copyright 1974 by Motorols Inc.

Motorola MEBOO Cross Assembler, Release '1.1

NAM  DISP_
0040 ORG . $0040 .
0040 0002  XTEMP RM8 2 TEMP INDEX STORAGE
0042 0002  RESPTR RMB 2 RESULTS POINTER -
0044 0002~ DATPTR RMB 2 DATA POINTER
0046 0002 ~ DELPTR RMB 2 DELETION POINTER
0048 0002  DISPTR RMB 2 DISPLAY POINTER
OO4A 0001  SIGN, RMB 1 WORKING REGISTERS FDR
0048 0002 Lo;;; RME 2 FLOATING POINT CONVERSION
004D 0002  HI RMB 2
OO4F 0001  LS1  RMB 1
0050 0001  LS2  RMB 1
0051 0001  LS3  RM8 1
0052 0002 CHAN RMB 2 CHANNEL POINTER
0054 0001  COUNT1 RMB 1 INTEGRATION COUn 7P ,
0058 0001  COUNT2 RMB 1
0056 0001  COUNT2I RMB 1 _ ,
0057 0001  PASS RMB 1 FIRST FFT INDICATOR
0058 0002 DEL RMB 2 DELETION VECTOR POINTER.
OOSA 0001: NUM  RMB 1 COUNTER FOR NO. OF CHANNELS NOT DELETED
0058 D003  HEAD RMB 3 FILE HEADER ‘
OOSE 0001  FILE RMB 1 FILE NUMBER
0OSF 0003 TIME RM8 3 TIME OF DAY
0062 0003 INT RM8 3 INTEGRATION COUNT
0065 G003 FREQ RM8 3 SECOND L.0. FREQUENCY
0068 0004  CLIPS RMB . 4 CLIPPING COUNTER
006C 0001  ITER RM8 1 INTEGRATION COUNTER -
006D 0004  MEAN1 RMB 4 CO SPECTRUM LOCATION ESTIMATE
0071 0001  NUMI RMB - 1 CO SPECTRUM NO. OF CHANNELS DELETED
0072 0004  SDEVI RMB 4 CO SPECTRUM STD. DEV. ESTIMATE
0076 0004  MEAN2 RMB 4 QUADRATURE SPECTRUM PARAMETERS
OO7A 0001  NUM2 RMB 1
‘0078 0004  SDEV2 RMB 4 v
OO7F 0004  MEANI RMB 4 AUTO1 SPECTRUM PARAMETERS
0083 0001  NUMI RMB 1 :
0084 0004  SDEV3 RMB 4 -
0088 0004  MEANS RMB 4 AUTO2 SPECTRUM PARAMETERS
008C 0001  NUM4 RMB 1 o
008D 0004  SDEV4A RMB 4 ' '
0081 0001  CKSM RMB 1 TAPE CHECKSUM
0092 0002 - CASPTR RMB . 2 TAPE STORAGE POINTER
0084 CO04 MAX RMB 4 DELETION MAXIMUM
0088 0004  FACTOR RMEB 4 MAX=FACTOR * STD. DEV.
008C 0004  SCALE RME 4 CRT DISPLAY PARAMETERS
OOAO 0002  OFFSET RMB 2
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DIsh/

00046 OOA2
00047 QOA3
00048 QOM4
00049 DOAE
00080 OOA?
00051 QOAS
00082 00A9
00033 0CAA
.00084 OOAD
00088 00RO
00036 0OB3
00057 OOAG
00038
00039 0100
00060 ©100
0006 1
00062 ,

: 00063

00064
0006
00066
00067
00068
00069
00070
0007 1
00072
00073
00074
00078
00076
' 00077
00078
00079
00080
0008 1
00082
00083
00084
00085
00086
00087
00088
00089
00080
‘00091
00082
00083
00094
00098

0001
0001
0002
0001
0001
0001
0001
0003
0003
0003
0003
0001

0080

3227
3370
37AC
3600
3F00
3F8O
4000
3000
5001
5008
8004
8007
8008
8010

- 8011

8020
8021

8022

8023

8042

8600
AQOOF
BOOO
8100
8200
8300
B800O
BAOO
D202
0204
0206

D20A

D20C

WA A e a es e
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Motorola MBBSAM Crosm-Assembler Page 2

PHASE
EXP
DPTR
RAMPH
OLDON
ITMAX
TMRDEL
NFREQ
FMAX
FMIN
FINC
DMAFLG
L]

WCOEF
-

FPSUB
CLRMEM
CRLF
FPOUT
DVCTR1{
DVCTR2
LATCH
Tes
CMSTAT
TIMER
TTYPIA
RDRCTL
KEYBD
ACIACR

ACIATR®

FCNTRL

FFTFLG.

PCNTRL
CLKFLG
HZ -
WINPIA
XTHP
pCo
DQUAD
DAUTO1
DAUTO2
co
QUAD
DAC2
DAC3
DAC4
DACB
DACE
DAC7

‘UQ@Q-A-I-‘..M--A

ADD/SUBTRACT/SWITCH SPECIFIER
EXPONENT _

SPECTRUM POINTER

DISPLAY RAMP

OLD NO. OF CHANNELS DELETED
MAX. NO. Of ITERATIONS
ITERATION DELAY COUNTER
NEXT L.0. FREQUENCY

MAX. L.D FREQUENCY

MIN. L.0. FREQUENCY
FREOUENCY INCREMENT

DM+ FLAG

WINDOW COEFFICIENTS
FLOATING POINT SUBTRACION ROUTINE

SUBROUTINE TO CLEAR MEMORY LOCATIONS
CARRIAGE RETURN, LINEFEED ROUTINE

"FLOATING POINT TTY OUTPUT ROUTINE

DELETION VECTOR 1
DELETION VECTOR 2

OUTPUT LATCHES (NOT USED)

TOP OF AMSS11 STACK

AMDB 11 COMMAND AND STATUS REGISTER
NCEB40 . TIMER

TTY OUTPUT REGISTER

READER CONTROL REGISTER

KEYBOARD REGISTER

ACIA CONTROL REGISTER

ACIA DATA REGISTER

FFT CONTROL PIa ,

CONTROL REGISTER WITH FFT DONE ELAG
FFT PHASE CONTROL PIA .

CONTROL REGISTER WITH FFT CLOCK FLAG
1 HZ CLOCK PIA

WINDOW CONTROL PILA

TEMPORARY INDEX STORGAE

CO SPECTRUM DISPLAY VALUES
QUADRATURE DISPLAY VALUES

AUTO1 DISPLAY VALUES

-AUTO2 DISPLAY VALUES

CO SPECTRUM VALUES
QUADRATURE SPECTRUM VALUES
7 D/A CONVERTER REGISTERS
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DISP MOtorola MESSAM Cross-Ashembler Page 3 )
00096 D20E  DAC8. EQU  $D20E .
.00087 E1DY OUT ° EQU . SE1DY TTY CHARACTER OUTPUT Re-. " ¢

00098 .

00098 3000 ORG  $3000

00100 * LOAD WINDOW COEFFICIENTS FROM RAM

00101 © % TO WINDOW COEFFICIENT MEMORY

00102 3000 BD 3840  BEGIN JUSR INFREQ .
00103- 3003 CE 86 WINDOW LDX FUINPLA INITIALIZE WINDOW PIA

00104 3006 86 O4 LDA A o4 _ .
001085 3008 C6 FF ' LDA B #3FF , \
00106 300A 6F O+ CLR . 1.X ’
00107 300C &F 03 CLR 2.x
ootot‘goc €7 00 STA B X
00108 10 A7 O1 A A 1,X
00110 3012 86 FO . . Fn A #3FO
00111 3014 A7 00 TA A X 4 J
00112 3016 86 F2 Loa a ssr2 . . ~
00113 3018 A7 00 STA'A X
00114 301A 'E7 02 STA B 2,X
00118 301C 88 04 LOA A #4
00116 301E AY 03 STA A 3.X
00117 3020 -LE OOFF LOX PWCOEF-1
00118 3023 A6'00 OVER LDA A X ,
00119 3025 B7 2 - 7 STA A WINPIA+2
00120 2028 86 F : LDA A #SF6
00121 3024 87 8600 STA A WINPIA
00122 202D 86 52 LDA A #SF2
00123 302F B7 8600 STA A WINPIA
00124 3032 7C 8600 _INC WINPIA i
00125 3035 7A 8600 DEC WINPIA .
00126 3038 08 INX < .
00127 3039 -8C.0180 cPX SFWCOEF+ 128 ..
00128 303C 26 ES BNE OVER ‘ - R
00129 203 7F 8803 CLR WINPIA+3 ®
00130 304t TF 8802 CLR - WINPIA+2 ‘ B
00131 3044 O8>FE ‘LDA A SSFE ca
00132 3046 87 3600 STA A VINPIA : /
00133 3049 86 O4 LDA A »4 , f
00134 3048 B7 8803 STA A WINPIA+3 f
00138 . - . L
00136 * INITIALIZE PERIPHERALS AND VARIABLES \
00137 A . S |
00138 304 OF INIT  SEI : RN \
00139 304F CE 8004 LDOX JTTYYPIA . IMITIALIZE TTY PIA \
00140 2082 &F O CLR 1,X \
00141 3084 S§F 03 "CLR 3.X A Y : j
00142 3086 88 O1 LDA A 21 ", R C
00143 2088 A7 00 STA A X oo e ) .
00144 30BA C6 07 LDA B #7 T ‘ /
- 00148 308C EY Of STA B 1.X : S {
- X LIDVE Ok B
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prsp " motorola MGBSAM Cross-Assembler ! Page 4 b

00146 208 A7 OO STA A X

00147 3060 £7 02 STA B 2.X

00148 3082 86 34 LDA A #$34%

00149 3084 A7 O3 STA A 3.,X

00180 3088 AT 02 STA A 2.x: . : _ a
00151 . \ , kR
00182 3088 CE 8020 LDX 00020 -'I'!IT!ALIZE FFT CONTROL PIA’S ) T .
00153 3063 CE 8020 LDX  #$8020 S

00184 308E 86 O4 LDA A #4 SET OUTPUTS TO S$FF Lﬁﬁ

00188 zm ,u 01 . STA A 1.,x: BEFORE/DEFINING DATA DIRECTION’ -
00188 3072 A7 03 STA A 3,X T :
00187 3014 cs. FF - LDA B #SFF

00158 3076 E7 00 . STA B X "

00159 3078 E7 02 STA B 2.X Ay

00Y80 207A &F O1 CLR 1.X f!ﬁ

00161 20%C 6F 03 CLR 3.x .

00162 307E C6 1T LDA B #$1C DEFINE DAJA DIRECTION

©0183 2080 E7 00 STA B X :

o0Y84 2082 C6 Of LDA B #30E

00168 3084 E7 02 STA B 2,X

00166 3086 C¢ 18 - LDA 8 #8185 SET CONTROL REGISTERS

00167 3088 E7 Of STA B 1,X ,

00168 308A BA DEC B ‘ . ,

00168 3088 A7 03 SYA A 3,X :

00170 2080 96 A2 LDA A PHASE SET ADD/SUB/SWITCH CONTROL

00171t JOOF AT 02 - STA A :2.X N

00172 308t 86 1C __ LDA A #81C DETECY RISING EDGE FOR 1 HZ CLOEK

00173 3083 A7 23 STA A 823X W : . .

00174 * . - 3 N K . :

00175 3085 86 81 DA A 4881 _ INIT. »CE840 CLIPPING COUNTER

00176 3087 87 80Q9 STA A TIMER+Y & _

00177 308A C¢ 80 . DA B # : N YN v iy . ‘

00178 208C F7 BS008 . STA B TI ) ' ' ‘

00179 308F: F7 5O . STA B*' TIMER+1 . - .
00180 30A2 86 03 .LDA A #3 ' “ REEAN
00181 30A4 B7 5008 STA A THMER . T o ¢ S
o182 | : . e M ) S : T -
00183 30A7 CE 8000 LDX. .- .#DCQ. . INIT.SPECTRUM POINTER . T I
0D184 IQAA DF "A4 X - DPTR ) 0 : . B A e
00188 .. . > . - . . . B
00186 - WL . . e o N
00187 J0AC CE CCXC - ~<3&fDx  .#sccec  scAle=204.8 - . S -
00188 30AF DF 9C ' «  SCALE :
00189 30B1 CE CCO8 _LOF - - #3CCO8 PRODUCES 1008/VOLT ON CRT. oxsvuv

00190 3084 DF 9E - sTX SCALE+2 )

00191- 3086 CE 0000 [® 'LOX  .#30000 - .

00192 3089 DF 98 : STX _ FACTOR FACTOR=3.0 .
" 00193 3088 CE CO02 LOX - T #8C0O02

00184 3J0BE DF 9A _ STX . FACTOR+2 L

00183 30CO CE 0000 LDX #30000 OFFSET=0

o«
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DISP uo:%rol‘ ME8SAM Cross-Assembler ~ Page -]
OF #0 ” STX OFFSET
‘ . '
o ‘CE¥11C LDX 2IRQ SET ADDRESS OF INTERRUPT
» < FF AOOO STX .$A000 HANDL ROUTINE **
. A8 86 cc LDA A ssCC SET HEADER FOR TAPE STORAGE
v s ) 97 BB . STA A HEAD (-
CEwO40D ' 4§  LDX 730400
. -' DF" 5C STX HEAD+ 1
4 ; - . . ]
J « START FFT !
' - . L J Bl
. OF START SEI ) \ .
3005 7F OOR6 CLR DMAFLG
3008 86 1C LOA A #$1C gf.en 'ﬁ‘rr PROCESSOR
30DA B7 8020 STA A~ FCNTRL.
3000 86 10 . LDA & ‘4§10 / ENABLE FFT PROCESSOR
300F 87 8020 STA A FCNTRL| o
30£2 86 03 _LDA A #3 INIT. PASS COUNTER
J0E4 97 57 NI8TA A PaASS , ‘ i b
J0E6 96 a8 " %baa P - | " SET LOAD/ACCUMULATE TO LOAD
8 /BA -O8 . ORA A B Wy - L L
A B7- 8022 STA A Pcutjl'l.,,'§& R R
P 3. - , \ ’ ‘, 4 ,‘ E 1:A \‘_ 4
J0ED BE 8020 PASSt LDA A ' FCNTR mm qu F;'r Ual; FLAe
30FO B6 BOA{, PASS2 e T

L\ YRS :
30F3 24 FB Sv. wutzrw f‘eﬁjf\"’*

30¥5 7A 0057. mwé
F8 26 F3
:Sr.s D8 A2 - SET Loap/Accun TD ACCUM.
30FC 8D 3110 Ry
30FF 86 8020 :
3102 7F 00%a cmsm rmemnﬂw’ COUNTER
3108 7F 005% .
3108 86 02 . 4338
3I10A 97 56 -~ A
310Cc Ot ENABLE INTERRUPTS

2 310D 7€ 3523 + GO TO SPECTRUM DISPLAY ROUTINE

SUBROUTINE TO.MALT ™ . °
'FOR FFT CLOCK Tnmsxﬁon
3R FP 8072

y N
: )
3118 39" o ,
) 4'”-, . ﬂ, R - 3 -4
S * 'INTERRUPT mum ROUT INE; W‘} Lot

.

3110 B6 ‘8032 C :
3113 B6 8023 £LK1 -
‘3 18’2‘ F8™ /' :

11¢ 70 8021 mo TST  FFTFLG  CHECK FFT INTERRUPT
211F 2B 24 - BMI - IRQFFT :
3121 86 8010 ' LDA A ACIACR  CHECK TAPE INTERRUPT .

312428 OC - BMI JIRQA T

3 :
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DIse. ¢ Motorola MGBSAM Cross-Assembler Page 6
Ny o . - : .

00246 3126 BE& B043 LDA A HZ+1,” CHECK IF 1 HZ INTERRUPTS ENABLED .
00247 3129 o%w AND A W#S$TF v ,
00248 3128 81 CMP. A #3$5C ¢
00249 3120 27 06 BEQ IRQOTMR
00250 312F TE 36F2 JMP 1RQHZ
00251 3132 $E I6A9 x&’m e IRACIA
00282 _ ..
00253 3138 Bé %009 rnoma LDA A TIMER+1 ITERATION DELAY RQUTINE
- 00254 3138 Bé BOOE LDA A TIMER+6 CLEAR INTERRUPY | n &
00258 3138 7A ObA® DEC TMRDEL
00256 313E 2F O1 BLE NEWIT~ IF SUFFICIENT oeuv,aimm
00257 3160 38 RTI ' NEW DELETION 'ITERATION
00238 ~ . . 3 -
00259 3141 OF NEWT  cLI . .
00260 3142 75 31etk owp Y TERY ¢
00261 ,.««V‘
oode2 :n‘hbe 8020 IPOFF]’ LDA'A FONTRL  FFT INTERRUPT ROUTINE )

‘00288 -
00286 3175 FE SOOA
00287 3178 DF 6A - .
88 317A FE sooc
9. 3170 DF

© STX

STX

_ 317FECE FFFF LOX.
Peby 3182 FF SO0A ., STX
' oba83. 3185 FF 500C. STX
00293. .
-oo€4 2188 B6 8021 omu
5 3188 48 ASL

LbXx -

A
A

00263 3148 ‘9f B6
00264 3144 26 1B
00265 314C *DE ‘55
00266 314E 08 - »
00267 314F.DF S5
00268, 315F 26 03 : %
00269 3153 7C QOS4 .- ANC
70 3156 9C B NE cPX
‘%1 3158 26 BNE
2 31SA.96" LDA
‘800273 315C 91 sz MP
274 3{SE 26 06 - BNE
275 316Q.7C 0086 . INC
ocms 3163 BD 381B - '« JSR
00277 3166 38 RET Y ORTL
. - 00278 ¥ R
.. 00279 3167 ?i‘uz om LDA
’oozno 1} : . ORA
, ano' ISR
oozn 316E 4F ’ T QLR
002839 316F 87 8020 . STA
00284 3172 7F 90BE ‘" CLR

A

A,

',COUNT('

Y

LoX

.

”vr!

IND+1
RET
COUNT 1
INT

RET -
'DMAF|
CHF

PHASE

7R
cK
FONTRL
DMAFLG -

TIMER+4

.LDA A FFTFLG

1F EdwAL, START Q;u

'ENABLE DMA'TRANSFER

LDA* DMAFLG | .

EAR INTERRUPT FLAG

NCREMENT INTEGRATION COUNTER

COUNT

"
[ ] s
n .

L3 ..

COMPARE TO REQUI R

‘ ss‘r‘iﬁio/mcun. Yo LoaD

$

g

’&

— 'S
WAIT FOR.“FT DONE FLAG-

W M-

%

* READ NUMBER OF Cl;IPS COUNTED

v
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DISP

00296
00297
00298
00299
00300
0301

318C
318E
3191
3183

3196

3198

00302 3198

00303
00304

319E
31At

00308 Y 1A3

00306
0Q307

31A3
3146
31A8
31A8
J1AE
3181

3183

‘3185
. 3187

J1BaA
31BD
318B¢E
31BF
31co
31C1

31C4

31Cé6
31C9
31CcC
J1CE
J1CF
3100

31D¢
31
3106

3108
3108
3100
310F
31E0

"31E3

- 0034Q 21ES

+ 00341
00342

. 00343
00344
00345

31E8

31

J1EE
31F1

87
cé

86’

A7
o8
ac
26
7F
BD
8D

i (]

CE

36 = ' USSR
e. .

006C ITER1 -INC

3F00 LDX

e

4

$ Motorola ME8SAM Cross-Assembler Page 7
% -~ ‘ &
FA 8pPL DMAY ., ad
8020 LDA A FCNTRL ‘CLEAR INTERRUPT FLAG
10 LDA A ;)
8020 STA DISABLE DWA TRANSFE -
A2 . .LDA & SET LOAD/AGCUM. 3& Acc’a
3110 ; ' )
0054, CLR CLEAR INTEGRATION COUNTER
0055 ' CLR -
02 LDA A .
56 . STA A COUNTI 2
cLI
-QC  PUNCH LDA A #$3C _
8007 . STA.A RODRCTL  START TAPE RECORDER MOTOR.
00919 CLR CKSM INIT. CHECKSUM AND
0058 LDX #HEAD TAPE OUTPUT POINTER °
92 STX CASPTR
. ' .
‘20 LDA A o320 SET EXP=32 Tosg
A3 STA A EXP . o
' BBOO - . LDX #CO CONVERT CO_SPECTRUM FROM
327F THREE JSR FPCONV  INTEGER TO FLOATING POINT
INX ; .
LINX 5y
INX Kadl
INX . :
BAOO cPX Mna * R )
03 LBNE ,rm
‘00A3 EC  EXP % ISET ExPe34 To DIVIDE BY .
CO00 FP1 cPX - - :oum*ssbo CONVERT QUADRATURE ANP AifTo
EC BNE THREE ' SPECTRA TO FLOATING POINT
: NOP 0 o '
. NOP ' N 9
N 'w‘l
”, r ’
33CA JSR ALLCON  PRODUCE LOG blSPLAY vu.uss
7F LDA A #S7F SET 0LDN-127 ¥
A7 STA A OLON , ,
- N
3F00 DINIT LDX #DVCTRY . mrf..:,:ost.sn'on VECTORS TO 1’S
(o] ] . A Al Y o o
00 ornxn.* A X C )
. ” )
3F80 cPX #DVCTR1+$80
Fs -BNE  DINITY
006C CLR I1TER CLEWR ITERATION COUNTER
3604 JSR CLPOUT  OUTPUT NO. OF CLPPS AND L.O. mso

FRQOUT T0 CHART RECORDER

hl

- ITER DELETION ITERATION ROUTINE
#DVCTR1

263
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DISP Motorola MG68SAM Cross-Assembler Page 8
00346 31F4 4AF CLR A
00347 31FS C6 01 LDA B #1
00348 31F7 A7 OO0 .CLRDV!I SFA A X i
00349 31F9 08 INX'
00380 31FA BA DEC B
0035t 31FB 26 FA BNE CLRDV1 .
00382 31FD CE 3F7F LDX #DVCTR1+$7F
00353 3200 C6 O1 LBA B #1
00384 3202 A7 00O CLRDV2 STA A X
00388 3204 09 DEX
00358 3208 SA DEC B
00857 3206 26 FA BNE CLRDV2
Q0388 : * s :
. 90359 3208 86 03 - gm A #3 SDISABLE DELAY TIMER
. 09360 320A B7 5008 STA A TIMER,
33 61 - -
. "Y¥362 3200 CE BBOO LDX #CO INIT. POINTERS FOR CO SPECTRUM
00363 3210 DF 44 S DATPTR . .
00364 3212 CE 006D LDX O\ #MEAN1®
00365 3215 DF 42 -STX "F:REZPTR ‘
00366 3217 CE 3F00 LDX FONCTR 1
00367 321A DF 46 STX “\_DELPTR
00368 321C BL 33F0 JSR AN FIND MEAUZR? STD. DEV. .
00369 321F CE 380 ‘LDX #DVCTR2  OF NON3 ED CHANNELS . L
00370 3222 DF 46 STX DELPTR  DELETE CHANNELS WHICH DEVIATE
00371 3224 BD 34AD JSR comp FROM MEAN BY TOD MUCH .
00372 3227 BD 3ISBA JER .m,ovw COMBINE CO AND QUAD. DELETION VECTORS
00373 ° - * Al e .
00374 322A CE BAOCO ‘LDX -, " #QUAD INIT. POINTERS FOR QUADRATURE
00375 322D DF 44 7 €S- - DATPTR  SPECTRUM AND PERFORM DELETIONS
00376 322F CE Q076 ©TLDXS T WMEAN2 _
0Q377 3232 OF 4% ‘t\ - sﬁ "RESPTR 4
- 09378 gxu CE 3F00 .LDX - -~ #DVCTR1
00379 3237 DF 46 , STX ,oz‘rg. ‘ T«
00380 3238 BD 33F0 JSR  MEAN, R v "
" 00881 32307CE 3F80 LDX #DVCTR2
00382 323F DF 46 STX DELPTR '
‘00383 3241 8D 34AD JSR comr L ‘
00384 3244 BD 3BCE JSR MNOUT, OUTPUT MEANS TO CHARY RECORBER . o
00388 3247 BD 3ISBA JSR * DVAND coaanle.qp AND ouui DELETION vac*roas <
00386§ : * )
00387 3244 96 6C LDA A ITER® WAIT FOR 3 ITERATIONS BEFORE
00388 324C 81 03 CMP A 43 SENDING DATA TO TAPE RECORDER -
00389 324E-20 10 BLT < )Tsna o ;
00390 3250 26 OA - BNE  ITER2 A
00391 3252 86 14 . A 4314
. 00392 32854 B7 ;gpa STA A HZ+1 , . ;
00393 3257 86 U LOA A #8330 o
00394 3259 B7 8010 STA A ACIACR. ENABLE DATA SENDING'
00398 ../ . ' ,
. { v .
.. Y .
N o
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<. 00396 325C D1 A7 ITER2 CMP B OLDN ... WERE MORE CHANNELS DELETED?

L 00397 328€ 27 08 BEQ ITER4
00398 3260 D7 A7 ITER3 STA-B OLDN : ‘ ?@
00389 ‘3262 96 6C LDA A ITER HAS MAX. NO. OF ITERATIONS X
00400 3264 91 as _6‘ CMP A ITMAX  .BEEN REACHED? A
00401 3266 2D 07 , BLT ITERS r. . . ’#ﬁ 2 _
00402 3268 BD 38F0 ITER4 USR NOUT OUTPUT NO. OF CHANNELS MRI'RECORDER - . +*
00403 3268 BD 3773 JSR PRINT PRINT RESULTS ON TTY
00404 326€ 38 RTI ' ' . .
00405 . ) _ g @
00406 326F GE FFFF ITERS LDX #$FFFF  START ITERQFION DELAY TIMER
00407 3272 FF SOOE STX TIMER+g A - . '
00408 3275 86 43 LOA A #$43 -3 : - e
00409 3277 B7 %008 STA A . TIMER .- N ‘

. 00410 327A 86 02 ‘LDA A w42 _— '
00411 327C 97 A9 STA A TMRDEL . @ ,
00412 327¢ 38 RTI L A
00413 4 e . : ’I i 5
00414 . . v e " ’

00415 327F 7F OO4A FPCONV CLR 2 SI6N ?usgnunus TO CONVERT 48-BIg,  ~ -
004 16 2 DF 48 STX, - LOW NTEGER-TO AMSS11 92-BIT FLOATING

00417 32896 4B LDA.A  tow POINT FORMAT g .

40418 3286 .84 F7 e  AND A SSFT T oy
00419 3288 97 48 " STA A LOW"® s

* 00420 328A DF 4D < STX ' HIGH
" PO421 328C DE 4B i LOX . Low N
00422 328E A6 01 . LDA & 1,X v b
00423 3290 87- 4F . «¢: STA A LSt .- or : -
L 0042493292 A6 O g . LDA A 3,x ’ .. F
00425 3294 RE 40 POLDX  HEGH LI
L. 00406 3206 EWIDOW LDA B8 x .7 AN
* 00427 3298 A7 0O STA A . .
+ 00428 3294 D7 50° ., STA B - - ' '
‘ . 00429 329C A6 OF: LDA A - {, X
{_ - 00430 320F 97 %3, STA A LS3
00431 3240 A8 02 LOA™. 2,x ‘s -
. 00432 3242 A7 OY STA &4 1.X

. 00433 32a4 A6 03 LDA 4 3,x
00434 3246 A7 02 N STA A 2.X
00435 32A8 24 24 BPL ZSTRT ¢
00436 . * s e
00437 32AA 70° OO4F NEG -~ NEG LS , o Zdy,
00438 32AD 2% 16 - BCS  coMm2 - / T
00439 32AF 70 0050 NEG ' LS2 _

00440 32B2 25 14 8cs com3 :
00441 3284 70 0081 NEG LS3 N
00442 3287 25 12 BCS coM4 o N
00443 3289 60 00 . NEG " X , _ \\.\/ ‘
00444 3288 25 10 . BES coms ' _
00445 328D 60 Of NEG  1,x - Az '
. o ' i - \
v, j , } ! - €
o % hd » ~ . Y M
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DISP Motorols M6BSAM Cross-Assembler
00446 32BF 28 OF BCS coms
. 00447 32C1 €0 02 NEG 2,X
- 00448 32C3 20 OC o’tA SGNST
00449 . ‘ .
00450 32C8 - 73°0080 COM2  COM Ls2
.00451 32C8- 73 0051 COM3  COM LsS3
00452 32C8 63 00 COM4 - GOM S
00453 32CD €80 O3 COMS  COM 1.X
00454 32CF B3 02 - COME  COM 2,/x
00455 3201 7C OO4A SGNST.. INC' 7 SIGN.
00456 St . R Tw oy
00457 3204 86 A3 ZSTRT: LDA A Exb
00488 3206 A7 03 STA A 3.X s
00458 3208 86 06 = - LDA A # :
00460 32DA €6 02 ZTEST LDA B 2.X »
00461 320C is 2 ... . BNE |, SHIFTH :
‘-omgé 320€ €6 ot - LDA B 1,X - ¢ -
" DO463 32€0 ET 02 STA B 2.X % .
‘00464 32E2 E6 00~ LDA B#X“ =« 2
.- 00465 32E4 gz o1. STA B 1,X .
- 00466 32EE. D6° %1 LDA B'“LS3 * "
00467 32E8 E7. 00, . ,, STAB X : W o,
00468 32EA D6 .50 <. LDA'B LS2 :
00469 32EC D7'81. ¥ . sTA B LS3,, .
OQ470 32EE D6 4€ - < ', > LDA“B LSt
00471 -32F0 UF.80- - STAB LS2
ooa72_8;;2 FolF © '™ g st
" 00473 T e v 0 . g
" 00474 32F5 £6:03. ., 7 < LOAB 3:x " ) R ST
00475 32F7 €O, 08 - ° 8 #8.° KR -
00476 32F® E7° 03 v~ - - :STA B” 3,x
00477 J2FB 4A~ . ¥ DEC A ~ . .
00478 g%c 26.0C . « BNE ZTEST
00479 3IPE 6F 03 - . -  CIR 3.x
0ON80 3300 39 N . '
00481 e Sy .- .
00482 3301 6A 03 ' SHIFT. DEC 3,x '
. 00483 3303 78 0081 ASL LS3 :
00484 3306 69 go ., ROL ., X FE oo
00485 3308 €3 01 ... ROL  1,X = 3
00486 330A 69.02 ROL 2.Xx° [/ S
00487- 330C 2A F3  SHIFT1 BPL, ; SHIFT - .
DO4BB 330E 46 03 LDA A 3.X :
00489 3310 84 TF : AND A #S7F
. 00480 3342 7D OO04A - TST, SIGN
00481 3318 27 02 _ BE DONE
00492 3317 8A 80 - °  ORA A #38D .
00493 3319 A7 03 DONE STA A 3,X -
00494 331B 39 RTS : .
" 00495 , . . _ e
e ! s .
S ! A;.’
. [ _ ’
’ N -4



00496
00487 331C
00498 331E
00499 3321
00800 3323
00501 3326
00502 3328
00503 3328
00304 3320
00308 3330
00506

00507 23331
00508 3332
00509 3335
00510 3338
00511 3338
00512 333C
00813 333F
00514

00518 3340
00516 3341
00517 3243
00518 3345
00519 3346
00520 3348
00521 3348
00522 334D
00523 334%
00524 3351
00528 3353
00826 3355
00527 33%6

00528 3389 °

00529 3358
00830 3350
00531 9355
008325336
005333362
00534 3364
00535 3367
00536 3368
00537 336A
00538 326D
00539 336F
00540 3372
00541 3374
00542 3377
00543 337A
00544 337D
00545 337F

Ny~

‘h

Motorota ME8SAM

N
s S
A6 LDTOS LDA

87
AS
87
A6
87
A6
87
39

.4F
87
87
87
AF
87
39

SF
A6
27
SC
B7
A6
27
5C
87
A6

8D,

CE
80
1]
-BD

Kt 4

8000
o1
5000
02
3000
03 .
5000 *

STA
LODA
STA
LDA
STA
LDA
STA

© RTS

- 0
CLATOS
8000

5000

8000

3000

" ELAR Y L]
Yo

HISCON

CL‘{OS

00
o1

5000 D1
o1
01 ’

o1 o

CLR
STA
STA
STA
CLR
STA'
RTS

CLR
LDA
BEQ
INC
STA
LDA
BEQ
INC
STA
LDA

4 BEQ

INC
STA
LDA
BEQ

"4INC

STA

" TST

33A3
009C
331c |

33A3

BEQ

CLR’

ST
BPL
INC

b B B B B B 3 % 3

»

»» 0

o> m

B>

»r®E »P®

Cross-Assembler

YOos
1.X
TO0$
2,X
T0S
3.X
TOS

TOS
T0S
TOS

TOS

708
1.X
‘B2
TOS
S 2,X
D3 "

TOS

v* ‘:v
- Y
L b
Page 13%‘2
v S

SUBROUTINE 7O LOAD FLOATING
POINT NUMBER FROM LOCATION
INDICATED BY X TO TOS

&

SUBROUTINE TO CLEAR 4 BYTES
ON TOS

SUBROUTINE TO CLEAR 1 BYTE
~ ON TOs

SUBROUTINE TO CONVERT FLOATING

POINT SPECTRUM VALUE TO -

LOGARITHMIC CRT DISPLAY VALUE

CHSF
LoG

267



DISP

00846
00847
00348
00849
003880
00881
00882
00583
00884
bosss
00586
00857
00358
00588
00860
0086 1
00862
00563
00564
00568
00366
- 00867
00%568
00569
00870
00571
00372

00373

00874
00578
00876
00377
00578
00579
003880
0038 1
00382
008583
00384
00s8s
00586
oossy
003588
00588
00890
00591
00892

- 00893

00894
"00P95

3382
3384
3387
3389
338C
J38E
3391

3383

3396
3397
3399
338C
339F
33A14
3343
J3A6
33A9
33A8

33AC

J3AF
3381
3384
3383
3387
33BA
3388
3380
33BE
33BF

33C1
33C3
33C4
33C8
33Ce
33C7
33Cs

33CA
33CD
33CF
3302
3304
3307
330A
330C
330F
S3E1
33€4

8¢
- 1o]

Lo

Motorola MESSAM Cross-Assembler

1F
J3A3
Al

AO

33A3

03
3331
004A
0A

74
8001

F8

3340

48

48

82

52

48

8800
82

33AC
B8CO0
F8
331C
18

33A3
3488

Lo

e
DEXIT
» .
CHCON

LDA
JSR
LDA
STA
LDA
STA
LDA
JSR
ASL

BPL

JSR
ST
aEQ

~ LDA
* STA

LDA
BMI
RTS

JSR
LDX
LOA
Ccom
STA
LDA
coMm
STA
INX
INX
STX

LDX
INX

" INX
INX

ALLCON

‘A1

A2

INX
STX
RTS

LDX
STX
LDX
STX
JSR
cPx

_USR.
LDA

JSR
JSR

A #89¢F

© CMD .

A OFFSET+1

A TOS

A OFFSET

A T08

A 236D
CMD

0s -

" CLATOS
SIGN
DEXIT

A 2874

A  CMSTAT

A  CMSTAT
BUSY

DISCON
DISPTR
A TOS
A <
A X
A TOS
A 0
A 1,X

DISPTR
CHAN

CHAN

#$8000
DISPTR
#$8800.
CHAN
< CHCON
N -~ $BCO0
;T :‘v‘,':
.~ LOTOS
A 2818
CMD -
STTO

FIXS

ssus

CHSS

Page

v

268 .

SUBROUTINE TO CONVERT A SPECTRAL
COMPONENT TO LOG DISPLAY VALUE

suaarknne Yo CONVERT ALL 4
LSPECTRA/ TO LOG DISPLAY VALUES

&

CHSF

N



-,

DISP

00896
00887
00598
0S99

0060 {
00602
00803

00607

006Q9
00610
006 'Y

- 00612

00813
006 14
00615

00616

00617
00618
006 19
00620

00621

00622
00823
00624

- 00628
00626

00627
00628
00829

00631
00832
00633
00634
00638

- 00636

‘00637
0083as

00640
0064 1
00642
00643
00644
00645

p )
. @ ot
IUC AT

33E7 BD
33EA 8C
33ED 26
J3EF 39

33F0 DE
33F2 DOF
33F4 DE
33F6 DF
33F8 7F
33F8 BD
33FE BD

3401 OE
3403 A6
3408 27
3407 DE
3409 BO
340C 86
340F BD
3411 86
3413 BD
3416 BD
3419 86
3418 8D
341E 86
3420 BD
3423 86
3428
3428 86
3424 8D
24200 7C

3430 BD
2433 96
3435 4cC
3436 97
3438 84
343a 26
343¢C 96
343€ B7
3441 88
3444 86
3446 BD
3449 86
3448 BD

344E 86

3430 BD
3483 DE

”

“

44
82
46
88
00BA
33af
3331

¥
S
rola MEBSAM Cross-A

ler

Page 13

269

JSR CHCON %
cPX #3C000
BNE A2
RTS
- - .
MEAN  LDX DATPTR  SUBROUTINE TO FIND MEAN AND
sSTX CHAN STD. DEV. OF SPECTRAL COMPONENTS
LOX DELPTR - FOR WHICH DELETION VECTOR=1
STX DEL : . . .
SCLR NUM DATPTR SPECIFIES BEGINNING OF SPECTRUM
JSR™  CLATOS
JSR CL4TOS DELPTR SPECIFIES BEGINNING OF
* DELETION VECTOR
1 LDX DEL :
LDA A X . RESPTR SPECIFIES WHERE TO STORE nssz:ss
8EQ M2
LOX CHAN .
JSR LOTOS
LDA A #$10 FADD
JSR"  CMD
LOA A 819 XCHF
JSR cMD :
JSR LoTOS .
LDA A o817 PTOF’ .
. JUSR cMD - )
LDA A #8312 FMUL ‘ .
JSR cMD J -
LDA &4 #%10 FADD '
~)USR CcMD
A #3818 CHF .
CMD .
. Sl T
L X < .12
M2 is.xugﬂau * X
- DEL+1 E
Y SR , o
STA A DEL+1{ -
AND A #S$7F
BNE  M{
LDA A NUM
STA A TOS
JSR  “cL1TOS
LDA A #8310 FLTS
JSR  CwD v e
LDA A #313 ° FDIV .
JUSR  cwD R o
- y N & .
. waa ! Vet o | ;
JSR cMD T :
LoX RESPTR - v

N
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* 00646 3455 BD 3498 JSR  STTOS
00647 3488 86 17 LDA-A #$17 PTOF
00648 348A BD 33A3 JSR cMD
00649 348D 86 12 LDA A 4812 FMUL
00630 345F BD 3343 . JSR cMD -
00651 3462 96 BA LDA A NUM - -
00682 3464 B7. 5000 STA A TOS
00653 3467 BD 3338 JSR cLiT0S
00684 346A B6 1D .LDA A 481D FLTS
00688 346C BD 33A3 . JSR cmo
00856 346F B6 12 LOA A #$12 - FMUL
0057 3471 BD 33A3 JSR o
00858 3474 86 11 LDA A #811 ~FSus Y
00688 2476 BD 33A3 JSR  omD
Q0860 3479 96 SA - LDA A NUM
00661 347B A7 04 STA A 4.X
00662 347D 4A DEC A -
00663 347E B7 5000 , _ STA A TOS
00664 3481 BD 3338 JSR CL1TOS 0 _
00665 3484 86 1D _ LDA A #$1D ¢ FLTS *
00666 3486 BD 33A3 JSR I .
00667 3489 86 13 LDA A - #8313 *7 @sv . e |
00668 348B 8D 33A3 JSR CMD  weo fa-- -
00669 348E 86 01 LDA A #$OF . ° ;,’n . .
00670 3480 BD 33A3 JSR co ., - _
00671 3493 08 INX R i
» 00672,3494 08 - . INX Py i
. 00673 3495 O8 *’9‘ NX o p o
00674 3496 O8 P INX woo D
" 00675 3497 08 L. INX : .
00676 3498 B6 3000, STYOS LDA A TOS
00677 3498 A7 03 STA A 3.,X &
- 00678 3480 86 5000 - LDA A TOS ’
. 00679 34A0 A7 02 © STA A 2,X
w . .00680 34A2 B8 BOOO LDA A YOS
2 _O0681 34A8 A? O1 STA A 1,X -
2 34A7 .B& B000 LDA A TOS
DOBB3 34AA AT 00 STA A X, 77 " ,
00684 34AC 39 . RTS S ”,
. 00683 . s G T
* . ' OOG86 34AD DE 44 = COMP  LDX DATPTR  SUBROUJINE TO COMPARE CHANNELS
: - 0B87 '34AF DF 52 - STX . _CHAN, O MEAN AND DELETE THOSE BEYOND
00688 34B1 DE 46 LDX DELPTR ACTOR*SDEV . . : )
00889 34B3 DF S8 - STX DEL )
- 00890 34BS DE - LDX RESPTR
© . 00891 3487 08 INX N s
3 00692 3488 08 wyx - ~
00693 3489 O8 INX @ : "
- 94 34BA 08 INX .
/0069S 3488 08 INX R o
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QISP

3

00696
00897
00698
00898
00700
00701
00702
00703
00704
00708
00706
00707
007
007
00710
00T +1
- 00712
00713
00714
00718
© 00716
00717
007 18
00719
00720
00721
00722
00723
00724
00728
00726
00727
00728
00729
06730
00731
00732
00733
00734
00738
00736
00737
00738
00739
00740
00741
00742
00743
00744
00745

-

-

34BC
34BF
34C2
34CS
34C7
34CA
34CD

3400
34D3
34ps
34D8
34D8
3400
34E0
J4E2
J4ES
J4EC
J4E8

J4EA.
‘34ED

J4EF
34F2
34F4
G4F6
34F7
34F9
34r8
J4FC
J4FE
50

3507

3508
3808
aso0
380t
3810
< AR}
3813

1
3808

Motorola MESSAM Cross-Assembler

8D 331C
CE 0098
BD 331C
a6 12

8D 33A3
CE 0094
BD 3498

CE 0004
8D, 331C

.DE 42

8D 331C
DE 52
8D 331C
se 11
8D 33A3
a8

2a 05
86 15
BD 33A3
86 11
BD 33A3
DE 58
6F 00
a8

28 02
6C 00
o8

DF 58
80 331 -
96 59
84 7F
81 00

‘26 C7

DE 46
€6 01
17"
€6 02
4D

26 04
6F 00

‘3818 6F 02

3517 08
3518, DF 58

-381A 96 89

381C 84 7F
351€ 81 7€
3520 26 B

JSR
LDX
JSR
LDA
JSR
LDX
JSR
LDX
JSR
LDX
JSR
LOX
JSR
LDA
JSR
ASL
BPL
LDA
‘JSR
LDA
JSR
LDX
CLR
ASL
BMI
INC
INX
STX
JSR
LDA

DX
LDA

LDA
TST

CLR
- CLR

INX
$TX

LDA

BNE

O
>0 =

LDTOS

#FACTOR

LDTOS
A 312
cMD
FMAX
STTOS

#MAX
LOTOS
RESPTR
LOTOS
CHAN
LOTOS

A g1
co

A
c2

A g8,
oMo

A #8114
cMD
DEL
X

ca
«

pec %

"INCHAN
DEL+1
#STF .
#$00
ct

e

. . Y &
DELPTR

1.X
2,x

cs '
X

v

FMUL

DELETION OF ADUACENT CHANNELS

»r e

2,X

v

DEL

 DEL+1

_#STF .
”re
ca _ hud
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\.-‘ 1}
00746 3822 39 RTS
00747 - .
00748 ' * g ] .
00749 3823 80 30 DISP BSR _,SWEEP  CRT DISPLAY ROUTINE
00780 3828 28 FC BMI oISP
00781 3827 8D 4C DBNC  BSR SWEEP - READS KEYBOARD, DEBOUNCES KEYS
00782 3329 2A FC BPL DBNC AND INTERPRETS KEYS ) )
00783 3528 8D 48 BSR  SWEEP
00784 352D 2A F8 sPL DBNC .
Y OOTHS 3B2F B 8008 KEY LDA. A KEYBD . :
00786 3532 84 1F AND A #SHF e
OO787 3534 B1 18 STRNG! CMP A #$18 , ONE - DISPLAY CD SPECTRUM
- 00788 3936 26 07 BNE STRNG2
00789 3538 CE' BOOO LDX #0CO
00760 3838 OF A4 - STX DPTR
. 00761 3530 20 E4 2 BRA DISP , -
. QD762 353F 81 19 . STRNG: CwP A r310 TWO - DISPLAY QUADRATURE SPECTRUM
308 3s41 26 07 BNE ~ STRNG3 . -
00763 3843 CE BINO - " EbX o
00768 3846 DF A4 . STX zn > ’
00766 3548 20 09 - BRA o1 ‘ :
© 00767 284A 81 1R STRNGI CWP A #S1A - THREE - DISPLAY AUTOY -
00788 354C 26 07 4 . JpBNE. TRNG4 . :
£ 00769 3B4E CE. 8200 LDX AUTO1 - e
00770 3851 DF A4 ' STX ™ ., - : B
OD771 3883 20 CE -~ BRA 1sP o
00772, 3858 81 1B " STRNG4 CHWP A #$18  FOUR ~ DISRLAY AOTO2
00773 3887 26 07 . BNE . PTEST' B o
. 00774 3889 CE §300 LDX #DAUTO2 o R '
00778 3IBBC DF A4 - STX  DPTR : ST - 4
00776 JBSE 20 C3 _BRA DISP : ' oL ’
OOT77 3560 81 17 , "PTEST .CMP' A #$17 BLANK - STOP AND GO YO MONITOR
00778 3862 26. BF BNE o1se . S
00779 3864 86 18 LDA A o318 y : : .
00780 3566 87 8020 TA A FCNTRL STOP FFT PROCESSOR .
0OTgt 38e8:CE 004 ,ix ISTART -
JBEC FF AO4S ,STX - 8AD48  SET RESTART POINTER
Q0788 3SGF BE AOTF . ‘ALDS #SAOTF  SET STACK POINTER
00784 3572 7E E14C ..  JMP ° SEI1C GO TO MONIYOR °
W.B e . . o ' Y a )
00786 . s ’ C '
00787, 3878 DE ‘A4, SWEEP LDX OPTR - SUBROUTINE TO GENERATE .
00788 3877 86 O7 LDA A #7 - X AND Y AXES FOR CRT 2
© 4 00789 3579 91 As STA A RAMPH - ,
00790 3878 8 CLR B
+ 0079 387C AG ggo‘ YDATA LDA A" X - - ,
' coT82 357E BY STA A. DACS - DAC3 - Y AXIS SPECTRUF = '
00793 3581 ‘g LDA A 1,X - o & : o
00794 3883 8 aas "STA A DAC3+1 ' -

- 00788 3588 ) INX

el
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0079¢ 3887 08 x .
00767 3888 96 AS. LDA ‘A RAMPH .
00798 338A B7. 0202 STA A DAC2 DAC2 - XJAXIS RAMP
00799 IB8D CO O4 RMPL  SUB B 044 _
00800 IBEF FT D203 STA B DAC2+1
00801 3892 17 TBA .
00802 3883 B4 1F AND A o81F
00803 7558 26 F§ ) BNE RMPL
00804 2887 S0 TST B
00808 3IBOR 2¢ E2 BNE.  YDATA
00808 3B8A 7A OOAE DEC RANPH
00807 380D 96 A§ LDA A RAMPH
00808 3BHF Bt F7 CWP A #3F7
00808 3BA1 2¢ Da BNE RNPH
00810 3BA3 B8 O7 LDA A o7
, 00811 3BAB B7 D202 STA A DAC2
00812 IBA8 WS FF LDA A #SFF
00813 3BAA W7 D203 STA A DAC2+1%
00814 3BAD 87 0204 STA A DACY +
008 18 3!.0‘«’1 0208 STA A DAC3I+1
00816 I -, . iy
00817 ’a::; #0008 PRESS LDA A KEYBD CHECK KEYBBARD
00818 . B8 8000 ‘ LDA & KEYBD+1
00819 MY I . RTS - .
00820 3 L “
00821 or OVAND ‘CLR B SUBROUTINE TO COMBINE .
00822 3888 CE I¥00 © DX #DVCTRY O AND QUAD DELETION VECTORS
00823 358E A4 OO DVANDY LDA A -
00824 38CO a4 80 . AND A X . o
“00828 38C2 27 OV BEQ  DVAND2 : =
00826 33C4 BC ING B .
00827 3BC8 AT 00 DVAND2 STA A X : :
- 00828 38CY OB ” xu; ) . =a
m 38C8 BC K0 - cP #OVCTR {309 : o ~
mnrt_'ww.u? DAND1 ) : : -~ ¥
4 00831 38CD 20 AT . : L
‘00832 - . v _ .
© OOB33 SUCE CE OLSD MNOUT - LDX MREAN?  SUBROUTINE TO OUTPUT G0 AND QUAD
00834 2901, B0 3240 VSR'  DISCON - MEANS TO CHART RECORDER . .
00838 3804 CE DI0S_ DX space ' ~ . :
O0836. 3307, BD 3% AR w . » .
00837 2804 CE 0076 Lox. -_ smeanz \ .
© COB38 3WDL MO 3340 ISR~ DISCON - :
00838 38£0 CE D208 ‘LDX ©  #DACS : , .
. 00840 38E2 86 5000 DACOUT LDA'A TOS .  DAC OUTPUT, SUBROUTINE s
OOB4t I886 43 con A . - - ¥ "
00842 IBET -A7 OO STA A X s ‘
00843 8K 84 8000 LDA A YOS e
00844 IBEC 43 . g com A . , .
00848 3BED A7 O CSTA K 1,X - ' g

w0

]

1

]
-
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DISP

00846
00B47
00848
00848
00850
008851
00852
00853
00854
o 0).1.1.1
00856
00857
00858
00859
00860
0086 1
00862
00863

00865
00866
00867
00868
00869
00870
00871
00872
00873
00874
00875
00876,
00877
00878
00879
00880
0088 1
00882
00883
00884

0088es

00886
oose?7
00888
00889

3SEF

3I5F0
35F2
35F4
35FS
ISF6
38F7
35F8
35F9
35FA
35FB
3SFC
35FD
3600
3603

3604
3607

.3609

3608
360E
3610
3613
3615
3618
3618
36 1E
3620
3623
3626
3629
3628
362E
3630
3633
3636

3639
363A
3638
363C
3630
363E
363F
3640

364 1
3643
3646

A6
R7
Y-

.
Motorola MEBSAM Cross-Assembler Page i8
RTS
L]
A7 NOUT LDA A OLDN SUBROUTINE TO OUTPUT NO. OF
40 SUB A #%$40 CHANNELS NOT DELETED TO RECORDER
CLR B
ASR A ‘
r_ROR B
ASR A .
ROR B
ASR A
ROR B )
COM A
cCOM B
D20A STA A DAC6
D208 STA B DAC6+1
RTS
L d
0068 CLPOUT LDX #CLIPS SUBROUTINE TO OUTPUT LOG OF
38 BSR LR4TOS NO. OF CLIPS TO RECORDER
34 LDA A #$34 CHSD
33A3 JSR CMD ~
1C LDA A #S$1iC “FLTD
33A3 JSR CMD ' .
o8 LDA A w8 LOG
33A3 JSR CMD
3639 LOX #KMUL
331C JSR LDTOS
12 LDA A w#$12 FMUL
33A3 JSR CMD
363D LDX #KSUB
3314C JSR LDTOS
11 LOA A. #8114 FSUB
3343 JSR CMD : ,
1F LDA A #S$IF FIXS
33A3 JSR cMD
D20C LDX #DACT
3%E3 JMP DACOUT
[ ]
KMUL FCB 0.0,%$80, $OA
.4
KSUE FCB o.ojlao.soc
L ]
03 LR4TOS LDA A 3.,X SUBROUTINE TO LOAD TOS FROM
5000 STA A TOS LOCATIONS INDICATED BY X :
02 LDA A 2,X IN REVERSE ORDER '
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D1ISP

00880
00891
00882
008983
00884
00895
00896
00887

98
,/’%9
00900
00901
00902
00903
00904
0090%
00907

00909

00917

3648
J648
364D
3650
3682
3635

3636
3639
3638
3630
365F
3661
3663
3665
3667
366A
366C
J66E
3671
3674
3676
3678
3678
J67E

3681
3683

3685
3686
3688

3688

ﬂo't?'rola MGEBSAM Cross-Assembler

05

OF

LR2TOS

LR1TOS

FRQOUT

FRQSUB
FROMUL

*

UNPCK

-
-

DIGITH

DIGITL

STA
LDA
STA
LDA

RTS

JSR
LDA

BSR
LDA
BSR
LDA
BSR
LOX
BSR

JSR
LDX
BSR
LDA
JSR
LDX
JMP

FDB
FDB

PSH
BSR
PUL

BRA

LSR
LSR
LSR
LSR
LDA
STA
JSR
LDA
JSR

STA

JSR
LDA
JMP

> >

o®m

PP ONOD

»

T0S
1,X
T0S
X

T0S

CL4TOS
FREQ
VS$3F
UNPCK
FREQ+1
UNPCK
FREQ+2
DIGITH
#FRQSUB
LLR2TOS
#$6D
cMO
#FROMUL
LR2TOS
#$6E
CMD
#DACB
DACOUT

$0000
$000 1

DIGITH

#$OF
DIGITL

#30A
TOS
CLITOS
#$6E
cMmo
T0S
cLiTOS
#36C

SUBROUTINE TO OUTPUT L .O.
FREQUENCY TO RECORDER

ssuB

SMUL

SUBROUTINE TO CONVERT PACKEb
BCD NUMBER TO BINARY :

SMUL

SADD

=
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00840
00841
00942
00843
00944
00945
00946
00947
00948
00948
00950
00951
00952
- 00953
00954
00955
00956
00957
00958
00959
00960
00986 1
00862
00963
00964
00965
00966
00967
00968

00970
00971
00972
00973
00874
0087S
00876
00977
00978
00979
00980
00981
00982
00883
00984
0098%
00986
00987
00988
00989

3703

Motorola MEB8SAM

8011
91

92

91

8011

IRACIA

SPECT

WRITE

csouT

-

CASSTP

* <

1RQHZ

LDX
LDA A
BNE
CcPX
BNE
LDA A
STA A
LDX
STX

CPX
BEQ®
CPX
BEQ
LDA A
LSR A
BCS
INX
INX

LDA B
STA B
ADD B
STA B
INX

STX

TI/,
LDA
sus
STA
INX
STX
RTI

LDA
STA
LDA
STA
RT1

LDA
LDA
ADD
DAA
STA
cMP
BCS
CLR
LDA A

» >

»»

Cross-Assembler

CASPTR
CASPTR
SPECT

#HEAD+17

WRITE
#$1C
HZ+1
#CO
CASPTR

#$CO00
CcsSouT
#$CO01
CASSTP
CASPTR+ {

WRITE

X
ACIATR
CKSM
CKSM

CASPTR

CKSM
»$0D
ACIATR

CASPTR

#$10
ACIACR
”7$34
RDRCTL

HZ
TIME+2
”1

TIME+2
#360

IRQHZ ¢
TIME+2
TIME+ 1

Page 20

ROUTINE FOR TAPE RECORDER OUTPUT

CHECK 1F HEADER OR SPECTRA

—_

ENABLE 1 HZ INTERRUPTS
WHEN HEADER COMPLETED

SET POINTER TO CO SPECTRUM
CHECK IF ALL SPECTRA COMPLETED
N
CHECK IF ADDRESS 1S EVEN OR 0DOD
IF EVEN, INC. X TWICE TO SKIP

LAST TWO BYTES OF SPECTRAL COMPONEL~N:

OUTPUT BYTE INDICATED BY X

OUTPUT CHECKSUM

DISABLE TAPE INTERRUPTS
AND TURN TAPE OFF

1 HZ CLOCK ROUTINE
COUNTS SECONDS, MINUTES. AND HOURS
FOR TIME OF DAY
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DISP

009980
00988 1
00992
00993
00984

009885,

00996
00897
00998
00999
01000
01001
01002
01003
01004
01005

01006

01007

01008

01009
01010
01011
01012
01013
01014
01015
01016
01017
01018
01019
01020
01021
01022
01023
01024
01025
01026
01027

370%
3707
3708
370A
370C
370E
3741
3713
3715
3716
3718
371A
371C
371F

3720
3721
3722
3723
3724
3725
3726
3727
3728
3729
372A
3728
372C
3720
372E
372F

3730
3733
3738
3738
3738
3730
3740
3743
3745
3748
374A
3740

374F
3752
3754
3757
37%9

Motorola MEBSAM Cross-Assembler Page 21
o1 ADD A #%
- DAA
€0 STA A TIME+ ,
60 CMP A #360 .
11 BCS 1ROHZ 1 :
0060 CLR TIME+1 -
SF LDA A TIME /
ot ADD A #1
DAA
SF STA A TIME
24 CMP A #%$24
o3 BCS 1ROHZ Y
OOSF CLR TIME
IROHZ 1 RTI 4
- .
K10EB FCB 5.$F5,8E1,0
“K10E6 FCB O.$F, 342,340
.
K10E4 FCB 0.0,%$27.%10
K10E2 FCB 0.0.0.%364
-
———
. !
3641 BYTE4 JSR LR4TOS SUBROUTINE TO PRINT NO. OF CLIPS
34 LDA A . #$34 CHSD
33A3 JSR CMO CONVERTS COMPLEMENT OF 4 BYTE
3720 LDX #KI10ES INTEGER TO DECIMAL KPR PRINTING
37 BYTE41 LDA A #$37 PTOD
33A3 JSR CMD
3641 JSR LR4TOS
2F LDA A #S$2F 01034Y
33A3 JSR ° CWMD
37 LDA A %37 PTOD
33A3 JSR CMD
16 BSR STKLST
4 .
3641 JSR LR&TOS
2E LDA A #S$2E DMUL
33A3 JSR CMD -
20 LDA A #$2D osus )
33A3 CMD -
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DISP

378C
375D
37SE
375F
3760
3763
3765
3768
376B
376E
3771

3773
3773
3778
377A
3770
37TF
3782
3784
3787
37889
378cC
378E
3791
3793
3796
3798

3788
3790
37A0
37A2
JTAS
37A7
37AA
37AC
37AF
3782
37BS
3787
37BA

378C
378D
37BE
37C0
37C2
37C4
37ce

Motorola MGBSAM

STKLST

PRINT

INTOUT
INTH

INX

LDA

LDA

LDA

ELR
INC
suB
BCC
ADD
ADD

»m @DA> >

Cross-Assembler Page 22

#K10E2+4

BYTE4 1
TOS
TOS
TOS
T0S .
INT2

#3$00
OUTCH
14 {o]}
OUTCH
TIME
QUT2H
#$3A
OUTCH
TIME+
. OUT2H
”$3A
OUTCH
TIME+2
OUT2H
#3320
OUTCH
oy
FREQ
OUT2H
FREQ+1
OUT2H
FREQ+2
OUTHL
”%20
OUTCH
#CLIPS
BYTE4
#$20
OUTCH
OLDN

#3364
INTH
364
#32F

JSR “ OUTCH

SUBROUTINE TO PRINT TIME,
L.0. FREQUENCY, NO. OF CLIPS,

"AND NO. OF CHANNELS NOT DELETED

SUBROUTINE FOR 1 BYTE BINARY
TO DECIMAL CONVERSION AND PRINTING
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DISP

01078
01079
01080
o1081
01082
010823
01084
0108%
01086
01087
01088
01089
01090
0ot091
01092
01093
01094
01095
01096
01097
01098
01099
01100
01101
01102
01103
01104
01105
01106
01107
01108
011089
01110
O1111¢
01112
01113
01114
01115
01116
o1117
01118
01119
01120
o1121
01122
01123
01124
0112%
01126
01127

37C8
37CA
37CB
37CD
37CF
3701
3703
3706
3707
3708

370C
3700
370F
37€E0
J7€2
J7E3
37E4
J7ES
37¢t6
J7E8
37EA
37€C
37EE

37F0
37F1
37F4
37F7
37F9
37FB
37FD
J7FF
380+t
3802
3803
3804
3806
3808
3809
3808

3810
311
2w
3812
3814
3816
3818
38 1A

Motorola MGBSAM

INT2
INT3
OA
FB
OA

37FO

30
37FO

QUT2H
o3

(o}
OUTHL

OF OUTHR

F7
02 I0UT2

02
05
ACOF 10S

CLR

JMpP

PSH

LDX
RTS

TST
8pPL

DEC
RTS

m»»

»

»

»

LR D 2 2B 3B 3 J

Cross-Assembler Page 23

YSOA
INT3
#30A
y$2F
OUTCH

7430
QUTCH

OUTPUT HEX BYTE AS 2 ASCII
OUTHL CHARACTERS

OUTHR

#$OF
#$30
#$39
OUTCH
N7

OUTPUT ONE ASCII CHARACTER

XTMP

#TTYPIA

#$OA

X

DE

DEL?

X

10UT 1
2.X

10s
DEL 1
XTMP

279
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[}
01128 .
. 01129 381B 96 AC CHFRFY DA A NFREQ+2
01130 3810 97 °67 STA A FREQ+2
01131 381F 98 RS ADD A  FINC+2
01132 3821 19 DAA
Q01133 3822 97 AC STA A NFREQ+2
01134 3824 96 AB LDA A NFREQ+1
01135 3826 97 68 STA A FREQ+1
01136 3828 99 B4 ADC A  FINC+1{
01137 J82A 19 DAA
01138 383B 97 AB STA A NFREQ+1 , .
01139 3820 96 AA LDA A NFREQ
01140 382F 97 65 STA A FREQ
01141 383t 99 B3 . ADC A  FINC
011432 3833 19 DAA
N 01143 3834 97 AA STA A NFREQ
01144 . ‘
01145 3836 91 AD ' CMP A FMAX
01146 3838 26 OFE BNE SYNTH
01147 383A DE AB LDX NFREQ+ 1
01148 383C 9C AE cPX " FMAX+ 1
J83E 26 08 BNE . SYNTH
L ]
DE Bt INFREQ LDX FMIN+ 1
01152 3 DF A8 STX NFREQ+ 1

01153 3844
01184 3846
01156 3848 AB  SYNTH
01157 384A FF 4001
0118873840 96 AA

011%9 384F B7 4

01160 3852 8a d0 ~

01161 38%4 87 4000

01162 3857 84 7F

01163 38%9 B7 4000

01164 388C 39

01163 .
0oti66
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Appendix 4 - Robust Estimation Program

The following is a listing of the FORTRAN program used for

robust maximum-likelihood estimation on the récorded

v

- 281 “
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spectra.
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_,/-’——\ /



DXL NEWN -

OOOOOOOGOOOOOOOOOOOOOOO0000000000000000000

O000

n

-

PROGRAM READS RAW SPECYRA FROM UNIT 7.

WRITES RESULTS ON UNIT 6

PERFORMS 3 SIGMA ROBUST ESTIMATION ON AUTO SPECTRA.
ESTIMATES VARIANCE OF CROSS SPECTRA FROM FIRST DECILES

OF AUTO SPECTRA.

FINDS ROBUST LOCATION ESTIMATE FOR CRDSS SPECTRA

USING PROCEDURE COMBINING REJUECTION, HUBER ESTIMATION

AND BIWEIGHT ESTIMATION.

RECORDS ESTIMATES PLUS NUMBERS OF OUTLIERS FOUND' AND TOTAL
ABSOLUTE POWER DELETED.

VARIABLES USED:

AMEAN(4) - MEANS

CLIPS - COMPLEMENT,OF NUMBER OF CLIPS RECORDED DURING SPECTRUM

CLP - NUMBER OF CLIPS

ERR - INDICATOR FOR RECQORDING ERROR

FILE - FILE NUMBER FOR SPECTRUM

FREQ - SECOND LOCAL OSCILLATOR FREQUENCY

ICRIT(4) - CRITERIA SATISFIED DURING ESTIMATIONS ITERATIONS B

IER - ERROR INDICATOR FOR SUBROUTINE BEIUGR

IOPT(5) - CONTROL CODES FOR SUBROUTINE BEIUGR

IPERM(108,2) - VECTORS FOR PERMUTATIONS OF CROSS SPECTRA

DURING ORDERING

NDEL(2) - NUMBER OF DELETION ITERATIONS

NOUT(2) - NUMBER OF OUTLIERS

PSI(600,2) - PSI FUNCTIONS FOR ROBUST MAXIMUM LIKELIHOOD ESTIMATION
1 - BIWEIGHT 2 - HUBER

R(512) - ARRAY FOR FORMAT CONVERSION OF SPECTRA

S(108) - TEMPORARY STORAGE FOR ORDERED AUTO SPECTRA

SDEV(4) - STANDARD DEVIATIONS

SPECT(126,4) - RAW SPECTRA 1-IN PHASE, 2-QUADRATURE, 3,4-AUTO

SPORD(108,2 ) - ORDERED CROSS SPECTRA 1-IN PHASE. 2-QUADRATURE

S0(108,2) - SQUARES OF AUTO SPECTRAL COMPONENTS

STAT(5) - MEAN,MAX MIN,MEDIAN, VARIAMCE

STRES(6,4) - ARRAY OF STATISTICS OF SPECTRA

SUM(2) - SUMS FOR STANDARD DEVIATION CALCULATIONS

THETA(2) - ROBUST LOCATION ESTIMATES

TOLD(2) - PREVIOUS LOCATION ESTIMATES

X(600) - INCREMENTAL X VALUES FOR PSI FUNCTION GENERATION

TIME - TIME WHEN SPECTRUM WAS RECORDED

DER(600,2) - DERIVATIVES OF PSI FUNCTIODNS

IDV(108) - VECTOR INDICATING DELETED POINTS

REAL AMEAN(4),SDEV(4),X(600),TOLD(2),SUM(2)

INTEGER IPERM(108,2),ICRIT(4) NOUT(2).NDEL(2)

INTEGER CLP.IOPT(%)/1,0,0.,1,1/.1ER

REAL S(108).STAT(5),STRES(6,4).5Q(108.2) P

INTEGER ERR,FILE,TIME, INT,FREQ.CLIPS

REAL SPECT(126,4),R(512)

EQUIVALENCE (ERR,R(1)),(FILE.R(2)),(TIME . R(3)),(INT.R(4))

EQUIVALENCE (FREQ,R(5)).(CLIPS,R(6)).(SPECT(1,1),R(7))

REAL PSI(600,2),DER(600.2),THETA(2),SPORD( 108, 2)

INTEGER IDV(108)

COMMON PSI DER,THETA, spono 10V

GENERATE HUBER AND BIWEIGHT INFLUENCE CURVES
ANO THEIR DERIVATIVES

H=0. 1000E -0 1 .
D0 5 I=1,600
X(I)=(1-1)*H



\120

WROOO
(el

00005/
o

70
80

e Ne NeN’]

OO0

DO 7 [=1,800 }
PSIAT, 1)=x(1)e(1 O-(X(1)/S. >--g)v~7 "
DO 8 1+501,600 ,
PSI(I,1)=0 O )
DO 9 I=1, 450 NI
PSI(1.2)eXg1)4d~ Y
DO 10 1-151 soo e

PRI(I . 2)=1. i -
CALL DERIV(PSJ(wa) DER( 1. 1)¥x:
CALL DERIV(PSI{172),DER(1,2)) !

READ A RECERD

READ(7,30,END=99)(R(I),I=1,512)
FORMAT(32A4)

IF(ERR.NE.O)GO TO 20

CLPe-CLIPS-1
WRITE(6,40)FILE, TIME, INT FREQ,CLP
FORMAT('O’.Z2.2Xp26.2x,ZS.2X.ZG,2X,I10)

FIND MEAN, 57D DEV ,MEDIAN,FIRST DECILE,
MAX AND MIN FOR AUTO SPECTRA \()
N

DO 80 1=3,4
DO S0 uJ~1, 108

S(JU)=SPECT(U+9.1)

CALL VSRTA(S.108) .
IMSL LIBRARY SUBROUTINE FOR ORDERING ACCORDING
CALL BEIUGR(S,108.10PT,STAT,IER)

IMSL LIBRARY suenourrue FOR FINDING STATISTICS
STRES(1,1)=STAT(1)

STRES(2.1)=SQRT(STAT(5))

STRES(3,1)=STAT(4)

STRES(4,1I)=S(11)

STRES(5,1)=S(108)

STRES(6,1)=S(1)

WRITE(E, 70)(STRES(d I) J=1,6)

FORMAT(’ ' ,6(E10.4,2X))

CONTINUE

CHANNEL DELETIONS FOR AUTO SPECTRA
Do 170 1= 2

K=T+2
DO 90 JU=1,108

SQ(J.,1)=SPECT(J+9.K)**2 ' °

INITIALIZE MEAN AND STD DEV

AMEAN(K)=STRES(3,K)
SDEV(K)=STRES(2.K)
ITER=O

NLAST=108

DELETE CHANNELS

DMAX=3 . *SDEV(K) "
ITER=ITER+1

DO 110 JU=1,108
IDV(J)=1 *

283



134
138
136
137
138
139

140

141
142
143
144
145
146
147
148
149
180
151
152
183
154.
155
156
157
158
189
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180

120
130

SO000

140

20C

210

284

IF(ABS(SPECT(JU+9 . K)-AMEAN(K)) . GT DMAX)IDV(U)=0O
DELETE ADJUACENT CHANNELS

NOW=1DV(2)
IF(IDV(1).EQ.0)IDV(2)=0
DO 130 u=2, 107
NEXT=IDV(J+1)

IF(NOW.NE O)GO TO 120
IOV(U-1)=0

I0V(J+1)=0

NOWs=NEXT

CONT INUE

IF(NOW.EQ 0O)IDV(107)=0

FIND MEAN,STD DEV,AND NO. OF CHANNELS AFTER DELETIONS
NCHAN=QO

SUMM=0 .

SUMS =0 .

DO 140 J=1, 108

IF(IDV(J).EQ.0)GO TD 140
SUMM=SUMM+SPECT (J+9,K) , “
SUMS = SUMS+SQ(yU, 1)

NCHAN=NCHAN+ 1

CONT INUE
AMEAN(K) /NCHAN
SDEV(K)=SQRT((SUMS-{ SUMM**2)/NCHAN)/NCHAN)

IF(NCHAN . EQ.NLAST)GO TO 150
IF(ITER.GT.20)GO TO 15Q ¥
NLAST=NCHAN

GO TO 100

WRITE RESULTS

WRITE(6, 160)AMEAN(K), SDEV(K) NCHAN, L ITER
FORMAT(’ ‘,E10.4,2X ,E10.4,2X,13,2X,12)
CONT INUE

FIND MEAN, STD DEV, MEDIAN, MAX AND MIN FOR CROSS SPECTRA

DO 210 I=1,2
DO 200 J=1, 108

SPORO(J,1)=SPECT(J+9.1)

LPFRM(J, 1) =y

CON INUE

CALL VSRTR(SPORD(1,1),108,IPERM(1,1))
CAL. BEIUGR(SPORD(1,1),108,10PT,STAT, IER)
STRES(1,1)=STAT( 1)
STRES(2,1)=SQRT(STAT(5))
STRES(3.1)=STAT(4)

STRES(4,1)=0.0

STRES(%,1)=SPORD(108,1)
STRES(6,1)=SPORD(1,1)
WRITE(6,70)(STRES(JU,I1),.=1.6)

CONT INUE -

N

ESTIMATE SIGX AND NORMALIZE SPECTRA

SIGg;(1,61.3/SQRT(FLOAT(INT)))'
o



181
182
183
184
185

220

260

270

275
280

285

-SQRT(STRES(4,3)*STRES(4,4)/(2.*INT))

D0 230 t=1,2

DO 220 J=1, 108
SPORD(J.1)=SPORD(U,1)/SIGX
THETA(T)=STRES(3,1)}/SIGX

INITIALIZE DELETION VECTOR

DO 240 J=1,108
IDV(JY)=1
ITDEL=O

NMAX =0
NOEL(1)=0
NOEL(2)=0

i

FIND NUMBER OF REMAINING CHANNELS AND STD DEV

NCHAN=0
SUM(1)=0.0

SUM(2)%0.0

DO 260 J=1,108

1IF(IDV(J).EQ.0)GO TO 260

NCHAN=NCHAN+ 1 U

SUM( 1)=SUM( 1)+(SPORD(J, 1)-THETA(1))**2
SUM(2)=SUM(2)+(SPORD(J,2)-THETA(2))**2

CONTINUE

IF(NCHAN.GT.0)GO TO 270 <
SDEV(1)=0.0

SDEV(2)=0.0

GO TO 275

SDEV( 1) =SQRT(SUM( 1)/NCHAN)

SDEV(2)=SQRT (SUM(2)/NCHAN)

00 280 J=t,4

ICRIT(J)=0

CHECK CRITERIA FOR END OF DELETIONS

IF(SDEV(1).LE.1.25)ICRIT(1)=1.

IF(SDEV(2).LE. 1.25)ICRIT(2)=1 ‘
IF(NODEL(1).LT.NMAX)ICRIT(3)=1

IF(NDEL(2).LT.NMAX)ICRIT(4)=1

IF((ICRIT(1)+ICRIT(2)).EQ.2)GD TO 400

IF((ICRIT(3)+ICRIT(4)).EQ.2)G0 TO 400 .
ITOEL=ITDEL+1

NMAXaNMAX+S . .

ITER=O

REINITIALIZE DELETION VECTOR

00 290 J=1, 108
IOV(J)=1

START DELETIONS WITH SPECTRUM HAVING LARGEST STD DEV

I=2
IF(SDEV(2).GT.SDEV(1))I=1
I[=MOD(1,2)+1

FIND MAXIMUM OUTLIER ’ >



- ‘ . ., 286

. t )
N\ . , \
. . /
241 NOEL(I)=O ] . 1
242 - 300 DO 310 J=1,108 *
243 K=y ‘ ' .
244 IF(I0OV(K).NE_0)GO TO 32Q
24% 310  CONTINUE 5
246 GO TO 370
247 320  SMIN=THETA(1)-SPORD(K,1)
248 00 330 J=1,108 , ;/ -
249 L=109-U
250 IF(IDV(L) .NE.O)GO TO 340
251 330  CONTINUE
252 GO TO 370 , L
2%3 340 SMAX=SPORD(L.I)-THETA(I)
2%4 IF(SMAX .GE . SMIN)GO TO 350 '
p1.1.} SMAX=SMIN -
236 L=K
287 c .
258 T c CHECK TF MAX OUTLIER EXCEEDS DELETION CRITERIDN
2%9 c -
260 350 IF(SMAX.LT.6.0)GO TO 370
261 NOEL(1)=NDEL(I)+14 o
262 c . ) : ’
263 c DELETE OUTLIER PLUS ADJACENT CHANNELS | -
264 c .
265 IDV(L)=0 - -
266 IORIG=IPERM(L,I) . §
267 NADU=1 .
268 IFISMAX .GE . 10. )JNADY=2
269 00 360 J=1t, 108 .
270 IF(IABS(IPERM(J,1)-10RIG) . LE .NADJ)IDV(J)=0 \
271 360  CONTINUE . : i
272 c: - _ :
273 c DELETE MORE IF MAXIMUM ALLOWED NOT REACHED
274 c
278 IF(NDEL(I).LT.NMAX)GO TO 300
27 370 | ITER=ITER+1t .
277 c
278 c CHECK IF BOTH SPECTRA DONE
279 c . -
280 IF(MOD(ITER,2) .EQ.1)GO TO 295
281 TOLD(1)=THETA( 1)
282 TOLD(2)=THETA(2) :
283 c )
284 C -, FIND HUBER ESTLIMATES . \
285 c :
286 CALL MEST(2)- , : :
287 c s - . -
288 C CHECK IF MAX NUMBER OF ITERATIONS ALLOWED EXCEEDED ‘
289 c “
290 IF(ITER.GE.6)GO TO 2%0 . -
291 c .
292 c CHECK IF ESTIMATES HAVE CONVERGED
293 c : &
294 ., IF(ABS(THETA(1)-TOLD(1)).GT.0.1)G0 TO 285 ]
29% IF(ABS(THETA(2)-TOLD(2)).GT.0.¢)GO TO 285
296 GO TO 2%0 '
297 c
298 c WHEN DELETIONS co"LETso, WRITE RESULTS
299 c .
400 ' AMEAN( 1)=THETA(1)*SIGX i -



301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316,
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336

337 >

338
339
340
341

342
343
344
345
346
347
348
348
350
351

352
353
354
355
356
357
358
359
360

420

430
440

450

99

10

287

AMEAN(2)=THETA(Q)*SIGX

SDEV(1)=SDEV(1)*SIGX

SDEV(2)=SDEV(2)*SIGX e "
WRITE(6,410)ITDEL ,NCHAN, (ICRIT(I),I=1,4),SIGX,

. (AMEAN(I),SDEV(I).I=1,2)

FORMAT ( * '.12.tx.13.1x,41v,s(2x,51o4§))

e

FIND BIWEIGHT ESTIMATES )
CALL MESI(1) J

FIND NO. OF OUTLIERS AND TOTAL ABSOLUTE POWER DELETED

DO 440 I=1,2

NOUT(I)=0 ’

SMIN=THETA(1)-5.0

SMAX=THETA(I)+5.0

SUM(1)=0.0- 4
DO 430 u=t,108

IF(IDV(J).EQ.O)GO TO 420

IF(SPORD(J,1).LE.SMIN)GO TO 420

‘IF(SPORD(J,.I).LT.SMAX)GO TO 430 v v

NOUT (1) =NOUT(I)+1
SUM(.1)=SUM(I)+ABS(SPORD(J,1)-THETA(1))
CONTINUE

CONT INUE o .
SUM( 1) =SUM( 1)*SIGX

SUM(2)=SUM(2)*SIGX

AMEAN( 1)=THETA(1)*SIGX
AMEAN(2)=THETA(2)*SIGX
WRITE(6,450) (AMEAN(1) NOUT(I),SUM(I), I=1,2)
FORMAT(' * 2(E10.4,2X,13,2X,E10.4,2X))

GO TO 20 . :

CONTINUE

RETURN

FND

SUB«OU}INE TO PERFORM ROBUST MAXIMUM LIKELIHOOD ESTIMATION

‘SUBRTZUTINE MEST(NPSI)

REAL °SI1(600,2),.DER(600,2),THETA(2),SPORL( 108 ,2)
INTEGER IDV(108)

COMMCN PS1,DER, THETA, SPORD, IDV

J0 3¢ I=1,2

rERe0

T=1HETA(I)

SUMM=0 . 0

SUMD=0.0

DO 10 J=1,108

IF(IDV(J).EQ.0)GD TO 10
U=(SPORD(J,1)-T)*100.
INDEX=IFIX(ABS(U)+0.5)+1
IF(INDEX.GT.600) INDEX=600
SUMM=SUMM+SIGN(PSI( INDEX,NPSI) U) -
SUMD=SUMD+DER( INDEX ,NPSI) ‘

CONT INUE : - .

IF(SUMD.LT.1.0)SUMD=1.0 5
DELTA=SUMM/AMAX { (SUMD,5.0) ‘

T=T+DELTA :

ITER=ITER+1

IF(ITER.GT.10)GO TD 20 ’



361
362
363
364
365
36§
367
368
369
170
371
ar2
373.
374
375
376
END OF FILE

20
30

IF(ABS(DELTA) .GT.0.01)GO 7O 5

THETA(I)=T
CONTINUE
RETURN

END

SUBROUTINE TO FIND'DERIVATIVE OF PSI FUNCTION

SUBROUTINE DERIV(PSI , DER)
REAL PSI(600),DER(600)

H=0. 1000€E-01 . =
DER(1)=(PSI(2)-PSI(1))/B—"
DER(600)=(PSI(600)-PSI(599))/H
DO 10 1=2,599 . ’ :
DER(I)=(PSI(I+1)-PSI(I-1))/(2.*H)
RETURN

END

288



Appendix 5 - FFT Processor Schematics

. The schematics and IC lists are organized in accordance with

the associated circuit boards. The circuit boards and their

designating letters are the Window Board (W), the Butterfly

Processor (F), the Power Computation Board (P), and the
Accumulation Board (A). B
‘ L~

B\
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u200
u201
U202
U203
U204

u205
U206
U207
U208
U208

U210
u211
U212
u213
U214

U215
U216
U217
U218
U219

U220
U221
u222
u223
U224

U225
U226
u227
U228
U229

U230
U231

7428 -
741530
741530
7404

74L5157

74L§W57
7415365
7415365
251522
25LS14

25LS15
741502
74504
74500
7415138

7415293
CD4002
74LS03
74500
74574

745112

T4LS14

74C164
CD4030

CD4027

MC6810
CD4030
CD4030
74C161
74C161

CD4013
CD4015

IC

«

/

umbers for Window Board
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Ui
u2
K

us

ub
u7
usg

u1o

Ut
ut2
VR K]
uil4
uis

utie
ui?
uig
uis
u20

u21
u22
u23
u24
u25

+U26
u27
u28

- U29

u3o

U3i
u32
u3s
U34
U35

u36
u37
u3s8
u3sg
u40

IC Numbers for Butterij Processor Board

D3604
D3604
7415161
74LS161
25LS14

25LS14
25LS15
25LS14
25L514
74L500

74574
74574
745112
74L520
25L522

25LS22
25LS515
251515
251522
251522

74500
74500
74500

7415293

741514
7415112

7415112

74LS514
74L510

- 74LS10

7415123

~ T4LS123

74L5365
74LS510
7428

7428
74LS157
74L501
74L5123
74LS161

ua1
u42
u43
u44
U45

u46
u47
u48
U49
uso

US1
us2
us3
us4
us5

us6 *

us7
us8
us9
uso

u61
u62
Ué3

ue4

U65

u66
ue?
u68
ué9
u70

u71
U71A
u72
U72A
u73

U73A
u74
U74A
u75
U75A

74151
741502
7415365
7415125
91L01

91L01
91L01
91L01
7415157
7415157

74L5126
7415125
74L5126
741586

74LS161

74LS16
91L01.
91L01
91L01
91L01

SN
7315157
74L5157

74L5126

74LS125
74LS126

741586
251522
741509
74LS157
CD4050

74125

74175

74125

74175
474

7474

74L.586
741.586
741500
741500

u76
u77
u78
u79
uso

us1

- us2

usg3
ug4
uss

u86
us7
uss
ugs
uso

ust
us2
uss

740504
741500
74L500
74L5125
74L5125

74L510
74L510
74L510
L4LS10
74L504

74L5125

7415125
74157
74191
74L574

74L574
74L501
7415221

295
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Figure A5.5. Schematic F-2

Butterfly Processor
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Figure A5.11. Schematic F-8 .
FFT Address Generation
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IC Numbers for Power Computation Board .

U100 25LS22
U101 250522
U102 = 25L822
U103 74LS20
U104 TDC1008Y

U105 74LS174
uio6 74LS174
ui07 74LS08
uio8 7474

Uui09 74LS74

ut10 ?4Lso0
Ui11 CD4016
Ui12 CD4016
U113 74L500
U114 745188

U115 745188
Uiié 74163
U117 74LS04
U145 S1LO1
U146 91L01

U147 91L01 | -
U148 91L01 ,
U149 741583
U150 74LS83
U151  74LS86

U152 741586
U153 - 7402

Uts55 91L01 ~

U156 91LO01 . &

U157 91L01 ! ; ¢
U158 Q1LO1 1 .
U159 74LS157

U160 74LS157

U161 74LS161

U162 74LS161 -

Uié3 74LS10
uie4 7474
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U400
U401
U402
U403
U404

U405
U406
U407
U408
U409

- U410~

uaii
U412
‘U413
usa14

U415

U416 .

u4qt7
U418
u419

U420
U421
U422
u427
u428

U429
U430
U431
U438
U439

U440
U441

U442

U443
U444

U445
U446
U447
U448
U443

-

IC Numbers for Accumulation Board

7415174
74174
74174
74163
74163

74163
741514
7476
7476
74163

7474
7410

7415324

7474
7476

741501
7400
7402
7474
7474

MC 1488
7415157
74157

7415365
7415365

7415365
74L5174
7400
75365
7415123

7415123
74365
74365 .
74365
74174

74365
CCD450A
74174
74365

CCD450A

U450
U451
U452
U453
U454

U455
U456
u457
U458
U459

U460
U461
u462
U463
u464

U465
U468
U469
U470

u4a71

U472
u473
u474
u475
u476

u477
u480
u481
u482
U483

Y484
U485

U486

u487-

u488

U488

74174
74365 ¢
CCD450A
74174
74365

74365
74365
74365
7400
7404

74L.5181
7415181
74L5181
745181
7415181

74L5181
7474
74LS01
74198
74198

74182
74198
74198
74198

74198

74182
74LS174
7415161
74510

74504

74500

74LS00
745174
74LS00
7404

7404

306
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Flgure A5.15. Schematic A-3

Accumulation and.CCD Memory
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