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Abstract

A laboratory vortex generator was designed and fabricated to reproduce the behav-

ior of this complex swirling flow. The vortex generator design was based on the

results of computational fluid dynamics to optimize the performance, to reduce the

cost, and to ensure kinematic similarity with atmospheric vortices. Stereo particle

image velocimetry was used to investigate the flow velocity field generated by the

instrument. In addition, laboratory scaled water vapour transport experiments were

conducted, using a series of 128 solid-state humidity/temperature sensors. The results

were used for successful validation of the numerical simulations. The study confirmed

the expected effect that dust devils did indeed enhance mass transport. It was con-

cluded that the radial Reynolds number was the most relevant scaling factor for this

phenomenon. A numerical model with Martian conditions was then calculated to

estimate the local water vapour transport rate from the Martian regolith with the

presence of dust devil-like flows.
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Chapter 1

Introduction

This thesis work focuses on two main goals: 1) the modification of an existing Open-

type vortex generator and 2) the investigation of water vapour transport through

porous media with application to the dust devil’s effects on Martian water vapour

transport.

The recent Mars exploration mission, Phoenix Mars Lander, was successfully com-

pleted [Smith et al., 2008, Arvidson et al., 2008]. The objectives of the Phoenix

mission were 1) to explore water ice, which helps to determine the possibility of life

on Mars, 2) to study climate, 3) to obtain surface information of the north polar

region, and 4) to prepare for human missions [Smith et al., 2008]. For example, the

lander has confirmed the existing water ice below the Martian surface [Smith et al.,

2009], collected pressure and temperature data from atmospheric measurement by the

meteorological station (MET) [Zent et al., 2010, Taylor et al., 2010], and captured

images of dust devils with the Surface Stereo Imager (SSI) [Ellehoj et al., 2010].

Observational evidence of existing H2O [Smith et al., 2009] gave strong motivation

to the search for life on Mars for the future missions. On Earth, water can be named

as the mother of life, because it is required by all forms of life. When Phoenix found

water ice on Mars, it brought the hope of possible life existing on this red planet.

Furthermore, Mars could also be a potential habitable planet for humans in the future.

1



Martian atmospheric temperature measured from the Phoenix thermocouple, T1 (

1 m above the lander deck), varied from -40oC to -95oC over a typical diurnal cycle

[Taylor et al., 2010]. Both temperature fluctuations and its values were higher around

noon than the evening [Taylor et al., 2010]. This might be caused by the increasing

amount of thermal plumes around noon. Moreover, the daily average pressure of the

Martian atmosphere was measured to be between 720 Pa and 860 Pa [Zent et al.,

2010, Taylor et al., 2010]. This agreed with the seasonal variations of pressure drop

from summer to fall.

A significant temperature increase due to the solar radiation would influence the

amount of thermal plumes and would result in convective vortices and dust devils. It

has been reported that 502 vortices with pressure drop larger than 0.3 Pa were ob-

served during the Phoenix mission [Ellehoj et al., 2010]. High occurrence of convective

vortices and dust devils on Mars were also reported by Thomas and Gierasch [1985]

and Metzger et al. [1999]. A dust devil has high convective strength of vertical wind

that is able to lift the loose dust. It may potentially enhance the rate of water vapour

transport from the Martian regolith. However, the Phoenix data was limited during

the 151 sol mission. To better understand the Martian water cycle, a numerical mod-

elling technique based on mass transport with these atmospheric vortices is needed.

It may improve and help study the effects of dust devil on water vapour transport

from the Martian regolith. In addition, it is believed that these natural vortices may

play an important role that affects and enhances the rate of mass transport.

The goal of this research is to study the relationship between dust devils and water

vapour transport on Mars. By following Prieto’s work [Prieto, 2006], the existing

Open-type vortex generator had to be modified to produce better controllable dust

devil-like flows. For this modification, the work started with investigating the non-

dimensional characteristic parameters and the structures of dust devils. An extended

sensitivity study was performed (based on Altimas [2007] results) in order to modify

the existing vortex generator. A numerical model of the new vortex generator was

used to optimize the apparatus dimensions, such as outflow radius and inflow height,
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etc. When a laboratory scale vortex generator was constructed, the flow velocity field

was measured by stereo particle image velocimetry (SPIV) technique. SPIV measure-

ments provided the two dimensional flow information of three velocity components.

A computational model of vortex generator with the porous media domain was used

to validate the experimental flow field. The same numerical model was also used to

simulate mass transport of water vapour from porous media in the laboratory condi-

tions. Porous media were often used to study the water vapour transport mechanism

under Earth or Martian conditions [Gu et al., 1998, Travis et al., 2003, Prieto, 2006,

Farahaninia, 2008]. These studies demonstrated that the foam could be a suitable

material to represent the regolith for both the experimental and numerical models.

Finally, a numerical simulation with Martian conditions was calculated to estimate

the water vapour transport mechanism between dust devils and the regolith on Mars.

The results may help estimate the amount of water evaporation rate enhanced by

dust devils from the regolith.
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Chapter 2

Literature Review

2.1 Mars

The universe is relatively huge comparing to the solar system. Life from the another

world is always a question. Scientists believe that water may be one of the essential

resources for life because it is so on Earth. However, no human spacecraft can travel

through the whole universe in a reasonable time using current technology. Because of

this, Mars, which is the closest planet from Earth in the solar system, has been one of

the popular planets to investigate. Many successful missions, such as the Viking I and

II, Spirit, Opportunity, and Phoenix, provided humanity with much useful knowledge

on Mars exploration.

From previous successful missions, the details about water/hydrogen abundance at

the surface or at the near-surface atmosphere on Mars were obtained from the mea-

surements using High Energy Neutron Detector (HEND), Thermal Emission Spec-

trometer (TES), Mars Orbiter Laser Altimeter (MOLA), and Gamma Ray Spectrom-

eter (GRS), among others. [Mellon and Jakosky, 2000, Fisher et al., 2002, Fouchet

et al., 2007, Haberle et al., 2007]. The first observation of existence of water was

presented by Kieffer et al. [1976]. Further, the Martian north pole has been reported

to have up to 70% mass concentration of water [Mitrofanov et al., 2002, Boynton
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et al., 2002, Mitrofanov et al., 2003]. This information was among the reasons for the

Phoenix Mars Lander, which was the most recent Martian mission, to land at the

high latitudes close to the north pole.

The Phoenix lander landed on 25 May, 2008, at 68.22o north latitude and 234.25o east

longitude [Smith et al., 2009]. During the mission, the Phoenix Lander verified the

existence of water ice underneath a layer of dry regolith at the landing site on Mars

[Smith et al., 2009]. In addition, the SSI instrument captured several occurrences of

dust devils during the mission [Ellehoj et al., 2010]. The main goal of the mission

was achieved by the confirmation of water ice. The existence of water ice may play a

very important role for the potential life on Mars. Additional physical measurement

data about the Martian polar region, such as temperature, pressure, wind speed, and

wind direction, were also collected by the MET and SSI instruments.

In this project, a dust devil will be studied with respect to its effect on the water

vapour transport mechanism. Shapiro [1969] and Doswell [1991] have summarized

the atmospheric vortices. In general, at the axis of a dust devil pressure is lower and

temperature higher than in the environment at the same level. Prieto [2006] initiated

the study of the effect of dust devils on the water vapour transport from the porous

regolith using three-dimensional numerical modeling. One-dimensional water vapour

transport phenomenon on Mars has been studied by Mellon and Jakosky [1993] and

Savijarvi [1995]. An idea of numerical simulation of water cycle was proposed by

Jakosky et al. [1997]. To study the water vapour transport the following processes

should be considered [de Groot and Mazur, 1984, Do, 1998] : advective flux, molecular

diffusive flux, Knudsen diffusive flux, thermal diffusive flux, and surface diffusive flux.

In practice, porous medium can be used to represent the Martian regolith [Kieffer

et al., 1976, Sullivan et al., 2005], as the dusty basaltic material is the main component

of the regolith. Because of dusty basaltic material, the pore structure can be defined

as anisotropic. When the flow goes through anisotropic material, it results in irregular

physical flow quantities such as pressure, velocity, etc. However, in simulations the

regolith is assumed as an isotropic porous medium, because of lack of more detailed
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information. Previous analytical studies of the mass transport of water in a porous

medium on Earth [Gu et al., 1998] and Martian [Travis et al., 2003] conditions were

based on the thermal diffusion and Knudsen diffusion. Both studies provided good

model formulations in both Earth and Martian regolith. Other studies of dust devils

on Mars [Thomas and Gierasch, 1985, Metzger et al., 1999, Ellehoj et al., 2010] also

indicated the water vapour transport could be affected by this atmospheric convective

vortices. The only previous attempt to quantify this effect was developed previously

at the University of Alberta [Prieto, 2006], but the vortex model used was found to

be not kinematically similar to a real atmospheric vortex. More details about dust

devils will be introduced in Section 2.4.

2.2 Mass Transport

It is believed that dust devils may play an important role on enhancing the Martian

water vapour transport rate [Thomas and Gierasch, 1985, Metzger et al., 1999, Prieto,

2006, Ellehoj et al., 2010]. Experimental and numerical models were used to prove

their relationship. To study how the fluid flow moves through the porous media, we

consider the five main mass transport mechanisms [de Groot and Mazur, 1984, Do,

1998]:

• Advective Flux

Darcy’s law [Darcy, 1856] has indicated that the flow velocity field obeys a lin-

ear relationship with the pressure gradients, when transported through a porous

medium. In general, it is applied to water transport in soils. Buckingham [1907]

has expanded Darcy’s law to the unsaturated flow applications since most soils

are unsaturated. Other researchers, such as Hubbert [1956] and Joseph et al.

[1982], indicated that Darcy’s law may not be applied to the high velocity flow

regimes or should include the inertial terms, respectively. Bird et al. [2001] ex-

plained and detailed the hydraulic conductivity break-down between the proper-
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ties of the fluids and the properties of the porous medium. From the diffusivity

processes [Alzaydi and Moore, 1978, Thorstenson and Pollock, 1989, Massmann

and Farrier, 1992, Massmann, 1998], the term of advective fluxes may be greater

than other mass transport mechanisms with relatively small pressure gradients,

when Darcy’s law is applied.

• Molecular Diffusive Flux

Fick’s law [Fick, 1855] has similar characteristics as Darcy’s law. It proposes

a linear relationship between the diffusive flux and the concentration gradient

in the fluid mixture cases. In general transport applications, the molecular

diffusive flux from one fluid to another may be described using Fick’s law [Jaynes

and Rogowski, 1983, Bird et al., 2001]. Do [1998] has demonstrated Fick’s law is

also applicable to the study of porous medium. However, a diffusive coefficient

of the material may be taken into account as a extra term.

• Knudsen Diffusive Flux

Knudsen diffusive flux [Knudsen, 1909] is similar to Fick’s law. The differ-

ence between these two diffusions is that the Knudsen’s coefficient is related to

temperature and pressure and Fick’s coefficient to pressure gradients and veloc-

ity. Knudsen diffusion has been considered as relevant factor for flow through

the regolith on Mars [Clifford and Hillel, 1986] due to low permeability, which

may increase the diffusivity rate, when the low atmospheric pressure is applied

[Sleep, 1998]. Nevertheless, Knudsen diffusion may be neglected for both the

experiments and numerical simulations under Earth conditions in which the

atmospheric pressure and permeability are much higher than in Martian condi-

tions.

• Thermal Diffusive Flux

Thermal diffusion or Ludwig-Soret effect [Ludwig, 1856] can be used in either

liquid or gas mixture [Mason et al., 1967] when the temperature gradient is pre-

sented. Thermal diffusive coefficient can be then added into Fick’s law [de Groot
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and Mazur, 1984]. However, the current study was considered to be an isother-

mal condition and the temperature gradient was neglected. It should be noted

that the assumption made is based on the temperature variation to be less

than 3oC in the experiments. Hence, the mechanism of thermal diffusion was

excluded from this study.

• Surface Diffusive Flux

Another commonly independent transport mechanism, surface diffusion, is ad-

dressed in a manner similar to molecular diffusion [Do, 1998, Gilliland et al.,

1974]. It shows that molecular movement would drive a local concentration

gradient in the adsorbed surface. We ignored this mechanism in this study due

to the surface diffusion being usually neglected in the soil-related applications

[Thorstenson and Pollock, 1989].

2.3 The Martian Regolith

The properties of Martian regolith have been estimated using numerical, theoretical,

and experimental studies. The majority of the compositional materials on the Martian

regolith are dusty basaltic [Kieffer et al., 1976, Sullivan et al., 2005]. From this

information, a porous medium can be used to represent the Martian regolith.

In the north polar region, where the Phoenix Mars Lander landed, the density was

estimated to be 1.0±0.5 g cm−3 [Malin, 1986]. However, the local densities vary with

the locations. For example, it is estimated to be between 1.15±0.15 g cm−3 and

1.6±0.4 g cm−3 at the Viking I site [Moore and Jakosky, 1989] and 3 g cm−3 at the

Opportunity site [Jerolmack et al., 2006]. Generally, mean density of Martian regolith

was estimated to be 3.9335±0.0004 g cm−3 [Lodders and B. Fegley, 1998].

Some properties of the Martian surface were measured by the thermal and electrical

conductivity probe (TECP) of Phoenix. The average thermal conductivity (κ) was

0.085 W m−1 K−1 and average volumetric heat capacity (Cp) 1.05×106 J m−3 K−1
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[Zent et al., 2010]. Further, the exchange rate of H2O sustained a partial pressure

difference of 1.8 Pa between the regolith and atmosphere within most of daytime.

Atmospheric relative humidities increased very significantly from day to night, be-

cause of cool down on the atmosphere and the regolith. The soil temperature range

measured by the TECP was between -92oC and -20oC.

2.4 Atmospheric Vortices: Dust Devils

There are many types of atmospheric vortices that exist on Earth. For example,

tornadoes, hurricanes, and dust devils to name a few. Tornadoes are generated over

the land and are associated with strong winds and thunderstorms. It is known to be a

powerful vortex flow, which can cause a lot of economic damage. A hurricane is much

more complex than a single tornado, and involves spiral rings of thunderstorms. It

develops over the warm ocean, which eventually dissipates as it moves over the land.

A dust devil is defined as tornado-like vortices. It typically carries a load of loose dust

with vertical convective vortices, which usually harmless and very small compared to

tornadoes and hurricanes in strength. These three types of vortices are the weather

phenomena of rotating columns of air in vertical direction. However, dust devils are

the only type of atmospheric vortices that naturally occur on Mars.

In general, the Martian dusty atmosphere is composed by 95% of CO2 [Johnson, 1965]

and less 0.5% of water vapour [Leovy, 2001] in averages for the while Martian surface

and over a full Martian year. The temperature measured at 2 m height at the Phoenix

landing site was between -40oC and -95oC [Taylor et al., 2010]. The pressure range

was between 720 Pa and 860 Pa [Zent et al., 2010, Taylor et al., 2010]. The values of

pressure and temperature were close to those at the triple point of water, which are

611.73 Pa and 273.16 K, respectively. As a result, water is mostly in vapour condition

during transport.

In the day time, the sun radiation causes the occurrence of convective thermal plumes
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because of thermal buoyancy. When convective plumes are getting active, natural

events such as turbulent winds and convective vortices may occur [Murphy and Nelli,

2002]. This explanation agrees with the Phoenix data , which shows that a peak of

convective vortex activities, in addition to dust devils, happened around noon [Ellehoj

et al., 2010]. Moreover, a total of 502 convective vortices. which were identified by a

pressure drop larger than 0.3 Pa, were detected during the Phoenix mission. Although

dust devils on Mars are typically associated with core pressure drops of 1 to 5Pa, the

mission team considered smaller pressure drops, since most dust devils will not pass

exactly over the lander. To ensure the pressure drop measurement was not caused

by, e.g. small-scale turbulence, the conditions of sufficient amplitude (¿0.3Pa) and

duration (10-20 s) were selected. This identification procedure would also exclude the

pressure drops, which occurred by the thermal plumes and wind gusts, etc [Ellehoj

et al., 2010].

2.4.1 Structure of Dust Devils

Dust devils are known as tornado-like vortex flows due to the similar structure.

Physical mechanisms of tornado-like flows, such as its characteristics were reviewed

by Davies-Jones and Kessler [1974], Davies-Jones [1976], Davies-Jones [1982], and

Lewellen [1993]. Tornado-like flows can be characterized by Navier-Stokes equation

[Rankine, 1858, Burgers, 1948, Rott, 1958]. Rankine [1858] and Burgers-Rott [Burg-

ers, 1948, Rott, 1958] vortex models, shown in Figure 2.1, and tangential velocity

profiles are most commonly used to describe this type of flow.

The velocity profiles of Rankine vortex in a cylindrical coordinate system (r, θ, z) are
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Figure 2.1: Tangential velocity profiles of tornado-like vortex flows, Uθ.

defined as follows:

Ur = 0 (2.1)

Uθ =





Uθmax

r

rcore

if 0 ≤ r < rcore

Uθmax

rcore

r
if rcore ≤ r

(2.2)

Uz = 0 (2.3)

where Ur is radial velocity, Uθmax maximum tangential velocity, and Uz vertical veloc-

ity. It indicated that the tangential velocity is proportional to the radius within the

vortex core. In other words, this relationship is named to be a solid body rotation for

this ideal vortex core. In addition, the tangential velocity profile outside the vortex

core is irrotational.

Burgers-Rott vortex has a better description on the tornado-like flow which was also

obtained using an axisymmetric Navier-Stokes equation. The difference between these

two vortex models is that the Burgers-Rott vortex includes the radial velocity which

smoothes down the tangential velocity profile. The common point for both vortex

cores is the axisymmetric assumption on the tangential velocity profile.

A fully developed tornado-like vortex flow can be divided into five regions [Snow,

1982, Lewellen, 1993], as illustrated in Figure 2.2.
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V. Rotating Convective Plume

III. Core Flow IV. Outer Flow

I. InflowII. Corner Flow

Figure 2.2: A Schematic of an atmospheric tornado-like vortex flow, according to
Snow [1982].

• Region I: Surface boundary layer (Inflow)

A radial inflow within surface boundary is induced by the circulation at the sur-

face, which is perpendicular to the axis of rotation [Lewellen, 1993]. In addition,

the radial velocity is relatively large compared to the axial velocity component

[Rotunno, 1980, Morton, 1981, Wilson and Rottuno, 1982], because of the large

radius of this region. The flow feeds into the corner region horizontally [Snow,

1982]. The rate of inflow is limited by the turbulent shear stress, i.e. transfer of

momentum by the turbulence to the ground. When the flow is approaching the

central axis in the vertical direction, the viscous effects would make the upper

sub-layer thinner.

• Region II: Corner flow

In this region, it is known that the horizontal vortex line can be induced to a

vertical one [Lewellen, 1993]. It can also be named as turning region, due to the

motion of tilting of the vortex lines. Vorticity and convergence are significant in
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the corner flow region [Lewellen and Sheng, 1980], which result in the occurrence

of maximum speed of wind [Wilson and Rottuno, 1982].

• Region III: Core flow

A variety of different dynamics structure have been observed in this region

[Snow, 1982]. The shape of condensation funnel depends not only on the vortex

structure and intensity but also on the water vapor content of the air. The pos-

itive buoyant plumes or updraft induces the horizontal convergence in natural

tornado-like vortices [Lewellen, 1993]. Further, the core radius is defined at the

location where the maximum tangential velocity is.

• Region IV: Outer flow

The concentrated vorticity in the region of the core flow and the positive buoy-

ancy force in the region of the rotating convective plume affect the moving

tendency of the flow in this region [Snow, 1982]. The flow spirals inward and

upward. In other words, there are radial and vertical velocities that are present

in this region. Hence, it is not irrotational flow. However, continuous inward

advection of angular momentum is conservative. The tangential velocity pro-

files within this region and core region can be described using the definition of

Rankine or/and Burgers-Rott vortex.

• Region V: The rotating convective plume

This region must be sufficiently strong to maintain the updraft forces [Snow,

1982]. It is essential to include the top boundary conditions when determining

the strength of this region [Lewellen, 1993].

The present study is aimed at the mass transport through the regolith. It is believed

that the corner flow and inflow regions will play the relevant roles and have more

influence than the other regions on the mass water vapour transport, since they are

in contact with the regolith directly. Therefore, the analysis and characterization of

dust devils for the present study are focused on these two regions. Three characteristic
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parameters, such as swirl ratio, aspect ratio, and Reynolds number [Lewellen, 1962,

Davies-Jones, 1976, Church and Snow, 1993, Lewellen, 1993], are the most important

scaling factors for the tornado-like vortex flow. The details of these studies will be

described in Section 3.3.

2.4.2 Death of Dust Devils

A sudden enlargement of natural dust devils is observed in the vortex funnels at this

dispassion stage [Ward, 1972]. Vortex breakdown occurs when the flow transits from

laminar to turbulence. The Reynolds number increases significantly and the vertical

velocity of the wind, outside the core, increases, but inside the core, the upward speed

decreases. Cold air and negative buoyant forces are the main reason for causing the

vortex breakdown [Lee and Wilhelmson, 1997]. A downdraft of air near the rear

flank of the dust devils increases, which cuts off the inflow, resulting in decrease of

the vertical vorticity. When the vorticity of a dust devil descends and decreases, the

vortex lines dissipate into the environment within a low strength, but do not end in

the atmosphere. The vortex lines or vortices will remain in the atmosphere with a

very low vortex strength. Occasionally, these vortex lines may merge with another

vortex line or wind and create another dust devil.

2.5 Relevant Dimensionless Parameters of Dust Dev-

ils

Different strength of dust devils may result in different amount of water vapour trans-

port. For example, the stronger and bigger dust devils may enhance water vapour

transport from the regolith more than weaker dust devils. As a result, it is essential to

characterize the dust devils with non-dimensional parameters. The non-dimensional

parameters also allow for comparison between dust devils on Earth and on Mars. Fi-

nally, if a proper scaling function based on non-dimensional parameters can be found,
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enhancement results from a few cases can be used to estimate water vapour transport

for all cases. In the previous section, it was shown that a dust devil is a tornado-like

flow. In other words, a dust devil can be defined using the scaling factors which are

applied to tornadoes.

Lewellen [1962] simplified the Navier-Stokes equations for a three-dimensional steady

state, viscous, incompressible, axisymmetric vortex flow in closed cylinder. This type

of vortex flow could be governed by three non-dimensional parameters; the ratio of

volume flow per unit axial length (the depth of the inflow) to circulation (at the far

field), Q/Γ; the radial Reynolds number,

Rer =
Q

ν
; (2.4)

and the ratio of characteristic lengths,

Lc =
ro

h
; (2.5)

where ro is the radius of updraft, h the depth of the inflow, ν the kinematic viscosity

of air, Q the volume flow rate per unit axial length, and Γ the circulation. It should be

noted that the depth of the inflow of vortex flows in nature means the last streamline

before the circulation. Some limitations, such as boundary conditions, might be

applied on these three non-dimensional parameters. Later Davies-Jones [1973] applied

the Buckingham π-theorem, based on the Ward type of a three-dimensional vortex

simulator [Ward, 1972]. He redefined two of these three non-dimensional parameters

as the aspect ratio

ao =
h

ro

(2.6)

and the swirl ratio

So =
roΓ

2Q∗ . (2.7)

where Q∗ is the inflow volume flow rate. Note that Q∗ has the usual units of m3 s−1,

while the above-defined Q has the units of m2 s−1. From the experimental results,

Ward’s model not only had better agreement with natural vortices than other models
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at that time, but also performed the characteristics of natural vortices [Davies-Jones,

1973, 1976]. Rotunno [1977] later rewrote the swirl ratio as

So =
roUθ

2hUr

(2.8)

where Uθ is the average azimuthal velocity at ro,

Uθ =
1

2π

∫ 2π

0

U(θ,local)dθ (2.9)

and Ur is the average radial velocity at the inflow area at ro,

Ur =
1

2πh

∫ h

0

∫ 2π

0

U(r,local)dθdz . (2.10)

This swirl ratio was defined under two parameters, the configuration ratio and the

inflow angle, which related to the core size. When the updraft radius was two times

the inflow depth, the swirl ratio then depended on the inflow angle.

In general, these dimensionless parameters were suitable for the Ward type of vortex

simulator, as shown in Figure 2.5. But, they were not well defined for the Open-

type of vortex generator, as shown in Figure 2.6. There was no precise definition

of the characteristics of ro and h for the open model and natural vortex flows in

the literature. Some researchers, e.g. Wilson and Rottuno [1982] and Prieto [2006],

suggested that the location of ro is at the radial location of the maximum radial

velocity, based on their numerical and laboratory studies of laminar vortex flows.

Basically, the swirl ratio was defined as the ratio of angular momentum to axial

momentum from the above information. However, there were arguments on this defi-

nition of swirl ratio. For example, Church et al. [1979] found that the internal vortex

structure exhibits less correlation on the aspect ratio and on the radial/convective

Reynolds number. Because of this, Nolan and Farrell [1999] and Nolan [2005] argued

on the definition of the swirl ratio. They defined an internal swirl ratio as,

SI =
ri

2hi

∫ hi

0
2πriUr(ri, z)dz∫ ri

0
Uz(r, hi)2πrdr

. (2.11)
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where ri is the radius of the internal domain, hi the height of the internal domain, and

Ur(ri, hi) the radial velocity at the radius of ri. From the Equation (2.11), the internal

swirl ratio was defined as the ratio of the inflow azimuthal velocity to the maximum

possible updraft speed. Both maximum azimuthal and maximum radial velocities

are easy to locate in the natural vortex flows, as Barcilon [1967] found. Thus, these

were correlated into a vortex Reynolds number, the ratio of inflow circulation to the

viscosity, which can be written as

Rev =
Ωhi

ν
(2.12)

where Ω is the angular velocity. It should be noted that the internal swirl ratio was

varied with the size of the domain choice and not designed for either Ward or Open

type simulators. Further, Nolan [2005] developed this dimensionless parameter to

predict both the shape and the strength of the vortex flow. As a result, this was not

the best swirl ratio to study water transport mechanism.

From the above description, dust devils can be characterized by the swirl ratio, the

internal swirl ratio, vortex Reynolds number, and aspect ratio. However, they may

not suitable for analyzing all natural, numerical, and laboratory vortex flows. Other

studies such as Lewellen and Lewellen [2000], Haan et al. [2008], and Kuai et al.

[2008] suggested using a more precise location of the core radius, rcore, the location

of maximum tangential velocity, to characterize the vortex structure. The previous

three non-dimensional parameters were rewritten as:

Recore =
2πrcoreUθmax

ν
(2.13)

a =
h

rcore

(2.14)

Sgallus =
πr2

coreUθmax

Q∗
updraft

. (2.15)

where Uθmax is the maximum average tangential velocity at rcore and Q∗
updraft the

updraft volume flow rate through the system, which is the volume flow rate through

the fan in the experiments and numerical models. For the vortex flows in nature, it
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was assumed to be equivalent to previous definition and can be expressed as

Q∗
updraft = Qh = Q∗ (2.16)

The swirl ratio of vortex core here is always smaller than previous researchers’ equa-

tions by a ratio of rcore/ro [Kuai et al., 2008]. These definitions are illustrated in

Figure 2.3 and Figure 2.4.

U

X

Y

Z

2r core

t core

Figure 2.3: A three-dimensional schematic of vortex flow.

X

Z

h
rcore

Figure 2.4: A two-dimensional schematic of vortex flow.
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2.6 Study of Vortex Generators

Natural events of dust devil are unpredictable and difficult to measure on both Earth

and Mars. On Earth, the researchers have studied dust devils in the sub-arctic regions

[Grant, 1949] and hot desert areas [Sinclair, 1969, Hess and Spillane, 1990]. On Mars,

the images of dust devils have been taken by Viking Orbiter [Thomas and Gierasch,

1985], Pathfinder [Edgett and Malin, 2000, Balme et al., 2003, Metzger et al., 1999],

Spirit lander, and Phoenix Mars Lander [Ellehoj et al., 2010]. However, the measured

data from Mars missions are limited. Hence, laboratory vortex generating apparatus

was considered to allow for a better physical study of dust devils. An ideal apparatus

was also designed to generate a simple, controllable, and reproducible vortex flow in

this study.

A Ward-type generator could produce similar characteristics of natural vortex flows,

such as kinematics (swirl ratio) and geometry (aspect ratio) [Davies-Jones, 1976,

Church and Snow, 1993], in laboratory conditions. It was developed by Ward [1972],

shown in Figure 2.5. Air flow enters the convergence region through the rotating

screens which redirect the flow. It then goes through the updraft hole and enters the

convection region. At this stage, the internal vortex structure of this swirling flow

is created. A fine mesh honeycomb baffle will reduce the vorticity and flow rotation

at the fan. Finally, the non-rotating flow exits from the exhaust zone, same as the

natural vortex flow in the atmosphere [Davies-Jones, 1976]. It should be noted that

the convergence region, the flow through the updraft hole, and the convection region

are regarded as inflow, corner flow, and core flow in vortex structure, respectively.

The use of Ward-type model is not appropriate for present study, although the Ward-

type generator can produce the good characteristics of vortex flows. The reason is

that we would like to measure the vortex flow around a miniatured lander, which

located at a fixed position. However, the vortex flow is not allowed to move along

the surface in the inflow region in Ward-type model. Prieto [2006] has studied mass

transport through the regolith using an “Open” type tornado generator, developed
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Figure 2.5: A schematic of the Ward-type vortex generator.

by Hsu [1973] (Figure 2.6). It consists of a fixed cylinder and an electrical motor

with a vertical fan blade. The shape of bell curve is designed at the lower-end of the

cylinder. It alleviates the boundary effects and turbulence generation. When the fan

blades are vertically oriented, the upward angular momentum is induced to simulate

the dust devils. It should be noted that the updraft axial momentum is very small.

However, this “Open” type vortex generator produces relatively weak vorticities and

widening vortex corner flow region [Prieto, 2006]. In other words, it did not create the

desired kinematic characteristics similar to atmospheric vortices. The reason maybe

that the vortex flow in this case is driven purely by viscous forces.

Altimas [2007] has studied an idealized vortex generator based on the relevant geo-

metric parameters illustrated in Figure 2.7. The simulations were performed using

computational fluid dynamics with a commercial software package, ANSYS/CFX.

The idea of his design was based on a Gallus type vortex generator [Gallus et al.,

2006], developed at Iowa State University. Figure 2.8 is the schematic of the Gallus

model. The difference between these two models of design are the locations of the
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Figure 2.6: A schematic of the “Open” model vortex generator.

vanes and bell mouth shape outflow section. Both models are able to achieve/produce

the two essential conditions of the natural atmospheric vortices. One is the presence

of an initial vorticity and the other one is updraft flow [Howells et al., 1988]. They

are similar to Ward-type design. However, the internal structure of vortex flow is not

fixed by the structure of the vortex generator and this design allows for the arbitrary

placement of a miniature lander on the surface.

In the Gallus type of vortex generator, an axial fan creates the axial momentum. The

turning vanes which are placed evenly around the circumference on the top of the duct

are redirecting the flow and generating the vorticity at the same time. The strength

of vortices will depend on the angle of the vanes. The flow travels through the vertical

duct and enters the inflow section with the desired tangential velocity. The vortex

flow is then produced at the experimental region. However, the real dimensions of this

apparatus are too large. When it is introduced in geometric scale to fit the existing

open-type vortex generator at the University of Alberta, the numerical simulations

suggest that the strength of vortices is too low.
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Figure 2.7: A schematic of idealized vortex generator of Altimas [2007] study.

Figure 2.8: A schematic of vortex generator developed by Gallus et al. [2006]
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An idealized model was the numerically designed to increase the vortices in the duct.

Altimas [2007] has studied the dimensional analysis based on the both Gallus design

and existing apparatus. The flow is sucked from the axial fan and traveled through

from the horizontal to vertical duct. A couple of curved fins were evenly placed around

the vertical duct circumferentially. The direction of flow tilts, when passing through

the fins and the swirl is created. It then enters the experimental area. It should be

noted that the flow that escapes from the cap is relatively small compared to the

whole flow field. A total of nine length scale variables were studied to optimize the

geometry of vortex generator design. From the results of sensitivity studies based on

the kinematic similarity, the fin angle, outflow radius, and inlet height are the most

relevant factors that impact the vortex structure.

2.7 Velocity measurement technique in SPIV

Observations of fluid flow are dated as far back as Leonardo Da Vinci [Raffel et al.,

2007]. A step forward towards measurement of fluid flow began when Ludwig Prandtl

developed a flow visualization experiment using a water tunnel. Scientists started to

invent intrusive flow devices to measure fluid flow at a single point [Adrian, 1986].

The common devices are pitot tubes and hot-wire anemometers. These intrusive tech-

nique equipments are useful and economic, but they also cause significant effects to

flow fields, such as blockage of the flow by physical probes. A non-intrusive technique,

Laser Doppler Velocimetry (LDV), was then invented [Raffel et al., 2007] for measur-

ing the direction and speed of fluid with seeding particles. However, the principle of

LDV is a single-point method and not able to measure well unsteady flows. The study

of turbulent flows has been one of the motivations for the development of multi-point

measurement techniques. A useful planar measurement technique, particle image

velocimetry (PIV), was developed in the last 20 years [Raffel et al., 2007]. PIV de-

termines two velocity components of fluid field in a two dimensional plane. SPIV is a

product of the evolution of PIV. The velocity components now can be represented in
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three dimensions. It also improved from the analysis method of auto-correlation to

cross-correlation [Raffel et al., 2007]. This approach tends to increase the accuracy

slightly. By improving the optics, the laser, the electronics, the video and computer

technique, the SPIV measurements can be employed to most flow visualization.
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Chapter 3

Theory

The present work follows Prieto’s study [Prieto, 2006] of local water vapour transport.

The conclusion of his work was that a dust devil would enhance the local water vapour

transport rate. However, the type of Open vortex generator used in his study did

not produce the required characteristic parameters of dust devil-like flow. To achieve

the study of mass transport phenomenon from the Martian regolith subjected to dust

devils in the Martian atmosphere, the following sub-studies were performed:

• Understand the physical processes behind the water vapour transport and nat-

ural event of dust devils.

• Design an optimized vortex generator using CFD and build the new generator.

• Measure the velocity field and water vapour transport with the vortex generator.

• Validate the numerical model of vortex enhanced mass transfer with the exper-

imental results.

• Apply the Martian conditions to the numerical models and test scaling param-

eter.
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3.1 Type of Solution

There are three types of solution that can be used to obtain the results of flow field

in engineering applications.

• Analytical solution

It is the most accurate and robust solution. It is applicable for solving flow prob-

lems with simple geometries and physics, such as pipe flows, etc. When a fluid

flow travels through complicated geometries or has multiple physical conditions,

the exact solution then becomes very difficult to approach and calculate.

• Experimental solution

It presents the realistic data from the true life. It measures the results under

laboratory conditions or collects data from natural events or the use of products.

The loss of accuracy and some unexpected factors will be taken into account.

Although the experimental data measurements have more reliable results, as

it represents the real world, their cost may be too expensive with complex

geometries of engineering applications. Many unexpected factors may occur

during the measurement that increase the result uncertainty.

• Numerical solution

It uses an approximate mathematical method to approach the solution. The

advantages are the testing models can be easily modified at a relatively low cost

by the use of powerful computers, etc. The accuracy of results depends on the

employed solution methods and on the number of mesh nodes and time steps

used. The use of numerical modeling is becoming popular recently. Most com-

mon discretization methods are the finite difference method (FDM), the finite

element method (FEM), and the finite volume method (FVM). In this thesis,

the numerical simulations are performed using the FVM with computational

fluid dynamics (CFD) ANSYS/CFX12.0 software package.
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3.2 Water Vapour Transport Phenomenon

In reality, the laboratory experiments under the Martian conditions are relatively

expensive compared with Earth’s conditions. Further, the continuum hypothesis is

well-defined under Earth’s conditions. The continuum approach may not be correct

when applying to Mars, because the Martian north polar atmospheric pressure close

to the regolith is only approximately 720 Pa [Taylor et al., 2010]. At this pressure

the mean free path on Mars is estimated to be approximately 200 times bigger than

on Earth. Thus the continuum hypothesis of water vapour transport may require

corrections due to high Knudsen number. Under Earth’s conditions, the Navier-

Stokes equations are used to approach the continuum assumption for studying the

velocity and pressure fields of a compressible Newtonian fluid. The general form of

Navier-Stokes equations for conservation of momentum in Cartesian coordinates can

be written as,
∂ρui

∂t
+∇ ·

(
ρui
−→
U

)
= −∇p +∇ · (µ∇ui) + Si (3.1)

where p is the pressure of the fluid,
−→
U the velocity vector, and Si additional momen-

tum sources in the i direction. For mass conservation we have

∂ρ

∂t
+∇ ·

(
ρ
−→
U

)
= 0 (3.2)

which for an incompressible flow (constant ρ and µ) becomes,

∇ · −→U = 0 (3.3)

3.2.1 Porous Media

Kieffer et al. [1976] and Sullivan et al. [2005] have described porous media that can

be used to simulate the regolith. In general, the physical volume of porous medium

can be defined as,

Vtotal = Vpm + Vair (3.4)
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where the Vtotal is total volume of porous medium, Vpm the volume of solid material,

and Vair the volume of air. Base on the mass (mpm) and density (ρpm) of solid material,

the volume of solid material can be represented as,

Vpm =
mpm

ρpm

(3.5)

Another useful property of the porous medium is porosity (ϕ), an average value can

be obtained as,

ϕ =
Vair

Vtotal

= 1− Vpm

Vtoal

(3.6)

The porosity is a ratio (between 0 and 1) of void space comparing to the total volume

of the medium. If the number is close to 1, it means that the porous medium has

more void space.

Darcy’s law is often used to represent the fluid flows through a porous medium. It

can be written as

∇p = − µL

ϕK
ui (3.7)

where K is the intrinsic permeability and L is the length scale. The equation is

derived from conservation of momentum [Joseph et al., 1982, Do, 1998, Nield and

Bejan, 1999]. It shows the proportional relationship between pressure gradient over

a distance and the fluid flux through a porous medium. Further, it is applicable to

viscous dominant flows, which means that the Reynolds number is small. Another

relevant factor, intrinsic permeability, is also related to Darcy’s law. It represents the

viscosity and diffusion rate of fluid flow to a porous medium and can be defined as

[Bear, 1988],

K = Cd2
p (3.8)

where C is a non-dimensional constant which depends on porosity and dp is the

effective pore size.

To study the Martian north pole regolith, an example of the Martian properties

are summarized in Table 3.1. These conditions will be used to study the influence

of dust devils on mass transport mechanism in Martian conditions in Chapter 5.4.
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The information was complied by Hudson et al. [2007] and applied by Farahaninia

[2008]. It should be noted that the effective porosity may be defined as the effective

obstruction factor.

Table 3.1: An example of regolith and atmospheric properties at Martian north pole.

Property Value
Pressure 600 [Pa]

Temperature 263 [K]
CO2 density 12.07 [g m−3]

Dynamic viscosity 135.09 × 10−7 [Pa·s]
Effective molecular diffusion coefficient 5.5 [cm2 s−1]

Permeability 10−12 [m2]
Effective porosity 0.21

Ice vapour pressure 256.8 [Pa]
Ice water vapour density 2.11 [g m−3]

3.2.2 Mass Transport of Water Vapour

Mass water vapour transport from the regolith is the main interest of this thesis. To

calculate the mass flux of water vapour, both diffusion and advective flux are taken

into consideration. Further, water vapour is transported within the air in this fluid

mixture (multi-species) case.

In Section 2.2, four primary diffusion types were described: molecular diffusive flux,

Knudsen diffusive flux, thermal diffusive flux, and surface diffusive flux. For the dif-

fusion calculation, some assumptions are made to simplify the mass diffusion mecha-

nism.

First, the temperature variation is less than 3oC during the experiments. It implies

that the temperature gradient is very small under the laboratory condition. The

isothermal condition can be assumed in the experimental studies and is adapted

in the numerical simulations. Because of this, the effect of thermal diffusion can

be neglected. Second, a porous medium is used to represent the regolith. Thus the

surface diffusion can be neglected [Thorstenson and Pollock, 1989]. Last, the Knudsen
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diffusion is negligible under the laboratory conditions. This is due to the molecular

mean free path being 10−4 smaller than the pore size in the experiment [Prieto, 2006].

However, the Knudsen diffusion correction has to be applied when simulating under

Martian conditions. It is because the pore size of Martian regolith is in the order of

the molecular mean free path. In other words, the mean free path is greater than the

geometrical length scale of pores under Martian conditions. Therefore, to estimate

the Martian diffusion flux, we have to consider both molecular and Knudsen flux.

Based on these assumptions, the diffusive flux can be simplified to

Jdiff = −Deff
∂ρw

∂z
(3.9)

where ρw is the water vapour density and Deff is the effective diffusion coefficient of

water vapour. It should be noted that the Equation 3.9 is a general governing equation

of mass diffusive flux, which can be applied on water vapour transport within the air

and CO2. On Earth, the effective diffusion coefficient can be represented using the

molecular diffusivity, because the Fick’s law of diffusion is the only diffusive flux,

which is applied to the Earth’s conditions. On Mars, the Knudsen diffusive flux

has to be taken into consideration. The effective diffusion coefficient is then applied

with the porous medium correction [Mason and Malinauskas, 1983]. The diffusion

coefficient correction in a porous medium can be obtained as

Deff =
ϕ

τ
D′ (3.10)

where τ is the tortuosity of porous medium and D′ is a binary species transition

diffusion coefficient, which can be defined as

1

D′ =
1

DK

+
1

Dwc

(3.11)

where DK is the Knudsen diffusion coefficient and Dwc is the binary diffusive coeffi-

cient of water vapour. More detailed study of Martian effective coefficient is described

by Hudson et al. [2007].

It is important to mention that water vapour transport may be enhanced by the dust

devils on Mars. Flow may go into the regolith with less water vapour density (bulk
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air humidity) and go out with a higher one. In this case, the advection flux cannot

be ignored and can be denoted as

Jconv = ρwUz (3.12)

In terms of total flux of water vapour from the regolith, it can be estimated by

combining both advection flux and diffusive flux [Bird et al., 2001],

Jtot = Jdiff + Jconv (3.13)

3.3 Kinematic Similarities of Dust Devils

Local kinematics of the dust devils is relevant for the simulation of water vapour

transport. It may help define how much water vapour will be enhanced by the dust

devils by ensuring that the vortex in the laboratory is similar to the simulation and

to real atmospheric vortices. As described in section 2.4, a fully developed, steady,

atmospheric vortex flow can be divided into five regions, illustrated in Figure 2.2

[Snow, 1982, Lewellen, 1993]. The formation of vortex structure can be varied during

the vortex flow development. Since the vortex generator most likely would produce

one-cell dust devil-like flow only, the multi-cell case was not included in this study.

We focused on the corner flow and inflow regions, because they have direct contact

with the regolith and so direct impact on the water vapour transport.

A number of relevant characteristic parameters of dust devils were discussed in section

2.5. They were generally based on three main types of characteristic parameter, 1)

swirl ratio, 2) Reynolds number, and 3) aspect ratio. In this thesis, the swirl ratio is

determined under two different definitions. One is determined using Equation (2.15)

which was used by Haan et al. [2008] and Kuai et al. [2008]. The reason for its use

is that it is applicable to Gallus type of vortex apparatus, which has been used to

study water vapour transport mechanism in this thesis. The other form of the swirl
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ratio is a modified equation based on Equation (2.8), which is defined as

Score =
rcoreUtcore

2hcoreUrcore

(3.14)

where Utcore is an average maximum tangential velocity, Urcore the average radial

velocity at rcore region, and hcore the depth of inflow at rcore region. It should be noted

that the updraft volume flow rate within the core (2πr2
coreUzcore) has the same amount

as the inflow volume flow rate through the depth of the core region (2πrcorehcoreUrcore).

Hence, hcore can be calculated by

hcore =
rcoreUzcore

Urcore

(3.15)

where Uzcore is the average vertical velocity at the radius of vortex core. This is

different from the depth of the inflow, h, and has the advantage that the average

radial velocity is easy to estimate in the natural vortex flows [Barcilon, 1967]. The

last streamline before the circulation of the whole vortex structure exhibits weak

dependence on the vortex core, which is defined at the radial location of maximum

azimuthal velocity. According to the Rankine vortex flow, the maximum azimuthal

velocity does not happen at the radial location of last streamline. In addition, the

aspect ratio and Reynolds number in the radial direction used in this thesis are defined

as

acore =
hcore

rcore

(3.16)

and

Recore =
2πrcoreUrcore

ν
. (3.17)

Since the dust devils are highly dynamic, it is difficult to locate their position in the

numerical simulations. A brief description of how to approach the velocity compo-

nents, the core radius, and the inflow depth is needed. First, we create profile lines

at different heights from 0.02 m to 0.10 m with 0.02 m spacing, and in each level we

create four horizontal lines with 45 degree angle rotation. Second step is to determine

the maximum tangential velocity and its location at each line. Third, the vertical ve-

locity is estimated by taking the integral within the core region at each line. Fourth,
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the radial velocity is recorded at the core radius at the maximum tangential velocity.

All the velocity components and core radius at each line are averaged with several

time steps. Finally, the inflow depth can be estimated with the above information

using Equation 3.15.

3.4 SPIV systems and physics of the measurement

technique

SPIV is an experimental method for measuring the three components of a velocity

vector of the flow field on a two dimensional plane at an instant of time [Adrian,

1991, Dooley, 2005, Raffel et al., 2007]. This method calculates the velocity vector

on a plane using
−→
U =

ds

dt
' ∆s

∆t
(3.18)

where the velocity
−→
U =(u, v, w) is approximated from the displacement 4s from time

t to time t+dt. It is derived from Taylor series expansion and assumed there is no

acceleration (
d2s

dt2
=0). Higher order terms are also neglected because the values are

small compared to the first order term.

With SPIV method the velocity of the vortex flow is measured by recording the

displacement of small particles of same size, which are carried with the flow. The

seeding particles used were produced by a smoke generator and they are typically

sufficiently small (order of 0.3 microns) to follow the flow. The seeded flow field

is illuminated by a double pulsed laser, which fires two laser beams within a short

time 4t in Equation (3.18). A camera, which is placed perpendicular to the light

sheet, is capturing these two images of the illuminated particles. The pixelization of

images is transferred into sub-interrogation regions. Particle image locations can be

determined using a correlation approach, namely a discrete cross-correlation function

[Raffel et al., 2007], defined as

φfg(x, y) =
∞∑

i=−∞

∞∑
j=−∞

f(i + x, j + y)g(i, j) (3.19)
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where f and g are the intensity values, which are extracted from the images. Gen-

erally, f is larger than the template g. The values of x and y are the shift dis-

tances, which can be positive or negative. The sum of the products of all overlapping

pixel intensities produces one cross-correlation value φfg(x, y). By calculating cross-

correlations in the interrogation area, the highest peak results when the particles

match up with their corresponding shifted particles. A validation process helps to

correct the error of the velocity vectors, shown as red arrows in Figure 3.1, that occur

during image reconstruction at cross-correlation step.

Figure 3.1: An example of the error in the velocity vectors.

Figure 3.2 shows an angle displacement method that is used to calculate the local

displacement vector by the viewing direction and magnification factor for each camera

[Raffel et al., 2007]. The tilting of image planes and camera lenses, which is associated

with this configuration, causes image distortion but keeps the images in complete

focus. The correlation between the object plane (X,Y ) and the image (x,y) may be

described through geometric optics and obtained as

X =
fx sin φ

M0 sin θ(x sin φ + fM0)
(3.20)
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Y =
fly

x sin φ + flM0

(3.21)

where fl is the lens focal length, φ and θ are the angles between the various plane,

and M0 is the nominal magnification factor. This configuration does not incorporate

lens distortions and is sensitive to small variations in each parameter. This will result

in some errors of the actual positions.
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Figure 3.2: The angle displacement method with a tilted back plane.

Since the local displacement vector has been determined, it is possible to reconstruct a

three dimensional velocity field through its geometry from two projected displacement

fields. An illustration of velocity components is shown in Figure 3.3. The velocity

components measured by the left camera are given by

u1 = −x′i − xi

M0∆t
(3.22)

v1 = −y′i − yi

M0∆t
(3.23)

Similarly, the velocity components u2 and v2 for the right camera can be found. Using

these equations, the velocity components
−→
U = U(u, v, w) is then obtained using

u =
u1 tan α2 + u2 tan α1

tan α1 + tan α2

(3.24)

v =
v1 tan β2 + v2 tan β1

tan β1 + tan β2

(3.25)
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Figure 3.3: The velocity components in the XZ-plane.

w =
u1 − u2

tan α1 + tan α2

=
v1 − v2

tan β1 + tan β2

(3.26)

where α and β define the angle within the YZ plane and αi,βi≥0.

Finally, these formulae give three velocity components, which are measured by SPIV

measurement techniques. Some errors such as velocity vector may be incurred during

the configurations and neglections. Nevertheless, the accuracy of this measurement

technique is still very good comparing with other measurement techniques. Hence,

SPIV technique was employed to measure the velocity field of vortex flows.

3.5 Computational Fluid Dynamics (CFD)

In principle, a dust devil is a highly turbulent and transient flow in the atmosphere.

Analytical solutions for this type of flow motion are very difficult to obtain. The

numerical method will be a better choice for approaching this study. A numerical

software package, ANSYS/CFX12.0, is used to design an optimized vortex generator

and to simulate the water vapour transport. It is based on the FVM. The domain is

first divided into a set of control volumes (CVs). A generic conservation equation for
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any type of fluid flow can be written as [Versteeg and Malalasekera, 1995],

∂ρφc

∂t
+∇ ·

(
ρφc

−→
U

)
= ∇ · (Γφ∇φ) + Sφ (3.27)

where φc is the intensive transport quantity and Γφ the diffusivity coefficient, and Sφ

the source term. The equation can be rewritten in an integral form as,

∂

∂t

(∫

V

ρφcdV

)
+

∫

A

n ·
(
ρφc

−→
U

)
dA =

∫

A

n · (Γφ∇φc) dA +

∫

V

SφdV (3.28)

where A is the surface of the control volume, and n is a vector normal to the surface.

This equation will be integrated over the each CV and then produced the balance

solutions at the center point of the CVs.

3.5.1 CFX Meshing

In the numerical study, three dimensional domains were generated and meshed using

the ANSYS Workbench and the ANSYS CFX-Mesh, respectively. There are three

main types of grids: Cartesian (Orthogonal), non-orthogonal structured, and unstruc-

tured grids can be selected. Cartesian and non-orthogonal structured grids are not

considered, because they are limited in use and hard to generate due to the compli-

cated geometry. From those disadvantages, the unstructured mesh was selected. It

is known that unstructured grids may introduce larger artificial diffusion. However,

the use of inflated layers (the mesh perpendicular to the chosen surface) and increase

of mesh resolution would help to improve the solution.

Each new numerical simulation starts from a fast and coarse mesh for the purpose

of saving the cost. The refinement is made in the locations where the flow structure

is of interest or has a high Courant number. The Courant number is relevant to the

accuracy of transient solutions and can be defined as,

Courant =

−→
U ∆t

∆x
(3.29)

where ∆t is the timestep, and ∆x is the local mesh size. It also presents the relation-

ship between the speed of flow field and mesh size at each timestep. In this study, the
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region of dust devil and the atmosphere-regolith interface are the special locations.

Because of this, the inflated layers and finer mesh are applied in those regions.

High mesh resolution usually results in more accurate solution with the appropriately

setup. On the other side, it may require more computer power and increase the cost.

The improvement of numerical solutions is not proportional to the rate of refinement.

Therefore, the analysis of grid independence is included to find more efficiency of mesh

setup. It also could be used to verify that the solution difference between the coarse

and fine meshes is less than a reasonable value. Richardson extrapolation [Ferziger

and Peric, 2002] is often used to obtain and to calculate the exact solutions. First of

all, the discretization method is based on Taylor series and can be obtained as,

f(x) = f(a) +
f ′(a)

1!
(x− a) +

f ′′(a)

2!
(x− a)2 +

f ′′′(a)

3!
(x− a)3 + · · · . (3.30)

To approach the solution, the truncation error of Taylor series (εd
h) can be expressed

by,

εd
h = f(x)− F∆x (3.31)

where F∆x is the approximation of Taylor series. In other words, it is the numerical

solutions. However, the exact solution is usually unknown. Fortunately, it is possible

to calculate the truncation error by the following steps. Equation 3.32 shows the

order of the scheme, p, can be estimated from three calculations performed with

progressively refined grid sizes.

p =
log(

F∆x2
−F∆x1

F∆x3
−F∆x2

)

log(a
1
3 )

(3.32)

where a is a constant refinement rate which can be defined as,

a =
N2

N1

=
N3

N2

. (3.33)

where N1, N2, and N3 are the number of nodes in the coarse, medium, and fine grids,

respectively. The truncation error can be then estimated by,

εd
h =

F∆x3 − F∆x2

a(p) − 1
. (3.34)
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Finally, the exact solution can be obtained as,

Fexact = f(x) ≈ F∆x3 + εd
h. (3.35)

3.5.2 CFX Solver

Turbulent flows may be modelled using a Reynolds averaged Navier-Stokes (RANS)

model, large eddy simulation (LES), detached eddy simulation (DES), or direct nu-

merical simulation (DNS). Our simulations used RANS models which are based on the

Navier-Stokes equations [ANSYS, 2009]. The advantages of RANS are 1) relatively

cheap comparing to LES, 2) can be calculated with coarse mesh, 3) be able to solve

with complicated models, and 4) good for most engineering applications. However,

The RANS models may not be able to well handle the flow separation problems, in

contrast to LES which obtains better solution of large-scale turbulent fluid motion

[Rodi and Mulas, 2005]. In RANS models, the fluid velocity may be divided into

averaged and fluctuating velocity components in the transport equations, given by:

−→
U =

−→
U +

−→
u′ (3.36)

This method also allows the averaged equations to be solved for transient flow using

CFX. The most common RANS models are:

• k-ε Model

The k-ε turbulence model, developed by Launder and Spalding [1974], is cate-

gorized as one of Eddy Viscosity Models (EVM) in RANS. It includes turbulent

kinetic energy (k) and turbulence eddy dissipation (ε) in the transport equa-

tions. This model is not only good for general engineering flows applications but

also provide faster convergence of an initial result. However, it is well known

that rotating flows may not be suitable using this turbulence model, which was

confirmed by Prieto [2006].

• Reynolds Stress Model (RSM)
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It introduces six additional variables of the Reynolds stress tensors in the trans-

port equations. In this study, the SSG-RSM model [Speziale et al., 1991], which

uses a quadratic relation for the pressure-strain correlation term [ANSYS, 2009],

is used to solve the vortex flow simulations. The advantages are higher degree

of universality and better solutions for the swirl flows.

ANSYS/CFX12.0 also uses different types of numerical advection schemes to solve

the equation 3.28 [ANSYS, 2009]. They are:

• Upwind Differencing Scheme (UDS)

This is the first order space and very robust. However, it is not suitable for low

diffusion problems because of diffusive discretization errors. In other words, it

adds artificial diffusion to the solutions especially for coarse grids.

• Central Differencing Scheme (CDS)

This scheme is the second order in space and provides the most accurate scheme.

It has no artificial diffusion and is good for oscillating flows.

• High Resolution and Specified Blend Factor

Both high resolution scheme and specified blend factor are almost second order

in space and are the blends between UDS and CDS. The specified blend factor

is a manual input value between 1 and 0. Typically, the blend factor to 1 means

pure CDS and to 0 means pure UDS. For the high resolution, CFX will adjust

the blend factor depending on the solutions. When small gradients and fine

grids are present, the blend factor may lead to 1 (CDS). It may lead to 0 (UDS)

in the regions of high flow gradients to prevent non-physical oscillations.
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Chapter 4

Vortex Generator Design

Since a dust devil is hard to locate the event’s place and to control its strength, a

vortex generator was often used to study this type of vortex flow. From Prieto’s

study [Prieto, 2006], the existing Open-type vortex apparatus built at the University

of Alberta was not able to produce the desired velocity profiles of dust devils. As a

result, the modification of this vortex generator is needed. A new design of vortex

apparatus should consider the following goals:

• A redesigned vortex generator should be able to produce the desired structure

of vortices and kinematically similar to dust devils.

• The physical scale of the vortex generator should be able to not only fit in the

laboratory room, but also not exceed the width of the water tank. (The size of

the laboratory environment is 6.05 m × 3.54 m × 3.40 m and the size of the

water tank is 2.00 m × 1.00 m × 0.20 m.)

Figure 4.1 shows the procedures used for designing a new vortex generator. It consists

of a combination of numerical simulations and laboratory experimental validations.

Numerical simulations are studied using the commercial package ANSYS/CFX12.0

based on the finite volume method. Numerical results may help to lower the cost of

designing a vortex generator, such as optimizing the geometry of enclosure, reducing
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the amount of experiments, etc. The idealized geometric dimensions are taken from

the recommendations by Altimas [2007]. Numerical results are compared with the

characteristic parameters. A modified vortex generator is constructed based on the

best agreement between the numerical results and the desired structure of dust devil.

A safety factor is taken into account for building the solid structure of the new vortex

generator in the laboratory environment. The detailed design drawings can be found

in Appendix B. Velocity profiles, which are produced with different fan speeds, are

measured using the SPIV technique. The results are verified by comparison with other

experimental data from the literature and then used for validation of the numerical

simulations.

Figure 4.1: A flowchart for designing a suitable vortex generator.

42



4.1 Numerical Simulations for the Vortex Gener-

ator Design

Designing a capable vortex generator is an important initial step for this project.

The use of computational fluid dynamics simulations is a good approach, as it allows

for quickly understanding the relationship between the local flow kinematics and the

apparatus geometries. From Altimas [2007], Haan et al. [2008], and Kuai et al. [2008]

studies, a suitable vortex generator should consist of three main components, the

cylinder-electrical motor combination, the enclosures with the air duct in between,

and several curved fins or several angle adjustable vanes.

A series of sensitivity studies of the new apparatus were performed by Altimas [2007].

The results show that the relevant parts are the fin angle, outflow radius, and inlet

height, as illustrated in Figure 2.7. As a result, the additional numerical simulations

for the vortex generator modification should focus on these parameters. However, the

geometry of the fins used by Altimas [2007] is very difficult to construct in practice,

because they are located at the vertical section of the cylinder enclosures. Octagonal

and decagonal enclosures were considered and simulated as the alternative solutions.

However, a significantly large amount of eddies and recirculation, which results in poor

local kinematic, may be introduced by the edges. The eddies and the recirculation

may increase the uncertainty and instability at the inflow region. As a result, a Gallus

type of vortex generator is deemed to be the most feasible and build-able structure

for this project.

Initially, Altimas [2007] simulated a Gallus type vortex generator with the smaller

scales. The dimensions of the numerical model was within 1 m in diameter for the

enclosure size. The size of the vortex generator was much smaller than the one at

Iowa State University. Due to limitations of computer power at that time, the models

were simulated with the k-ε turbulence model and only a pie-shaped section was

used. The vortices had nearly died out when the flow traveled downward through

the vertical duct of cylindrical enclosures. This was the main reason why the fins
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were evenly placed at vertical duct circumferentially in his study. However, the k-ε

turbulence model was not the best modeling set-up for the vortex flow simulations

[ANSYS, 2009]. A significant amount of artificial diffusion is added to the simulation

results. Both the shrinking of the geometry and the use of a poor turbulence model

contributed to the loss of the vortices, but which one had most influence to the results

was unknown.

To improve the Altimas [2007] study, the Reynolds Stress Model (RSM-SSG) tur-

bulence model is employed in all simulations in this thesis. Further, a full three-

dimensional numerical model is used instead of the wedge shaped model. The main

advantages of these two changes are increase of the solution accuracy and increase of

the investigation field for the validation, respectively. Combining both Altimas [2007]

and Gallus et al. [2006] design ideas, a modified vortex generator is mainly based on

Gallus type of vortex generator, but used curved fins instead of flat vanes. Church

and Snow [1993] found that the curved fins might introduce better vorticities than

flat vanes. In addition, curved fins may resolve the problem of the dissipated vortices

in the Gallus type of vortex generator. This significant improvement was confirmed,

as the vorticities remained strong, when the flow traveled down through the vertical

duct.

Figure 4.2 shows the goal of the laboratory experimental setup with the relevant

geometric parameters in this thesis. At initial design stage of vortex generator, the

numerical simulations would not include the porous media. The use of porous media

in numerical simulations may provide a better understanding of actual flow field for

the experimental study. However, to test the main characteristics of the vortex flow

such as the vortex structure, the effect of a porous medium at the bottom surface

is not needed and can be neglected. Therefore, a flat panel is used instead of the

experimental tank for the first part of this thesis.
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Figure 4.2: Schematic of experimental set-up with the relevant geometric parameters.

4.1.1 Model Setup for Designing the New Vortex Generator

The numerical simulations are performed with the vortex generator part only. The

scales of the most relevant characteristic parameters are recorded in Table 4.1. The

chosen scaling is referred to Altimas [2007] study. Outflow radius adjustment is made

with a restriction ring at the entrance of the outflow region. It should be noted

that the diameter of the internal cylinder does not change with the outflow radius.

Figure 4.3 shows a three-dimensional domain with a typical mesh. An unstructured

tetrahedral grid is applied to the majority region and an inflation layer of 10 control

volumes is used at the bottom surface, which is used as the ground. Both types of

mesh are created using a mesh generation tool of CFX-Mesh [ANSYS, 2009]. The

refinement mesh is implemented at the vortex core region for better accuracy and

convergence, since the turbulence kinetic energy (TKE) is higher there.
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Table 4.1: Apparatus geometry used for three-dimensional numerical model.

Parameter description Value
Inlet radius 500 mm
Inflow radius 445 mm

Inflow/Inlet height 150 mm
Outflow radius 225 mm & 120 mm
Vortex height 700 mm
Duct width 55 mm
Fin angle 90o

Fin radius 200 mm
Fin space 45o

Figure 4.3: A three-dimensional numerical model of vortex generator with the diam-
eter of 450 mm and the use of typical mesh.
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Transient simulations are performed with a second order backward Euler time dis-

cretization scheme and a high resolution scheme for the transient terms and advection

terms, respectively. A reasonable timestep of 0.02 s is selected to evaluate the char-

acteristic parameters. Low Courant number can be achieved within this timestep,

which means the simulations are relatively accurate and non-diverged. The atmo-

spheric conditions are set to an isothermal, incompressible, and Newtonian fluid of

air. At dry blub temperature of 20 oC, the air density (ρa) is 1.204 kg m−3 and

the air dynamic viscosity is 1.825e-5 kg m s−1 [Çengel, 2002]. Convergence criteria

requires the value of the residual RMS to be less than 10−4. The Reynolds Stress

Model (RSM-SSG) turbulence model is employed for better numerical solutions.

The boundary conditions of duct walls and ground are modeled using a no-slip con-

dition. The inflow boundary (see Figure 4.2) is modeled using a free-slip condition.

This is because the flow is assumed be under a perfectly recirculated condition, which

means no air escape/enter through the gap at the inflow height. An axial momentum

source is introduced at a cylindrical domain which represents the fan inside the in-

ternal cylinder. In addition, a honeycomb feature is applied to this domain in order

to isolate the momentum source from the vortex flow. It should be noted that the

honeycomb feature would reduce the tangential velocity generation in the numerical

models. This is because a significant amount of resistance would be applied. For the

sensitivity study purpose, this is acceptable. A commercial fan blade would be used

to lower the cost of design in this study. It has the ability to generate the volume

flow rate of 0.94 m3 s−1 at the maximum RPM of 1725. Hence, the swirl ratios are

calculated within this range of volume flow rate.

4.1.2 Grid Analysis

The accuracy of numerical simulations depends on the mesh size. Although this

factor is very relevant, the gain of accuracy is not necessarily proportional to the

grid refinement rate. Computational efficiency may also decrease by the increase
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of mesh resolution. Grid analysis is often used to define the best mesh size for

the numerical studies. Richardson extrapolation can be employed to determine the

relative discretization error and to calculate estimates of the exact solutions. It should

be noted the majority of the grid refinement is applied at the region of interest. In

other words, increased mesh density would be applied at the vortex core region.

A refinement ratio of approximately 1.51/3 is used to the mesh sensitivity study.

Figure 4.4 shows the average volume flow rates that correspond to five different levels

of mesh density with two different outflow diameters. The relative discretization

errors are determined using the Richardson extrapolation and the relevant factors are

shown in Table 4.2. The grid sizes from level 1 to 5 correspond to the mesh densities

in Figure 4.4. In other words, the higher number of grid size means the finer mesh

density. To validate the Richardson extrapolation, the order of the scheme should be

between 1 and 2. It means a grid-independent (asymptotic) solution level is reached

in the numerical models. The mesh sensitivity results show that the grid in the grid

independent region may be obtained approximately at the grid size of 600,000. To

balance between the solution accuracy and computational efficiency, the number of

nodes approximately to 600,000 is applied to the numerical simulations of vortex flow

field analysis.
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Figure 4.4: Mean volume flow rate through the fan as a function of grid sizes.

Table 4.2: The relevant parameters of grid analysis.

Outflow diameter Grid size Order of scheme (p) εd
h

1, 2, 3 1.09 0.00427
450 mm 2, 3, 4 1.89 -0.00052

3, 4, 5 1.57 0.00012
1, 2, 3 1.11 0.00639

240 mm 2, 3, 4 1.71 -0.00082
3, 4, 5 1.60 0.00017

4.1.3 Numerical Results of Vortex Flow Field

From the results of grid analysis, the level 3 gird size is chosen for the sensitivity

study of volume flow rate. The number of nodes of 609,276 and 593,369 are used for

the outflow diameter of 450 mm and 240 mm, respectively. The detailed setups of

the numerical models can be found in Section 4.1.1. This section will be focused on

the effective of volume flow rate between two different outflow diameters.
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Figure 4.5 shows the mean maximum tangential velocity is relatively proportional to

the volume flow rate. The outflow diameter of 450 mm has better agreement with the

linear relationship. A large standard deviation happens at higher flow rate with the

small diameter case. It is believed that the back eddies or recirculation are present

when the flow goes through the restriction. Higher flow rate would result in higher

instability in the measurement.

Figure 4.5: Mean maximum tangential velocity as a function of volume flow rate with
honeycomb feature.

Figure 4.6 shows the core radius increases with increasing outflow radius. From this

information, the variation of outflow radius can be a control factor to adjust the size

of vortex flow. This agrees with previous studies, e.g. Nolan and Farrell [1999] and

Altimas [2007]. Generally, the shape of vortex flow, which is characterized by aspect

ratio, does not vary with the outflow radius in Figure 4.7. However, it has slight

tendency of the decrease of outflow radius increasing the aspect ratio when compared

with the volume flow rate at 0.395 m3 s−1 and 0.515 m3 s−1. More investigations are

required on the effect between this control strategy and the aspect ratio in the SPIV
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experiments.

Figure 4.6: Core radius as a function of volume flow rate with honeycomb feature.

Figure 4.8 shows the results of two different types of swirl ratio definitions. Swirl

ratio estimated using Gallus et al. [2006] definition provides that increasing outflow

radius and decreasing volume flow rate would result in the increasing swirl ratio. They

agree with Altimas [2007] and Haan et al. [2008], respectively. It should be noted that

the range of Sgallus indicates that the use of numerical models can be applied to the

modification of vortex generator. In contrast, a vortex generator with smaller outflow

radius produces a higher the core swirl ratio, Score. This makes more intuitive sense

than the results of Sgallus. In general, the swirl ratio is a dimensionless character of

vortex strength. When applying the same amount of flow rate to different outflow

radius, a smaller one usually has higher concentration force.
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Figure 4.7: Aspect ratio varies with volume flow rate with honeycomb feature.

Figure 4.8: Swirl ratio estimated using Gallus definition varied with volume flow rate
with honeycomb feature.
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Figure 4.9 shows that the radial Reynolds number at the vortex core (Recore) does not

vary much with the flow rate, especially for the 240mm cases. This is because, as the

radial velocity increased, the core radius reduced proportionally, due to the presence

of honeycomb feature. The radial Reynolds number is higher for larger outflow radius.

It means that the radial Reynolds number is proportionally associated with the core

radius, when the radial velocity is changed slightly.

Figure 4.9: Radial Reynolds number as a function of volume flow rate with honey-
comb feature.
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4.2 Stereo Particle Image Velocimetry (SPIV) Ex-

periment

A modified vortex generator was tested with the SPIV technique. By recording the

velocity fields, the significant results helped validate the numerical simulations. It

should be noted that the previous numerical simulations (sensitivity analysis) were

not validated with the SPIV measurement. The flow field validated with SPIV is the

one from the numerical simulations for water vapour transport study. The reason

is that a small modification was made in the vortex apparatus, namely there is no

honeycomb in the experimental apparatus. In fact, the fan blade created helical wind

profiles which created additional vorticity. This does not agree with the numerical

setup in the sensitivity studies. However, the previous numerical results were still

good for the sensitivity studies. In addition, a flat plane was used as the regolith,

instead of a porous medium tank, which was used with the water vapour transport

experiments. The flat plane was used to avoid potential turbulence generated by the

sensors. The SPIV experimental procedures are illustrated in Figure 4.10.
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Figure 4.10: A flowchart of designing a vortex generator.
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Figure 4.11 shows the SPIV experimental setup in the laboratory environment. A

double pulsed laser was used to form a light sheet. The specification of the laser

equipment is provided in Table 4.3. A fog machine was used to generate the seeding

particles in the vortex field. It should be noted that the size of seeding particles

(smoke) are around or less than 0.3 nm, which are able to follow the flow well and

close. When the particles passed through the field of view on the light sheet, two

cameras captured the instantaneous images. By post visualization using the software,

DaVis, the flow field can be illustrated with three dimensional velocity profiles.

Figure 4.11: A setup view of SPIV experiment.

Table 4.3: Information of the laser equipment.

Model of laser NEW WAVE Solo III -15
Wavelength (nm) 532

Beam diameter at 1/e2 pts (mm) 4
Beam divergence Φo (mrad) <0.4

Pulse energy Qo (joules/pulse) 0.05
Pulse repetition F (Hz) 15

Power φo=Qo× F (Watts/pulse) 0.75
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Figure 4.12 shows a visible dust devil created using the modified vortex generator.

As shown in the picture, the dry ice is raised on the test table used in the SPIV

measurement.

Figure 4.12: Simulated dust devil with dry ice.

The experiments were taken at the volume flow rate between 0.25 m3 s−1 and 0.75

m3 s−1 with both the outflow diameter of 450 mm and 240 mm. It should be noted

that the system can create a maximum flow rate of up to 0.75 m3 s−1, despite the fan

blade being capable to produce the maximum volume flow rate of 0.94 m3 s−1. This

is because the flow is recirculated in the vortex generator, causing an energy loss by

re-directing the flow. However, the efficiency of the fan blade is 80%, which is an

acceptable value.

Figures 4.13, 4.14, 4.15, and 4.16 illustrate the average contour views of total, radial,

vertical, and tangential velocities, respectively. The images are taken from the case

using the outflow diameter of 240 mm with the maximum volume flow rate of 0.62

m3 s−1. Each image consists of eight sub-images of the flow contour because the
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maximum field of view in the SPIV measurement is about 130 mm by 100 mm. The

results show a small amount of velocity jump at the overlap area. This is acceptable

using this measurement technique. In practice, the results show a good agreement

on the axisymmetric behavior of dust devil when taking the results and averaging in

time. Noise appears at the height between 150 mm and 200 mm on each velocity

profile. It was caused by the optical blockage from the metallic frame. The center

of dust devil is offset by 20 mm. This phenomenom is caused by the restriction ring

which has an offset value of 20 mm at the outflow region.

Figure 4.13: A contour view of mean total velocity in the SPIV experiment.
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Figure 4.14: A contour view of mean radial velocity in the SPIV experiment.

Figure 4.15: A contour view of mean vertical velocity in the SPIV experiment.
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Figure 4.16: A contour view of mean tangential velocity in the SPIV experiment.

4.3 Numerical Validation for Flow Field

Since the vortex generator configuration was slightly changed during the construction,

the velocity profiles did not fit well with the sensitivity studies. This is mainly due to

the honeycomb feature that was removed in order to produce a better flow field in the

corner region. To validate the numerical setup with the experimental velocity field of

dust devils, the simulations were set to be the same as the experimental configuration.

This allows for proper comparison between experimental and numerical results.

4.3.1 Setup for the Numerical Simulations

Figure 4.17 shows a three dimensional numerical model which is used for validation

with both the flow field and water vapour transport experiments in Chapter 5. The

top part is a vortex generator domain, which is same as the one used in the sensitivity
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study, as shown in Figure 4.3, but without the numerical honeycomb effect. The

middle part is an open area which represented the region between water tank and

vortex generator. The rectangular shape was adapted to cover the area above the

water tank. However, the shape of this section does not have strong influence on

the vortex region. Both the top and the middle domains are simulated as the fluid

regions (air). The bottom part represents the porous medium, which corresponds to

the foam in the water vapour transport experiments. More details will be described

in Chapter 5. It should be noted that the porous medium in the numerical model

and the foams in the experiment are used to represent the regolith on both Earth and

Mars.

Figure 4.17: A three-dimensional numerical model setup and the use of typical mesh
at the YZ plane.

An unstructured tetrahedral grid is applied to the entire model. The inflation layers

are not applied at the interface between the fluid and porous domains. It is known

that the inflation layers may result better solution in the flow field. However, some

error at the interface may be present in the numerical solver code. Prieto [2006] also
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indicated this problem in his study. As a result, the Courant number may increase

rapidly at the interface outside of the vortex region if mesh inflation is used. Several

attempts, such as the change of turbulence model (RSM-SSG to k-ε), the change of

the scheme, and the reduction of timestep, etc. did not overcome this issue. The

best solution to avoid this possible error was to use the mesh with the tetrahedral

elements, i.e. without mesh inflation.

The geometric dimensions of the top part can be referred to Table 4.1. The mid-

dle and bottom parts have the same surface size of 2 m × 1 m with the different

height/thickness of 15 cm and 10 cm, respectively. The boundary conditions of the

middle part is set to be free-slip wall, since it is assumed to be no flow passing through

the boundaries. The porous media has the porosity of 0.97 and the saturated perme-

ability of 2.22×10−9 [Prieto, 2006]. The boundary condition at the tank walls is set

to be no-slip wall.

Transient simulations are resolved with a second order backward Euler discretization

scheme and a high resolution scheme for the transient terms and advection terms,

respectively. The adaptive timestep between 0.00075 and 0.005 s was selected to keep

Courant number low in the CFX-solver. Basically, the timestep would be depended

on the Courant number of the previous timestep. The timestep used has to be very

small, because of the RSM-SSG turbulence model was chosen in both the porous

medium and fluid domains. As a result, the computational efficiency decreased when

simulating this complex flow field. The atmospheric conditions were set to an isother-

mal, incompressible, and Newtonian fluid of air. The dry blub temperature of 21.2

oC was used from the average room temperature in the experiments. The air density

(ρa) is 1.204 kg m−3 and the air dynamic viscosity is 1.825e-5 kg m/s [Çengel, 2002].

Convergence criteria required the value of residual RMS to be less than 10−4. The

Reynolds Stress Model (RSM-SSG) turbulence model was also employed.
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4.3.2 Flow Field Validation

Figure 4.18 illustrates the streamlines in the fluid domain. It provides significant

information about how the flow converged to the core region. A few streamlines

outside the vortex generator indicated that the flow was not completely recirculated.

However, their speeds were very slow, which means there was almost no flow across

the open boundaries. This agrees with the assumption made in the sensitivity and

flow validation studies. Figure 4.19 illustrates the velocity vectors within the core

and corner regions. From the velocity vectors, it is apparent that the flow was going

slightly in and out across the interface between the porous media and fluid domain.

This is an evidence that a dust devil may cause the occurrence of advection flux

within the porous medium, as explained in Section 3.2.2.

Figure 4.18: A 3-dimensional view of streamlines in the numerical model.
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Figure 4.19: Velocity vectors within the core and corner regions.

Figure 4.20 shows that the mean maximum tangential velocity has a linear relation-

ship with the volume flow rate. When the volume flow rate through the outflow region

increases, the difference of mean maximum tangential velocity between two different

outflow diameters increases. This does not agree with the sensitivity studies. How-

ever, it may be caused by the absence of the honeycomb feature, which would reduce

the tangential velocity and increase the core radius. The result of mean core radii is

shown in Figure 4.21. Both average quantities show excellent agreement between the

numerical estimates and the SPIV measurements, validating the vortex flow structure

of the numerical model.

By comparing the non-dimensional tangential velocity profiles between the simulation

and experimental results, as shown in Figure 4.22, it indicates that the numerical

RSM-SSG turbulence modeling can be used to produce a similar flow field. The

good agreement between the flow profiles provides further validation of the numerical

model, this time with respect to the detailed flow field within the vortex.
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Figure 4.20: Mean maximum tangential velocity as a function of volume flow rate.

Figure 4.21: Mean core radius as a function of volume flow rate.
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Figure 4.22: Tangential velocity comparison between the experiment and simulation
at the elevation of 0.06 m.

Swirl ratios calculated in different methods are shown in Figure 4.23 and 4.24. The

relationship between the outflow diameter and swirl ratios is consistent with the

sensitivity study and again shows good agreement. The small variation shown in all

cases implies that the swirl ratio is independent of the volume flow rate. In contrast

with the sensitivity study, which included a honeycomb, this time both definitions of

swirl ratio show an increased value with a reduction of the outflow radius, as expected.
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Figure 4.23: Swirl ratio using Gallus definition as a function of volume flow rate.

Figure 4.24: Swirl ratio within vortex core as a function of volume flow rate.
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Figure 4.25 shows that the aspect ratio also depends on the outflow diameter. This

is another obvious result, which was not shown clearly in the sensitivity study. As a

result, the outflow diameter can help define the geometry of dust devils. Again good

agreement is found between the numerical and the experimental data.

Figure 4.25: Aspect ratio as a function of volume flow rate.

From the previous results, the change of volume flow rate may not influence directly

the swirl ratios or the aspect ratio. In contrast with these parameters, the radial

Reynolds number seems to be mainly a function of the volume flow rate, as shown

in Figure 4.26. This information will be particularly useful for the water vapour

transport analysis.
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Figure 4.26: Radial Reynolds number as a function of volume flow rate.
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Chapter 5

Water Vapour Transport

From the previous chapter, it is known that the modified vortex generator can re-

produce the flow characteristics of real dust devils. This chapter will focus on water

vapour transport mechanisms due to the natural and forced evaporation. In order

to trust the simulation of water vapour transport with a dust devil on Mars, the

numerical model should be first partially validated. The validation procedures were

not complete, because they were subject to only Earth ambient conditions. First, an

experiment setup was designed to study the effect of dust devils on the water vapour

transport. It was obtained using a water tank, a weight scale, many digital humidity

and temperature sensors, and the vortex generator described earlier. A numerical

model was then set to the same conditions as the experimental setup. The results of

the flow field in the numerical simulation agreed with the experiments, despite the

laboratory conditions being somewhat unsteady during the experiment. Finally, the

numerical model was adapted to use Martian conditions and the effect of dust devil

on Mars was estimated. The goal of this numerical study is to predict how much

water vapour transport rate may be enhanced by a dust devil.
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5.1 Experimental Setup of Water Evaporation

Figure 5.1 shows the experimental setup for the mass transport study. Sensiron solid-

state humidity/temperature (SHT71) sensors were used to measure the humidity

and temperature at three layers within the porous foams in the experiments. The

work of calibration for the humidity and temperature sensors was done together with

Farahaninia [2008]. The calibration data can be also found there. A total of 120

sensors were placed at three surface layers. Each layer has 40 sensors and the layout

is shown in Figure 5.2. To record the relative humidity (RH) and temperature data,

an in-house data acquisition system was used. The system requires about 38 s to

record all 128 sensors. A weight scale was placed centered under the water tank to

measure the amount of water loss. The water tank was levelled horizontally and was

filled with distilled water. The water level was slightly lower than the bottom surface

of the foam, because the sensors can not be immersed in the water and the foam is

also to remain dry.

5.2 Experimental Results of Water Evaporation

The first part of the experiments was performed at room conditions (no wind) after

filling the amount of water (around 20 kg) into the reservoir. Figure 5.3 shows that the

room temperature changed slightly in a one day cycle. The locations of sensors “Room

A” and “Room B” were at two opposite corners in the laboratory. The other four out-

of-foam sensors were located at different levels of the vortex center (the center of the

horizontal foam surface). The room temperature could be considered as isothermal,

since the temperature variation was around one degree within a day. The bottom

foam temperature was decreasing at the beginning due to the evaporation cooling,

since the evaporation is an endothermic process. The middle foam temperature always

increased significantly before reaching the steady state. During this short period of

time, the foam absorbed water vapour from the water source, which released heat
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Figure 5.1: The experimental setup of water vapour transport study.

Figure 5.2: An example layout of sensor path.
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because absorption is an exothermic process. The temperature started to decrease

when the foam was saturated, which may be seen in the humidity profiles, shown in

Figure 5.4. The humidity profile of the top foam surface was constantly fluctuating

within a range of 1 g m−3. A reasonable explanation for this fluctuation was that the

sensors located at the top foam surface were offset a very small amount of distance

above the foam due to the weight of foams.

From this experiment, we can assume that the steady state condition has been reached

at 30,000 s (≈8 hours). This experiment was repeated 3 times to ensure a better mean

value. After the steady state condition was reached, the water evaporation rate was

calculated to be 3.26E-6 kg s−1. The results agree well with the Prieto [2006] study.

This still air case will be used as a basis for comparison with the vortex cases.

Figure 5.3: Temperature profiles as a function of time in laboratory environment.

73



Figure 5.4: Absolute humidity profiles as a function of time in laboratory environ-
ment.

The second part of experiments was to study the influence between turbulent vortex

flows and the water evaporation rate. The water tank set-up was the same as the

case of still air. Each experiment was delayed for at least 30,000 s after the last one.

The purpose was to reach the steady state conditions and to wait for the foam to be

fully saturated again. The vortex generator was operated within the rotation speed

of 1725 RPM due to safety issues. Five different strengths of updraft volume flow

rates through the fan were conducted.

From Figure 5.5 to 5.14, the temperature and humidity profiles presented similar

behavior with the various volume flow rates. A lower strength of updraft volume flow

rate would result in longer time to reach the steady state condition without adding

relevant data. In general, the evaporation rate with the presence of laboratory dust

devils can be calculated at 6,000 s after starting the vortex generator.
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Figure 5.5: Temperature profiles as a function of time with Q=0.26 m3 s−1.

Figure 5.6: Absolute humidity profiles as a function of time with Q=0.26 m3 s−1.
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Figure 5.7: Temperature profiles as a function of time with Q=0.36 m3 s−1.

Figure 5.8: Absolute humidity profiles as a function of time with Q=0.36 m3 s−1.
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Figure 5.9: Temperature profiles as a function of time with Q=0.43 m3 s−1.

Figure 5.10: Absolute humidity profiles as a function of time with Q=0.43 m3 s−1.
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Figure 5.11: Temperature profiles as a function of time with Q=0.53 m3 s−1.

Figure 5.12: Absolute humidity profiles as a function of time with Q=0.53 m3 s−1.
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Figure 5.13: Temperature profiles as a function of time with Q=0.62 m3 s−1.

Figure 5.14: Absolute humidity profiles as a function of time with Q=0.62 m3 s−1.
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A significant influence of the vortex flow on the temperature at the middle height of

the foam is shown in Figure 5.15. As in the still air case, a sudden increase in the

temperature at the beginning of experiment was caused by the absorption process.

This description is supported by the absolute humidity profiles, shown in Figure

5.16. The temperature can be increased by up to 2 oC with the highest flow rate

in the experiments. The temperature at top foam surface was increased slowly and

progressively by up to 3 oC, shown in Figure 5.17. This was probably caused by both

the heat of the motor and the heat dissipated from the foam from the absorption. It

is believed that the heat of the motor may have more influence on the temperature,

because most air was recirculated in the system and the same air was used to cool

the motor.

Figure 5.15: Temperature profiles at middle layer with varied flow rates.
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Figure 5.16: Absolute humidity profiles at middle layer with varied flow rates.

Figure 5.17: Temperature profiles at top layer with varied flow rates.

81



Figure 5.18 and 5.19 show the temperature and humidity profiles as a function of time

at different locations from the vortex center. When water vapour concentrated toward

the vortex center, because of the advection flux inside the foam, the temperature

increased at the vortex center but decreased at the locations offset from the center.

The demonstration shows that a higher flow rate may have a smaller concentration

region. This high concentration region can also be seen when the experiments have

reached the steady state condition, as shown in the contour plots in Figure 5.20 and

5.21.

Figure 5.18: Temperature profiles as a function of time at different middle surface
locations.
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Figure 5.19: Absolute humidity profiles as a function of time at different middle sur-
face locations.

Figure 5.20: A 2D water vapour density distribution at the steady state condition
with Q=0.26 m3 s−1.
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Figure 5.21: A 2D water vapour density distribution at the steady state condition
with Q=0.62 m3 s−1.

Water loss as a function of time due to the vortex influence is shown in Figure 5.22.

It clearly shows the significant increase in water loss with the increase of updraft

volume flow rate. More details can be found in Table 5.1. Based on these values,

the water evaporation rate from the porous media (regolith) is 3 to 8 times larger

than the case of still air. As a result, a laboratory dust devil over a water tank has

an obvious effect on the water vapour flux. The flows that go through the porous

region (Figure 4.19) can be used to argue that the advection flux dominated the water

vapour transport mechanism even inside the porous medium. This may be caused

by the lower pressure at the vortex center region. This result will be described in

the following section. The pressure gradients dominate the diffusion terms. Higher

velocities may result in higher pressure gradients and higher water vapour loss rate.

Hence, a dust devil can have an important role to affect the water evaporation from

the regolith.
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Figure 5.22: The amount of water loss as a function of time.

Table 5.1: Summary of water evaporation rate with varies of flow rate.

Updraft volume flow rate, Q [m3 s−1] Water evaporation rate [kg s−1]
Zero wind 3.36E-6

0.26 8.71E-6
0.36 1.20E-5
0.43 1.86E-5
0.53 2.16E-5
0.62 2.77E-5
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5.3 Numerical Validation of Water Vapour Trans-

port

The section describes the procedure and the results of the numerical model. To vali-

date the numerical model for the influence of laboratory dust devils, the experimental

results were adapted. The room conditions were the same as described in the previous

section. Water vapour density at the bottom foam surface was set to 0.178 g m−3, and

decreased linearly to 0.037 g m−3 at the top foam surface to provide initial conditions

similar to still air. It should be noted that the bottom foam surface was assumed

to have uniform distribution of water vapour density. The air domain has the initial

constant absolute humidity of 0.037 g m−3. Same value was applied to the open area

boundaries with free slip wall condition. This means the air momentum is zero at

these boundaries, but they act as a vapour sink condition to prevent the humidity

from filling up the entire domain. The diffusion coefficient was set to 2.55E-5 m2 s−1.

The permeability of porous media was set to 2.22E-9 m2.

First simulation was set to zero wind, which can be used to verify foam properties

and to validate the water vapour flux in steady state condition. Figure 5.23 shows

the water vapour distribution at steady state condition. The water vapour density

concentrated or filled up at the vortex generator region. The water vapour flux

through the interface was calculated to be 1.51 g m−2 s−1. It well agrees with the

averaged experimental result of 1.63 g m−2 s−1. However, the small difference can be

accepted because the room ventilation system corresponds to a very small wind that

enhances the flux, as shown by Prieto [2006].
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Figure 5.23: A contour view of water vapour density with zero wind velocity.

The repeat simulations with varied momentum sources were used to validate the

influence of laboratory dust devils on water vapour transport. All of the numerical

simulations in the following were conducted with the initial conditions using the

steady state result of zero wind velocity. The numerical simulations were obtained

starting from the steady state condition, which was the same as the experimental

initial conditions. The simulations were preformed using the Reynolds stress models

(RSM-SSG) of turbulence.

Figure 5.24 is an example of water vapour distribution with a laboratory dust devil.

It demonstrates that water vapour concentration depends highly on the vortex flow.

This is an important evidence for the phenomenon that water vapour was enhanced

within the vortex core region. This phenomena were associated with the negative

pressure at the vortex core region, as shown in Figure 5.25. The negative pressure

was also present in the porous media. Because of the lower pressure the water vapour

was dragged towards the vortex center by the pressure gradient. In other words, the
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higher water vapour concentration would be present at the vortex center. It agrees

with the experimental results at the steady state condition. It should be noted that

a significant pressure jump at the inner cylinder is due to a momentum source was

set at same location.

Figure 5.24: A contour view of water vapour density with the presence of a dust devil.

Figure 5.26 shows a contour view of water vapour flux comparison at the interface. It

indicates that higher updraft volume flow rate may result in higher water concentra-

tion at the vortex center. Moreover, the strong convective term played an important

role to increase the water vapour flux rate at the vortex center.

Figure 5.27 shows the relationship between the aspect ratio and mass water vapour

transport rate. It was clear that the aspect ratio did not have any influence on

the water vapour transport in this case, because we did not test it in this project.

Therefore, the aspect ratio can only be described as a geometric parameter of dust

devils, according to the results obtained. Its influence on the mass transport requires

further investigation.
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Figure 5.25: A contour view of pressure with the presence of a dust devil.

Figure 5.26: Water vapour flux comparison: Left) Q = 0.26 m3 s−1 and Right) Q =
0.62 m3 s−1.
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Figure 5.27: The enhancement of water evaporation rate as a function of aspect ratio.

Figure 5.28 and 5.29 present the enhanced water vapour rate that corresponds to two

different swirl ratios, Gallus and core, respectively. Since both dimensionless param-

eters can be argued as relatively constant values in the simulations and experiments,

it was concluded that there was no relationship between the enhancement of water

evaporation rate and swirl ratios. This is due to the fixed fin curvature and fin angle

used in this study. The change of updraft volume flow rate did not affect the relative

strength of swirl of vortex flow. In addition, the change of outflow radius did influence

both swirl ratios but cannot present any information on the water vapour transport

mechanism.
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Figure 5.28: The enhancement of water evaporation rate as a function of Gallus’ swirl
ratio.

Figure 5.29: The enhancement of water evaporation rate as a function of core swirl
ratio.
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Figure 5.30 shows clearly that the radial Reynolds number is a major factor in the

enhanced water vapour rate. The error bars indicate the standard deviation of the

experimental data. The comparison between the experimental and numerical results,

show a small difference, which can be explained by the choice of boundary condition

in the numerical models. In the experimental set-up, a small gap exists between the

liquid water and porous media. If the liquid water contacted the foam, the depth of

water would be difficult to determine due to the capillary action. As a result, the

flow within the gap may cause a non-uniform water vapour density distribution at

the bottom foam surface, seen in Figure 5.31. The vortex center has the same value,

but the locations away from the vortex center have less humidity.

Figure 5.30: The enhancement of water evaporation rate as a function of Reynolds
number. The error bars indicate the standard derivation of the experi-
mental data.

To improve the numerical results further, the gap section should be added in the

numerical models in a following study. However, adding more interfaces may result

in more instability in the CFX-solver code and decreasing computational efficiency.
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Figure 5.31: Absolute humidity as a function of height.

The increase of result accuracy is also not certain with this highly transient vortex

flow.

5.4 Numerical Simulations under Martian Condi-

tions

Gheynani and Taylor [2010] used the LES turbulence model to simulate dust devil-

like vortices in highly convective Martian boundary layers at the Phoenix lander site.

The simulations were based on zero wind, 4 m s−1, and 8 m s−1 wind case. A sensible

surface heat flux of 24 W m−2 was applied at the bottom surface boundary to cause

dust devils to form. They indicated that the vortex column could be up to 1600 m

at which height the main circulation disappears. Table 5.2 shows the characteristic

parameters of mean dust devil-like vortices on Martian conditions.

Using the geometry of numerical models obtained in the previous section, we can
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Table 5.2: The characteristic parameters of Martian dust devil-like vortices from
Gheynani and Taylor [2010].

Parameter zero wind 4 m s−1 8 m s−1

Sgallus 2.80 3.61 5.31
Score 1.40 1.81 2.65
acore 1.03 1.37 0.71

Radial Recore 677,302 509,950 781,738

attempt to estimate how much water vapour flux would be enhanced with the presence

of dust devils on Mars. First, the atmospheric and porous media properties listed in

Table 3.1 were implemented in the numerical model. Zero wind velocity model was

then simulated as an initial condition for the other simulations. Figure 5.32 shows

the water vapour density distribution for the still air model. It has more uniform

distribution within the porous media comparing to the Earth’s case due to the lower

porosity. The calculation showed the water evaporation rate without a dust devil is

1.67E-05 kg s−1. The result was slightly higher than the model used by Farahaninia

[2008]. This is because the use of the numerical model in this study did not have an

enclosure to stop the vapour from escaping to the laboratory environment.

Table 5.3 presents the characteristic parameters of dust devil-like flows under Martian

conditions in the laboratory scale numerical models. Both swirl ratios and aspect ratio

agree with the results obtained in Gheynani and Taylor [2010]. However, the radial

Reynolds number is much smaller because the core radius of dust devils on Mars is

wider than the laboratory scale.

Table 5.3: Characteristic parameters of Martian dust devil-like flows.

Parameter Value
Sgallus ≈ 0.3
Score ≈ 1.8

Aspect ratio ≈ 0.9
Radial Re 2300 to 3900

Figure 5.33 shows the enhancement of water evaporation rate from the porous media

as a function of the radial Reynolds number. It indicated that the enhancement ratio
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Figure 5.32: A contour view of water vapour density with zero wind velocity under
Martian conditions.

of water vapour loss rate between the presence of dust devils and still air models

vary from 1.24 to 1.28. The increase of the water vapour transport rate seems to be

proportional to the increase in the radial Reynolds number. This means that a dust

devil-like flow does affect locally the water evaporation rate under Martian conditions,

too.
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Figure 5.33: Radial Reynolds number as a function of evaporation rate under Martian
conditions.

However, the radial Reynolds number of laboratory scale dust devil-like flows are

much smaller than the real ones on Mars. When scaling up from the laboratory scale

to the Martian atmospheric scale, the effective area should be taken into account. The

increase of the scale would result in the decrease of the velocity, if the radial Reynolds

number remains the same. However, the enhancement ratio of water evaporation

rate may not be a constant value. In other words, the linear relationship between

the radial Reynolds number and enhanced evaporation rate may break down when

enlarging the size. This is because the enhanced evaporation rate would decrease

as a square of effective area. Hence, we only can conclude that dust devils have

significantly strong influence on the mass water vapour transport from the Martian

regolith when applying to similar size vortices.

Based on these results, the best solution is to scale up the numerical model to sim-

ulate realistic sized of dust devils on Mars. However, with the current limitations of

ANSYS/CFX 12.0, we may not be able to resolve this numerical problem. This is
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because the radius of Martian dust devils (average ≈50 m) is much bigger than the

thickness of the Martian regolith (≈10 cm). To keep similar mesh size reasonably fine

for both domains, the increase in computational cost would be very significant, re-

quiring a super computer to handle or using an open source code, such as OpenFoam.

Hence, the simulation of dust devils at real Martian scales will remain an important

target for further investigation.

Another possible solution is to investigate the Sherwood number as a characteristic

parameter for this phenomenon. The Sherwood number is defined as the ratio of

convective to diffusive coefficients, which relates to a length scale. This is because

the comparison with the Sherwood number in flat surfaces seems to indicate that

the water vapour enhancement may actually increase, while the Sherwood number

would remain constant with the Reynolds number. Further, a special Sherwood num-

ber, which was introduced by Farahaninia [2008], may help describe the water vapour

transport mechanism from the regolith. This coefficient combined sub-surface and at-

mospheric transport mechanisms and included all the non-linearities and complexities

associated with the influence of surface flows on water vapour transport mechanism

from the regolith. However, this would be a recommendation for the future studies

of enlarged vortices.
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Chapter 6

Conclusions

In this study, a numerical analysis was conducted to predict the local water vapour

transport mechanism with the presence of dust devils on Mars. The objective was to

provide a better understanding of dust devils in the Martian atmosphere. Since the

Phoenix Lander has confirmed the existence of subsurface water ice and the frequent

occurrence of dust devils, the study of water vapour transport under the influence of

dust devils would be relevant to the interpretation of the mission data. The Martian

atmospheric properties used in this study corresponded to the landing site.

To define a suitable numerical model, three characteristic parameters, such as swirl

ratio, aspect ratio, and Reynolds number were reviewed. The values of these char-

acteristic parameters corresponding to Martian dust devils were extracted from the

NCAR LES results of the Gheynani and Taylor [2010] study. Furthermore, in order

to model the Martian regolith, the properties were adapted from Farahaninia [2008].

These data were used in the final, validated numerical models to study the influence

of dust devils on the water vapour transport phenomena close to the Phoenix land-

ing site. It should be noted that the experimental and numerical studies used for

validation of the numerical model were performed under Earth’s conditions.

Initially, several sensitivity studies were performed to find the best shape and dimen-

sions for a new vortex generator. Reynolds stress model (RSM-SSG) was selected to

98



model turbulence in the CFX-solver, based on the review of previous studies. The

modified generator model was an improvement over the existing Open-type vortex

generator at the University of Alberta. The sensitivity study indicated the fin angle,

outflow radius, and inlet height were the most relevant parameters of the structure

and provided recommended ranges of values. However, only the outflow radius, in ad-

dition to the updraft flow rate, was varied in this study. A modified vortex generator

was designed and constructed following the recommended values.

SPIV flow measurement technique was used to obtain the velocity field of laboratory

dust devils for validation of the numerical model. It was observed that the wider out-

flow radius would result in a wider vortex core radius. The increase of updraft volume

flow rate did increase maximum tangential velocity in the experiments. However, the

swirl ratios of both Gallus and core definitions essentially did not change with the

volume flow rate, despite small variations. This is in agreement with the sensitivity

study, since the fin angle was fixed. In other words, the flow passing through the fixed

fin angle would create a similar strength of swirl ratio. Furthermore, the aspect ratio

was independent of either the outflow radius or the updraft volume flow rate, since it

is a scaling factor for the vortex shape. The radial Reynolds number was revealed as

a useful characteristic parameter in studying the influence of dust devils on the water

vapour transport rate.

A numerical model with the water vapour transport part included was used for vali-

dation with the SPIV results. Not only was the flow field successfully validated but

also the simulation did show the presence of flow in the porous media. This indicates

that water vapour concentration may be associated with the vortex flow due to the

flow that happens inside the porous media.

Experiments of water vapour transport were conducted at Earth’s conditions. One

hundred twenty-eight solid-state humidity/temperature sensors were used to measure

the humidity and temperature profiles during the experiments. The data show that

steady state condition can be reached about 8 hours after adding the distilled water
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in the reservoir (water tank). A significant increase of temperature in the middle

of the foam happened due to the absorption process (exothermal) at the beginning

of measurements. Once the foam was fully saturated, the temperature decreased

slowly to the room condition. Repeated experiments were performed to study the

water vapour loss rate with different flow rates. Water vapour concentration at the

vortex center had higher humidity, but this region became smaller with higher updraft

volume flow rate. As a result, the influence of laboratory dust devils on the water

evaporation rates was obvious. The water evaporation rate from the porous media

was 3 to 8 times larger than under still air condition.

A numerical model of the water evaporation experiments was set to the experimental

conditions for validation purposes. The bottom porous media surface was assumed

to have a constant water vapour density (humidity). The numerical results agreed

reasonably well with the experiments in the still air and vortex cases. In all cases a

slightly higher water vapour mass flux was measured, but those differences could be

shown to be caused by limitations in the boundary conditions used. An additional

domain between the liquid water and porous media can be considered to improve the

results in the future studies. However, the results showed a good agreement on the

tendency between radial Reynolds number and enhanced evaporation rate. It implies

that this numerical model can be used to study the water vapour mass transport on

Mars.

The results with various updraft momentum sources demonstrated that the water

vapour flux would be influenced by the laboratory dust devils. Higher humidity

would be carried by the vortex flow due to the negative pressure within the vortex

core. In addition, an increase in the updraft volume flow rate through the fan would

result in higher water vapour flux. In this study, the most relevant characteristic

parameter was the radial Reynolds number. It presented a good relationship between

its values and water vapour mass transport from the regolith.

Finally, the Martian conditions were implemented in the numerical model. This nu-
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merical study was designed to investigate the effect of dust devils on mass water

vapour transport mechanism from the Martian regolith. The characteristic parame-

ters, such as swirl ratio and aspect ratio, could be reproduced from the results of LES

model provided by collaborators. However, the radial Reynolds numbers were much

smaller due to the smaller core radius produced in the range studied. When dust

devil-like flows were present, an increase of 1.25 times in water evaporation rate from

the regolith was calculated, but this result only applies to similar laboratory scales.

In summary, dust devils can be concluded to have a strong influence on the water

vapour transport mechanism on both Earth and Mars. The radial Reynolds number

is a good characteristic parameter in this study, but may not be a capable scaling

factor to predict the water evaporation rate with the enlarged scale dust devils on

Mars.

Two recommendations are made for the future studies on similar topics. One is using

an open source code, OpenFoam, and one is to investigate the special Sherwood

number. The use of OpenFoam would result in the ability to resolve the interface

and scale up problems, because this software would allow access to more powerful

computers. The special Sherwood number may be a useful scaling factor to help

predict the surface flows of water vapour in scaled up models on Mars.
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A. Fick. Über Diffusion. Annalen der Physik und Chemie, 94:59–86, 1855.

D. A. Fisher, D. P. Winebrenner, and H. Stern. Lineations on the White accumulation

areas of the residual northern ice cap of Mars: Their relation to the accublation

and ice flow hypothesis. Icarus, 159(1):39–52, 2002.

T. Fouchet, E. lellouch, N. I. Ignatiev, F. Forget, D. V. Titov, M. Tschimmel,

F. Montmessin, V. Formisano, M. Giuranna, A. Maturilli, and T. Encrenaz. Mar-

tian water vapor: Mars express PFS/LW observations. In The 7th internatinal

conference on Mars, number 3150 in 1, 2007.

104



W. A. Gallus, F. L. Haan, P. P. Sarkar, K. Le, and J. Wurman. Comparison of numer-

ical model and laboratory simulator tornado wind fields with radar observations

of the Spencer, South Dakota tornado. In Symposium on the Challenges of Severe

Convective Storms, Atlanta, GA, USA, 2006. Amer. Meteor. Soc.

B. T. Gheynani and P. A. Taylor. Large eddy simulation of typical dust devil-like

vortices in highly convective martian boundary layers at the phoenix lander site.

Plant. Space Sci., 2010. doi:10.1016/j.pss.2010.10.011.

E. R. Gilliland, R. Baddour, G. P. Perkinson, and K. Sladek. Diffusion on surfaces.

Ind. Eng. Chem. Fund., 13(3):95 – 99, 1974.

A. Grant. Dust devils in the sub-artic. Weather, 4:402 – 403, 1949.

L. Gu, C. K. Ho, O. Plumb, and S. W. Webb. Diffusion with condensation and

evaporation in porous media. In AIAA/ASME Joint Thermophysics and Heat

Transfer Conference, volume 2, pages 213 – 220. ASME, 1998.

F. L. Haan, W. A. Gallus, and P. P. Sarkar. Design, construction and performance of a

large tornado simulator for wind engineering applications. Engineering Structures,

30:1146–1159, 2008.

R. M. Haberle, F. Montmessin, M. A. Kahre, and J. Schaeffer. The role of the north

residual cap in the present Mars water cycle. In The 7th internatinal conference

on Mars, number 3161 in 1, 2007.

G. D. Hess and K. T. Spillane. Characteristics of dust devils in Australia. J. Appl.

Met., 29:498 – 507, 1990.

P. A. C. Howells, R. Rotunno, and R. K. Smith. A comparative study of atmospheric

and labourtory-analogue numerical tornado-vortex models. Q. J. R. meteorol. Soc.,

114:801–822, 1988.

C. Hsu. Laboratory modeling of the tornado suction mechanism. In 8th Conference

on Severe Local Storms, pages 199 –202. AMS, 1973.

M. K. Hubbert. Darcy law and the field equations of the flow of underground fluids.

Trans. Amer. Inst. Min. Mandal. Eng., 207:222–239, 1956.

105



T. L. Hudson, O. Aharonson, N. Schorghofer, C. B. Farmer, M. H. Hecht, and N. T.

Bridges. Water vapour diffusion in Mars subsurface environments. J. Geophys.

Res. - Planets, 112:E05016, 2007.

B. M. Jakosky, A. P. Zent, and R. W. Zurek. The Mars water cycle: Determining the

role of exchange with the regolith. Icarus, 130(1):87–95, 1997.

D. B. Jaynes and A. Rogowski. Applicability of fick’s law to gas diffusion. Soil Sci.

Soc. Am. J., 47:425–430, 1983.

D. J. Jerolmack, D. Mohrig, J. P. Grotzinger, D. A. Fike, and W. A. Watters. Spatial

grain size sorting in eolian ripples and estimation of wind conditions on planetary

surfaces: Application to Meridiani Planum, Mars. J. Geophys. Res. - Planets, 111

(E5):E12S02, 2006.

F. S. Johnson. Atmosphere of Mars. Science, 150(3702):1445–1448, 1965.

D. D. Joseph, D. A. Nield, and G. Papanicolaou. Nonlinear equation governing flow

in a saturated porous medium. Water Resour. Res., 18(4):1049–1052, 1982.

H. H. Kieffer, S. C. Chase, T. Z. Martin, E. D. Miner, and F. Donpalluconi. Martian

north pole summer temperatures: dirty water ice. Science, 194:1341 – 1344, 1976.

M. Knudsen. Die gesetze der molecularströmung und der inner reibungsströmung der
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Appendix A

Calculations for the Relevant Parts

From the numerical results, the modification of vortex generator consists of two main

sections: 1) two layers of enclosure with a chamber in between and 2) two supporting

frames for glass windows. Flow is translated vertically through the fan, travels radially

outward through the horizontal duct. Curved fins are placed on the top of enclosure

(lid) to create the vorticity. Flow with strong vorticity then travels downward through

the vertical duct. The kinematic structure of dust devils is formed within the inflow

region. Based on the above ideas, a modified vortex generator is designed. The

structural drawings of the new vortex generator are attached in Appendix B. However,

some relevant structures have to be calculated in advance for safety issues. After

the construction, a stereo particle image velocimetry (SPIV) is used to study the

characteristics of the vortex flow by measuring the flow field.

A.1 Windows

The material for the enclosure windows to allow for SPIV measurement was decided

to be polycarbonate. Polycarbonate sheet offers high light transmittance rate of

approximately 90%. The selected of the polycarbonate sheet has the thickness of 3

mm that can be easily fit around the cylinder frame and maintain optical clarity due to

its flexibility. When the light travels through the polycarbonate sheets, the refraction

may change its angle because the speed of light changes between two different media.

The differential ratio is defined as refractive index, which is approximately 1.5 between
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air and polycarbonate sheet. As a result, the light may be offset a certain distance.

Figure A.1 indicates this phenomenon.
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Figure A.1: Refraction of light through the glass.

The refraction angle θ2 in the polycarbonate sheet can be calculated using:

nair sin θ1 = nwindow sin θ2 (A.1)

where nair and nwindow are the refractive indices for air and polycarbonate sheets,

respectively. The total offset distance δ can be then determined as:

δ = 2× tw(tan θ1 − tan θ2) (A.2)

where tw and td are the thickness of the polycarbonate sheet and the duct, respectively.

Theoretically, the initial angle θ1 of 0o is always desired. In practice, that perfect

angle may be difficult to achieve, thus the refraction analysis is used to determine the

effective refractive rate in the experiment. A maximum angle of θ1 of 5o is assumed,

because any angle greater than this value would be obvious during the alignment

procedure of laser sheet. As a result, the maximum refractive angle is expected to be

3.33o through the polycarbonate sheets and the maximum offset distance is expected
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to be 0.2mm. Moreover, the effect of refraction is negligible in this experiment. The

light distortion due to the curvature of polycarbonate sheets is also neglected because

the radii of the cylinder are very large comparing to their thickness.

A.2 Structural analysis

Safe environment for the experiment is required. A complete experimental set-up of

vortex generator may be very heavy. Further, the vibration may cause the failure of

the relevant structures in the vortex generator design. To prevent the danger in the

design, the safety factors of hollow supporting bars and beams are evaluated.

• Hollow supporting bars

To analyze the strength of hollow supporting bar, the problem can be simply

stated in Figure A.2. In this design, hollow steel bars are selected and the

properties are defined:

1. Yield strength of structural steel: σmax=250 MPa.

2. Density of structural steel: D=7,850 kg m−3.

3. Outer radius of the hollow bar: Ro=10 mm.

4. Inner radius of the hollow bar: Ri=7.5 mm.

5. The lengths in Figure A.2: L1=150 mm, L2=150 mm, L3=265 mm and

Lbar=1,130 mm.

6. Estimated volume of the hollow bar: Vbar ≈155,312 mm3.

7. Weight of hollow support bar: Wbar ≈1.22 kg.

– Failure by excessive elastic deflection:

Moment of inertia can be calculated using

I =
π

4
(R4

o −R4
i ). (A.3)

Maximum moment allowed for elastic deflection is determined by

Me =
σmax I

c
(A.4)
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Figure A.2: A structure view of hollow supporting bar.

where c is equal to R0 in this calculation. The results of moment of inertia

and maximum moment are 5,368.9 mm4 and 134,222.5 N mm, respectively.

Assuming the weight of the apparatus is distributed into four points uni-

formly and the maximum moment occurs at the center point of the bar as

shown in Figure A.3, maximum load allowed is determined by the following

calculations.

ΣM = 0 (A.5)

Me = −265P − 415P + 565× (
W

2
+ 2P ) (A.6)

Me = 450P + 282.5W (A.7)

P =
134222.5 N mm− 282.5 mm× 11.97 N

450 mm
(A.8)

P = 29.6 kg (A.9)

P P

M

R1

L1 L2 L3

Figure A.3: A schematic of force and momentum analysis for hollow supporting bar.

Two hollow steel bars are used to hold the vortex generator. Maximum

weight of the vortex generator allowed is found to be 236.8 kg before the
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failure by excessive elastic deflection. Total estimated weight of vortex

generator is less than 100 kg. Hence, the safety factor (SF) is greater than

2.36.

– Failure by fracture

Maximum moment allowed for fracture is determined by

Mp = 2[σmax(
πR2

o

2
)(

4Ro

3π
)]− 2[σmax(

πR2
i

2
)(

4Ri

3π
)]. (A.10)

Similarly, the maximum load allowed and maximum weight of vortex gen-

erator allowed can be determined to be 42.9 kg and 343.2 kg, respectively.

Consequently, the safety factor for fracture is 3.43. The structure analysis

of the hollow bar shows that the failure by excessive elastic deflection al-

lows weight less than that for the failure by fracture. This agrees with the

material behavior of structure steel.

• Hollow supporting beams

To analyze the strength of hollow supporting beam with the circular holes, the

problem can be simply stated in Figure A.4. Force acting on the holes within

the small width of hollow square beams may cause the structure failure. The

properties of hollow supporting beam are defined by the following:

1. Hole radius: Rh=10 mm.

2. Dimensions: t1=32mm and t2=38.1 mm.

3. Total length of beam: L=1,000 mm.

4. Estimated volume of the hollow beam: Vbeam ≈427,610 mm3.

5. Estimated weight of the hollow beam: Wbeam ≈3.36 kg.

From the structure view point the minimum moment of inertia is found to be

3,554.74 mm4. Maximum moment allowed is estimated to be 98,197.2 N mm. It

should be noted that c is 9.05 mm in Equation (A.4). Generally, the maximum

moment occurs at the center of the beam, as shown in Figure A.5. Maximum

load allowed and safety factor are calculated to be 36.7 kg and 1.47, respectively.
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Figure A.5: A schematic of force and momentum analysis for hollow supporting beam.
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Appendix B

Design Drawings for Vortex
Generator
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