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Abstract 

Reorientation is an important behavior for humans and non-human animals in everyday 

life. To determine one’s orientation, navigators could use various cues in the environment. 

Studies on competition and combination of multiple cues are quite diverse. In this dissertation, 

I first introduced three types of cue interactions and the methods to investigate them. Secondly, 

I reviewed the most important findings of cues interaction in reorientation and factors that 

influence the interaction. Then I discussed several theories and their interpretation of the 

interaction among the cues. Finally, I reported two studies investigating human adults’ use of 

multiple cues during orientation. Overall, I provided evidence that cue interaction during 

reorientation is affected by enclosure size and navigator’s familiarity with the environment. 
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Chapter 1 Introduction 
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What would you do if you lost your way in the wild? Navigators may try to retrieve their 

orientation based on the direction of the sun or a huge mountain or keep track of their 

orientation using a big tree, or they may determine their orientation using all the cues in the 

environment. For decades, scientists have been interested in what kinds of cues are used to 

retrieve one’s orientation and how these cues interact with each other.  

Studies on cue interaction have focused on three questions. First, whether learning one 

cue affects learning another cue. Second, whether using multiple cues are better than using 

one cue. Third, which cue is preferred when the cues are in conflict. In previous studies, 

scientists found that cue interaction during reorientation is determined by the properties of the 

cues, the environment, as well as the experience of the navigators. The aim of the current 

dissertation is to investigate cue interaction during reorientation of human adults and how 

different factors modulate cue interaction. 

1.1 Background 

The most influential study in reorientation was conducted by Cheng. In 1986, Cheng 

tested how rats retrieve their orientation in a rectangular room with four distinctive patterned 

panels and walls of different colors. The rats were trained to locate food hidden at one of the 

corners of the room and the location of the food varied across trials. Cheng found that rats 

could only use room shape, but not panels with different patterns or wall colors to identify the 

corners of a room. He proposed a geometric module theory that the shape of the room is a 

geometric cue and is processed with a geometric module, whereas the panels and wall colors 

are featural cues that are only learned associatively. Since then, this theory has raised 

controversy for decades. The advocates support that geometry and features are two types of 
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cues that are processed within different regions of the brain, whereas the opponents claim that 

there is no fundamental difference between geometry and features, therefore such a 

distinction may not be necessary.  

Both groups of researchers provided empirical evidence to support or oppose the 

geometric module theory. Researchers who support the geometric module theory provided 

evidence that rats and human children can only use geometric cues but not featural cues 

(Cheng, 1986; Hermer & Spelke, 1994, 1996) and geometric cues cannot be overshadowed or 

blocked by featural cues (Pearce, Ward-Robinson, Good, Fussell, & Aydin, 2001; Sovrano, 

Bisazza, & Vallortigara, 2003; Wall, Botly, Black, & Shettleworth, 2004). However, other 

researchers argued that a processing module is not necessary to interpret those findings. 

Moreover, they suggested that geometry is not always dominant by showing that features 

could overshadow geometry (Gray, Bloomfield, Ferrey, Spetch, & Sturdy, 2005; Pearce, 

Graham, Good, Jones, & McGregor, 2006) and was preferred over geometry under certain 

conditions (Ratliff & Newcombe, 2008; Sovrano, Bisazza, & Vallortigara, 2005, 2007). 

In the following sections of the introduction, I will discuss previous studies in detail. 

Firstly, I will introduce the definition of features and geometry and the methods to investigate 

cue interaction. Secondly, I will review the most important findings of cue interaction in 

reorientation and the factors that affect cue interaction. Thirdly, I will introduce two groups of 

theories and how they interpret interaction between geometry and features during 

reorientation. Finally, I will propose a new method to systematically examine cue interaction 

in reorientation. 
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1.2 Cue types and interaction 

In the literature of reorientation, the discussion mostly focused on two types of cues: 

geometric cues and featural cues. To understand the long-lasting debate in this area, we need 

to first understand the definition of features and geometry and how they assist navigators to 

identify their orientation. Cheng (1986) first proposed the distinction between geometry and 

features. In his experiments, he used patterned panels and colors of walls as featural cues and 

room shape as the geometric cue. Although he found that the rats responded differently to 

those two types of cues, he did not give a clear definition of each cue. Based on Cheng’s 

research, Gallistel (1990) differentiated geometric properties from non-geometric features. A 

geometric property of a stimulus is its “position relative to other stimuli”, whereas a non-

geometric feature of a stimulus is “any property that cannot be described as relative position 

alone, such as color, luminance, texture and so on” (pp. 212).  

According to Gallistel’s definition, geometry could be the shape of walls forming an 

enclosure, the configuration of isolated objects or the shape of a tabletop arena (Gouteux, 

Vauclair, & Thinus-Blanc, 2001). However, to understand why navigators respond differently 

to geometry and features, Lee and Spelke (2010a) further restricted the definition. They 

defined features as either 2D shapes or isolated objects and geometry as the shape of 

extended surfaces. This definition is supported by findings that young children could reorient 

using the shape of walls or other 3D boundaries but not the configuration of object arrays or 

2D shapes (Gouteux & Spelke, 2001; Lee & Spelke, 2011).  

In the first study of reorientation, Cheng (1986) used four panels of different patterns 

and colors of walls as featural cues. Since then, researchers have used patterned panels, 
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doors, distinctive objects, curtains, colors of walls as featural cues (for reviews, see Cheng & 

Newcombe, 2005; Twyman & Newcombe, 2010; Vallortigara, 2009). Features can be used as 

beacons or associative cues in reorientation, depending on their relationship with the target. 

When using a feature as a beacon, navigators can reach their destination by simply 

approaching or avoiding the feature. It usually happens when the feature is located close to 

the target location, in which case navigators only need to approach the feature. Another 

situation of using a feature as a beacon is that when there are two choices in the environment, 

navigators have to remember whether to move towards or away from the feature. In both 

cases, navigators do not need to encode metric information. However, when the target is at a 

certain distance or direction from a feature, navigators have to use the feature as an 

associative cue, i.e., associate the feature with an action. For example, if the navigators 

memorize a location as “500 m north” of an object, they are using the object as an associative 

cue. Studies with human adults have shown that learning features as beacons is faster than as 

associative cues (Waller & Lippa, 2007; Wang, Mou & Sun, 2014). In addition, studies have 

shown that young children at 4 years old can use features as beacons but not as associative 

cues in reorientation (Learmonth et al., 2008). 

In previous studies, geometric cues were mostly the shapes of the experimental rooms. 

In most of those experiments, two long walls and two short walls defined a rectangular area, 

making two of the corners (a short wall on the left and a long wall on the right) different from 

the other two (a long wall on the left and a short wall on the right). Other studies also used 

trapezium, rhombic, octagon, parallelogram- and kite-shaped rooms as geometric cues 

(Bodily, Eastman, & Sturz, 2011; Buckley, Smith, & Haselgrove, 2016; Hupbach & Nadel, 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b55
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2005; Lubyk, Dupuis, Gutierrez, & Spetch, 2012; Newcombe, Ratliff, Shallcross & Twyman, 

2010).  

Theoretically, geometric properties of a room consist of the relative lengths, heights, 

angles and distances of the walls. However, research shows that the essence of geometric 

cues is the distance and directional relations among extended surfaces. Lee, Sovrano and 

Spelke (2012) found that 2-year-old children could reorient themselves using four detached 

walls of the same length forming a rectangle area but could not do so using four detached 

walls of different lengths forming a square area. Similarly, young children could reorient 

themselves in a rhombic room but could not do so using only the angular information of the 

corners when the walls connecting the corners were removed (Lee, Sovrano & Spelke, 2012). 

Other researchers suggested that angles between walls function like features rather than 

geometry because they only provide local information but not global shapes (Kelly, 

Chiandetti, & Vallortigara, 2011; Sturz, Forloines, & Bodily, 2012).  

Recently, researchers have been interested in the role of vertical cues in reorientation. 

Nardi, Newcombe and Shipley (2011) found human adults could use vertical heights to 

reorient in a room with a tilted floor. Hu and colleagues (2015) tested reorientation of 

children in a room with a tilted ceiling and found that children could not use the height 

information as early as other geometric properties such as distance. They explained that 

height is less important than horizontal distance because humans are limited in the plane of 

horizon, and could not freely move in the vertical dimension. Du, Spetch and Mou (2016) 

tested how human adults use wall heights and room shapes during reorientation and did not 

find the room shape to be predominant. More surprisingly, Du and colleagues (2016) found 
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that pigeons, which move remarkably in the vertical dimension, preferred the horizontal 

geometries over the vertical heights. So far, the role of height in the taxonomy of geometry 

and features is not clear. In this dissertation, I will mainly focus on geometry as the distance 

and directional relations among extended surfaces, and features as 2D shapes and isolated 

objects, as defined by Lee and Spelke (2010a). 

The interaction effect between featural and geometric cues has been a core topic in 

spatial reorientation. Cue interaction during spatial navigation could be categorized into three 

types. First, how two cues compete during encoding. Second, how two cues are combined 

during retrieval. Third, how two cues compete during retrieval.  

1.2.1  Competition during encoding 

 Competition of cues during encoding can be examined using the overshadowing or 

blocking paradigm. The overshadowing effect means the learning of one cue will interfere 

with the learning of another cue that is presented simultaneously (Pavlov, 1927). For 

example, if cue A overshadows cue B, the performance when people are trained with both cue 

A and cue B and are tested with cue B will be worse than the performance when they are 

trained and tested with only cue B. The blocking effect means the experience of learning one 

cue will interfere with the learning of another cue that is presented later (Kamin, 1969). For 

example, the participants learn to associate a target with cue A, next they learn to associate 

the target with both cue A and cue B, finally they are tested with cue B alone. If cue A blocks 

cue B, the performance would be worse than if they learn the target with cue A and cue B 

without any experience of learning cue A and are tested with cue B alone.  

Studies examining overshadowing and blocking effects between features and geometry 
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show diverse results. Doeller and Burgess (2008) found that, during goal localization of 

human adults, learning a 3D circular boundary overshadowed learning an isolated landmark 

but not vice versa. However, Wilson and Alexander (2008) found learning an irregular-shaped 

enclosure and learning a landmark blocked each other, although the blocking effect was much 

stronger when the enclosure was the blocking cue. Research on fish showed that learning 

landmarks as beacons overshadowed learning landmarks as associative cues, but did not 

overshadow learning a geometric cue (Sovrano, Bisazza, & Vallortigara, 2003). Research on 

rats showed that learning a beacon did not block or overshadow learning the shape of a room 

(Hayward, Good, & Pearce, 2004; Hayward, McGregor, Good, & Pearce, 2003; Pearce, 

Ward- Robinson, Good, Fussell, & Aydin, 2001; Wall, Botly, Black, & Shettleworth, 2004). 

Those studies suggest that geometry is more dominant during the encoding phase of 

reorientation.  

However, learning a colored wall overshadowed learning the shape of a room during the 

reorientation of rats (Pearce, Graham, Good, Jones, & McGregor, 2006) and wild-caught 

mountain chickadees (Poecile gambeli) (Gray, Bloomfield, Ferrey, Spetch, & Sturdy, 2005). 

The overshadowing effect is also affected by room size. Chicks learned the location of food 

with respect to four distinctive patterned panels in a rectangular room. At test, if the panels 

were removed, chicks were more likely to correctly use the geometric cue in a small room 

than in a large room. If the rectangular room was shifted to a square room, chicks were more 

likely to correctly use the featural cue in a large room than in a small room (Chiandetti, 

Regolin, Sovrano, & Vallortigara, 2007). 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b17
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b17
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1.2.2  Combination during retrieval 

When two cues are presented, whether the navigator will only use the dominant cue, 

alternatively use two or more cues, or combine the cues attracted many researchers. 

Combining multiple cues is advantageous because it produces better performance by 

reducing the variance of estimations. Bayes’ (1763) theorem claims that the optimal 

combination happens when the weights of the cues are proportional to the inverse of its 

variance, that is, the more reliable cue is assigned more weight. The combination of spatial 

information from multiple sources has been tested in diverse species (see Cheng, 

Shettleworth, Huttenlocher, & Rieser, 2007 for a review). Researchers found that, when 

localizing a target, human adults could combine landmark cues and self-motion cues 

optimally based on Bayesian principles so that the variance of their estimation was 

minimized, whereas human children could not integrate the cues to reduce response variance, 

and instead, they alternatively chose between the two cues (Nardini, Jones, Bedford, & 

Braddick, 2008). However, cue combination is rarely tested in the field of reorientation. Most 

combination models are based on variance reduction, whereas most reorientation studies dealt 

with the probability of choosing a corner by all the participants, in which variance is hard to 

obtain.  

1.2.3  Competition during retrieval 

A special case of cue combination during retrieval is combining two cues when they are 

in conflict. When the two cues are consistent with each other, it is advantageous to combine 

the cues together. However, if the two cues are in conflict, combining the two cues may not 

be a good solution. Previous studies have shown that whether participants combine 
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conflicting cues depends on the discrepancy between the cues. If the discrepancy is small, 

participants still judge the two cues are from the same source and thus combine them; 

whereas if the discrepancy is large, participants will judge the two cues are from different 

sources and thus do not combine them (Cheng, Shettleworth, Huttenlocher, & Rieser, 2007). 

In the former case, the response is a weighted average of the estimated locations based on the 

two cues; in the latter case, the response is determined by the more weighted cue in a winner-

take-all fashion. Moreover, the weights assigned to the cues are determined through different 

mechanisms when the discrepancy is small or large. Cheng and colleagues (2007) proposed 

that, when the discrepancy is small, more weight is assigned to the cue that is more reliable, 

i.e., leading to a smaller response variance, whereas when the discrepancy is large, more 

weight is assigned to the cue that is less ambiguous, such as path integration or the 

configuration of landmarks. 

Plenty of studies have investigated the competition for cue weights between landmark 

and path integration in a conflict paradigm. In this paradigm, participants learn a target 

location with respect to landmarks and path integration. Then during test, the landmarks are 

moved so that the two cues indicate conflicting target locations. Previous studies show that if 

the discrepancy between the cues was small, human and non-human animal navigators 

assigned more weight to the landmark, which was the more reliable cue; whereas if the 

discrepancy was large, they relied on the path integration and ignored the landmark (Etienne, 

Teroni, Portenier, & Hurni, 1990; Foo et al., 2005; Shettleworth & Sutton, 2005; Zhao & 

Warren, 2015a). The path integration system was used as a reference system to detect 

whether the landmarks were stable or not (Cheng et al., 2007). When the discrepancy 
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between the path integration and the landmarks was large, the landmarks were considered as 

unstable. Zhao and Warren (2015b) manipulated the stability of landmarks in a navigational 

task. They found that, if landmarks were stable across learning and testing phases, 

participants assigned more weight to the landmarks, whereas if the landmarks were moved 

across learning and testing phase within each trial, participants assigned more weight to path 

integration. These studies suggested that cue weights are determined by cue reliability and 

cue stability. However, Chen and colleagues (2017) found that cue stability affected cue 

weights by modulating cue reliability. When landmarks were stable across trials, participants 

assigned more weight to the landmarks. However, when the landmarks were moved across 

trials, response reliability with respect to the landmarks decreased, which in turn reduced the 

weight assigned to the landmarks. 

Cue competition between features and geometry in reorientation has also been 

investigated by moving the two cues relatively at test and forcing participants to choose 

among the geometrically correct corners, the featurally correct corner, and the incorrect 

corner (Figure 1.1). Studies have shown that the relative use of features and geometry when 

the two cues were in conflict was modulated by enclosure size. Ratliff and Newcombe (2008) 

investigated reorientation of human adults when the shape of a rectangular room and a 

distinctive fabric indicated conflicting responses. They found that participants were more 

likely to reorient with respect to the featural cue, which was the distinctive fabric, in a large 

room than in a small room. Studies on chicks and fish found that if a non-geometric feature, 

i.e., the color of a wall, was shifted with respect to the geometric shape of a rectangular room, 

the probability of choosing the geometrically correct corner decreased and the probability of 
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choosing the featurally correct corner increased as the room size increased (Sovrano & 

Vallortigara, 2006; Sovrano, Bisazzaa, & Vallortigara, 2007). However, these studies could 

not exclude the effect of overshadowing. The results that features were more likely to be used 

in a large room may be because features were less likely to be overshadowed by geometry in 

in a large room, or because features were given more weight in a large room. Therefore, it 

could not be concluded if the different relative use of the cues was due to the competition for 

cognitive resources during encoding or the competition for cue weights during retrieval, or 

both. 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
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Figure 1.1. Illustration of the conflict paradigm in reorientation studies. Participants learn a 

target at one corner (denoted by X) with respect to the room geometry and a feature (e.g. a 

blue wall). At test, the feature is displaced relative to the room. The participants are forced to 

choose among the geometrically correct corners, the featurally correct corner and the 

incorrect corner. 
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Studies also suggest cue weights of features and geometry are modulated by cue 

stability. Chicks learned the location of food with respect to four patterned panels in a 

rectangular room. During the test, the size of the room was changed, and the panels were 

shifted with respect to the relative metric configuration of the walls. The probability of 

choosing the corner indicated by patterned panels was higher than the probability of choosing 

the corners indicated by the relative length of the walls (Chiandetti, Regolin, Sovrano, & 

Vallortigara, 2007). Ratliff and Newcombe (2008) found if room size remained consistent 

across learning and testing, human adults assigned more weight to the geometric cue in a 

small room, and assigned comparable weights to the geometric cue and the featural cue in a 

large room. However, if room size changed across learning and testing, human adults 

assigned more weights to the featural cue in both small and large rooms. 

1.3 Factors that affect cue interaction in reorientation 

Studies on cue interaction during reorientation have shown diverse results. Some studies 

suggest geometry has a predominant role during both the encoding and the retrieval phases of 

spatial memory, whereas other studies suggest the roles of geometry and features are 

interchangeable as the external environments and the internal states of navigators vary. In this 

section, I will discuss how cue interaction between geometry and features during 

reorientation is affected by two factors. Firstly, it is evident in previous studies that room size, 

as an environmental factor, modulates the interaction between geometry and features during 

both encoding and retrieval. Secondly, many studies have shown that navigators’ long-term 

and short-term experiences also affect the interaction between geometry and features. 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b17
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b17
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1.3.1  The effect of room size 

The effect of room size has been widely found in reorientation of human adults, children 

and non-human animals. Despite that different materials and species were studied in those 

experiments, they all show the same trend that the role of geometry is weakened, and the role 

of features is strengthened as the environmental size increases. This phenomenon was found 

during both the encoding and the retrieval phases of reorientation. 

Chiandetti and colleagues (2007) found that room size affected the competition between 

geometry and features during encoding. They had chicks learn the location of food with 

respect to four distinctive patterned panels in a rectangular room. At test, if the panels were 

removed, chicks were more likely to correctly use the geometric cue in a small room than in a 

large room. If the rectangular room was shifted to a square room, chicks were more likely to 

correctly use the featural cue in a large room than in a small room. These results suggest that 

geometry is more likely to be overshadowed by features as room size increases, whereas 

features are more likely to be overshadowed by geometry as room size decreases.  

Studies on human adults, chicks and fish found that room size also affects the 

competition between geometry and features during retrieval (Ratliff & Newcombe, 2008; 

Sovrano & Vallortigara, 2006; Sovrano, Bisazzaa, & Vallortigara, 2007; Vallortigara, 

Feruglio, & Sovrano, 2005). Those studies found when room shape and wall features (a 

distinctive fabric or the color of a wall) conflicted, the probability of choosing the 

geometrically correct corner was higher in a small room than in a large room and the 

probability of choosing the featurally correct corner was higher in a large room than in a 

small room. Those results suggest navigators assign more weight to featural cues and less 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b17
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
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weight to geometric cues as room size increases.  

Other studies also show a similar trend that the relative use of features comparing to 

geometry increases as enclosure size increases. Learmonth, Nadel, and Newcombe (2002) 

found young children were able to use featural cues to reorient in a large room but not in a 

small room; Sovrano, Bisazzaa, and Vallortigara (2005) found fish made more errors using 

geometric cues when transferred from small to large space, and made more errors using 

featural cues when transferred from large to small space; Maes, Fontanari, and Regolin 

(2009) found rats were more likely to be attracted by featural cues and thus less used 

geometric cues in a larger room. However, those studies did not differentiate different phases 

of spatial reorientation. Therefore, cue interaction during encoding and retrieval confound 

with each other making the results hard to interpret. 

Cue salience may be one component of the room size effect. Gouteux and colleagues 

(2001) kept the room size constant and changed the size of the featural cues. They found that 

monkeys were more likely to use featural cues when they are larger, i.e., more salient. In 

some cases, it is apparent that features are more salient in larger enclosures because features 

used in larger enclosures are larger than those used in small enclosures. For example, if the 

featural cue is a colored wall, as the room becomes larger, the colored wall also becomes 

larger. Sovrano and Vallortigara (2006) explained that besides the positive relationship 

between room size and the salience of featural cues, a negative relation between room size 

and the salience of geometric cues also contribute to the room size effect. They suggested that 

when keeping a certain distance to a corner, navigators can see a larger portion of the room in 

a small room than in a large room, allowing them to infer the geometric relations among 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b86
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b62
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b62
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different parts more easily in a smaller room (Figure 1.2). Miller (2009) tested the relation 

between the room size effect and cue salience by manipulating the salience of featural and 

geometric cues and simulating probability of choosing each corner during reorientation in an 

associative model (Miller & Shettleworth, 2008). He assumed the salience of a featural cue is 

greater in a large enclosure whereas the salience of a geometric cue is greater in a small 

enclosure, and successfully simulated the room size effect found in previous studies 

(Chiandetti et al., 2007; Learmonth et al., 2002; Sovrano & Vallortigara, 2006; Vallortigara et 

al., 2005). However, the model itself could not explain why cue salience of features should 

increase with room size and the successful simulation does not indicate a causal relationship 

between cue salience and room size.  

Sovrano and colleagues (2005) speculated that features are more useful in larger rooms 

because navigators only use features beyond a certain distance as an orientational cue. This 

hypothesis was supported by neuroscience studies that head direction cells mostly followed 

distal landmarks when distal and proximal landmarks were in conflict (Yoganarasimha, Yu, & 

Knierim, 2006). It may be because when a navigator is close to a landmark, the relative 

orientation between them changes rapidly as the navigator moves and therefore is useful to 

identify the navigator’s location, whereas if the navigator is far from the landmark, the 

orientation of the landmark almost remains stable and therefore can be used to identify an 

allocentric direction (Nadel & Hupbach, 2006; see also Stürzl & Zeil, 2007; Zeil et al., 2003). 
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Figure 1.2. Illustration of salience of room geometry in small and large rooms. Sovrano 

and Vallortigara (2006) proposed that geometric information, such as the lengths of the 

walls, is more easily observed in a smaller enclosure. When at a certain distance from a 

corner, a navigator could see a larger proportion of the room in a small room than in a large 

room. 

 

1.3.2  The effect of experience 

Other than the property of the environment, experience of navigators also contributes to 

cue interaction. Studies on non-human animals show that interaction between geometry and 

features is affected by long-term experience. Gray and colleagues (2005) argued that 

geometry was not found to be overshadowed by features in previous studies because the 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
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animals tested in those experiments were reared in laboratories, thus were used to right-

angled geometries. They tested reorientation of wild-caught mountain chickadees (Poecile 

gambeli) and found encoding of geometry was overshadowed by the presence of a feature 

adjacent to the target. When the geometric cue and the featural cue were in conflict, more 

weight was assigned to the featural cue adjacent to the target. Brown, Spetch, and Hurd 

(2007) found rearing environment modulates cue interaction between features and geometry 

during both encoding and retrieval phase of reorientation of fish. When only the geometric 

cue was available at test, although both fish raised in circular and rectangular tanks could 

reorient themselves, fish raised in the rectangular tank chose the geometrically correct 

corners more often than fish raised in a circular environment. Moreover, when both featural 

and geometric cues were presented and in conflict at test, fish raised in the circular tank 

assigned more weight to the featural cues than those raised in the rectangular tank. Twyman, 

Newcombe, and Gould (2013) found similar results on mice. However, the effect of long-

term experience on interaction between features and geometry varies across species. 

Chiandetti and Vallortigara (2008, 2010) found chicks reared in both circular and rectangular 

environments spontaneously learned geometric cues indicating that the encoding of geometric 

cues was not overshadowed by featural cues. They also found that, when the featural cues and 

the geometric cues were in conflict, the relative use of the cues were not modulated by 

rearing environments. 

The interaction between geometry and features is also affected by short-term experience. 

Twyman, Friedman, and Spetch (2007) found 4- and 5-years old children could be trained to 

reorient using featural cues. In their experiment, half of the children were pretrained in an 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b93
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equilateral triangle-shaped room and were then tested in a rectangular room with a yellow 

wall. Pretrained children were able to find the correct corner as indicated by the colored wall 

whereas children without pretraining equally searched between the two geometrically 

equivalent corners at the first four trials. Moreover, after four trials, those children without 

pretraining also learned to use the featural cue to find the correct corner. 

Short-term experience also affects the weights of features and geometry during retrieval. 

Chiandetti and colleagues (2007) found chicks assigned more weight to featural cues than 

geometric cues if room size changed across learning and testing phases. Ratliff and 

Newcombe (2008) found similar results with human adults. They claimed that the experience 

of learning the featural cues in a large room where they were more salient encouraged 

participants to use the featural cues even in a small room where they were less salient than 

the geometric cues. Nevertheless, these results can also be interpreted that the competition 

between features and geometry is affected by experienced cue stability. Features, such as a 

panel, a tree, or the color of a wall, are less stable because they are moveable or changeable, 

whereas geometry, such as the shape of a room or the contour of a mountain, cannot be easily 

changed (Gallistel, 1990). Therefore, when the two cues are in conflict, normally people will 

think the featural cue has been moved. However, in the two studies mentioned above, the size 

of the room was changed across learning and testing phases, which made the navigators 

experienced an instability of the geometric cue and thus reduced the weight assigned to it. 

1.4 Theories of cue interaction in reorientation 

During decades of research in reorientation, scientists in this area have formed two 

camps and their theories can be categorized into two groups. One group of theories are called 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b17
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modularity theories, which support that geometry and features are two types of cues that have 

different processing mechanisms. The name comes from the very first theory in the area, the 

geometric module theory, which proposed that geometry is processed by a specific module. 

The other group of theories are call unified theories, which support that geometry and 

features share the same processing mechanism. In this section, I will discuss about the two 

groups of theories and their interpretations of cue interaction between geometry and features 

during reorientation. 

1.4.1  The modularity theories 

Based on the finding that rats could only use geometries but not features to reorient, 

Cheng (1986) proposed a geometric module theory suggesting there is a module called metric 

frame that only encodes the geometric information of surfaces. A module, according to its 

definition, must fulfill many properties such as domain specificity, encapsulation, and 

mandatory processing (Fodor, 1983). The strict definition limited the flexibility of the 

geometric module theory in explaining diverse findings in the area. Therefore, Lee and 

Spelke (2010a, b) proposed a two-system theory based on the original geometric module 

theory. They suggested that there are two independent systems: the geometric system 

processes extended surfaces in the environment, and it uses the distances and directions of 

surfaces to specify the position of the navigator; the featural system processes objects and 2D 

patterns in the environment, and it uses their distinctive properties to specify the location of 

the goals.  

The common characteristic of those theories is that they both claim that the processing 

mechanisms of geometry and features are fundamentally different. This hypothesis is 
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supported by neuroscience studies showing that processing of boundary and isolated objects 

have different neural mechanisms. In a functional neuroimaging study, Doeller and 

colleagues (2008) found extended surfaces and isolated objects activated different brain 

areas. The right posterior hippocampus was found to be responsible for processing 

boundaries and the right dorsal striatum to be responsible for processing landmarks. Lever 

and colleagues (2009) discovered boundary vector cells in rats that only fire at a certain 

distance from a boundary but do not respond to isolated objects. 

Independent processing of geometry and features is also supported by behavioral 

studies. Studies on fish, rats and human adults show that learning geometry overshadows 

learning features but not vice versa (Doeller & Burgess 2008; Hayward et al., 2003, 2004; 

Sovrano, Bisazza, & Vallortigara, 2003; Wall, Botly, Black, & Shettleworth, 2004). 

Moreover, feature-learning can be interfered with by many types of tasks which do not affect 

learning geometry. Cheng (1986) found that rats could use featural cues when the location of 

the target was fixed from trial to trial, but not when the location of the target was shifted from 

trial to trial, whereas rats could use geometric cues in both cases. Hermer-Vazquez and 

colleagues (1999) found human adults could use geometric cues but not featural cues to 

reorient while performing a verbal shadowing task. Ratliff and Newcombe (2008b) found 

performing a spatial visualization task impaired learning featural cues but did not interfere 

learning geometric cues. In sum, these findings suggest learning geometry is incidental 

because it is not subject to overshadowing effect; learning features, on the other hand, is 

suggested to be associative learning because it can be interfered by learning geometry and 

many other tasks. 
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The modularity theories are also supported by developmental studies showing that 

abilities of processing geometry and features mature at different age. Children as young as 

18-24 months old can already use geometry to reorient, but they cannot use features to 

reorient until 5 years old (Hermer & Spelke, 1994, 1996; Hermer-Vazquez, Moffet & 

Munkholm, 2001). Based on the findings that the ability to use features to reorient correlated 

with language production ability, and that learning features, but not geometry, was 

overshadowed by a verbal task, researchers proposed that use of geometry is spontaneous, 

and use of features is partially dependent on human language (Hermer–Vazques et al., 1999). 

This idea is consistent with findings that some non-human animals can only use geometries 

but not features to reorient (Cheng, 1986). Moreover, use of geometry seems to be innate. 

Animals reared in both circular and rectangular environment could use geometric cues to 

reorient (Brown et al., 2007; Twyman et al., 2013). And most strikingly, chicks hatched in the 

darkness who had completely no experience of navigation through geometry could reorient 

with respect to the shape of the testing room when they were exposed to it for the first time 

(Chiandetti, Spelke, & Vallortigara, 2015). 

Although the modularity theories demonstrated an interesting way to explain the 

differences between learning features and geometry and inspired many researchers, they have 

long been doubted because of a lack of flexibility. The modularity theories cannot explain 

that featural cues are preferred by some non-human animals that cannot use language 

(Sovrano, Bisazza, & Vallortigara, 2005, 2007), that the relative use of features and geometry 

can be affected by various factors such as room size and navigators’ experience (Brown et al., 

2007; Chiandetti et al., 2007; Learmonth et al., 2002; Ratliff & Newcombe, 2008; Sovrano & 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
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Vallortigara, 2006; Sovrano, Bisazzaa, & Vallortigara, 2007; Twyman et al., 2013), and 

especially that learning of geometry can be overshadowed by learning of features in certain 

circumstances (Gray, Bloomfield, Ferrey, Spetch, & Sturdy, 2005; Pearce, Graham, Good, 

Jones, & McGregor, 2006). 

1.4.2  The unified theories 

In contrast to the modularity theories, some researchers believe learning features and 

geometry share similar mechanisms. In the view matching theory (Stürzl & Zeil, 2007; Zeil et 

al., 2003), geometry and features in the environment are broken down into pixels. Navigators 

can reach a destination just by matching their current view with the snapshot they took at the 

goal without recognizing any boundaries or landmarks. In the associative theory (Miller & 

Shettleworth, 2007, 2008; Miller, 2009), navigators learn geometry and features by gaining 

associative strength between the reward and each specific cue when they search at a certain 

location. In the adaptive combination theory (Newcombe & Huttenlocher, 2006; Newcombe 

& Ratliff, 2007), features and geometry are simply two kinds of cues that can be combined in 

a Bayesian fashion. The weight of each cue depends on the properties of that cue, such as its 

certainty, salience, and validity.  

The common characteristic of the theories mentioned above is that they all suggest that 

geometry and features are not fundamentally different from each other. They claim the 

underlying processing mechanisms of features and geometry are similar and the interaction 

between geometry and features varies as their properties vary in different environments. The 

main advantage of this group of theories is flexibility. They could explain the diversity of 

findings regarding overshadowing and blocking effects during encoding and relative use of 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
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geometry and features during retrieval of reorientation (for review, see Cheng & Newcombe, 

2005). The room size effect is a strong evidence supporting the unified theories. Researchers 

claim that the interaction between features and geometry is different in a small room or in a 

large room because their relative salience changed as the room size changed. This hypothesis 

is supported by a simulation using an associative model (Miller, 2009) and the finding that 

the reliability of featural cue increases as the enclosure size increases (Sovrano, Bisazzaa, & 

Vallortigara, 2005). 

Another piece of evidence for similar mechanisms for learning of features and geometry 

is the facilitation effect. Some studies found that feature learning and geometry learning 

sometimes facilitated each other (Graham et al., 2006; Pearce, Ward-Robinson, Good, 

Fussell, & Aydin, 2001; Sturz, Brown, & Kelly, 2009; Sturz, Kelly, &Brown, 2010). The 

facilitation effect between features and geometry can be explained by both the associative 

theory (Miller & Shettleworth, 2007, 2008) and super-additive integration (Mou & Spetch, 

2013). The associative theory suggested geometry and features compete for associative 

strength when the navigator finds a reward in the correct corner. Learning a featural cue can 

increase the probability of successful searching and thus increases the associative strength 

between the reward and the geometric cue. The facilitation effect also suggests the features 

and geometry may be integrated in a super-additive way. Mou and Spetch (2013) found that 

the performance of change detection using multiple cues can be better than the sum of 

performance using each single cue. They suggested that in addition to integrating the cues in 

a Bayesian way, people also form an additional representation of the overall configuration of 

the cues. It is also suggested that the representations of each single cue are not independent of 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b86
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b86
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each other if they can be integrated into an additional representation. 

The unified theories also have limitations. The view matching theory (Stürzl & Zeil, 

2007; Zeil et al., 2003), which hypothesizes reorientation does not involve any high-level 

processing, is only applicable to insects, but not highly evolved animals, such as mammals. 

The associative theory (Miller & Shettleworth, 2007, 2008; Miller, 2009) is flexible in 

explaining diverse results because it assumes the learning rates of geometry and features vary 

in different environments. However, there is no independent criterion to determine the 

learning rates. Similar issue troubles the adaptive combination theory (Newcombe & 

Huttenlocher, 2006; Newcombe & Ratliff, 2007) which hypothesizes that competition 

between features and geometry is determined by properties of the cues such as salience, 

stability and validity. However, without clear definitions of those properties, this theory 

cannot be rigorously evaluated. 

Another challenge to the unified theories is to explain the dominant role of geometry 

found in numerous studies. The adaptive combination theory suggests that geometry was 

dominant in most of the previous studies simply because it was more salient in those 

environmental settings (Newcombe & Huttenlocher, 2006). However, it is still unclear what 

salience is and why geometry is more salient than features. Huttenlocher and Lourenco 

(2007) demonstrated that this may be because geometry is a relative cue which vary along 

one dimension (short vs long), whereas a feature is a non-relative cue (red vs blue), and 

relative cues are easier to use than non-relative cues.  In a typical reorientation paradigm in 

which young children were found to only use the geometric cues but not the featural cues, the 

geometric cues were relative lengths or distances and the featural cues were non-relative 
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colors or patterns. Huttenlocher and Lourenco (2007) had children tested in square rooms 

with relative features (small and large dots) or non-relative features (blue and red walls) and 

found that only those who were tested with relative features performed above chance level. 

Experiments with mice also confirmed that using a categorical cue is more difficult than 

using a continuous cue (Twyman, Newcombe, & Gould, 2009). However, this theory cannot 

explain why angles, which are relative cues, function like features rather than geometry 

(Kelly et al., 2011; Sturz et al., 2011; Sturz et al., 2012). 

In a multiple-reference-point theory, Mou and Zhou (2013) suggested that the advantage 

of a geometric cue over a featural cue is that a geometric cue as an extended surface has an 

infinite number of reference points while a featural cue as a single landmark only has one 

reference point. They suggested more boundary vector cells may be activated when more 

reference points are available. In addition, multiple reference points that form a regular shape 

make it easier to establish a frame of reference. In an earlier study, Doeller and Burgess 

(2008) found, during goal localization, a boundary overshadowed a single landmark but not 

vice versa. In the study of Mou and Zhou (2013), a circular array of 36 identical landmarks 

was used instead of a single landmark and no overshadowing effect was observed. The result 

shows that features are equivalent to geometries if they provide enough reference points. 

However, this study was done in a goal localization paradigm. Whether the conclusion can be 

extended to reorientation needs further tests. 

1.5 Goal of current work 

So far, I have reviewed most of the important studies and theories in reorientation area. 

We can see that the findings regarding the interaction between geometry and features are 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b95
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quite diverse which lead to a long-lasting debate between the modularity theories and the 

unified theories. Both groups of theories have their strengths and limitations. On one hand, 

the modularity theories brought up an interesting way to understand how different cues are 

processed during spatial reorientation, but they lack flexibility to explain the diversity of 

interaction between features and geometry. On the other hand, the unified theories are quite 

flexible but some of their components lack strict definitions which weakened their power of 

explanation. The room size effect, for example, seems to support the unified theories because 

the modularity theories would predict geometry to be dominant in both small and large 

rooms. The unified theories explain that the salience of the cues changed with room size. 

However, it is not clear why the salience of geometry or feature should change with room 

size because those theories neither have a clear definition of salience nor a method to 

measure salience. Therefore, we cannot conclude whether the increased use of features in a 

larger room is due to increase salience of features, decreased salience of geometry or other 

factors. 

In this dissertation, my colleagues and I will dissociate and examine cue competition 

during encoding, combination during retrieval and competition during retrieval in a 

reorientation paradigm. Competition during encoding is examined by comparing the 

performance of using a single cue after learning that cue with the performance of using that 

single cue after learning that cue and an additional cue. Combination during retrieval is 

examined by comparing the performance of using both cues with the sum of performances of 

using each single cue. Competition during retrieval is examined by comparing the 

performance of both cues when they are in conflict with the performance estimated by the 
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relative response accuracy of using each cue. The purpose of this dissertation is to use these 

methods to investigate how various factors modulate cue interaction between features and 

geometry during reorientation.  

Specifically, the first goal of this dissertation is to investigate the effect of familiarity on 

the interaction between features and geometry during reorientation. Familiarity is an 

important factor that has been overlooked. As suggested by previous studies, use of features 

and geometry can be affected by the navigators’ short-term experiences (Chiandetti et al., 

2007; Ratliff & Newcombe, 2008; Twyman, Friedman, & Spetch, 2007). Thus, it is 

reasonable to speculate that navigators modify their strategies as they gain more experience 

in an environment. In other words, familiarity with an environment may affect cue interaction 

in reorientation. The second goal of this dissertation is to investigate the effect of room size 

on the relative use of features and geometry during reorientation. As mentioned in the 

introduction, room size effect has been demonstrated in many studies. However, its 

underlying mechanism has not been fully understood. This dissertation aims to provide an 

explanation of the room size effect in reorientation.  

Two studies investigated how various cues interact during reorientation of human adults. 

Study 1 tested the interaction between buildings and street configurations in outdoor 

environments. We examined the effect of familiarity on competition during encoding, 

combination during retrieval and competition during retrieval.  Study 2 tested the interaction 

between room geometry and features in indoor environments. We examined the effects of 

familiarity and room size on combination and competition during retrieval.   

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b93
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Chapter 2 Cue Interaction between Buildings and 

Street Configurations during Reorientation in 
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2.1 Abstract 

Two experiments investigated the effect of familiarity on the interaction between 

buildings and street configurations during reorientation in large-scale outdoor environments. 

In immersive virtual environments, participants learned objects’ locations in an intersection 

consisting of four streets. The objects’ locations were specified by two cues: a building 

and/or the street configuration. During the test, participants localized objects with either or 

both cues. Participants were divided into a competition group and a no-competition group. 

The competition group learned both cues whereas the no-competition group learned the 

single cue for trials with single cue. For the trials with both testing cues, both groups learned 

both cues and these two cues were placed at the original locations or displaced relative to 

each other during testing. Critically, the familiarity with the environment was also 

manipulated: in Experiment 1, participants learned the same building at the same corner of 

the same intersection for all trials (familiar); in Experiment 2, participants learned different 

buildings at different corners of different intersections across trials (unfamiliar). The results 

showed that the performance in the competition group was impaired in unfamiliar 

environments but not in familiar environments. When displacement occurred, the 

participants’ preference in unfamiliar environments was determined by the response accuracy 

of using the two cues respectively, whereas participants in the familiar environment preferred 

the street configuration with a probability higher than what was solely determined by 

response accuracy based on individual cues. When the two cues were consistent with each 

other, they were combined additively in both familiar and unfamiliar environments. The 
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results suggested that cue competition during encoding and retrieval is modulated by 

navigators’ familiarity with the environment. 
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2.2  Introduction 

Reorientation is an important behavior for humans and non-human animals. 

Reorienting in outdoor environments is especially critical for survival. During foraging and 

homing, wild animals must be able to regain their orientation using trees, rocks or the shape 

of a river when they are disoriented in a forest. Likewise, humans must be able to regain their 

orientation using signs, buildings or the configuration of streets when they are disoriented in 

a city. Although scientists have gained great understandings on reorientation in indoor 

environments since the study of Cheng (1986), investigation on outdoor reorientation of 

human adults is rare. The purpose of this study is to examine cue interaction in outdoor 

reorientation of human adults. Before we further specify the questions of the current study, 

we will first review the relevant studies examining cue interaction in indoor reorientation. We 

will then propose a general research procedure to study cue interaction. We will finally frame 

the questions of the current study by applying the general research procedure to reorientation 

in outdoor environments. 

In a seminal study, Cheng (1986) trained rats to search for food hidden at one of the 

four corners in a rectangular room with four different panels in the corners. During the test, 

rats searched for the food after being disoriented. Instead of searching in the correct corner, 

the rats divided their search between the correct corner and the corner diagonally opposite to 

the correct corner, which is geometrically equivalent to the correct corner. This result 

indicated that rats only used the shape of the room to distinguish the geometrically correct 

corners but did not use the panels to avoid the corner diagonally opposite to the correct 

corner. Hermer and Spelke (1994, 1996) found that children between 18 and 24 months old 
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were able to use the shape of the room to search for a hidden toy. However, they could not 

use the featural cues such as the colors of the walls or distinctive objects to guide their search. 

Following these pioneer studies, an enormous number of studies examined the relative 

importance of geometry and features in reorientation (e.g. Brown, Spetch, & Hurd, 2007; 

Learmonth, Newcombe, & Huttenlocher, 2001; Lee & Spelke, 2010; Twyman, Friedman, & 

Spetch, 2007; for review, see Cheng, Huttenlocher, & Newcombe, 2013).  

There are also studies that contrasted two cues other than geometry and features in 

reorientation. Recently, several studies contrasted different geometry cues in reorientation. 

For example, angles of corners in a room were contrasted with the shape of the room (e.g., 

Lubyk, Dupuis, Gutiérrez, & Spetch, 2012; Sturz, Forloines, & Bodily, 2012). The horizontal 

shape of a room were contrasted with vertical height cues in the room, including tilted floor 

(e.g., Nardi, Newcombe, & Shipley, 2011) and walls with different heights (Du, Spetch, & 

Mou, 2016). There are also studies that compared the boundary of an enclosed environment 

with a single landmark or a landmark array in reorientation (see Lew, 2011, for a review). 

Regardless of the types of cues that were contrasted, most of the studies in 

reorientation examined cue competition either in encoding orientations or in regaining 

orientations after disorientation. In the former case, studies primarily investigated whether 

two different cues (e.g. geometrical and featural cues) compete for the encoding resources 

(e.g., Pearce, Graham, Good, Jones, & McGregor, 2006). In the latter case, studies primarily 

investigated whether people prefer one cue to the other cue when the two cues indicate 

different orientations (e.g., Ratliff & Newcombe, 2008). However, to our knowledge, studies 

that examined cue competition in both encoding and retrieving phases in one reorientation 
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experiment are rare. We believe that in order to understand cue competition in reorientation 

more completely, we should examine cue competition in both encoding and retrieval phases 

in the same experiment.  

Besides cue competition, cue combination is the other important type of cue 

interaction. In cue combination, people combine estimations indicated by two cues to 

improve their estimation. Cue combination has been examined in several spatial behaviors 

including homing (Chen & McNamara, 2014; Chen, McNamara, Kelly, & Wolbers, in press; 

Legge, Wystrach, Spetch, & Cheng, 2014; Nardini et al., 2008; Zhao & Warren, 2015a) and 

object localization (Holden, Newcombe, & Shipley, 2013; Huttenlocher, Hedges, & Duncans, 

1991; Mou & Spetch, 2013; Sampaio & Wang, 2009). Cue combination is usually illustrated 

by variance reduction in spatial judgments when both cues are available than when either cue 

is available (Cheng et al., 2007). However, in a typical reorientation paradigm, reorientation 

performance is measured in terms of accuracy in choosing the correct location and judgment 

variance within a participant is usually not available. Therefore, cue combination is rarely 

examined in reorientation (Xu, Regier, & Newcombe, 2017).  

In this study, we propose that to understand cue interaction in reorientation 

completely, we should examine both cue competition and cue combination in a single 

reorientation experiment (Mou & Spetch, 2013). In particular, a standard procedure to study 

cue interaction in reorientation should, in one single experiment, examine three types of cue 

interaction: cue competition in encoding orientations, cue combination in retrieving 

orientations when two cues indicate the same orientation, and cue competition in retrieving 

orientations when two cues indicate different orientations. 
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Moreover, to our knowledge, research on cue interaction during reorientation of 

human adults in an outdoor large-scale environment is rare.  In the previous studies with 

human adults, participants were usually tested in room-size environments. As suggested in 

previous research, the size of the environment could change the strategies used by human 

adults in reorientation (Ratliff & Newcombe, 2008; Sturz & Kelly, 2013). Reorientation to 

broader outdoor environments (e.g., a city) is indeed a more common spatial task and more 

critical to survival (Mou et al., 2014). In everyday life, people can visually apprehend the 

local environment (e.g., a room) from a single viewpoint whereas they have to locomote 

considerably to apprehend an outdoor large-scale environment (Montello, 1993). Thus, it is 

much less likely that people lose their orientation in a local environment (i.e., a room) than in 

an outdoor large-scale environment. Therefore, it is more important to study how human 

adults reorient in outdoor large-scale environments.  

In the current study, human adults regained their orientation in a city after 

disorientation. We examined two cues: a building in one corner of an intersection of four 

streets and the configuration of the streets (Figure 1). We acknowledge that there is no clear 

theoretical motivation to examine cue interaction between a building and a street layout. One 

may claim that the distinction between a building and a configuration of the streets is an 

example of the distinction between features and geometries. However, as a building has its 

own geometrical shape, we do not hold such claim. We chose buildings and street layouts 

primarily because they are two common cues in a city (Siegel & White, 1975). Following the 

standard procedure of studying cue competition proposed above, we investigated: (1) whether 

learning a building and learning a street configuration compete for common cognitive 
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resources during encoding; (2) whether these two cues are additively combined in 

determining orientation after disorientation when these two cues indicate the same 

orientation; and (3) how these two cues are preferred after disorientation if they indicate two 

difference orientations.  

We used the overshadowing paradigm to investigate whether learning a building and 

learning a street layout compete for common cognitive resources during encoding. The 

overshadowing paradigm is widely used to investigate the competition between two cues 

presented simultaneously during learning a response to a stimulus (Pavlov, 1927). 

Specifically, when Cue A overshadows Cue B, behaviorally the performance of localizing the 

target is better after individuals learn the target with the presence of only B than after 

individuals learn the target with the presence of both A and B.  

Asymmetrical overshadowing effects, that is, Cue A overshadows Cue B but Cue B 

does not overshadow Cue A, are used to support Cue A is the dominant cue. For example, 

some studies showed that an enclosed shape overshadowed a landmark but not vice versa 

(Doeller & Burgess, 2008; Sovrano, Bisazza, & Vallortigara, 2003; Wall, Botly, Black, & 

Shettleworth, 2004). Therefore, the enclosed shape was the dominant cue. In contrast, 

symmetrical overshadowing effects, that is, Cue A and Cue B overshadow each other, are 

used to support that two cues are equally important. For example, other studies showed that 

landmarks could also overshadow an enclosed shape (Gray, Bloomfield, Ferrey, Spetch, & 

Sturdy, 2005; Pearce, Graham, Good, Jones, & McGregor, 2006; Wilson & Alexander, 

2008). Therefore, an enclosed shape and a landmark are equally important in these studies. In 

the current study, asymmetrical overshadowing effects will be interpreted to mean that the 
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overshadowing cue is more dominant over the overshadowed cue; symmetrical 

overshadowing effects will be interpreted to mean that these two cues compete for the 

common cognitive resources and are equally important; finally no overshadowing effect will 

be interpreted to mean that these two cues do not compete for the common cognitive 

resources.  

To test whether the cues of a building and a configuration of streets are additively 

combined in the retrieval phase of reorientation, we tested whether the cue leading to a more 

accurate response has a larger contribution to reorientation. Bayesian combination is one 

example of additive combination and has been examined in the field of spatial cognition 

(Chen & McNamara, 2014, Chen et al., in press; Cheng et al., 2007; Mou & Spetch, 2013; 

Nardini et al., 2008; Zhao & Warren, 2015a). Bayesian combination predicts that two cues 

are combined additively to reduce the inaccuracy (variance) of estimation; and that the 

weights of cues are inversely proportional to the relative inaccuracy (variance) using either 

cue individually. In a typical reorientation study, measurement of variance is not easy. 

Usually, the reorientation performance was measured in accuracy. In the current study, we 

proposed an accuracy-based combination model (see detailed specifications in General 

Method below) and tested whether the cue that leads to a higher response accuracy when 

being presented alone has a larger contribution to reorientation when both cues are available 

and indicate a consistent orientation during testing.  

 In addition, we also investigated how the cues of a building and a configuration of 

streets are preferred in the retrieval phase of reorientation when they indicate different 

orientations.  In particular, we are interested in investigating whether people prefer a cue that 
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leads to a more accurate reorientation. Ratliff and Newcombe (2008) used a conflicting cue 

paradigm to examine cue preference in indoor reorientation. In their experiment, participants 

learned the location of a hidden target with respect to both featural and geometric cues in a 

large rectangular room or in a small rectangular room. Then, participants were tested with the 

featural cue being moved to one adjacent wall so that there was a conflict between the 

featural cue and the geometric cue. The results showed that participants in a large room were 

more likely to choose the corner indicated by the featural cue, while participants in a small 

room were more likely to choose the corner indicated by the geometric cue. The authors 

claimed that human adults gave more weight to the cue that was more salient, assuming the 

geometric cue is more salient in a small room and the featural cue is more salient in a large 

room. In the current study, we also used the conflicting cue paradigm. We tested whether the 

cue that leads to a higher response accuracy when being presented alone has a larger 

contribution to reorientation when both cues are available but indicate conflicting orientations 

during testing. 

Most importantly, we hypothesized that the interactions, especially competition in 

encoding and combination in retrieval, between the building and the street configuration are 

modulated by the degree of participants’ familiarity with the city. This hypothesis is based on 

the following speculations: the more familiar with an environment, the more likely people 

encode the spatial relations between buildings and street configurations; whether people 

encode the spatial relations between buildings and street configurations or not will modulate 

cue competition during encoding and retrieval of orientations. 
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A mental representation of the spatial relations between buildings and street 

configurations might reduce the cue competition in encoding orientations. There are at least 

two possible mechanisms for such reduction. First, people who have encoded the relations 

between the two cues may easily find the other cue when they see one cue. Such cue 

facilitation may counteract the cue competition for the common cognitive resource in 

encoding orientations relative to individual cues. Second, people may also encode the spatial 

relations between buildings and street configurations as well as their orientations relative to 

individual cues. Because encoding the spatial relations between buildings and street 

configurations consumes cognitive resources, fewer cognitive resources are left for encoding 

orientations in terms of each individual cue, producing cue competition. Therefore, cue 

competition is smaller for people who have already encoded the relations between buildings 

and street configurations1. Note that we do not distinguish between these two mechanisms 

empirically in the current study. As speculated above, as people become more familiar with 

an environment, they are more likely to encode the spatial relations between buildings and 

street configurations. Therefore, the effect of cue competition in encoding orientations is 

reduced or eliminated in a familiar environment but not in a novel environment. 

A mental representation of the relations between buildings and street configurations 

might modulate cue preference during the retrieval phase when these two cues indicate 

different orientations. People who have not encoded the relations between two cues should 

not be able to detect the relative displacement between these two cues. Therefore, they may 

combine estimates based on each cue by giving more weight to the cue producing a more 

                                                             
1 We grateful to one anonymous reviewer for the suggestion of the second mechanism.  
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accurate response, assuming that people can know which cue results in a more accurate 

response similar to the assumption that people know which cue results in a more variable 

response in the cue combination literature (Chen & McNamara, 2014; Cheng et al., 2007; 

Mou & Spetch, 2013; Nardini et al., 2008; Zhao & Warren, 2015a). In contrast, people who 

have encoded the relations between two cues should be able to detect the relative 

displacement between the two cues. Therefore, cue preference may be affected not only by 

the response accuracy based on individual cues but also by other cognitive factors including 

participants’ belief of the stability of cues. A cue resulting in a more accurate response might 

not be the cue that participants believe to be more stable, just as a cue resulting in less 

variable response might not be perceived to be more stable (Etienne & Jeffery, 2004; Foo et 

al., 2005; Zhao & Warren, 2015b). Therefore, in a novel environment, cue preference in the 

retrieval phase of reorientation is determined by response accuracy using individual cues 

whereas in a familiar environment, cue preference in the retrieval phase of reorientation may 

also be affected by people’s belief of cue stability. Note that no prior theory can predict 

which cue, a building or a street configuration, is more stable.  

In summary, the purpose of the current study was to examine cue interaction 

between a building and a street configuration in reorientations in a large-scale environment, 

more specifically, cue competition during encoding orientations, and cue combination and 

cue competition in retrieval of orientation. Furthermore, we investigated whether the cue 

competition between a building and a street configuration in reorientation, both during 

encoding and retrieval, are modulated by people’s familiarity with the environment.  
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2.3 General Method 

Two experiments were conducted to examine cue interaction between a building and 

a street configuration. These two experiments were identical except that Experiment 1 used a 

familiar environment, whereas Experiment 2 used an unfamiliar environment. The method to 

manipulate the familiarity will be discussed in each experiment. Here, we describe the 

common materials, design, procedure, and the method of data analyses.  

2.3.1  Materials and Design  

The experiments were conducted in a physical room that was 4 m by 4 m. A swivel 

chair was placed in the middle of the room. A virtual environment was displayed in stereo 

with an nVisor SX60 head-mounted display (HMD) (NVIS, Inc. Virginia). Each participant 

was placed in an InterSense IS-900 motion tracking system (InterSense, Inc., Massachusetts) 

so that participants could look around in the virtual environment. The virtual environment 

was a city consisting of four streets and a building as well as three identical trees (Figure 1). 

Each participant had 16 trials, each consisting of a learning phase and a testing phase. In the 

learning phase of each trial, participants learned the location of four objects (lock, candle, 

wood, and bottle, all fitting within approximate 50 cm) that were located at the end of each 

street respectively.  In the testing phase of each trial, participants were required to locate two 

of the four objects. The locations of the objects differed across trials as in a working memory 

paradigm (Cheng, 1986). 

Participants could rely on two kinds of cues to locate the objects: the building and 

the configuration of the streets (Figure 2.1). When there was a building cue, the building was 

located at one of the corners of the intersection. At the other three corners were three 
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identical trees. When there was no building cue, the building was substituted by a tree 

identical to those at the other three corners. When there was a street configuration cue, the 

street configuration consisted of two short streets and two long streets. The streets were 

surrounded by walls that were 5 m tall. Like the building, the street configuration cues in the 

current research could also be used to identify all four streets because each of the streets had 

one adjacent street with the same length and one with a different length, producing an 

asymmetric or a one-fold rotationally symmetric environment (Kelly et al., 2008). When 

there was no street configuration cue, the streets described above were substituted by four 

identical streets, the total length of which is equal to that of the original streets. 

 

 

 

Figure 2.1. An example of the experimental environments (bird’s eye view). 
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The experimental design was comprised of a combination of learning cue groups and 

different testing cue types (Figure 2.2). The learning cue group was manipulated between 

participants with two conditions: A competition group in which both the building and the 

street configuration cue were presented during learning and a no-competition group in which 

the type of cues presented during learning was the same as that presented during testing. The 

testing cue type was manipulated within participants with four conditions: B-test-trials in 

which only the building cue was presented during testing, S-test-trials in which only the street 

configuration cue was presented during testing, SB-test-trials in which both cues were 

presented during testing, and Conflict-test-trials in which both cues were presented during 

testing but the building and the street configuration were displaced relative to each other to 

indicate a conflicting orientation. Note that in the Conflict-test-trials, the building and the 

street configuration were displaced such that the response street indicated by the building and 

the response street indicated by the street configuration had the same length to prevent 

participants from using one single street length as a cue (see Figure 2.2).  
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Figure 2.2. Examples of the experimental conditions of Experiments 1 and 2.  denotes the 

building. Four objects were located at the end of the four streets respectively. X denotes the 

original location of one target object. At learning, participants were transported to each 

object at a constant speed by the computer. At testing, participants were released at the 

center of the intersection and were asked to choose between the two streets denoted by X and 

Y. X and Y had the same length. When four streets had the same lengths during testing in the 

B-test-trials, X and Y had the same angular distance from the building, i.e., both closer to the 

building or both farther away from the building. 
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More specifically, in the competition group, the learning cues were always SB, and 

the testing cues could be S, B, SB, or conflicting SB. In the no-competition group, the 

learning cues could be S, B, or SB, and the testing cues were the same as the learning cue (S, 

B, or SB), except that in the conflict-test-trials, the learning cues were SB and the testing cues 

were conflicting SB. The learning cue groups were so named because on the S-test-trials and 

the B-test-trials, participants in the competition group learned two cues that might compete 

with each other, but participants in the no-competition group only learned a single cue 

removing the potential competition. The distinction between competition and no-competition 

is nominal for the SB-test-trials. 

Participants were randomly assigned to the two groups subject to the constraint that 

there were an equal number of males and females in each group. There were 16 trials for each 

participant. The first twelve trials were randomly assigned to the B-test-, S-test-, and SB-test-

trials, four trials for each. The last four trials were the Conflict trials. The reason the Conflict 

trials were last was that participants may have decided that the cues were unreliable if they 

found the cues were in conflict, and this might have affected their performance in the other 

conditions in an unpredictable way. 

For the test phase of each trial, participants judged the locations of two objects. 

Specifically, they localized the first and third objects that they had learned. It is important to 

note that these two objects were originally located at the opposite streets so that the two target 

streets were different in terms of street length (short vs. long) and their angular distance with 

the building (closer vs. farther). For each target object, participants chose between the correct 

street and one distracting street. In all types of trials, the distracting street and the correct 
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street had the same length. In the B-test-trials, in which all four streets during testing had the 

same length, the distracting street and the correct street had the same angular distance with 

the building (i.e., both closer to or both farther away from the building). 

2.3.2  Procedure  

Wearing a blindfold, participants were guided into the testing room and seated on the 

swivel chair. Participants donned the HMD and then removed the blindfold. Participants were 

instructed to pretend to be passengers who would travel a city in a car. Participants were 

always passively transported. They never physically locomoted during transportation but they 

could physically turn their head to have a viewpoint different from their travelling direction. 

In the learning phase of each trial, participants were transported at a constant speed 

(10 m/s for translation and 45º/s for rotation) from the center of the intersection to the end of 

each street. Fog was placed in front of participants with a distance (15 m) so that participants 

could not see the ends of streets when they stood at the intersection. If participants could have 

seen the ends of the streets at the intersection, they might have easily identified all objects 

without any navigation. At the end of each street they could see an object and were instructed 

to learn its location. Then they were transported back to the center of the intersection before 

visiting the next object at the end of the adjacent street (clockwise or counter-clockwise). The 

first object that they visited and the learning order (clockwise or counter-clockwise) were 

randomized. Participants’ initial orientation was aligned with their travelling direction. 

Participants could look around during their movement. 

After all objects were visited once, all objects were removed and the screen turned 

black for two seconds. Then the testing phase started. No fog was placed to block 
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participants’ view of either the street configuration or the building. The specific cues (the 

street configuration, the building or both) were presented. Participants were released at the 

center of the intersection with a random orientation. An object was shown at the right bottom 

corner of the screen and participants were instructed to choose the correct street for that 

object using a mouse. They were only allowed to choose between two streets (the correct and 

the distracting ones). One street was indicated by a green arrow and the other one was 

indicated by a red arrow. Whether the correct street was indicated by the red or the green 

arrow was randomized. Participants were asked to click the left mouse button if they chose 

the street indicated by the red arrow or click the right mouse button if they chose the street 

indicated by the green arrow.  After participants’ response, the screen turned black for two 

seconds. Participants were then released at the center of the intersection with a random 

orientation and were asked to choose the correct street for the second object. After they had 

responded for both objects, the screen turned black for two seconds and the next trial began. 

Participants’ responses for both target objects were recorded for each trial. 

2.3.3  Competition during Encoding 

To examine the competition between street configurations and buildings during 

encoding, we contrasted the competition group with the no-competition group in terms of the 

accuracy in targets’ localization in the B-test-trials and the S-test-trials. Participants in the 

competition group learned the objects’ locations in the presence of both the building and the 

street configuration, whereas participants in the no-competition group learned the objects’ 

locations in the presence of either the building or the street configuration. If learning the 

building overshadowed learning the street configuration, then the competition group would 
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perform worse than the no-competition group on the S-test-trials. If learning the street 

configuration overshadowed learning the building, then the competition group would perform 

worse on the B-test-trials. If those two cues did not compete with each other, the performance 

of the competition group and the no-competition group would be comparable on both the B-

test-trials and the S-test-trials. 

We examine cue interaction during retrieval when the two cues indicated the same 

orientation and when the two cues indicated different orientations. Below we referred to the 

former one as Combination during Retrieval and the latter one as Competition during 

Retrieval. Note that we only examined interaction (combination and competition) during 

retrieval for the competition group, but not for the no-competition group because the learning 

conditions in the SB-, S-, and B-test-trials were different in the no-competition group (Mou & 

Spetch, 2013).  

2.3.4  Combination during Retrieval 

 To examine the combination of cues during retrieval, we contrasted the performance 

in target localization in the SB-test-trials with the sum of performance in the S-test-trials and 

in the B-test-trials. If the two cues are combined additively, the performance in the SB-test-

trials should be comparable to the sum of the performances in the S-test-trials and in the B-

test-trials. Note that a combination model based on variance (e.g. Bayesian combination 

model reviewed by Cheng et al., 2007) cannot be applied to the current reorientation 

paradigm because of the nature of the data in the current study. It is difficult to obtain 

variance in reorientation studies because they usually collect categorical data instead of 

continuous data.  
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An accuracy-based combination model. Instead of using variance-based 

combination models, we developed a combination model based on accuracy, which is the 

probability of making the correct response. We defined the participants’ ability to select the 

correct response from the alternative response with the presence of valid cues in terms of the 

logit of the response accuracy. The logit of a probability, p, is defined as logit (p) = log (p/(1-

p)). Logit is widely used in modeling binary data. One important advantage of using the logit 

of accuracy instead of accuracy itself is to address the ceiling effects when accuracies are 

combined. Specifically, accuracy cannot be larger than 1. The sum of accuracies of S-test-

trials and of B-test-trials, however, will be larger than 1 when both cues respectively lead to 

an accuracy above chance level (i.e., 0.5 as participants chose between two locations). 

Because the logit can be any real number, it has no ceiling restriction and can be used to 

model the combination of cues.  

The accuracy of localizing the target with the building cue alone is denoted by AB. 

The accuracy of localizing the target with the street configuration cue alone is denoted by AS. 

The accuracy of localizing the target with both cues is denoted as ASB. If the ability of 

choosing the correct response due to a single cue (i.e., the building or the street configuration) 

can be additively combined, then  

𝑙𝑜𝑔𝑖𝑡 (𝐴𝑆𝐵) = 𝑙𝑜𝑔𝑖𝑡 (𝐴𝑆) +  𝑙𝑜𝑔𝑖𝑡 (𝐴𝐵)    (1) 

Based on the definition of logit, Equation 1 can also be written as: 

𝐴𝑆𝐵

(1 − 𝐴𝑆𝐵)
=

𝐴𝑆

(1 − 𝐴𝑆)
∗

𝐴𝐵

(1 − 𝐴𝐵)
 

Therefore, we obtain  

  𝐴𝑆𝐵 =
𝐴𝑆∗ 𝐴𝐵

𝐴𝑆∗ 𝐴𝐵+(1−𝐴𝑆)∗(1−𝐴𝐵)
     (2) 
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Equations 1 and 2 can also be derived from the method described in McClelland 

(1991, p. 7-8; see also Twilley & Dixon, 2000). (More details are provided in the Appendix.) 

We contrasted the estimated ASB, which was calculated based on the observed AS and AB 

according to Equation 2, with the observed ASB to test whether cue combination can be 

estimated by the proposed accuracy-based combination model. 

2.3.5  Competition during Retrieval 

To investigate the competition between buildings and street configurations during 

retrieval, we examined the cue preference in the Conflict trials (see Figure 2.2). In each trial, 

the building was displaced with respect to the street configuration to indicate a conflicting 

orientation.  Participants were then forced to choose between the response indicated by the 

street configuration (e.g. X in Figure 2.2) and the response indicated by the building (e.g. Y 

in Figure 2.2).  

In the Conflict trials, the tendency to select the response indicated by one cue is 

compromised by the tendency to select the response indicated by the other cue. Therefore, the 

probability of choosing the response indicated by one cue (e.g. the street configuration) 

should be determined by subtracting the tendency to select the response indicated by the other 

cue (e.g. the building) from the tendency to select the response indicated by this cue (e.g. the 

street configuration). 

We denote the probability of choosing the response indicated by the street 

configuration in the Conflict trials as PS|Conflict
2

. Formally, we produce the following equation: 

                                                             
2 Whether we use probability of choosing the response indicated by the street configuration or 

indicated by the building did not rely on any assumption about cue stability and should not 
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 𝑙𝑜𝑔𝑖𝑡 (𝑃𝑆|𝐶𝑜𝑛𝑓𝑙𝑖𝑐𝑡) = 𝑙𝑜𝑔𝑖𝑡 (𝐴𝑆) −  𝑙𝑜𝑔𝑖𝑡 (𝐴𝐵)  (3) 

Based on the definition of Logit, Equation 3 can also be written as: 

𝑃𝑆|𝐶𝑜𝑛𝑓𝑙𝑖𝑐𝑡

1 − 𝑃𝑆|𝐶𝑜𝑛𝑓𝑙𝑖𝑐𝑡
=

𝐴𝑆𝐵

1 − 𝐴𝑆
∗

1 − 𝐴𝐵

𝐴𝐵
 

 Therefore, we obtain:  

𝑃𝑆|𝐶𝑜𝑛𝑓𝑙𝑖𝑐𝑡 =
𝐴𝑆∗(1−𝐴𝐵)

𝐴𝑆∗ (1−𝐴𝐵)+(1−𝐴𝑆)∗𝐴𝐵
                                   (4) 

We can derive Equation 4 from Equation 2 directly as well. Participants were forced 

to choose between the response indicated by the street configuration (e.g. X in Figure 2.2) 

and the response indicated by the building (e.g. Y in Figure 2.2). The probability of choosing 

response X using the street configuration cue is still the accuracy in the S-test-trials, i.e., AS. 

The probability of choosing response X with the displaced building is the error rate in the B-

test-trials, i.e., 1-AB. Replacing AB with 1-AB in Equation 2, we still obtain Equation 4.  

We contrasted the estimated (or predicted) PS|Conflict, which was calculated based on 

the observed AS and AB according to Equation 4, with the observed PS|Conflict in the Conflict 

trials to test whether cue competition in the Conflict trials can be estimated by the proposed 

accuracy-based combination model. If the observed PS|Conflict was comparable to the predicted 

PS|Conflict, then we would conclude that the cue preference was solely determined by the 

response accuracy based on individual cues. If the observed PS|Conflict was larger than the 

predicted PS|Conflict, then we would conclude that participants preferred the street configuration 

more than the preference that is solely determined by the response accuracy using individual 

cues and the additional preference occurred because participants believed that the street 

                                                             

affect the conclusions about cue preference. We just arbitrarily chose the former one to 

examine cue preference. 
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configuration was more stable than the building. If the observed PS|Conflict was smaller than the 

predicted PS|Conflict, then we would conclude that participants preferred the street configuration 

less than the preference that is solely determined by the response accuracy using individual 

cues and the lower preference for the street configuration occurred because participants 

believed that the street was less stable than the building. 

2.4 Experiment 1 

The purpose of Experiment 1 was to investigate cue interactions between a building 

and a street configuration during reorientation in a familiar environment. Participants learned 

the locations of four objects in an intersection consisting of a building and four streets (Figure 

2.1). The same building was placed on the same corner of the same layout of streets across 

trials, allowing participants to become familiar with that environment. 

We hypothesized that, in a familiar environment, participants encoded the relations 

between the building and the street configuration. The represented relations between the 

building and the street configuration could reduce the competition between these two cues 

during encoding. The represented relations between the building and the street configuration 

could also be used to detect the relative displacement between the building and the street 

configuration. Therefore, participants might choose the cue that they believed to be more 

stable with a probability higher than what is solely determined by response accuracy using 

individual cues.  

2.4.1  Method 

Participants. Ninety-six university students (48 men and 48 women) participated in 

this experiment as partial fulfillment of a requirement in an introductory psychology course.  
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Materials, design, and procedure. In addition to the materials, design, and 

procedure described in the General Method above, the appearance of the building and the 

street configuration were the same across the learning phases of all the 16 trials. The 

relationship between the building and the street configuration were also constant across all 

the trials: the building was always located between the two short streets. The building was 

approximately 10 m long, 10 m wide and 50 m tall. The street configuration consisted of two 

long streets (50 m each) and two short streets (25 m each). When there was no street 

configuration cue, the street configuration cue was substituted by four 37.5 m-long identical 

streets.  

2.4.2  Results and Discussion 

Competition during encoding. Figure 2.3 plots the mean accuracy as a function of 

testing cue type (S-, B-, SB-test-trials) and learning cue group (competition or no-

competition). Accuracy was computed for each participant and each testing cue type 

condition (S-, B-, SB-test-trials), and analyzed in mixed-model analyses of variance 

(ANOVAs), with variables corresponding to testing cue type (within participants) and 

learning cue group (between participants).  

The main effect of testing cue type was significant, F(2,188) = 6.06, p < .01, MSE = 

0.026, ŋp
2 = 0.06. The main effect of learning cue group was not significant, F(1,94) = 0.17, p 

= 0.68, MSE = 0.072, ŋp
2 = 0.002. The interaction between testing cue type and learning cue 

group was not significant, F(2,188) = 0.40, p = 0.67, MSE = 0.026, ŋp
2 = 0.004.  The null 

effect of learning cue group and the null interaction between testing cue type and learning cue 
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group suggest that learning the buildings and learning the street configurations did not 

compete with each other.  

 

Figure 2.3. Proportion correct in locating target objects as a function of testing cue type and 

learning cue group in Experiment 1. Error bars represent standard errors of the mean.  

 

The accuracy in all six conditions (combinations of the two independent variables) 

was above chance level (ts (47) > 2.78, ps < .01). The performance in the S-test-trials was 

significantly worse than that in the SB-test-trials (t(188)  = 3.47, p < .001). The performance 

in the B-test-trial was significantly different from that in the S-test-trials (t(188) = 2.01, p = 

0.04)3 but was not different from the SB-test-trials (t(188)  = 1.45, p = 0.15). The result 

                                                             
3  There are different approaches of post-hoc comparison including Fisher’s LSD test and the 

Bonferroni correction. We used Fisher’s LSD test to conduct the post-hoc comparison and let 

readers decide how to interpret the statistical results. The Bonferroni correction can be 

implemented by using an alpha of .05/3 in this case.  
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shows that reorientation using the building was more accurate than using the street 

configuration.  

Combination during retrieval. Equation 2 was used to test whether these two cues 

were additively combined in the SB-test-trials in the competition group. The estimated ASB 

was computed for each participant using Equation 2.  The means of the estimated ASB and 

of the observed ASB across participants are plotted in Figure 2.4. They were not significantly 

different from each other (t(47) = 0.02, p = 0.98). This result was consistent with the 

conclusion that those two cues were combined additively during testing.  

 

 

Figure 2.4. Observed and estimated proportion correct in locating target objects when both 

buildings and street configurations indicated the same orientation (ASB) in the competition 

group in Experiment 1. Error bars represent standard errors of the mean. 
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Competition during retrieval. Equation 4 was used to investigate whether 

participants preferred cues solely according to response accuracy based on individual cues in 

the Conflict trials. The means of the observed PS|Conflict and the estimated PS|Conflict based on 

Equation 4 across participants are plotted in Figure 2.5. The former was significantly larger 

than the latter (t(47)  = 2.96, p < .01). Therefore, the percentage of actually choosing the 

street indicated by the street configuration was significantly higher than what was estimated 

based on the relative response accuracy using each cue. This result suggested that participants 

might have believed that the street configuration was more stable than the building, consistent 

with our speculation that a larger item is believed to be more stable. 

 

 

Figure 2.5. The observed and estimated percentage of choosing the response location indicated by 

the street configuration when the building and the street configuration were in conflict (PS|Conflict) in 

the competition group in Experiment 1. Error bars represent standard errors of the mean. 
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2.5 Experiment 2 

The purpose of Experiment 2 was to investigate the interactions of buildings and 

street configurations during reorientation in an unfamiliar environment. Unlike Experiment 1, 

in which we used the same building and set of streets across trials, we used 16 different 

combinations of four different buildings and four sets of streets in Experiment 2. As the 

environment (i.e., the combination between buildings and street configurations) changed 

from trial to trial, participants experienced a novel environment on every trial.  

We hypothesized that, in an unfamiliar environment, participants would not 

accurately encode the relations between the building and the street configuration. Hence, no 

mental representation of the spatial relations between the building and the street configuration 

could be used to reduce the competition between these two cues during encoding. 

Consequently, cue competition between these two cues during encoding was expected to be 

observed. Similarly, no represented spatial relations between the building and the street 

configuration could be used to detect the relative displacement between the street 

configuration and the building. Therefore, participants’ preference of cues was totally 

determined by the relative response accuracy using each cue during the test in the Conflict 

trials.  

2.5.1  Method 

Participants. Ninety-six university students (48 men and 48 women) participated in 

this experiment as partial fulfillment of a requirement in an introductory psychology course.  

Materials and design. The material and design in Experiment 2 was the same as in 

Experiment 1 except for the following change. In Experiment 2, the virtual environment in 
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each trial was novel. We used four different buildings and four street configurations with 

different length ratios of the short street to the long street (1:2, 1:2.5, 1:3, and 1:3.5) keeping 

the sum of the short and long streets were 75 m (25:50, 21:54, 19:56, and 17:58). Thus, we 

created 16 different environments (combinations of four buildings and four street 

configurations). We assigned each environment to one of the 16 trials so that environments in 

all the 16 trials were different. Furthermore, the location of the building with respect to the 

streets was randomized for each configuration. The 16 environments were randomly assigned 

into the four types of trials with the restriction that each length ratio was used once in each 

type of trials.  

2.5.2  Results and Discussion 

Competition during encoding. Mean accuracy as a function of testing cue type (S-, 

B-, SB-test-trials) and learning cue group is plotted in Figure 2.6. Accuracy was computed 

for each participant and each testing cue type condition (S-, B-, SB-test-trials) and analyzed 

in mixed-model analyses of variance (ANOVAs), with variables corresponding to testing cue 

type (within participants) and learning cue group (between participants).  

The main effect of testing cue type was significant, F(2,188) = 3.61, p < .05, MSE = 

0.035, ŋp
2 = 0.04. The main effect of learning cue group was significant, F(1,94) = 5.20, p 

< .05, MSE = 0.05, ŋp
2 = 0.05. The interaction between testing cue type and learning cue 

group was not significant, F(2,188) = 0.80, p = 0.45, MSE = 0.035, ŋp
2 = 0.008. The effect of 

learning cue group together with the null interaction between testing cue type and learning 

cue group indicates that learning the buildings and learning the street configurations 

competed with each other during encoding. The null interaction between testing cue type and 
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learning cue group might indicate that the overshadowing effects carried over to the SB-

testing trials although SB-testing trials were the same in these two groups. Another 

explanation is that participants in the competition group could not predict whether both cues 

were available during test but those in the no-competition group could in the testing phase of 

the SB-testing trials. 

 

 

Figure 2.6. Proportion correct in locating target objects as a function of testing cue type and 

learning cue group in Experiment 2. Error bars represent standard errors of the mean.  
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performance in the S-test-trials and that in the B-test-trials was not significant (t(188) = 1.01, 
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trials was not significant (t(188) = 1.64, p = 0.10). The performance in the S-test-trials was 

significantly worse than that in the SB-test-trials (t(188) = 2.65, p = .008).  

Combination during retrieval. Equation 2 was used to test whether these two cues 

were additively combined in the SB-test-trials in the competition group. The means of the 

estimated ASB and of the observed ASB across participants are plotted in Figure 2.7. They 

were not significantly different from each other (t(47) = 0.56, p = 0.58). This result indicated 

that those two cues were combined additively during testing.  

 

 

Figure 2.7. Observed and estimated proportion correct in locating target objects when both 

buildings and street configurations were presented (ASB) in the competition group in Experiment 2. 

Error bars represent standard errors of the mean. 
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Competition during Retrieval. Equation 4 was used to investigate whether 

participants preferred cues solely according to response accuracy based on individual cues in 

the Conflict trials. Figure 2.8 plots the mean of the PS|Conflict estimated based on Equation 4 

and the observed PS|Conflict across participants. The former was not significantly different from 

the latter (t(47) = 0.85, p = 0.40). This result suggested that the percentage of actually 

choosing the location indicated by the street configuration was comparable to what was 

estimated based on the relative response accuracy based on each cue alone. 

 

 

Figure 2.8. The observed and estimated percentage of choosing the response location 

indicated by the street configuration when the building and the street configuration were in 

conflict (PS|Conflict) in the competition group in Experiment 2. Error bars represent standard 

errors of the mean.  
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2.5.3  Model Fit  

The results of both experiments showed that the estimated ASB and the observed ASB 

were comparable. Therefore, we concluded that both experiments showed that these two cues 

were combined additively during testing when these two cues indicated the same response. 

We acknowledge that this conclusion is based on the null effect of contrasting the estimated 

ASB and the observed ASB. In order to strengthen the evidence for the additive combination of 

cues, we compared three different models of the results from S-test-trials, B-test-trials, and 

SB-test-trials in the competition groups. Because both experiments showed the null effect, we 

combined the data from the two experiments.  

In the additive model, we assumed that performance (in terms of log odds accuracy or 

logit) was based on the response strength for street configurations and the response strength 

for the buildings. In particular, logit(AS) = RS, logit(AB) = RB, and logit(ASB) = RS  + RB. In a 

full model, we assumed that performance in the SB-test-trials was unconstrained; thus, log 

odds accuracy would be determined by a separate response strength parameter in each testing 

cue type. In particular, logit(AS) = RS, logit(AB) = RB, and logit(ASB) = RSB. Finally, we also 

considered a model in which participants simply selected the best cue for the SB-test-trials, 

which, in these experiments, was the building. In this case, logit(AS) = RS, logit(AB) = RB, 

and logit(ASB) = RB.  

The models were fit by maximizing the likelihood of the data using the generalized 

linear modeling program glmer (Bates, Maechler, Bolker, & Walker, 2014)  in the statistical 

environment R (R Core Team, 2015). The fits were compared using the Bayesian Information 

Criterion (BIC), a common model comparison criterion. The BIC values for the three models 
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were as follows: additive, 1075.0; full, 1080.1; and best cue, 1079.0. By this criterion, the 

additive model is clearly better than the other two. Following the suggestion of Wagenmakers 

(2007), the difference in BIC values (∆BIC) can be converted to an approximation of the 

Bayes factor, ln(Bayes factor) = ∆BIC/2 . Using this approximation, the Bayes factor for the 

additive model relative to the full model is 12.81. The Bayes factor for the additive model 

relative to the best cue model is 7.39. Typically, these values would be interpreted as positive 

evidence for the additive model relative to the other two. 

2.6 General Discussion 

This project examined the cue interactions between a building and a street 

configuration during human adult reorientation in familiar or unfamiliar large-scale 

environments. There are three important findings: 1) Learning the building and learning the 

street configuration did not compete with each other in the familiar environment but 

competed with each other in unfamiliar environments; 2) when the building and the street 

configuration indicated a consistent orientation during testing, participants additively 

combined the two cues in both familiar and unfamiliar environments; 3) when the building 

and the street configuration were displaced relative to each other to indicate a conflicting 

orientation, participants’ cue preference in unfamiliar environments was determined by 

response accuracy in using these two cues respectively, whereas participants in the familiar 

environment preferred the street configuration with a probability higher than what was solely 

based on response accuracy provided by individual cues (equivalently, preferred the building 

with a probability lower than what was solely based on the response accuracy based on 

individual cues). 
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The first finding was based on the contrast between the competition group and the no-

competition group. Participants in the competition group saw compound learning cues but a 

single testing cue, whereas participants in the no-competition group saw the same single cue 

during learning and testing (the S-test-trials and the B-test-trials in Figure 2.2). Therefore, 

impaired performance in the competition group would indicate that during the encoding 

phase, the unused cue, which was presented during learning but removed during testing, 

overshadowed the used cue, which was presented during both learning and testing.  In the 

familiar environment (Experiment 1), no impaired performance in the competition group was 

observed (Figure 2.3), indicating that learning the building and learning the street 

configuration did not overshadow each other. In contrast, in unfamiliar environments 

(Experiment 2), impaired performance in the competition group was observed whether the 

single testing cue was the building or the street configuration (S-test-trials and B-test-trials in 

Figure 2.6), indicating that learning the building and learning the street configuration 

overshadowed each other. 

This finding suggests the familiarity with the environment can affect the competition 

between buildings and street configurations during encoding. We speculate that the absence 

of overshadowing in a familiar environment (Experiment 1) might be due to participants’ 

representing the spatial relationship between the building and the street configuration. There 

are two possible mechanisms in which the represented spatial relation could have reduced or 

eliminated the overshadowing effect. First, the encoding of the targets’ locations in terms of 

one cue might have facilitated encoding the targets’ locations in terms of the other cue. This 

facilitative effect might have counteracted the overshadowing effect, leading to the null 
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overshadowing effect in the familiar environments. Second, as participants had encoded 

spatial relations between the building and the street configuration, the cognitive resources 

that were required to encode spatial relations between the building and the street 

configuration could have been released. Therefore, participants could have extra cognitive 

resources to encode their orientation relative to individual cues, reducing or eliminating the 

cue competition. In the unfamiliar environments, participants might not have encoded the 

relationship between the building and the street configuration. Therefore, neither mechanisms 

described above could be used to reduce cue competition. As a result, the overshadowing 

effect occurred in the unfamiliar environments.  

We acknowledge that the early trials in the familiar environment (Experiment 1) 

might indeed be trials in a novel environment. We removed the first trial of the S-test-trials, 

the B-test-trials, and the SB-test-trials respectively and only analyzed the other three trials of 

the S-test-trials, the B-test-trials, and the SB-test-trials in Experiment 1. The same null 

overshadowing effect was observed (mean accuracy listed in Table 1). 
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All trials Without first trials 

S B SB S B SB 

No-
competition 0.62 0.65 0.69 0.62 0.64 0.68 

Competition 

0.59 0.65 0.68 0.61 0.64 0.69 

 

Table 1. Observed mean accuracy as a function of testing cue type (S, B, SB) and competition 

group with and without removing the first trial in each testing cue type. 
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The second finding of the current study was that in both familiar and unfamiliar 

environments, participants additively combined the buildings and the street configurations 

during judgment. In both experiments, the performance with two consistent testing cues (in 

the SB-test-trials) was estimated by the accuracy-based combination model. In particular, 

logit (ASB) was equal to the sum of logit(AS) and logit(AB). Logit of accuracy reflects the 

ability to distinguish the correct response from the distractor. These results indicated that 

participants additively combined two individual cues when these two cues indicated the same 

estimation. This finding is important as it is the first direct empirical indication that two 

reorientation cues are additively combined during testing. Xu, Regier, and Newcombe (2017) 

fit a cue combination model with existing empirical data in indoor reorientation, using 

accuracy response. In their model fit, the response accuracy based on single cue was not 

empirically obtained but estimated based on their models.  

Furthermore, this finding demonstrates a way of examining cue combination using 

accuracy instead of variance (or standard deviation) of responses. Recently, there has been 

increasing interest in examining a Bayesian combination in human spatial cognition (Chen & 

McNamara, 2014; Chen et al., in press; Cheng et al., 2007; Legge et al., 2014; Mou & 

Spetch, 2013; Nardini et al., 2008; Zhao & Warren, 2015a; see also Huttenlocher et al., 

1991). Generally, when a Bayesian combination is analyzed, the variance (or standard 

deviation) of responses is used. However, in studying human reorientation, the variance (or 

standard deviation) of responses is hard to observe because participants’ responses are 

usually categorical rather than continuous. Because the method used in the current study 

examines cue combination using accuracy (Equations 1 and 2, see also McClelland, 1991), 
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we believe this method provides a powerful tool to study cue combination when participants’ 

responses are categorical rather than continuous. (See alternative methods in Mou & Spetch, 

2013; Xu, Regier, & Newcombe, 2017.) We tested the accuracy-based combination model 

using a recent published study of human indoor reorientation (Du, Spetch, & Spetch, 2016), 

which is one of few studies that had all requisite conditions (two single cue conditions, both 

cues condition, and conflict cues condition)4. Table 2 summarizes the observed response 

accuracy in each single cue and both cues condition, and cue preference in the conflict cue 

condition. The predictions in the both cues and conflict cue conditions based on the accuracy-

based combination model are also listed. Clearly, the predicted and observed responses are 

quite close. 

                                                             
4 We are grateful to one anonymous for the suggestion to apply our model to other published 

studies. 
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Observed accuracy 
Observed 

preference 
for height 

Predicted 
accuracy 

Predicted 
preference 
for height 

Height 
Distance/ 

angle 
Both cues Conflict Both cues Conflict 

Exp 1, 
height vs. 
distance 

0.84 0.82 0.99 0.55 0.96 0.54 

Exp 1, 
height vs. 
angle 

0.74 0.86 0.97 0.39 0.95 0.32 

Exp 2, 
height vs. 
distance 

0.91 0.88 0.99 0.61 0.99 0.58 

 

 

Table 2. Observed mean accuracy in single cue and both cues condition, and mean cue 

preference in the conflict cue condition in Du et al. (2016), and the predictions in the both 

cues and conflict cues conditions based on the accuracy-based combination model developed 

in the current study (Equations 2 and 4). 
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The third finding of the current study was that when the buildings and the street 

configurations were in conflict, participants in the unfamiliar environments preferred the cue 

according to the response accuracy of using individual cues alone, whereas participants in the 

familiar environments preferred the street configurations with a probability higher than what 

was predicted by the relative response accuracy using individual cues. As we hypothesized, 

participants in an unfamiliar environment might not have encoded the spatial relations 

between the buildings and the street configurations. Without such encoding, they might not 

have detected changes in the spatial relations between these two cues during the testing phase 

of the conflicting trials. Therefore, they preferred cues based on response accuracy in single 

cue trials. 

In contrast, participants in the familiar environment might have encoded the spatial 

relations between the building and the street configuration. Therefore, they might have 

detected changes in the spatial relations between these two cues during the testing phase of 

the conflicting trials. Hence, the cue preference was not only determined by the response 

accuracy using individual cues but also affected by participants’ belief on cue stability (Zhao 

& Warren, 2015b). The higher preference on the street configuration than what was predicted 

by response accuracy suggested that participants might have believed that the street 

configuration was more stable, which is consistent with our speculation that a larger item 

(i.e., the street configuration) seems more stable.  

It is important to note that in the current study, we conjectured that cue stability might 

affect cue preference in the Conflict trials in the familiar environment. However, we did not 

directly manipulate the relative stability of the cues. The relative stability of the cues was 
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presumably constant across our manipulations within and between experiments. In the 

familiar environment (Experiment 1), both the streets and the buildings appeared the same in 

the learning phases of all the trials in the competition group. Both the street configurations 

and the buildings changed their appearance, in particular ratio change for street length and 

disappearing of buildings, in the testing phases of only the single cue trials (B- or S-test-

trials) in the competition group. In Experiment 2, in addition to the appearance changes 

across learning and testing phases like in Experiment 1, both the street configurations and the 

buildings also varied across different trials, in particular four different configurations 

associated with four different buildings. Therefore, we did not purposely increase the relative 

stability of the street configuration in the familiar environments or decrease the relative 

stability of the street configuration cues in the unfamiliar environments. Future research is 

needed to directly manipulate cue stability and test whether the discrepancy in cue preference 

between familiar and unfamiliar environments was really caused by participants’ belief of cue 

stability. 

To explain both the null overshadowing effect and the additive cue effects in the 

familiar environment (Experiment 1), we speculate that participants should have encoded the 

spatial relations between cues as well as the spatial relations between individual cues and the 

targets. But could these findings be interpreted by a gestalt-type representation of the 

environment? In a gestalt-type representation, every target is encoded with respect to the 

entire environment; there is no independent representation of the relations between the target 

and any individual cues in the environment. Mou and Spetch (2013, Experiment 5) 

demonstrated that if participants developed a gestalt-type representation of an array of objects 
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(a shape formed by cue objects and the target object), there were both overshadowing effects 

and super-additive cue effects. These demonstrations suggest that the findings of Experiment 

1 may not be explained by a gestalt-type representation of the environment. We note that we 

cannot exclude that possibility that people develop a gestalt-type representation if they 

overlearn an environment.  

All these findings support our proposal that in studying cue interaction, we should 

examine cue competition during both encoding and retrieval phases and cue combination in 

the retrieval phase. Whether we study cue competition in the encoding or in the retrieval 

phases may change our conclusion on relative importance of cues. For example, the null 

overshadowing effect in Experiment 1 indicated that neither the building nor the street 

configuration was more important in using cognitive resources during encoding orientation in 

terms of cues. Otherwise, one may overshadow the other one. However, participants in the 

same experiment preferred the street configuration in the retrieval phase when these two cues 

indicated different orientations, indicating that the street configuration might be dominant in 

the retrieval phase.  In addition, whether we study cue competition or cue combination in the 

retrieval phase might also change our conclusion on cue importance. For example, in 

Experiment 1, participants additively combined the cues of the building and the street 

configuration when they indicated the same orientation, which suggested that the building 

(the cue producing more accurate responses) had a larger contribution to the combined 

estimation. However, when these two cues indicated different orientations, participants 

preferred the street configuration cue over the building cue. Hence, it is important to examine 
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all these three types of cue interaction in the same experiment in order to get an accurate 

picture of cue interaction in all spatial behaviors. 

Most importantly, the findings of the current study indicate that familiarity with the 

environment modulated cue competition in encoding and retrieving the orientations. These 

findings suggest that we should consider the role of familiarity with the environment when 

we study cue interaction during reorientation or in other spatial tasks.  
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2.7  Appendix 

Proof of  

𝐴𝑆𝐵 =
𝐴𝑆 ∗ 𝐴𝐵

𝐴𝑆 ∗ 𝐴𝐵 + (1 − 𝐴𝑆) ∗ (1 − 𝐴𝐵)
 

We assume that each of the two responses can be characterized by response strength. Using 

the Luce (1963) choice model, the probability of being correct, A, and incorrect, 1 - A, would 

be: 

𝐴 =
𝑋

𝑋 + 𝑌
 

1 − 𝐴 =
𝑌

𝑋 + 𝑌
 

where X and Y are the response strengths for the correct and incorrect response. McClelland 

(1991) argued (following Morton, 1969; see also Ashby & Townsend, 1986) that the 

response strengths for independent cues should multiply. Thus, XSB = XSXB and YSB= YSYB 

where XSB and YSB are the response strengths when both street configuration and building are 

available, XS and YS are the response strengths when only the street configuration is available, 

and XB and YB are the response strengths when only the building is available. Algebraic 

manipulation yields: 

𝐴𝑆𝐵 =
𝑋𝑆𝐵

𝑋𝑆𝐵 + 𝑌𝑆𝐵
 =

𝑋𝑆𝑋𝐵

𝑋𝑆𝑋𝐵 + 𝑌𝑆𝑌𝐵
=

𝑋𝑆𝑋𝐵
(𝑋𝑆+𝑌𝑆)(𝑋𝐵+𝑌𝐵)

𝑋𝑆𝑋𝐵
(𝑋𝑆+𝑌𝑆)(𝑋𝐵+𝑌𝐵)

+
𝑌𝑆𝑌𝐵

(𝑋𝑆+𝑌𝑆)(𝑋𝐵+𝑌𝐵)

 

                       =

𝑋𝑆
(𝑋𝑆+𝑌𝑆)

∗
𝑋𝐵

(𝑋𝐵+𝑌𝐵)
  

𝑋𝑆
(𝑋𝑆+𝑌𝑆)

∗
𝑋𝐵

(𝑋𝐵+𝑌𝐵)
  +

𝑌𝑆
(𝑋𝑆+𝑌𝑆)

∗
𝑌𝐵

(𝑋𝐵+𝑌𝐵)

 

=
𝐴𝑆 ∗ 𝐴𝐵

𝐴𝑆 ∗ 𝐴𝐵 + (1 − 𝐴𝑆) ∗ (1 − 𝐴𝐵)
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Chapter 3 Effects of Familiarity and Room Size on 

the Interaction between Geometry and Features 

during Reorientation  
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3.1  Abstract 

Three experiments investigated the effects of familiarity and room size on the 

relative use of geometry and features during indoor reorientation. In immersive virtual 

environments, participants learned objects’ locations with respect to room shape and 

features in a room. The features were isolated objects or wall features. During the test, 

participants localized objects with room shape only, features only, or both room shape and 

features. For the trials with both testing cues, the two cues were placed at the original 

locations or displaced relative to each other during testing. We manipulated room size and 

participants’ familiarity with the environment. In each experiment, participants reoriented 

themselves in a small room or in a large room. In Experiment 1, participants learned the 

same cuing objects at the same locations of the same room for all trials (familiar); in 

Experiment 2, participants learned different cuing objects at different locations of different 

rooms across trials (unfamiliar); in Experiment 3, participants learned the same wall 

features at the same locations of the same room for all trials (familiar). There were three 

important results. First, the room size affected the relative use of geometry and features in 

familiar rooms but not in unfamiliar rooms. Second, the room size affected the relative use 

of the cues by modulating the stability of the cues but not the salience of the cues. Third, 

participants’ preference for isolated objects over room shape decreased as room size 

increased, whereas their preference for wall features over room shape increased as room 

size increased. Overall, the results showed that both room size and navigators’ familiarity 

with the environments affected the relative use of geometry and features, and the room size 

effects were modulated by navigators’ familiarity with the environments. 
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3.2  Introduction  

When navigators lose track of their orientation, they should reorient themselves using 

multiple cues in the environment. Those cues include geometric cues and non-geometric 

features. Geometric cues refer to distance to or geometric relationships among extended 

surfaces. Non-geometric features include 2D patterns and isolated objects (Lee and Spelke, 

2010a). Plenty of studies have investigated the interaction between geometric and featural 

cues during reorientation (for reviews, see Cheng & Newcombe, 2005; Twyman & 

Newcombe, 2010; Vallortigara, 2009). One of the most interesting phenomena is that the use 

of geometry and features is modulated by the size of the environment.  

Previous studies of children, fish, and rats found that when both geometry and features 

are available, the use of features increases as the room size increases. Young children could 

not use features to reorient in small rooms but could do so in large rooms. Hermer and Spelke 

(1994, 1996) found that children younger than two years old could only use room shape but 

not the color of a wall to reorient in a room that was 4 by 6 feet. However, Learmonth, Nadel, 

and Newcombe (2002) found that children younger than two years old were able to use 

featural cues, such as a bookshelf placed against a wall or a blue curtain hanging on a wall, to 

reorient in a room that was 8 by 12 feet.  

Sovrano, Bisazzaa, and Vallortigara (2005) found that the relative use of a feature as a 

beacon increases as the size of an enclosure increases. Fish learned that the location of a 

target in a rectangular tank consisted of three white walls and one blue wall. The target was at 

a corner that had a long wall on the left and a short wall on the right. The unique blue wall 

was on the right of the corner. The authors explained that choosing the corner that was 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b86
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diagonally opposite to the correct corner would suggest that the fish had successfully used the 

shape of the tank to identify the two geometrically correct corners but were making errors 

using the featural cue. If the fish chose the corner adjacent to the correct corner but on the 

right of the blue wall, they were successfully using the blue wall as a beacon but were making 

errors using the shape of the tank. The fish were either trained in a small tank and tested in a 

large tank or trained in a small tank and tested in a large tank. The result showed that the fish 

made more errors using the geometric cues when transferred from a small to a large space, 

and made more errors using the featural cues when transferred from a large to a small space. 

Maes, Fontanari, and Regolin (2009) found similar results with rats looking for a target in a 

rectangular room that consisted of three black walls and a short wall.  

The relative use of geometry and features is also modulated by room size when the two 

cues are in conflict. Studies on human adults, chicks, and fish (Ratliff & Newcombe, 2008; 

Sovrano & Vallortigara, 2006; Sovrano, Bisazzaa, & Vallortigara, 2007; but see Lambinet, 

Wilzeck & Kelly, 2014) found that when room shape and wall features (either a distinctive 

fabric hanging on the wall or the color of a wall) were in conflict, the probability of choosing 

the geometrically correct corner was higher in a small room than in a large room, and the 

probability of choosing the featurally correct corner was higher in a large room than in a 

small room. Those results suggest navigators assign more weight to featural cues and less 

weight to geometric cues as room size increases. In sum, all the previous studies showing a 

room size effect on the interaction between features and geometry suggested that the role of 

geometry is weakened, and the role of features is strengthened as the environmental size 

increases.  

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b62
http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
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Although plenty of evidence has been found, the reason for the room size effect on the 

relative use of geometry and features remains unclear. Moreover, from the previous studies, 

we could not differentiate whether room size affected the encoding of the cues or the retrieval 

of the cues, or both. In particular, if room size affected only the encoding of the cues, it would 

suggest that the features were more used in a large room than in a small room during retrieval 

because they were better learned in the large room than in the small room. If room size 

affected only the retrieval of the cues, it would suggest that the features were more used in 

the large room than in the small room even if the learning was comparable in the large room 

and in the small room. If room size affected both the encoding and retrieval of the cues, it 

would suggest that the features were better learned in the large room than in the small room 

and were more used in the large room than in the small room. However, the improvement 

during retrieval was greater than the improvement during encoding. 

Miller (2009) suggested that room size affects the relative use of geometry and features 

by affecting the encoding of cues. In an associative model developed by Miller and 

Shettleworth (2007, 2008), the relative use of cues is determined by the associative strength 

between each cue and the target, and the increment in associative strength is positively related 

to the salience of the cue. Miller (2009) speculated that because the relative salience of 

features increases with room size, the relative use of features increases with room size. To test 

this hypothesis, he manipulated the salience of featural and geometric cues and simulated the 

probability of choosing each corner in a room during reorientation using the associative 

model (Miller & Shettleworth, 2007, 2008). He assigned a greater salience value to the 

featural cue in a large enclosure than in a small enclosure, and a greater salience value to the 
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geometric cue in a small enclosure than in a large enclosure, and successfully simulated the 

room size effect found in previous studies (Chiandetti et al., 2007; Learmonth et al., 2002; 

Sovrano & Vallortigara, 2006; Vallortigara et al., 2005). However, the successful simulation 

does not indicate a causal relationship between cue salience and room size. The model itself 

did not define or independently measure cue salience, and thus could not explain why cue 

salience should vary with enclosure size. 

The salience of features may relate to their size. Gouteux and colleagues (2001) kept the 

room size constant and changed the size of the featural cues. They found that monkeys were 

more likely to use featural cues when the cues were larger, and therefore, more salient. In 

some cases, features in larger enclosures are naturally larger than those in small enclosures. 

For example, if the featural cue is a colored wall, as the room becomes larger, the colored 

wall also becomes larger. However, as the enclosure becomes larger, the distance between the 

colored wall and the navigator also increases. As a result, the colored wall occupies the same 

retinal area in a small room as in a large room, although its absolute size is bigger in a larger 

room. Moreover, if the featural cue is an isolated object, its absolute size remains the same, 

whereas in a larger room where it is farther from the observer, it occupies a smaller retinal 

area. In other words, if the salience of features increases with enclosure size, it should not be 

attributed to the increased size of the features. 

Sovrano and Vallortigara (2006) speculated that a negative relationship between room 

size and the salience of geometric cues might have contributed to the room size effect. They 

suggested that when keeping a certain distance from a corner, navigators can see a larger 

portion of the room in a small room than in a large room, allowing them to more easily infer 
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the geometric relationships among different parts in a smaller room. This explanation 

successfully explained the findings in a searching paradigm, in which participants had to 

search for the target at one of the corners and they were rewarded only when they were close 

to the corner. If participants only stay at the center of the room and are rewarded with the 

experimenter’s feedback, then the salience of the geometric cue should not differ for the 

small and large rooms. This hypothesis was supported by Learmonth and colleagues’ (2008) 

finding that young children could use a colored wall to reorient in a large room when they 

could freely move in the enclosure and search for the target at the corners but could not use 

the colored wall when their movement was restricted. This result suggests that the featural 

cue might be overshadowed by the geometric cue that was more salient when the children 

stayed at the center of the room. When the children could freely move, the salience of the 

geometric cue decreased in the large room and no longer overshadowed the featural cue. 

However, Ratliff and Newcombe (2008) found the room size effect during reorientation of 

human adults even when they were standing at the center of the room pointing to the corner 

they would search. 

The distance of cues have contribute to the room size effect. Sovrano and colleagues 

(2005) speculated that navigators only use features beyond a certain distance as an orientation 

cue. Nadel and Hupbach (2006) suggested that a proximal landmark is not preferred as an 

orientation cue because its orientation with respect to the observer changes rapidly when the 

observer moves, whereas a distal landmark is a better orientation cue because its orientation 

remains relatively constant when the observer moves. This assumption was supported by 

neuroscience studies showing that head direction cells mostly followed distal landmarks 
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when distal and proximal landmarks were in conflict (Yoganarasimha, Yu, & Knierim, 2006). 

Unlike isolated features, the geometric shape of a room could indicate orientations with its 

own frame of reference. Therefore, the orientation indicated by a geometric cue is 

independent of the observers’ movements regardless of the room size. In sum, features are 

more likely to be used in larger rooms might be because they are more distal and therefore 

less vulnerable to observers’ movements. However, it is not clear whether the distance of 

features contributes to the room size effect by affecting the encoding or the retrieval of the 

cues, or both. 

Newcombe and Huttenlocher (2006) proposed an adaptive combination theory to 

explain the interaction between geometry and features during reorientation. They proposed 

that geometry and features are combined in a Bayesian fashion with their weights determined 

by cue properties such as salience and stability. This theory is consistent with the room size 

effect because it predicts that the relative use of cues will vary in different environments. 

However, to our knowledge, there is no study directly dissociating the roles of salience and 

stability in the room size effect (i.e., increasing the use of features in a larger room).  

In the current study, we conceive of cue salience as an encoding factor. Cue salience 

determines how many resources participants assign to each cue when encoding their 

orientation with the presence of both cues. Cue salience can be measured as the response 

accuracy when only a single cue is available during testing.5 We conceive of cue stability as a 

retrieval factor. Cue stability determines, independently of the encoding strength of the cues, 

                                                             
5 Cue salience can also be measured by cue reliability, which is the inverse variance, in a study using a 

continuous response instead of categorical response (e.g. Chen et al., 2017).  
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how much weight participants assign to each cue when retrieving their orientation in the 

presence of two conflicting cues. As cue salience in encoding also contributes to cue 

preference in retrieval, the effect of cue stability on cue preference is examined by testing 

whether cue preference can be solely explained by cue salience. If cue preference can be 

solely explained by cue salience, it would suggest that cue stability has no effect on cue 

preference during retrieval. 

The previous chapter showed that the effects of cue salience and cue stability on cue 

preference are affected by participants’ familiarity. We found that cue salience solely 

determined cue preference in an unfamiliar environment, whereas both cue salience and cue 

stability determined cue preference in a familiar environment. Participants in unfamiliar 

environments were more accurate at reorienting with respect to the buildings and also relied 

more on the buildings when the buildings conflicted with the street configurations. However, 

participants in a familiar environment preferred the street configuration when it conflicted 

with the building although they reoriented more accurately using the building than using the 

street configuration when only one of the cues was available. We explained that the relative 

use of cues was only determined by cue salience in unfamiliar environments but was 

determined by both salience and stability in the familiar environment. This was because 

people in the familiar environment learned the relationship between the building and the 

streets and were able to detect whether the cues were in conflict. Then instead of simply 

relying more on the more salient cue, people should also consider which cue was moved 

based on the stability of the cues.  

The main purpose of this study was to examine the roles of cue salience and cue stability 
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in the effect of room size on the relative use of geometry and features.  First, we examined 

whether the room size modulated the relative use of geometry and features when the two cues 

were in conflict. Second, we examined whether the room size modulated the relative salience 

of geometry and features, which was measured as the relative response accuracy of using 

each cue. And last, by comparing the effect of the room size on the relative use of cues and on 

the relative salience of the cues, we could understand whether the former was solely 

determined by the latter. If the relative salience and the relative use of the features over the 

geometry changed with the room size in a similar pattern, it would indicate that the room size 

modulated the relative use of the cues by modulating their relative salience. If the relative use 

of the features over the geometry changed with the room size, whereas the relative salience of 

the cues was not affected by the room size, it would indicate that the room size modulated the 

relative use of the cues by modulating their relative stability but not their relative salience. If 

both the relative salience and the relative use of the features over the geometry changed with 

the room size, but in a different pattern, it would indicate that the room size modulated the 

relative use of the cues by modulating both their relative salience and stability.  

In addition, we also tested whether familiarity with the environments could modulate the 

effect of the room size on the relative use of room shape and features. As we found in Chapter 

2, the relative use of cues was solely determined by cue salience in unfamiliar rooms but was 

determined by both cue salience and stability in familiar rooms. Therefore, if the room size 

effect is solely due to cue salience, then we should find the room size effect in both familiar 

and unfamiliar rooms. If the room size effect is solely due to cue stability, then we should 

observe the room size effect in familiar rooms but not in unfamiliar rooms. If the room size 
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effect is due to both salience and stability, then we should observe the room size effect in 

both familiar and unfamiliar rooms, but the effect should be stronger in familiar rooms than 

in unfamiliar rooms.  

3.3 General method 

Three experiments were conducted to examine the role of familiarity and room size in 

the relative use of room shape and features during reorientation. Experiment 1 tested the 

relative use of room shape and isolated objects in small and large familiar rooms.  

Experiment 2 tested the relative use of room shape and isolated objects in small and large 

unfamiliar rooms. Experiment 3 tested the relative use of room shape and wall features in 

small and large familiar rooms. The differences in materials, manipulations of familiarity and 

room size will be discussed in each experiment. Here, we describe the common materials, 

design, procedure, and the method of data analyses.  

3.3.1  Materials and Design  

The experiments were conducted in a physical room that was 4 m by 4 m. A swivel 

chair was placed in the middle of the room. The experiments were implemented in a virtual 

environment generated using Vizard software (WorldViz, Santa Barbara, CA). The virtual 

environment was displayed in stereo with an nVisor SX60 head-mounted display (HMD) 

(NVIS, Inc. Virginia). Each participant was placed in an InterSense IS-900 motion tracking 

system (InterSense, Inc., Massachusetts) so that participants could look around in the virtual 

environment. The virtual environment was a room and two identical features. Each 

participant had 32 trials, each consisting of a learning phase and a testing phase. In the 

learning phase of each trial, participants learned the location of four target objects (lock, 
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candle, wood, and bottle) that were located at the four corners of the room. In the testing 

phase of each trial, participants were required to locate two of the four objects. The locations 

of the objects differed across trials as in a working memory paradigm (Cheng, 1986). 

Participants could rely on two kinds of cues to locate the objects: the room shape, 

which was a geometric cue; and isolated objects or 2D markings on the wall, which were 

featural cues. When there were featural cues, they were in front of or on two opposite walls. 

When there was a geometric cue, the room was a rectangular room consisting of two long 

walls and two short walls that were 4 m tall. When there was no geometric cue, the room was 

a square consisting of four identical walls. The area of the rectangular room and the square 

room was the same within each experiment. 

Most of the previous reorientation studies used rectangular rooms that the room 

shape was symmetric; thus, participants could only differentiate two corners from the other 

two. However, the featural cue was unique; thus, participants could differentiate all four 

corners. This design is problematic because the reliability of the cues differs if the probability 

of predicting the target is different. Unlike the experimental settings in the previous 

experiments, both the room shape and the features in the current study had the same baseline 

probability of predicting the target. The geometric cue in the current study was a rectangular 

room, which is two-fold symmetrical. The featural cues in the current study were two 

identical landmarks placed in front of two opposite walls, or two identical markings on two 

opposite walls, respectively. Therefore, both the geometric cue and the featural cues could 

only predict the target location at a 50% chance level.  
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 The learning phases of all 32 trials were the same. Participants learned the location 

of four target objects with respect to both the rectangular room and the featural cues. 

However, we manipulated the cues presented in the testing phase. There were four within-

subject conditions (Figure 3.1): the geometry-only condition, in which only the rectangular 

room was presented and the features were removed; the feature-only condition, in which the 

features were presented in a square room; the geometry-and-feature condition, in which both 

the rectangular room and the features were presented; and the conflict condition, in which 

both the rectangular room and the features were presented but the features were displaced to 

the other two walls so that the two cues indicated conflicting orientations. The two single 

testing cue conditions were used to measure the encoding strength (cue salience). The conflict 

cue condition was used to measure the cue preference. We could also test whether the 

observed cue preference could be explained by the cue salience. The geometry-and-feature 

condition was also included to test whether these two individual cues were combined 

additively (see the previous chapter). 
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Figure 3.1. Examples of the within-subject conditions in all the experiments. In Experiment 1 

and 2, the features were two identical cuing objects placed in front of two opposite walls, as 

denoted by the red dots. In Experiment 3, the features were two identical shape on two 

opposite walls as denoted by the blue bars. Four target objects were located at the four 

corners respectively. X denotes the location or the equivalent location for one target object.  

 

Each participant located the target objects in each of the four conditions. The first 24 

trials were randomly assigned to the geometry-only condition, feature-only condition and 

geometry-and-feature condition, with eight trials for each. The last eight trials were assigned 

to the conflict condition. The reason the conflict trials were last was that participants may 
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have decided that the cues were unreliable if they found the cues were in conflict, and this 

might have affected their performance in the other conditions in an unpredictable way 

(Leonard et al., 2018). 

For the testing phase of each trial, participants were asked to put two of the four 

objects back into the original corner. The target objects were chosen at random with the 

restriction that their locations were not equivalent in terms of their relations to the geometric 

cue (both had a short wall on the left and a long wall on the right) or the featural cues (both 

were to the left of the features).  

3.3.2  Procedure  

Wearing a blindfold, participants were guided into the testing room and seated on the 

swivel chair. Participants donned the HMD and then removed the blindfold. In the learning 

phase of each trial, participants were released at the center of the virtual room with a random 

orientation. They were instructed to turn around on the swivel chair to observe the virtual 

room and learn the locations of four objects which would then be removed and have to be put 

back. The four target objects were randomly placed at the four corners of the virtual room. 

The participants were given 20 seconds to learn the layout. After that, all objects were 

removed, and the screen turned black for two seconds. Then the testing phase started. The 

specific cues (geometry, features, or both) were presented. Participants were released at the 

center of the virtual room with a random orientation. An object was shown at the right bottom 

corner of the screen and participants were instructed to put the object back with a pointer by 

pointing to the correct corner and clicking a button on the pointer. After the participants 

responded, the screen turned black for two seconds. The first target object placed by the 
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participants was removed. The participants were then released at the center of the virtual 

room with a random orientation and were asked to put the second object back. After they had 

responded for both objects, the screen turned black for two seconds and the next trial began. 

The participants’ responses for both target objects were recorded for each trial. 

3.3.3  Data Analysis 

  To investigate whether the room size affects the cue salience of the room shape and 

the features, we examined the response accuracy of using each single cue in the small rooms 

and in the large rooms. The cue leading to a higher response accuracy would be the cue with 

a higher cue salience. If the room size effect was due to cue salience, it would predict a 

higher response accuracy for the featural cue or a lower response accuracy for the geometric 

cue in the larger room. 

To investigate whether room size affects the relative use of the room shape and the 

features, we examined the cue preference in the conflict condition in the small rooms and in 

the large rooms. In each trial of the conflict condition, the features were displaced with 

respect to the rectangular room to indicate a conflicting orientation. Participants were then 

forced to choose between the geometrically correct corners and the featurally correct corners. 

The proportion of choosing the geometrically correct corner (or the proportion of choosing 

the featurally correct corner) would measure the cue preference. The proportion of choosing 

the geometrically correct corner is denoted by PG|Conflict. If PG|Conflict was higher than 0.5, the 

geometry was the preferred cue. The room size effect in the previous studies (Ratliff & 

Newcombe, 2008; Sovrano & Vallortigara, 2006; Sovrano, Bisazzaa, & Vallortigara, 2007) 

predicted a smaller cue preference for the room geometry (i.e., PG|Conflict) in the larger room. 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87


109 

 

If the room size affected only cue preference but not cue salience, it would be easy to 

conclude that the room size effect was due to cue stability rather than cue salience. However, 

if the room size affected both cue preference and cue salience, we would need to determine 

whether the difference in cue preference was solely determined by the difference in cue 

salience between the rooms. 

Chapter 2 provided a method to estimate cue preference based solely on cue salience. 

 

 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑃𝐺|𝐶𝑜𝑛𝑓𝑙𝑖𝑐𝑡 =
𝐴𝐺∗(1−𝐴𝐹)

𝐴𝐺∗(1−𝐴𝐹) +(1−𝐴𝐺)∗𝐴𝐹
                                             (1) 

 

The accuracy of localizing the target with geometry only is denoted by AG. The 

accuracy of localizing the target with features only is denoted by AF. The predicted 

probability of choosing the geometrically correct corner is denoted by predicted PG|Conflict.  

By contrasting the difference in the observed PG|Conflict with the difference in the 

predicted PG|Conflict between the rooms, we could determine whether the difference in cue 

preference was solely determined by the difference in cue salience between the rooms.  
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Figure 3.2. Three hypothesized results of the experiment. a) If the difference between the cue 

preferences in the small room and in the large room is comparable to the difference between 

the relative salience in the small room and in the large room, the room size effect on cue 

preference can be fully explained by the room size effect on relative salience during 

encoding. b) If room size affects the cue preference but does not affect the relative salience, 

the room size effect on cue preference should be attributed to the room size effect on cue 

weighting during retrieval. c) If room size affects both the cue preference and the relative 

salience, but the difference between the cue preferences in the small room and in the large 

room is different from the difference between the relative salience in the small room and in 

the large room, the room size effect on cue preference should be attributed to the room size 

effect on both relative salience during encoding and cue weighting during retrieval. 
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To examine the combination of cues during retrieval, we contrasted the performance 

in target localization in the geometry-and-feature condition with the sum of the performance 

in the geometry-only condition and in the feature-only condition using the following 

equation:  

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝐴𝐺𝐹 =
𝐴𝐺∗ 𝐴𝐹

𝐴𝐺∗ 𝐴𝐹+(1−𝐴𝐺)∗(1−𝐴𝐹)
                                           (2) 

 

The accuracy of localizing the target in the geometry-only condition is denoted by AG. 

The accuracy of localizing the target in the features-only condition is denoted by AF. The 

accuracy of localizing the target with both cues is denoted as predicted AGF. Comparable 

results between the predicted AGF and the observed accuracy in the geometry-and-feature 

condition would indicate whether geometry and features were combined additively.  

3.4 Experiment 1 

The purpose of Experiment 1 was to investigate the relative use of room shape and 

isolated objects during reorientation in a small or large familiar room. Participants learned the 

locations of four target objects in a rectangular room with two cuing objects. The same cuing 

objects were placed at the same location of the room across trials, allowing participants to 

become familiar with that environment. 

We hypothesized that in a familiar environment, participants encoded the 

relationships between the room and the cuing objects. The represented relationships between 

the room and the cuing objects could be used to detect the relative displacement between the 

room and the cuing objects. Therefore, participants might choose the cue that they believed to 

be more stable with a proportion higher than what was solely determined by response 
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accuracy using individual cues. We also hypothesized that the subjective stability of cues was 

influenced by the room size. In particular, the subjective stability of the featural cues 

increased with the size of the room because they become more distal in larger rooms (Nadel 

& Hupbach, 2006). 

3.4.1  Method 

Participants. Eighty university students (40 men and 40 women) participated in this 

experiment as partial fulfillment of a requirement in an introductory psychology course.  

Materials, design, and procedure. In addition to the materials, design, and 

procedure described in the General Method above, the room and the cuing objects appeared 

the same across the learning phases of all 32 trials. The cuing objects were two identical 

traffic cones. The relationship between the room and the cuing objects was also constant 

across all the trials during learning: the cuing objects were always located in front of the two 

long walls. The center of the traffic cones was aligned with the middle of the two long walls 

and was 50 cm away from the walls. In the conflict condition, the two cuing objects were 

moved to the front of the two short walls. The center of the traffic cones was 50 cm away 

from and aligned with the middle of the two short walls. 

The participants were randomly assigned to the small room condition and the large 

room condition. The small room was 4 m by 8 m. When there was no geometric cue, the 

rectangular room was substituted by a square room (5.66 m by 5.66 m) of the same area. The 

large room was 12 m by 24 m, which was nine times larger than the small room. When there 

was no geometric cue, the rectangular room was substituted by a square room (16.97 m by 
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16.97 m) of the same area. The sizes of the traffic cones were the same in the small or large 

rooms. 

3.4.2  Results and Discussion 

Mean accuracy as a function of testing cue type (geometry-only, feature-only, 

geometry-and-feature) and room size (small or large) is plotted in Figure 3.3. Accuracy was 

computed for each participant and each testing cue type condition (geometry-only, feature-

only, geometry-and-feature) and analyzed in mixed-model analyses of variance (ANOVAs), 

with variables corresponding to testing cue type (within participants) and room size (between 

participants).  

The main effect of the testing cue type was significant, F(2, 156) = 26.00, p < .001, 

MSE = 0.013, ŋp
2 = 0.250. The main effect of the room size was not significant, F(1, 78) = 

0.013, p = 0.910, MSE = 0.046, ŋp
2 < 0.001. The interaction between the testing cue type and 

room size was not significant, F(2,156) = 1.219, p = 0.298, MSE = 0.013, ŋp
2 = 0.015.  The 

null effect of the room size and the null interaction between the testing cue type and room 

size suggest that changing the room size did not affect the response accuracy of reorientation 

using geometry or features.  
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Figure 3.3. Proportion correct in locating target objects as a function of testing cue type and 

room size in Experiment 1. Error bars represent standard errors of the mean.  

 

The accuracy in all six conditions (combinations of the two independent variables) 

was above chance level, ts (39) > 8.353, ps < .001. The performance in the geometry-only 

condition was significantly worse than that in the geometry-and-feature condition, t(79)  = -

2.687, p = 0.009, Cohen’s d = 0.300. The performance in the feature-only condition was 

significantly worse than that in the geometry-only condition, t(79) = -4.838, p < .001, 

Cohen’s d = 0.541, and in the geometry-and-feature condition, t(79)  = -6.027, p < 0.001, 

Cohen’s d = 0.674. The result shows that reorientation was more accurate using the room 

shape than using the cuing objects, regardless of the room size.  

 The means of the observed PG|Conflict (the percentage to choose the corner indicated by 

the geometry in the conflict conditions) as a function of the room size are plotted in Figure 
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3.4. The difference between the observed PG|Conflict in the small room and that in the large 

room was significant, t(78)  = 2.142, p = 0.035, Cohen’s d = -0.479. 

  Equation 1 was used to investigate whether participants preferred cues solely 

according to response accuracy based on individual cues in the conflict condition. The 

predicted PG|Conflict was computed for each participant using Equation 1. The means of the 

predicted PG|Conflict as a function of room size are also plotted in Figure 3.4. Consistent with 

the result that the room size did not affect the response accuracy using individual cues (cue 

salience), the predicted PG|Conflict   was comparable in different rooms, t(78)  = -1.410, p = 

0.163, Cohen’s d = 0.314. 

 We also conducted mixed-model ANOVAs to examine whether the difference in 

observed PG|Conflict was the same as the difference in the predicted PG|Conflict.  The main effect 

of observation-prediction was not significant, F(1, 78) = 0.899, p = 0.346, MSE = 0.068, ŋp
2 = 

0.011. The main effect of the room size was not significant, F(1, 78) = 0.587, p = 0.446, MSE 

= 0.085, ŋp
2 = 0.007. The interaction between observation-prediction and room size was 

significant, F(1,78) = 7.331, p = 0.008, MSE = 0.068, ŋp
2 = 0.086.  

A simple effect analysis showed that in the small room, the observed and predicted 

proportions of choosing the geometrically correct corner were not significantly different, 

t(39)  = -1.260, p = 0.215, Cohen’s d = -0.199, although there was a trend that participants 

chose the geometrically correct corner less often than predicted. However, in the large room, 

the observed proportions of choosing the geometrically correct corner were significantly 

higher than predicted, t(39)  = 2.553, p = 0.015, Cohen’s d = 0.404.  
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Figure 3.4. The observed and predicted percentage of choosing the response location 

indicated by the room shape when the room shape and the cuing objects were in conflict 

(PG|Conflict) as a function of room size in Experiment 1. Error bars represent standard errors 

of the mean.  

 

Equation 2 was used to test whether the two cues were additively combined in the 

geometry-and-feature condition. The predicted AGF was computed for each participant using 

Equation 2.  The means of the predicted AGF and of the observed AGF in terms of room size 

are plotted in Figure 3.5 and analyzed in mixed-model ANOVAs.  The main effect of 

observation-estimation was significant, F(1, 78) = 4.990, p = .028, MSE = 0.009, ŋp
2 = 0.060. 

The main effect of room size was not significant, F(1, 78) = 0.116, p = 0.734, MSE = 0.033, 

ŋp
2 = 0.001. The interaction between observation-estimation and room size was not 

significant, F(1, 78) = 1.053, p = 0.308, MSE = 0.009, ŋp
2 = 0.013. These results suggested 
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that room shape and cuing objects were not additively combined in either the small or large 

room. 

 

 

Figure 3.5. Observed and predicted proportion correct in locating target objects when both 

room shape and cuing objects indicated the same orientation (AGF) as a function of room size 

in Experiment 1. Error bars represent standard errors of the mean.  

 

The results suggest that the room size affected the relative use of the room shape and 

the cuing objects when the two cues were in conflict but did not affect the relative salience 

of the room shape and the cuing objects in encoding. Participants were more likely to 

reorient with respect to the room shape in the large room than in the small room. The result 

is consistent with our hypothesis that the relative use of the room shape and the isolated 

objects in familiar environments is not solely determined by the relative salience of the 
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cues. However, the result is inconsistent with previous studies which showed that navigators 

were more likely to follow featural cues in a larger room. We will address this issue in 

Experiment 3. 

3.5 Experiment 2 

The purpose of Experiment 2 was to investigate the relative use of room shape and 

isolated objects during reorientation in a small or large unfamiliar room. Unlike in 

Experiment 1, in which the appearance of the room, the cuing objects, and their relative 

locations were the same across trials, we used eight rooms of different sizes and with 

different colors, and four different cuing objects, and changed the relative location between 

the rooms and the cuing objects from trial to trial in Experiment 2. As the environment 

changed from trial to trial, participants experienced a novel environment in every trial.  

We hypothesized that in an unfamiliar environment, participants would not 

accurately encode the relationships between different cues, and thus no represented spatial 

relationships between the rooms and the cuing objects could be used to detect the relative 

displacement. Therefore, participants’ preferences for cues would be totally determined by 

the relative response accuracy using each cue in the conflict condition. If, as suggested by the 

finding in Experiment 1, the room size did not affect the cue salience in the unfamiliar rooms, 

then the room size would not affect the cue preference in the unfamiliar rooms. 

3.5.1  Method 

Participants. Sixty-eight university students (34 men and 34 women) participated in 

this experiment as partial fulfillment of a requirement in an introductory psychology course.  
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Materials, design, and procedure.  The material and design in Experiment 2 were 

the same as in Experiment 1 except for the following change: in Experiment 2, the virtual 

environment in each trial was novel. For each room size condition, we used four different 

pairs of cuing objects and eight rooms with different colors and different length ratios of the 

short walls to the long walls (1:1.5, 1:1.8, 1:2.1, 1:2.4, 1:2.7, 1:3, 1:3.3, 1:3.6), keeping the 

area of the rooms 32 square meters for the small room condition (4.62 m * 6.92 m, 4.22 m * 

7.6 m, 3.9 m * 8.2 m, 3.66 m * 8.76 m, 3.44 m * 9.3 m, 3.26 m * 9.8 m, 3.12 m * 10.28 m, 

2.98 m * 10.74 m) and 288 square meters for the large room condition (13.86 m * 20.76 m, 

12.66 m * 22.8 m, 11.7 m * 24.6 m, 10.98 m * 26.28 m, 10.32 m * 27.9 m, 9.78 m * 29.4 m, 

9.36 m * 30.84 m, 8.96 m * 32.22 m), the same as in Experiment 1. The cuing objects were 

two traffic cones, two potted plants, two vases, or two baskets. Thus, we created 32 different 

environments (combinations of four cuing objects and eight rooms) for each room size 

condition. We assigned each environment to one of the 32 trials so that environments in all 

32 trials were different. Furthermore, the location of the cuing objects with respect to the 

room was randomly chosen between two options for each trial: the cuing objects were located 

either in front of the two short walls or in front of the two long walls. The 32 environments 

were randomly assigned into the four conditions with the restriction that each room was used 

once in each condition. In the Conflict condition, if the cuing objects were in front of the two 

short wall during training, they were replaced to the front of the two long walls at test, and 

vice versa. 
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3.5.2  Results and Discussion 

Mean accuracy as a function of testing cue type (geometry-only, feature-only, 

geometry-and-feature) and room size (small or large) is plotted in Figure 3.6. Accuracy was 

computed for each participant and each testing cue type condition (geometry-only, feature-

only, geometry-and-feature) and analyzed in mixed-model ANOVAs, with variables 

corresponding to testing cue type (within participants) and room size (between participants).  

The main effect of the testing cue type was significant, F(2, 156) = 32.572, p < .001, 

MSE = 0.017, ŋp
2 = 0.295. The main effect of the room size was not significant, F(1, 78) = 

0.037, p = 0.85, MSE = 0.044, ŋp
2 < 0.001. The interaction between the testing cue type and 

room size was not significant, F(2,156) = 0.975, p = 0.379, MSE = 0.017, ŋp
2 = 0.012.  The 

null effect of the room size and the null interaction between the testing cue type and room 

size suggest that changing the room size did not affect the response accuracy of the 

reorientation using either geometry or features.  
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Figure 3.6. Proportion correct in locating target objects as a function of testing cue type and 

room size in Experiment 2. Error bars represent standard errors of the mean.  

 

The accuracy in all six conditions (combinations of the two independent variables) 

was above chance level, ts (39) > 5.121, ps < .001. The performance in the feature-only 

condition was significantly worse than that in the geometry-only condition, t(79) = 6.075, p < 

0.001, Cohen’s d = 0.679, and in the geometry-and-feature condition, t(79)  = 6.458, p < 

0.001, Cohen’s d = 0.722. The latter two did not significantly differ, t(79)  = 0.373, p = 0.710, 

Cohen’s d = 0.042. The result shows that reorientation using the room shape was more 

accurate than that using the cuing objects.  

The means of the observed PG|Conflict (the proportion of choosing the corner indicated 

by the geometry in the conflict conditions) as a function of the room are plotted in Figure 3.7. 
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The observed PG|Conflict in the small rooms was not significantly different from that in the 

large rooms, t(78)  = 0.149, p = 0.99, Cohen’s d = 0.033.   

  Equation 1 was used to investigate whether participants preferred cues solely 

according to response accuracy based on individual cues in the conflict condition. The 

predicted PG|Conflict was computed for each participant using Equation 1. The means of the 

predicted PG|Conflict as a function of the room size are also plotted in Figure 3.7. Consistent 

with the result that the room size did not affect the response accuracy using individual cues 

(cue salience), the predicted PG|Conflict was comparable in different rooms, t(78)  = 0.497, p = 

0.621, Cohen’s d = 0.111. 

 We also conducted mixed-model ANOVAs to examine whether the difference in 

observed PG|Conflict was the same as the difference in the predicted PG|Conflict.  The main effect 

of observation-prediction was not significant, F(1, 78) = 1.657, p = 0.202, MSE = 0.080, ŋp
2 = 

0.021. The main effect of the room size was not significant, F(1, 78) = 0.214, p = 0.645, MSE 

= 0.073, ŋp
2 = 0.003. The interaction between the observation-prediction and room size was 

not significant, F(1,66) = 0.054, p = 0.817, MSE = 0.080, ŋp
2 = 0.001.  
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Figure 3.7. The observed and predicted percentage of choosing the response location 

indicated by the room shape when the room shape and cuing objects were in conflict 

(PG|Conflict) as a function of the room size in Experiment 2. Error bars represent standard 

errors of the mean.  

 

Equation 2 was used to test whether the two cues were additively combined in the 

geometry-and-feature condition. The predicted AGF was computed for each participant using 

Equation 2.  The means of the predicted AGF and of the observed AGF in terms of room size 

are plotted in Figure 3.8 and analyzed in mixed-model ANOVAs.  The main effect of 

observation-prediction was significant, F(1, 78) = 7.682, p = 0.007, MSE = 0.012, ŋp
2 = 

0.090. The main effect of the room size was not significant, F(1, 78) < 0.001, p = 1.000, MSE 

= 0.036, ŋp
2 < 0.001. The interaction between observation-estimation and room size was 
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significant, F(1, 78) = 4.617, p = 0.035, MSE = 0.012, ŋp
2 = 0.056. A simple effect analysis 

showed that in the small room, the observed accuracy of the geometry-and-feature condition 

was significantly lower than predicted, t(39)  = -3.732, p = 0.001, Cohen’s d = -0.590, 

whereas in the large room, the observed and predicted accuracy of the geometry-and-feature 

condition was not significantly different, t(39)  = -0.414, p = 0.681, Cohen’s d = 0.065.The 

results suggest that the room shape and cuing objects were additively combined in the large 

room but not in the small room. 

 

 

Figure 3.8. Observed and predicted proportion correct in locating target objects when both 

the room shape and cuing objects indicated the same orientation (AGF) as a function of the 

room size in Experiment 2. Error bars represent standard errors of the mean.  

 

Unlike Experiment 1, where the room size affected the participants’ relative use of 

the room shape and isolated objects in retrieval in familiar rooms, the results of Experiment 
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2 showed that the room size did not affect the participants’ relative use of the room shape 

and isolated objects in retrieval in unfamiliar rooms. Similar as in Experiment 1, the room 

size did not affect cue salience. 

We found a room size effect in Experiment 1 which showed that, participants were 

more likely to use the geometrical cues and less likely to use the featural cues in the large 

rooms than in the small rooms when the two cues conflicted. This result is inconsistent with 

previous studies which found that participants were more likely to use featural cues in larger 

enclosures (Ratliff & Newcombe, 2008; Sovrano & Vallortigara, 2006; Sovrano, Bisazzaa, 

& Vallortigara, 2007). The inconsistency could be partially explained by the differences in 

participants and procedures. First, in many of the previous studies, the participants were 

young children who may not assign weight to cues based on cue stability. Young children 

have been found to be unable to properly select stable landmarks during navigation (Heth, 

Cornell, & Alberts, 1997). In our study, however, the participants were human adults who 

could understand that the isolated objects were less stable than the room, and therefore may 

have assigned cue weights accordingly. Second, it is not clear if the participants in the 

previous studies were familiar with the environment and thus learned the relationships 

between the cues. If they did not learn the relationships between the cues, they should have 

assigned weights to the cues based on cue salience instead of stability. Third, most of the 

previous studies used a searching paradigm that the participants could freely navigate in the 

environment. In that case, the salience of geometry should have decreased as the enclosure 

size increased (Sovrano & Vallortigara, 2006), whereas in our study, the participants were 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
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sitting in the center of the room and as a result the salience of geometry should not have 

been affected by the room size. 

The biggest challenge to the reversed room size effect is its inconsistency with the 

study of Ratliff and Newcombe (2008).  In that study, human adults staying at the center of 

the room and having learned the relationships between the cues also relied more on the 

featural cue in a large room than in a small room. The primary difference between our study 

and that of Ratliff and Newcombe (2008) is the featural cues used in the experiments. 

Ratliff and Newcombe (2008) used a distinct fabric hanging on the wall as the featural cue 

whereas we used two isolated objects placed on the floor with a certain distance from the 

wall. As defined by Lee and Spelke (2010a), both 2D patterns and isolated objects are 

featural cues as opposed to geometric cues, which are extended surfaces. However, little is 

known about the difference between 2D patterns and isolated objects. The salience and 

stability of those two kinds of cues might be different. Moreover, they might be affected in 

different ways by room size, therefore leading to different trends in room size effects. 

Experiment 3 aimed to address this question by investigating the effect of room size on the 

relative use of room shape and wall features in familiar environments. 

3.6 Experiment 3 

The purpose of Experiment 3 was to investigate the relative use of room shape and 

wall features during reorientation in a small or large familiar room. Participants learned the 

locations of four objects in a rectangular room with two markings on two opposite walls. The 

same markings were at the same walls across trials, allowing participants to become familiar 

with that environment. 
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We hypothesized that in a familiar environment, participants encoded the 

relationships between the room and the wall features. The represented relationships between 

the room and the wall features could be used to detect the relative displacement between the 

room and the cuing objects. Therefore, participants might choose the cue that they believed to 

be more stable with a proportion higher than what was solely determined by response 

accuracy using individual cues.  

3.6.1  Method 

Participants. Sixty-four university students (32 men and 32 women) participated in 

this experiment as partial fulfillment of a requirement in an introductory psychology course.  

Materials, design, and procedure. The materials, design, and procedure in 

Experiment 3 were the same as in Experiment 1 except that instead of using isolated objects, 

we used wall features as featural cues. The wall features were two red crosses in the middle 

of the two long walls. The wall features in the large room were nine times as large as those in 

the small room so that they occupied the same area of retinal space regardless of room size. 

3.6.2  Results and Discussion 

Mean accuracy as a function of testing cue type (geometry-only, feature-only, 

geometry-and-feature) and room size (small or large) is plotted in Figure 3.9. Accuracy was 

computed for each participant and each testing cue type condition (geometry-only, feature-

only, geometry-and-feature) and analyzed in mixed-model ANOVAs, with variables 

corresponding to testing cue type (within participants) and room size (between participants).  

The main effect of the testing cue type was significant, F(2, 156) = 7.101, p = .001, 

MSE = 0.012, ŋp
2 = 0.083. The main effect of the room size was not significant, F(1, 78) = 
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0.208, p = 0.650, MSE = 0.057, ŋp
2 = 0.003. The interaction between the testing cue type and 

room size was not significant, F(2,156) = 0.048, p = 0.953, MSE = 0.012, ŋp
2 = 0.001.  The 

null effect of the room size and the null interaction between the testing cue type and room 

size suggest that changing the room size did not affect the participants’ response accuracy 

when reorienting using geometry or features.  

 

 

Figure 3.9. Proportion of choosing the correct corners as a function of the testing cue type 

and room size in Experiment 3. Error bars represent standard errors of the mean.  

 

The accuracy in all six conditions (combinations of the two independent variables) 

was above chance level, ts (39) > 8.895, ps < .001. The performance in the geometry-and-

feature condition was significantly better than that in the geometry-only condition, t(79) = 

2.958, p = 0.004, Cohen’s d = 0.331, and in the feature-only condition, t(79)  = 3.715, p < 

0.001, Cohen’s d = 0.415. The latter two did not significantly differ, t(79)  = 0.756, p = 0.452, 
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Cohen’s d = 0.084. The result shows that the accuracy of reorientation was comparable using 

both the room shape and the wall features.  

The means of the observed PG|Conflict (the percentage to choose the corner indicated 

by the geometry in the conflict conditions) as a function of the room size are plotted in Figure 

3.10. The observed PG|Conflict was significantly smaller in the small room than in the large 

room, t(78) = 2.102, p = 0.039, Cohen’s d = 0.470. 

 Equation 1 was used to investigate whether participants preferred cues solely 

according to response accuracy based on individual cues in the conflict condition. The 

predicted PG|Conflict was computed for each participant using Equation 1. The means of the 

predicted PG|Conflict as a function of room size are also plotted in Figure 3.10. Consistent with 

the result that the room size did not affect the response accuracy using individual cues (cue 

salience), the predicted PG|Conflict was comparable in different rooms, t(78) = 0.069, p = 0.946, 

Cohen’s d = 0.015. 

 We also conducted mixed-model ANOVAs to examine whether the difference in the 

observed PG|Conflict was the same as the difference in the predicted PG|Conflict.  The main effect 

of observation-estimation was not significant, F(1, 78) = 2.948, p = 0.090, MSE = 0.061, ŋp
2 

= 0.036. The main effect of the room size was not significant, F(1, 78) = 2.082, p = 0.153, 

MSE = 0.107, ŋp
2 = 0.026.The interaction between observation-prediction and room size was 

not significant, F(1, 78) = 3.248, p = 0.075, MSE = 0.061, ŋp
2 = 0.040.  
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Figure 3.10. The observed and predicted percentage of choosing the corners indicated by the 

room shape when the room shape and the wall features were in conflict (PG|Conflict) as a 

function of room size in Experiment 1. Error bars represent standard errors of the mean.  

 

Equation 2 was used to test whether the two cues were additively combined in the 

geometry-and-feature condition. The predicted AGF was computed for each participant using 

Equation 2.  The means of the predicted AGF and of the observed AGF in terms of room size 

are plotted in Figure 3.11 and analyzed in mixed-model ANOVAs.  The main effect of 

observation-estimation was significant, F(1, 78) = 8.500, p = .005, MSE = 0.009, ŋp
2 = 0.098. 

The main effect of the room size was not significant, F(1, 78) = 0.501, p = 0.481, MSE = 

0.038, ŋp
2 = 0.006. The interaction between observation-estimation and room size was not 

significant, F(1, 78) = 0.091, p = 0.763, MSE = 0.009, ŋp
2 = 0.001. These results suggest that 
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the room shape and wall features were not additively combined in either the small or large 

rooms. 

 

 

Figure 3.11. Observed and predicted proportion of choosing the correct corners when both 

the room shape and wall features indicated the same orientation (AGF) as a function of the 

room size in Experiment 1. Error bars represent standard errors of the mean.  

 

3.7 General Discussion 

This study examined the effects of familiarity and room size on the relative use of 

room shape and isolated objects, and on the relative use of room shape and wall features 

during reorientation of human adults. There are three important findings. First, room size 

did not affect the relative salience of the room shape and isolated objects or that of the room 

shape and wall features regardless of whether participants were familiar or unfamiliar with 

the rooms. Second, in familiar rooms, the relative use of isolated objects over room shape 
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decreased as the room size increased, whereas the relative use of wall features over the 

room shape increased as the room size increased when these cues were placed in conflict. 

Third, the room size did not affect the relative use of the cues in unfamiliar rooms.  

First, there was no evidence suggesting that the room size affected the cue salience. 

We used the response accuracy of using each cue as an indicator of the cue salience. In all 

the experiments, the response accuracy of using room shape, isolated objects, or wall 

features in the small rooms was not significantly different from that in the large rooms. 

Consistently, the predicted PG|conflict based on the relative response accuracy of using each 

cue in the small and large rooms was comparable to that in the large rooms. Therefore, the 

results of the current study did not support a positive relationship between the salience of 

features and room size (Miller, 2009). Moreover, our results did not support a negative 

relationship between the salience of geometry and room size (Sovrano & Vallortigara, 

2006). Although that proposal is very plausible, it may apply only to a searching paradigm 

in which navigators can freely navigate rather than stay in the middle of the enclosure. 

Note that in Experiments 1 and 2, the large rooms were nine times as big as the 

small rooms, whereas the size of the isolated cuing objects was the same in the small room 

and in the large room. In Experiment 3, however, the large rooms were nine times as big as 

the small rooms, and the wall features in the large rooms were also nine times as big as 

those in the small rooms so that the wall features occupied the same area of retinal space 

regardless of room size. This suggests that, at least for human adults, the relative size of 

features to geometry may not be critical to encoding the cues. 
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While cue salience during encoding was not sensitive to room size, we did observe 

that the room size affected cue preference in the familiar rooms. In particular, as the room 

size increased, the relative use of isolated objects over the room shape decreased, whereas 

the relative use of wall features over the room shape increased. Our results suggest that 

these effects of room size were determined solely by cue stability during retrieval. 

The positive relationship between room size and the relative use of wall features 

could be explained by greater usefulness of distal features over proximal features during 

reorientation (Sovrano et al., 2005; Yoganarasimha, Yu, & Knierim, 2006). Since the wall 

features are more distal in the large rooms than in the small rooms, the relative use of the 

wall features should increase in the larger rooms. The result of the current study suggests 

that the distance of features did not affect cue salience during encoding; rather, it only 

affected cue stability during retrieval. We speculate that a distal landmark is more stable 

than a proximal landmark because it is less vulnerable to the observers’ movements (Nadel 

& Hupbach, 2006). 

However, the distance of the features is insufficient to explain that the relative use of 

the isolated objects over the room shape decreased in the larger room. We speculate that cue 

stability during retrieval could be attributed not only to cue distance but also to the 

movability of cues. The movability of a cue may be partially determined by the size of the 

cue. For example, in our study, a small traffic cone is more likely to be moved than a huge 

room. The movability of a cue may also be determined by how it is connected to other cues. 

For example, in our study, an isolated traffic cone can easily be moved, whereas moving a 

wall feature is more difficult because it involves erasing the feature from one wall and 
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painting it on another wall. Moreover, the wall feature may be used to specify the identity of 

the wall.  When we changed a wall feature from one wall to another, it is possible that the 

participants did not think the feature itself moved, but that the wall with that feature moved. 

In this case, the movability of a wall feature is equivalent to the movability of the wall 

having that feature. 

In Experiment 1, the traffic cones should be comparably movable in the small and 

large rooms because their size was the same regardless of the room size. Meanwhile the 

movability of the room shape should have decreased as room size increased because the 

large room should be less moveable than the small room. As a result, the relative movability 

of the room shape decreased with the room size, which led the relative use of the room 

shape to increase with the room size. Since the movability of the room was remarkably 

greater than that of the isolated objects, the effect of movability overwhelmed the effect of 

feature distance on the relative stability of the cues. In Experiment 3, on the other hand, the 

wall features (or the walls having those features) and the room were scaled with the same 

ratio. Therefore, the relative movability of the room and the wall features should not have 

been affected by the room size. In Experiment 3, the room size affected the relative stability 

of the cues by affecting the distance of the wall features. 

In reorientation studies, wall features (such as the color) and isolated objects were 

commonly used as featural cues to contrast with geometric cues. Wall features and isolated 

objects were treated as the same type of cues because they were found to be less dominant 

than the room shape during reorientation (for reviews, see Cheng & Newcombe, 2005; 

Vallortigara, 2009). Lee and Spelke (2010a) found direct evidence that 2D markings on the 
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wall and isolated objects were not used by children, whereas extended surfaces of similar 

size and contrast were used by children. Based on those findings, Lee and Spelke (2010b) 

defined that featural cues are isolated objects or 2D patterns, whereas geometric cues are 

extended surfaces. However, the different patterns of room size effects found in the current 

study suggest that it may be important to differentiate wall features and isolated objects in 

reorientation studies, at least when investigating the room size effect. Previous studies of the 

room size effect used only wall colors or 2D patterns on the walls as featural cues and 

showed that the relative use of the featural cues increased with room size (Ratliff & 

Newcombe, 2008; Sovrano & Vallortigara, 2006; Sovrano, Bisazzaa, & Vallortigara, 2007). 

We replicated this result using wall features as the featural cues. When we used isolated 

objects as the featural cues, the room size effect was reversed. 

Finally, we found that familiarity affected the room size effect on the relative use of 

the room shape and isolated objects. The relative use of the room shape and isolated objects 

was modulated by the room size and was not predicted by the relative salience of the cues in 

familiar environments, whereas it was not modulated by the room size and was predicted by 

the relative salience of the cues in unfamiliar environments. This finding is consistent with 

that in Chapter 2. We speculate that in unfamiliar environments, participants did not learn 

the relationship between the room shape and the cuing objects, and thus could not detect the 

conflict between the two cues. Therefore, their preference of the cues was determined by the 

salience of the cues. However, in familiar environments, the participants learned the 

relationship between the room shape and the cuing objects. Therefore, they knew the two 

cues were moved relatively and they had to judge which cue was moved. In this case, their 

http://onlinelibrary.wiley.com/doi/10.1111/j.1551-6709.2009.01081.x/full#b87
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cue preference was determined not only by the salience of the cues, but also by the stability 

of the cues. 

The familiarity effect on the relative use of cues is consistent with previous findings 

that cue preference is affected by the subjective discrepancy between the cues. Studies have 

shown that animals and human adults relied more on a landmark, which was more reliable, 

when its discrepancy with path integration was small, but relied more on the path integration, 

which was more stable, when the discrepancy was big (see Cheng et al., 2007 for a review). 

While a larger physical discrepancy almost certainly leads to a larger subjective discrepancy, 

increasing familiarity with the environment may also lead to a larger subjective discrepancy. 

The more familiar the navigators were with the environment, the more capable they were of 

detecting the discrepancy. Therefore, although the physical discrepancy was the same in the 

familiar and unfamiliar environments, the subjective discrepancy was larger in the familiar 

environment than in the unfamiliar environment, which led to a shift in cue preference.  

It is worth noting that in children, familiarity may not modulate reorientation because 

the familiarity effect depends on perceiving the stability of cues. However, young children 

cannot effectively choose the most useful cue based on cue stability (Heth et al., 1997). 

Learmonth and colleagues (2008) found children could use a featural cue to reorient if they 

could physically search the environment but not if their movement was restricted. As 

demonstrated by Sovrano and Vallortigara (2006), this could be because the salience of the 

room shape decreased as the room size increased in a searching paradigm but did not vary if 

the children stayed at the center of the environment. In addition, Learmonth and colleagues 

found that allowing children to get familiar with a room before their movement was restricted 
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in the experiment did not increase their probability of using the featural cue, whereas having 

four trials where they could search in the room increased their probability of using the 

featural cue in latter trials where their movement was restricted. These results suggest that 

children’s relative use of cues was not affected by their familiarity with the environment but 

was primarily determined by the perceived cue salience when they were rewarded.  
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Chapter 4 General Discussion 
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Navigators could use multiple cues to reorient after they lost track of their orientation. 

Researchers have defined two types of cues: geometric cues and featural cues. Geometric 

cues are distance to extended surfaces and featural cues are 2D patterns and isolated objects. 

Since Cheng (1986) found a dominant role of geometry over features during reorientation, 

researchers have been interested in the interaction between those two types of cues. Previous 

studies showed that, although using geometry shows advantages over features in most of the 

studies, the interaction between them could be affected by many factors. In two studies, my 

colleagues and I examined the role of familiarity, room size and cue properties in cue 

interaction during reorientation of human adults. 

4.1 Review of Experiments 

In Chapter 2, we investigated how human adults reorient with buildings and street 

configurations in a virtual environment. In two experiments, we examined the effect of 

familiarity on three aspects of interaction between buildings and streets configurations, that 

are the competition during encoding, the combination during retrieval, and the competition 

during retrieval. We found that, in the familiar environment, learning streets and buildings did 

not overshadow each other. The cues were combined additively. When the cues were in 

conflict, the proportion of choosing the response location indicated by the street 

configurations was higher than what was predicted by the relative response accuracy using 

each cue. However, in the unfamiliar environments, learning street configurations and 

buildings overshadowed each other. The cues were combined additively. When the cues were 

in conflict, the proportion of choosing the response location indicated by each cue was 

consistent with what was predicted by the relative response accuracy using each cue. These 
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results suggested that participants’ familiarity with the environment affected cue competition 

during encoding and retrieval, but did not affect cue combination during retrieval. We 

concluded that the participants learned the relation between street configurations and 

buildings in the familiar environment, which counteracted the competition between the cues 

during encoding. When the cues were in conflict, the relative use of street configurations and 

buildings was solely determined by cue salience in unfamiliar environments, but was also 

determined by cue stability in familiar environments where the participants learned the 

relation between the cues. 

In Chapter 3, we investigated how human adults reorient with geometry and features. In 

Experiment 1 and 2, we examined the effect of room size on the relative use of room shape 

and isolated objects in familiar and unfamiliar rooms. We found that when the room shape 

and the isolated objects were in conflict, participants in the familiar rooms relied more on the 

room shape when the room was larger, which could not be predicted by the relative response 

accuracy of using each cue. However, in the unfamiliar rooms, the relative use of the room 

shape and the isolated objects in the small rooms was comparable with that in the large 

rooms, which was predicted by the relative response accuracy of using each cue. Moreover, 

in both the familiar and the unfamiliar rooms, the response accuracy of using each cue did not 

change with room size. Therefore, we concluded that, the room size affected the relative use 

of the room shape and the isolated objects by modulating cue stability but not cue salience. In 

Experiment 3, we examined the effect of room size on the relative use of room shape and 

wall features in familiar rooms. We found that the relative response accuracy of using each 

cue did not change with room size, whereas the relative use of the wall features over the room 
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shape increased when the room was larger. Therefore, we concluded that, the room size 

affected the relative use of the room shape and the wall features by modulating cue stability, 

but not through modulating cue salience. 

4.2 Novel Findings and Implications 

The two studies in this dissertation advanced our knowledge of cue interaction during 

reorientation by showing how familiarity, room size and cue properties affect cue interaction 

and interact with each other. In this section, I summarized the novel findings of my studies, 

discussed them in the context of cue interaction and cognitive map and proposed directions 

for future studies. 

4.2.1  Familiarity affects cue interaction 

In both Chapter 2 and Chapter 3, we found cue interaction was affected by participants’ 

familiarity with the environments. In Chapter 2, learning the street configurations and 

learning the buildings overshadowed each other in the unfamiliar environments but not in the 

familiar environment. We speculate that the absence of the overshadowing effect in the 

familiar environment might be attributed to participants’ representation of the spatial 

relationship between the cues. There are two possible mechanisms in which the represented 

spatial relation could have reduced or eliminated the overshadowing effect. First, the 

encoding of the targets’ locations in terms of one cue might have facilitated encoding the 

targets’ locations in terms of the other cue. This facilitative effect might have counteracted the 

overshadowing effect, leading to the null overshadowing effect in the familiar environments. 

Second, because the participants had encoded the spatial relation between the cues, the 

cognitive resources that were required to encode the spatial relation between the cues could 
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have been released. Therefore, the participants could have extra cognitive resources to encode 

their orientation relative to the individual cues, reducing or eliminating the cue competition. 

In the unfamiliar environments, however, the overshadowing effect occurred because the 

participants might not have encoded the relationship between the cues. Therefore, neither 

mechanisms described above could be used to reduce cue competition.  

In both Chapter 2 and Chapter 3, we found that participants’ familiarity with the 

environments changed the roles of cue salience and cue stability in the relative use of the 

cues. In the unfamiliar environments, the relative use of the cues when they were in conflict 

was solely determined by the relative salience of the cues, which was measured as the relative 

response accuracy of using each cue. However, in the familiar environments, the relative use 

of the cues when they were in conflict could not be predicted by the relative cue salience. As 

we hypothesized, participants in the unfamiliar environments might not have encoded the 

spatial relation between the cues, without which they might not have detected that the spatial 

relation between the two cues was changed. Therefore, their cue preference was determined 

by the relative response accuracy of using each cue. In contrast, participants in the familiar 

environments might have encoded the spatial relation between the cues, through which they 

could detect that the spatial relation between the cues was changed. Hence, their cue 

preference was not only determined by the response accuracy of using individual cues but 

was also affected by participants’ belief on cue stability (Zhao & Warren, 2015a).  

Cheng and colleagues (2007) proposed that, when multiple cues were in conflict, cue 

preference would be affected by the subjective discrepancy between the cues (see also, 

Cheng, 1994; Cheng, 1995).  Empirical studies have showed that, when landmarks and path 
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integration were in conflict, animals’ and human adults’ preference of the cues was 

determined by the physical discrepancy between the cues. When the physical discrepancy 

was small, they relied more on the landmarks because their spatial localization using the 

landmarks was more accurate (less variable) than using the path integration. However, when 

the physical discrepancy was large, they relied more on the path integration because they 

judged that the landmarks were moved and should not be trusted (Etienne, Teroni, Portenier, 

& Hurni, 1990; Foo et al., 2005; Shettleworth & Sutton, 2005; Zhao & Warren, 2015b). 

While a larger physical discrepancy should certainly lead to a larger subjective discrepancy, 

increasing familiarity with the environment may also lead to a larger subjective discrepancy. 

The more familiar navigators were with the environment, the more capable they were of 

detecting the discrepancy. In Chapter 2 and Chapter 3, although the physical discrepancy was 

the same in the familiar and the unfamiliar environments, the subjective discrepancy was 

larger in the familiar environment than in the unfamiliar environment, which led to a shift in 

the strategies of cue selection.  

4.2.2  Room size affects the relative use of cues by modulating cue stability but not 

salience 

We investigated how room size affects the relative use of cues in Chapter 3. We found 

that when the cues were in conflict, the relative use of the isolated objects over the room 

shape decreased as the room was larger, whereas the relative use of the wall features over the 

room shape increased as the room was larger. Although the trends of the effects were 

different, the common finding was that both the effects were not predicted by the relative 

salience of the cues, which was measured as the relative response accuracy of using each cue. 
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In all the experiments in Chapter 3, the response accuracy of using each cue in the small 

rooms was not significantly different from that in the large rooms. Moreover, the predicted 

probability of choosing the geometrically correct or featural correct corners based on the 

relative response accuracy of using each cue was not significantly different in terms of room 

size.  

The result of Chapter 3 contradicted the assumption that featural cues are more salient or 

geometric cues are less salient in larger rooms (Miller, 2009). In Experiment 1 of Chapter 3, 

the large rooms were 9 times as big as the small rooms and the isolated objects were the same 

size in both small and large rooms. In Experiment 3 of Chapter 3, the large rooms were 9 

times as big as the small rooms and the wall features in the large rooms were also 9 times as 

big as those in the small rooms. Therefore, the wall features occupied the same area of retinal 

space, and the same proportion of the room in the small and large rooms. In both 

experiments, the results did not support a positive relation between the salience of features 

and room size regardless of the size of the featural cues. A negative relation between the 

salience of geometry and room size, although very plausible, may only apply to a searching 

paradigm when navigators could freely navigate rather than staying in the middle of the 

enclosure (Sovrano & Vallortigara, 2006).  

Despite the insensitivity of cue salience to room size, we did find the relative use of 

the cues to be modulated by the room size. In Experiment 1 of Chapter 3, the relative use of 

the isolated objects over the room shape decreased as the room size increased. In Experiment 

3 of Chapter 3, the relative use of the wall features over the room shape increased as the room 
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size increased. Since those effects of room size could not be explained by cue salience during 

encoding, they could only be attributed to cue stability during retrieval.  

We speculate that, there were two factors that contributed to the cue stability during 

retrieval. Firstly, a distal feature is more stable than a proximal feature. The orientation of a 

proximal landmark with respect to an observer changes rapidly when the observer moves, 

whereas the orientation of a distal landmark remains stable when the observer moves (Nadel 

& Hupbach, 2006; Sovrano et al., 2005; Yoganarasimha, Yu, & Knierim, 2006). Secondly, 

a less movable cue is more stable than a more movable cue. The movability of a cue may 

partial be determined by the size of the cue. For example, a small item is easier to move 

than a large item. The movability of a cue may also be determined by how it is connected to 

other cues. For example, an isolated item can easily be moved, whereas an item that is 

attached to a wall is more difficult to move. When the navigators noticed two cues are in 

conflict, they would rely more on the more stable cue than the less stable cue. 

4.2.3  2D patterns and isolated objects interact differently with room geometry 

In previous studies, wall features and isolated objects were the most widely used cues 

to contrast the room geometry. As defined by Lee and Spelke (2010a), 2D patterns and 

isolated objects are both featural cues. This taxonomy is supported by findings that they are 

both less dominant than room shape during reorientation. Also, Lee and Spelke (2010b) 

found direct evidence that 2D markings on the wall and isolated objects were not used by 

children, whereas extended surfaces of similar size and contrast were used by children. 

However, in Chapter 3 we found that the interaction between room shape and isolated objects 

and the interaction between room shape and wall features showed different patterns.  
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Room size has different effects on the relative use of room shape and isolated 

objects and on the relative use of room shape and wall colors or 2D patterns on the wall 

(Ratliff & Newcombe, 2008; Sovrano & Vallortigara, 2006; Sovrano, Bisazzaa, & 

Vallortigara, 2007). As we discussed in the previous section, those effects were attributed to 

cue stability during retrieval. In Experiment 1 of Chapter 3, on one hand, the isolated 

objects were more distal in the large room than in the small room, which might suggest the 

stability of the isolated objects increased in the larger room. One the other hand, the isolated 

objects should be comparably movable in the small and large rooms because their size was 

the same regardless of the room size. Meanwhile the movability of the room shape should 

decrease as room size increased because the large room should be less moveable than the 

small room. As a result, the relative movability of the room shape decreased with room size, 

which might suggest the stability of the isolated objects decreased in the larger room. Since 

the movability of the room was remarkably greater than that of the isolated objects, the 

effect of movability overwhelmed the effect of feature distance on the relative stability of 

cues. Therefore, the relative stability of the isolated objects decreased and thus the relative 

use of the isolated objects decreased as the room was larger.  

However, in Experiment 3 of Chapter 3, the wall features (or the walls having those 

features) and the room were scaled with the same ratio. Therefore, the relative movability of 

the room and the wall features should not be affected by room size. In this case, the relative 

stability of the cues was only affected by the distance of the wall features. Since the wall 

features were more distal in the large room than in the small room, their relative stability 

with respect to the room shape increased in the larger room. Therefore, the relative use of 
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the wall features increased in the larger room. In summary, Chapter 3 shows that the 

properties of isolated objects and wall features are different that could affect their 

interaction with room geometry. Therefore, it is necessary to consider whether to use 

isolated objects or wall features as featural cues in future reorientation studies. 

4.2.4  Implications and future directions 

In daily life, people use various cues to navigate. These cues include inertial cues such as 

kinetic and vestibular cues, and external cues such as optic flow, landmarks and environment 

layouts. On one hand, using multiple cues is often advantageous because it increases the 

accuracy of navigation. For example, a single landmark is sometimes ambiguous, and path 

integration is erroneous. When both cues are available, navigators may combine the two cues 

so that they could use path integration to disambiguate the landmark and use the landmark to 

correct the accumulating errors in path integration. On the other hand, attending to multiple 

cues may significantly increase cognitive load. And more critically, there may be a problem if 

the cues conflict each other. Therefore, understanding how cues interact, i.e. how they compete 

for cognitive resources and weights, is important for understanding navigational behaviors. 

In this dissertation, my colleagues and I found that both the properties of the cues and the 

experience of the navigators may affect cue interaction. Overall speaking, when the participants 

encounter a novel environment, their encoding of one cue was impaired by encoding another 

cue. And if the cues conflicted, the participants assigned cue weights based on how well they 

learned the cues. When the participants gained more experience in the same environment, they 

became familiar with the environment and learned the relationship between the cues. With this 

representation of the relationships, encoding one cue was not significantly impaired by 
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encoding another cue. And if the cues conflicted, the participants assigned cue weights based 

on the stability of the cues.  

Familiarity has been shown to have effects on many navigational behaviors. While it is 

well established that people who are familiar with an environment usually perform better at 

place recognition and wayfinding than those who are unfamiliar with the environment (Gollege, 

1992), the effect of familiarity on cue interaction is rarely examined. We explained that 

familiarity affects cue interaction by allowing the navigators to learn the relationship among 

the cues. Previous studies on the development of spatial knowledge support the idea that people 

learn the relationship among landmarks and form a cognitive map only after they have gained 

a certain amount of experience in the environment (Siegel & White, 1975). However, Ishikawa 

and Montello (2006) argued that the relationship among landmarks are not necessarily learned 

through time. They found that there were individual differences in the requisition of 

relationships among landmarks. While some participants learned this knowledge continuously 

as became familiar with the environment, most participants either learned the relationship from 

the beginning or never learned the relationship even after repeated exposures. In our studies, 

we only manipulated whether participants learned the same environment or different 

environment across trials. We did not directly examine their knowledge about the relationship 

between the cues. Therefore, further studies are needed to investigate how familiarity affects 

cue interaction. 

Aside from navigators’ experience, properties of cues also modulate cue interaction. 

Previous studies have shown that human adults may be able to optimally combine cues based 

on cue reliability (e.g., Nardini et al., 2008; Zhao & Warren, 2015b; Chen et al., 2017), where 
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participants assigned more weight to the cue that allowed them to perform more accurately in 

the spatial task. However, navigators may not always prefer the more accurate cue (Yerramsetti, 

Marchette, & Shelton, 2013). In our studies, we found that, in familiar environments, cue 

weighting was affected by a retrieval factor that is independent of the learning accuracy of the 

cue. We speculate that this retrieval factor may be the stability of the cues. In an adaptive 

combination theory, Newcombe and Huttenlocher (2006; see also Newcombe & Ratliff, 2007) 

proposed that multiple cues are combined in a Bayesian fashion with the weight of each cue 

determined by various properties of the cue, such as reliability, stability, validity and so on. So 

far, the role of cue reliability in cue combination has been carefully examined, but the roles of 

other cue properties still need to be investigated. 

Moreover, we found that there were huge individual differences in cue preference. For 

example, in Chapter 3, when the room shape and the features were in conflict, some participants 

fully relied on the room shape while some fully relied on the features. This preference seems 

not related to their accuracy of using each cue. And it is very unlikely that those participants 

who preferred the features believed the features were more stable than the room. In this 

dissertation, we were unable to further investigate individual differences due to limited sample 

size and observations for each participant. Future studies are needed to examine what makes 

people prefer one cue over another cue, how this preference is related to gender, navigational 

ability and short-term and long-term experience, and whether people which a strong preference 

could shift to the unfavored cue with minimal effort if they were instructed to. 
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